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Preface

The International Conference on Ad-Hoc Networks and Wireless (ADHOC-NOW) is
one of the mot well-known series of events dedicated to research on wireless sensor
networks and mobile computing. Since its creation in 2002, the conference has been
held 14 times in six different countries. Its 15th edition in 2016 was held in Lille,
France, during July 4–6.

The 15th ADHOC-NOW attracted 64 submissions of which 24 were accepted for
presentation after rigorous reviews by external reviewers, Technical Program Com-
mittee members, and discussions among technical program chairs. All submissions
received at least three reviews. In addition, two excellent keynotes talks completed the
scientific program.

This program and organization have been made possible through the strong support
of our sponsors: Inria, Euratechnologies, and MEL (Lille’s European Metropole). A
special thanks to them.

ADHOC-NOW traditionally covers a wide spectrum of topics across all networking
layers for sensor networks, localization in various networking environments, and with
applications in several domains. The 15th ADHOC-NOW featured eight sessions,
structuring the contributions into the following topics: resource allocation, communi-
cation, low communication layers in sensor networks and IoT, opportunistic networks,
security, VANETS and ITS, robots, and MANETS.

I would like to thank all the people involved in the production of these proceedings.
First of all, I am grateful to the program chairs, Valeria Loscri and Alexandre
Mouradian, for managing the review process, the Technical Program Committee and
the external reviewers for their help in providing detailed reviews of the submissions,
Cristina Cano, our proceedings chair, Riccardo Petrolo, our web chair, and Abdoul
Aziz Mbacke, our publicity chair. I would like to dedicate a special thanks to Marie
Bénédicte Dernoncourt and Anne Rejl for their valuable support in the local organi-
zation and arrangements of the event. I also thank Springer’s team for their great
assistance from the start of the submission process until the production of the
proceedings.

Finally, I would like to thank all the authors for their contribution and interesting
discussions during the event.

July 2016 Nathalie Mitton
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Distributed Scheduling of Enhanced Beacons
for IEEE802.15.4-TSCH Body Area Networks

Mengchuan Zou1, Jia-Liang Lu1, Fan Yang1, Mathilde Malaspina2,
Fabrice Theoleyre3(B), and Min-You Wu1

1 Department of Computer Science and Engineering,
Shanghai JiaoTong University, Shanghai, China

2 Department Télécommunications, INSA-Lyon, Universite de Lyon, Lyon, France
3 ICube, CNRS/University of Strasbourg, Strasbourg, France

theoleyre@unistra.fr

Abstract. Body Area Networks (BANs) expect to exploit IEEE802.
15.4-2015-TSCH, proposing an efficient MAC layer for wireless industrial
sensor networks. The standard relies on techniques such as channel hop-
ping and bandwidth reservation to ensure both energy savings and reli-
able transmissions. With the expected growth of the BAN usage, we must
now consider dense topologies, and interference. In this paper, we pro-
pose a rescheduling algorithm to avoid the collisions among the Enhanced
Beacons (EB): each coordinator is able to adapt distributively its trans-
mission to avoid interference. Indeed, EB losses impact negatively the
performance of a BAN. We also optimized conjointly the neighbor dis-
covery mechanism since a multichannel MAC would else increase too
much the discovery delay. Our simulations validate the relevance of our
discovery and scheduling mechanisms to cope with a very dense deploy-
ment of interfering BANs.

1 Introduction

BANs consist in small wearable wireless devices expected to fulfill the society
needs in a variety of applications such as ubiquitous monitoring, health-care,
entertainment and multimedia, and training. The PAN coordinator often collects
measures transmitted from the wearable devices in its BAN.

The IEEE802.15 working group is currently finalizing the IEEE802.15.4-2015
standard [1]. In particular, the TSCH mode aims at improving the reliability for
industrial sensor networks in noisy environments. A common schedule aims at
reserving a certain amount of bandwidth for each flow, and channel hopping aims
at defeating narrow band noise. This standard is particularly accurate for Body
Area Networks, where devices aim at transmitting periodically their measures
to the PAN coordinator (i.e. BAN gateway).

However, IEEE802.15.4-TSCH was originally designed for a large multihop
wireless sensor network. In Body Area Networks, we rather face to a user cen-
tric topology: one PAN coordinator attached to a collection of devices. However,
because we expect to have a large collection of co-located BANs, we will face to
an explosion of collisions: each BAN computes independently its own schedule.
c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 3–16, 2016.
DOI: 10.1007/978-3-319-40509-4 1
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new device

Fig. 1. Multi-BAN topology

We must propose a certain cooperation among different BANs to detect colli-
sions and to adapt locally their schedule. Besides, BANs require a very short
network attachment delay: a person may exchange data sporadically within a
group of individuals (aka. opportunistic mobile social networks [2]). Thus, we
must propose a mechanism to detect quickly neighboring BANs.

Due to the dynamic environment for BAN communication, one important
assumption is that a newly arrived node has no initial information about the
neighborhood. Therefore it needs to set up a listening schedule determining
when, for how long, and on which channel it should listen to the beacons. When
it receives an Enhanced Beacon (EB), it is then able to join the corresponding
BAN. We chose here to optimize this discovery delay, i.e. waiting time before
receiving the first EB.

In our scenario, we consider co-located BANs, possibly mutually interfering
(Fig. 1). However, we consider here only single hop traffic: only neighboring PAN
coordinators /devices may exchange data packets. We have consequently a col-
lection of stars, independent concerning the traffic, interdependent concerning
interference.

The contributions of this paper are fourfold:

1. we introduce a cooperation among independent BAN: while they don’t
exchange traffic, we propose mechanisms to locally re-schedule the trans-
missions of beacons to limit the number of collisions;

2. we reduce the schedule problem (and the detection of collisions) to a classical
maximum-weight independent set problem in undirected graphs;

3. we also propose a mechanism so that a new node is able to discover quickly
an existing neighboring BAN, even when its EBs use channel hopping;

4. we highlight the relevance of our approach with omnet++ simulations.

2 Related Work

2.1 IEEE802.15.4-2015

IEEE802.15.4-2015 [1] has proposed the TSCH mode for industrial wireless sen-
sor networks. To improve the reliability while maximizing energy savings, a
schedule is computed by the Path Computation Engine (PCE) and distributed to
all the nodes. The schedule is then repeated periodically, and the ASN (Absolute
Sequence Number) counts the number of slots since the beginning.
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A

CB

C>AA>B

advertisement 
(broadcast)

dedicated 
link (unicast)

4 C A>B

3

B

C>A

2

A1

channel timeslots

Fig. 2. Schedule in a IEEE802.15.4-TSCH network – illustration of a slotframe (Color
figure online)

When a timeslot starts, a device knows if it has to wake-up to transmit or
receive a packet. A slot can be either dedicated (without contention) or shared
(a CSMA-CA mechanism handles contentions). Thus, a node turns off its radio
for all its unused slots, where it is neither receiver nor transmitter.

To improve the reliability, TSCH proposes to implement a channel hopping
scheme. To each transmission opportunity is attached a channel offset. Let’s
consider the schedule illustrated in Fig. 2. Three timeslots/channel offsets are
dedicated for the advertisements of the nodes A, B and C (in green). Two other
slot/channel offsets are dedicated for some radio links (in pink), for their unicast
transmissions.

Palatella et al. proposed a centralized scheduling for a multihop
IEEE802.15.4-TSCH [3] for unicast transmissions. Accetura et al. also pro-
posed a decentralized version of their scheduling algorithm [4]. However, these
approaches only work within a single BAN, i.e. they don’t address the case of
multiple interfering and concurrent BANs.

2.2 Neighbor Discovery

Two major methods exist to discover a neighboring node:

Passive discovery: a new node has to listen for the beacon packets from its
neighbors. The period of beacon transmissions directly impacts the discovery
delay.

Active discovery: a new node sends an hello packet, and neighbors acknowl-
edge it to notify the transmitter of their presence. In multichannel, it is
related to the birthday protocol [5]. This method often performs faster, but
consumes more resource, and may create collisions with data packets.

A new device has to discover very fast a BAN to attach to. However, mul-
tichannel increases the convergence delay, since a receiver is deaf to the trans-
missions on different channels. In Bluetooth, a transmitter sends avertissements
and a listener must receive this advertisement before exchanging packets. Thus,
a node must change randomly its role between listener and transmitter for Peer-
To-Peer topologies [6].

In multichannel, scanning all the channels takes a long time. Dasilva et al.
proposed to use a complete permutation of all possible channels to scan, which
decreases the convergence delay [7]. When a group of nodes can cooperate, they
can exchange information to accelerate the discovery [8,9].
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IEEE802.15.4 proposes a passive discovery: a new device sequentially scans
each channel for a sufficient long time. The scanning time should be sufficient
to capture any Enhanced Beacon from a neighbor. A device may require in
the worst case 8.7 h to scan the 16 channels. To accelerate the discovery time,
Karowski et al. presented a linear programming model describing the discovery
process [10]. Later, they constructed also an optimal schedule, to discover in
priority the nodes with a larger duty cycle ratio [11]. However, they focus on
the listening device, so that their optimization could only be applied to a fixed
advertising schedule.

3 Collision-Free Schedule of Multiple BANs

We consider a dense collection of Body Area Networks, with one PAN coordi-
nator per BAN. Any pair of nodes may interfere with each other, and create
collisions. We adopt in this paper the notation described in Table 1.

3.1 Problem Statement

Each BAN may select a different duty cycle ratio. In particular, they may choose
a different slotframe length (the cycle duration of the schedule). Each node sends
an Enhanced Beacon (EB) at a fixed interval during an advertisement slot of
the schedule. More precisely, a node u sends an EB every:

TEB(u) = Tcst ∗ 2BO (1)

where Tcst is a duration defined by IEEE802.15.4-2015, and BO is the beacon
order (constant) selected by the node u (the rest of the notation is described in
Table 1).

IEEE802.15.4-TSCH adopts a FTDMA approach. We consider the PAN coor-
dinator is co-located with the Path Computation Engine (PCE). It computes

Table 1. Notation used in the article

Notation Meaning

TEB(u) the interval between two Enhanced Beacons (EB) of the node u
(denoted further EB interval)

slotEB(u) the cumulative nb. of broadcast slots (EBs) for the node u since the
beginning of the scan

nbch nb. of channels

nbtslots nb. of timeslots for all the possible channel offsets

ASN Absolute Sequence Number (≈time)

Tscan Duration of the scan of the discoverer (nb. of slots)

nbrx(EBs) nb. of EB received during the scan by the discoverer

S = <(rl,t,c)> the IEEE802.15.4-TSCH schedule S is a set of triplets <radio link,
timeslot, channel offset>
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which channels and timeslots have to be used for all the pairs of active nodes,
and distributes this schedule. In particular, it assigns an advertisement slot for
each node to transmit periodically its EBs.

The PAN coordinator changes dynamically the schedule when it detects a
collision with a neighboring network.

A new device has to receive the Enhanced Beacons to decide which network
it should join. We adopt consequently a similar objective as [11]: we aim at
maximizing the number of EB nbrx(EBs) received during a scanning duration
Tscan/nbrx(EBs). All the PAN coordinators have to compute a schedule for their
network, where the number of collisions between EBs is minimized.

We consider the different BANs are able to maintain a synchronization, so
that all the schedules are aligned. It may be implemented by maintaining a
synchronization with neighboring BA, such as [12] does.

3.2 Problem Formulation

We use the conflict graph model to define an accurate schedule. Let Gc = (Vc, Ec)
be an undirected graph, where V is the set of radio links, and E is the set of
mutually interfering radio links. Gc is named the conflict graph. The schedule
consists in the set of activated radio links v = (rl, t, c) ∈ Vc, where rl is the radio
link, t a timeslot, and c a channel offset (cf. Fig. 3). For the sake of simplicity,
a radio link may also be denoted by the transmitter only if it corresponds to a
broadcast (i.e. EB).

An edge (u, v) ∈ Ec indicates transmitters u and v interfere with each other:

1. either both transmitters own to the same BAN. The PAN coordinator can
easily reallocate the transmitters to use different timeslots/ channels;

2. or both transmitters own to different BAN: the corresponding PAN coordi-
nators must cooperate to avoid this kind of overlap.

Let’s consider the nodes u and v with their associated beacon periods (TEB(u)
and TEB(v)). The pair of nodes should not share any common timeslot and
channel for any of their Enhanced Beacons. If they have different slot frame
lengths, a collision may occur if they have the same channel offset and a common
active slot to advertise their EB during at least one slotframe:

∃(iv, iu) ∈ N
2 /

slotEB(v) + iv ∗ TEB(v) = slotEB(u) + iu ∗ TEB(u) (2)

rl1,t1,c1

rl1,t2,c2rl1,t2,c1

rl1,t1,c2 rl2,t3,c1

rl2,t4,c2rl2,t4,c1

rl2,t3,c2

Fig. 3. Conflict graph model for ASP
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This equation is an indefinite equation, with a solution (iu, iv). We may use the
Extended Euclidean algorithm to check the existence of an integer solution. We
are then able to construct the conflict graph, with all the edges which respect
the Eq. 2.

3.3 Optimization Function

A node may attach to the network as soon as it discovers an accurate neighbor.
Let w(u) be a weight associated to a node u, denoting the amount of EBs it
transmitted during the scanning time:

w(u) =
Tscan − slotEB(u)

TEB(u)
(3)

Our objective consists in maximizing the total amount of EBs received by
all the devices during the scanning period:

Objective = max

(∑
u∈V

w(u)

)
(4)

3.4 Reduction to the Maximum-Weight Independent Set Problem

When no collision occurs, the number of received EBs equals to the number of
sent EBs. More precisely, no edge is present in the conflict graph between any
pair of vertices: they form an independent set.

Let us consider the undirected graph Gc = (Vc, Ec). An Independent Set (IS)
is a set of vertices such that no edge exists between any pair of vertices. Let S

be the set of all possible independent sets:

S ∈ S ⇔ ∀(u, v) ∈ V 2
c ∩ S2, �(u, v) ∈ Ec (5)

If the set of active vertices in Gc (i.e. radio links) forms an independent set,
no collision arises: the schedule of EBs is optimal. Let S be the set of all possible
independent sets:

if S ∈ S, Objective =
∑
u∈S

w(u) (6)

Since no conflict exists in the conflict graph, the maximization objective can be
removed safely: no EB is dropped because of collisions. In conclusion, the opti-
mization problem turns out to be a maximum-weight independent set problem
(MWIS) in a undirected graph. We schedule then a MWIS in a given times-
lot/channel offset.

MWIS consists in finding an independent set S ⊆ V , which has the maximum
weight:

max

(∑
v∈S

w(v)

)
(7)

As we aim at maximizing the number of EBs received, our problem may be
reduced to the MWIS problem, known as an NP-hard problem [13].
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4 Enhanced Beacon Advertising Scheduling (EBAS)

We propose here a localized heuristic. Indeed, a centralized approach presents
the following limits:

1. Overhead and Consistency: An exhaustive search requires a global knowledge.
All the schedules owning to different BANs must be shared. Practically, a
huge volume of information has to be exchanged, and inconsistencies may
arise because of packet losses;

2. Complexity: An exhaustive exploration of the solutions is unrealistic for
devices with limited capabilities. Besides, we cannot assume a server (con-
nected to the PAN coordinators) is dedicated to this computation.

Our algorithm proceeds in the following way:

Step 1 - Division: we first create groups of devices, sharing the same EB
period. We can assign orthogonal resources (i.e. channel offsets) to different
groups to avoid collisions. This way, we avoid collisions among devices with
different EB periods;

Step 2 - Initialization: a coordinator selects an initial schedule for all the EBs
in its BAN. Each device maintains the list of occupied cells in its neighbor-
hood, to detect collisions (i.e. at least one interfering device exists);

Step 3 - Collision resolution: we propose heuristics to re-schedule the col-
liding slots. We use hash tables to detect collisions and we re-allocate the
concerned timeslots while limiting the number of changes in the schedule;

Step 4 - Backtracking: if the algorithm does not succeed to allocate a timeslot
for each EB, we backtrack to the step 1, by selecting a group with a larger
EB period.

4.1 Division: Dealing with Different EB Periods

We consider the same conflict graph as previously: a vertex is the triplet <device,
timeslot, channel offset>, and two vertices are linked together if the associated
devices interfere.

We can remark the following properties:

1. All vertices representing the same device (for different EBs) form a clique in
the conflict graph;

2. when considering a set of vertices with the same EB interval and using the
same channel offset, the collision is present for all the timeslots, and can be
easily detected.

So, we propose a partition and re-grouping method:

1. we divide the graph into cliques. We insert an edge between two cliques if
they are neighbors in the conflict-graph;

2. we merge the cliques with the same EB interval into a group. We will assign
later a given channel offset to a group;
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3. then, we assign a given timeslot for each device within a group: they should
not interfere since they use the same channel offset. Assigning distinct times-
lots is sufficient since they have the same TEB .

By adopting a three-steps approach, we are able to deal with devices with
different EB intervals. Indeed, devices with different intervals are partitioned in
distinct groups (i.e. different channel offsets). Then, we solve the conflicts among
the devices with the same EB interval, using a TDMA repartition. Since times
slots are distinct, they cannot collide in any slot frame: the period of repetition
is the same for all of them – same TEB .

Group Merging. If too many EB intervals exist, partitioning the graph would
create too many groups. However, as Eq. (1) states, the EB intervals are multiples
of 2. Let’s denote by groupi all the devices with an EB period equals to BOi.

Several devices of the group i may actually be scheduled with the devices
in the group i − 1. The devices of the group i have either to be scheduled in
different timeslots or in different slotframes. Intuitively, a slotframe of the group
i contains two slotframes of the group i − 1.

Obviously, we can merge any group i and j (i < j) of devices. Finally, at
most 2BOj−BOi

nodes of the group j may be schedule in the final same timeslot.
Inversely, a device of the group i uses a given timeslot in all the slotframes.

4.2 Initialization: Assigning Timeslots to Each Device

All the devices which share the same EB interval are scheduled in the same
channel offset, and the PAN coordinator assigns randomly one free timeslot for
each of them. The PAN coordinator has to compute its schedule, and to push
it to all the devices. The schedule table is actually the set of timeslots/channel
offsets (row), and their corresponding occupation (0 if this timeslot is unoccupied
by any transmitter).

Each PAN coordinator broadcasts its schedule periodically in dedicated pack-
ets, with an increasing sequence number. A neighbor is thus able to detect a
timeslot collision, equivalent to a collision in both hash tables.

A node is able to maintain an up-to-date schedule table of its neighboring
PAN coordinators:

– any neighbor for which it stops receiving packets is removed from the neigh-
borhood table after a certain timeout;

– only the last schedule is memorized for each neighbor (i.e. largest sequence
number).

Thus, we guarantee a certain consistency in the decisions: each device is able
to replace obsolete information from its neighborhood schedule table.
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4.3 Collision Resolution in the Same Group - Linear Time Scanning

A PAN coordinator may detect a collision after the reception of the schedule
from one neighbor. To solve the collisions, we use hash tables.

More precisely, an hash table makes a correspondence between a key (here,
a timeslot) and the value (1 if the timeslot is occupied by at least one node,
else 0). A collision of timeslots means also a collision in the hash table. Thus,
finding compliant schedules (i.e. interference free) is equivalent to resolving the
collisions in the hash table.

Two methods exist to resolve collisions in hash tables:

1. separate chaining: each entry of the has table is a chained list of values;
2. open addressing: the values are stored in contiguous entries in the hash table.

Since the former approach does not maintain the original order in the hash
tables, we adopt the open addressing method.

When the network is very dense, many timeslots are occupied. To accelerate
the convergence, we propose here to solve several conflicts simultaneously. The
following two steps are required:

1. Preprocessing: for any channel, the node combines all the schedules present
in the neighborhood table with the OR operator. Then, the node is able to
compute the list of slots used by at least one of the BANs, and the list of the
idle slots.

2. Linear time scan: we create two pointers (cf. Fig. 4). The first one (in red)
points to the first colliding slot in our schedule, and the second one (in green)
to the first idle slot in the merged schedules. Then, we modified our schedule:
the colliding cell is moved to be placed in the next free cell (in the merged
schedule). Then, the pointers keep on iterating, to solve the next conflict.

When resolving the conflicts, both pointers visit each slot exactly once. Thus,
our algorithm runs in O(n) time. We have consequently a linear time rescheduling
algorithm.

0
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0

1

0
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our
schedule
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1

1

1

1
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Fig. 4. Linear time scanning (Color figure online)
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4.4 Backtracking: Group Change

If the previous search has failed, this means no timeslot is available.
We backtrack the algorithm to the step 3. The device joins a group with a

lower EB interval, and re-executes the assignment to find an idle slot in the new
group.

This backtracking method is particularly relevant when all the groups do not
have the same number of devices. A BAN will be moved to another group to
balance the load.

4.5 Analysis

Let’s now consider the initialization step. We have nbtslots slots (all the timeslots
in a slotframe, across the nbch possible channel offsets). The number of EBs to be
sent is n, and timeslots are assumed to be assigned randomly for initialization.

So, the expected number of collision-free EBs (nnocoll) is the complementary
of colliding EBs:

ncoll = n ∗
(

1 −
n∏

k=2

nbtslots − (k − 1)
nbtslots

)
(8)

We denote by ρ the ratio of the number of devices and the number of timeslots
(ρ = n/nbtslots). Thus ρ denotes the pressure for the scheduling process. The
ratio σ of conflicting EBs is consequently:

σ =
ncoll

n
= 1 −

n∏
k=2

n − ρ ∗ (k − 1)
n

(9)

Because of the well-known birthday problem [14], the ratio of collisions will
be quite large when ρ grows.

Our algorithm solves the conflicts created in the initialization phase. We
group the devices by their EB interval, and thus their channel offset. We denote
by xi the number of devices using the channel offset i. If the following condition
holds, our scheduling algorithm is able to assign non colliding slots:

∀i ∈ [0..nbch], xi ≤ nbtslots
nbch

, (10)

In other words, there exist enough timeslots to schedule all the devices of a
group.

According to [15], our algorithm converges with the probability:

P

[
∀i, xi ≤ nbtslots

nbch

]
= 1 − nbch ∗

(
n

nbtslots
nbch

)
∗ (

1
nbch

)
nbtslots

nbch (11)

This represents a lower bound for the probability of convergence. For each
iteration, we have:



Distributed Scheduling of Enhanced Beacons for IEEE802.15.4-TSCH 13

1. After probing and changing a schedule on one channel i, we have xt+1
i ≤ xt

i

which means xi doesn’t increase.
2. If the device switches to another channel j, we have

xt+1
i ≤ xt

i − 1, xt+1
j ≤ nbtslots

nbch
(12)

so that there is also ∀i, xi ≤ nbtslots
nbch

.

Moreover, if ∃i, xi > nbtslots
nbch

, at least one device is able to switch to another
channel offset to find a free timeslot. So Eq. 11 is a lower bound of convergence
probability.

5 Performance Evaluation

We used Castalia 3.0 (http://castalia.npc.nicta.com.au), a simulator based on
the OMNeT++ framework version 4.1 (http://www.omnetpp.org). Castalia is
widely used to simulate a Body Area Network. For the initialization, each coor-
dinator chooses independently and randomly a timeslot to send EBs.

We simulated a multi-BANs scenario where a set of PAN coordinators are
directly connected to a random number of devices. The number of coordinators
varies between 5 and 20 (with increment of 5). Besides, the ratio of slot occupa-
tion varies from 10% to 90%, with increment of 20%. We run 500 simulations
for each set of parameters.

We compared the following algorithms:

– PSV: the passive scan mode in IEEE802.15.4-2015 [1]. An arriving device just
listens for the maximal possible length of time on each channel;

– SUBOPT: this low-complexity algorithm computes a listening schedule [10].
Intuitively, the device has not to scan all the timeslots when a neighbor sends
very fast its EBs. It avoids these redundant timeslots;

– EBAS: our rescheduling algorithm detecting collisions and reallocating the col-
liding devices to free timeslots.

We have the following main parameters/performance criteria:

– ratio of occupation: the ratio of the number of devices (EB to schedule) and
the number of timeslots;

– Percentage of EBs received: number of EB received by a discovering device.
The higher this value is, the faster a device may discover a network to join;

– Percentage of EB conflicts: ratio of EB which use a timeslot which collides
with another EB (i.e. for at least one timeslot when both transmitters have
not the same EB interval).

We first measured the number of EBs correctly received (Fig. 5). The effi-
ciency of SUBOPT and PSV decreases when the network comprises more coor-
dinators: SUBOPT has been designed to reduce the discovery delay, but doesn’t

http://castalia.npc.nicta.com.au
http://www.omnetpp.org
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Fig. 5. Ratio of EBs received correctly (i.e. without collision)

Fig. 6. Ratio of colliding EBs before EBAS algorithm

Fig. 7. Ratio of colliding EBs after EBAS algorithm
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Fig. 8. Number of iterations needed until a conflict-free schedule is found

try to re-schedule the colliding beacons. On the contrary, EBAS is much more
scalable and successfully solves most of the conflicts even for a very large occu-
pation ratio. Such feature is vital for very dense BAN deployments.

We also measured the percentage of colliding EBs without (respectively with)
EBAS in Fig. 6 (resp. Fig. 7). Comparing both figures, we clearly notice EBAS
is very efficient when less than 70 % of the slots are occupied: it solves 100 %
of the collisions, re-allocating the incriminated devices. Even for a very large
occupation ratio (e.g. 90 %), only 10 % of the EBs collide. On the contrary, a
distributed random assignment rather leads to a ratio of 60 % of collisions.

Finally, we measured the number of iterations with EBAS before obtaining a
conflict-free schedule (Fig. 8). For small BANs, only a few iterations are required
(at most 4). Without surprise, the number of iterations grows with the occupa-
tion ratio. However, EBAS converges in less than 20 iterations, even in very
extreme conditions.

6 Conclusion

We proposed here an algorithm to schedule the EBs transmissions when several
Body Area Networks co-exist and mutually interfere. We proposed first a dividing
strategy, grouping together the devices with the same EB. Then, we propose
to detect and solve collisions after a random assignment. Neighboring BANs
exchange their schedule to detect conflicts, and reallocate the timeslots while
preserving the other collision-free schedules. Simulations prove the relevance of
our approach: we reduce the number of collisions even in dense deployments.

In the future, we plan to combine a fast collision detection mechanism with
our re-scheduling algorithm. We also aim at validating experimentally our solu-
tions with complex radio propagation (and interference). Besides, we also aim
at quantifying the impact of clock drifts on the accuracy of our re-scheduling
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process. Finally, we expect to investigate the performance of the proposed solu-
tion under different conditions (e.g. multi-hop traffic, QoS requirements).
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Abstract. Scheduling in an IEEE802.15.4e TSCH (6TiSCH) low-power
wireless mesh network can be done in a centralized or distributed way.
When using centralized scheduling, a scheduler computes a communica-
tion schedule, which then needs to be installed into the network. This
can be done using standards such CoAP and CoMI, or using a custom
protocol such as OCARI. In this paper, we compute the number of mes-
sages installing and updating the schedule takes, using both approaches,
on a realistic example scenario. The cost of using today’s standards is
high. In some cases, a standards-based solution requires approximately 4
times more messages to be transmitted in the network, than when using
a custom protocol. This paper makes three simple recommended changes
to the standards which, when integrated, reduce the cost of a standards-
based solution by 18% to 74 %. Since they are still being developed, these
recommendations can easily be integrated into the standards.

Keywords: Low-power wireless mesh networks · IEEE802.15.4e
TSCH · 6TiSCH · CoAP · CoMI · OCARI

1 Introduction

Industrial low-power wireless mesh network applications have strong require-
ments in terms of latency, energy efficiency and reliability. To cope with these
requirements, the IEEE802.15.4e amendment [7] introduces the Time Slotted
Channel Hopping (TSCH) mode. In a TSCH network, nodes are synchronized,
and time is cut into timeslots, each typically 10 ms long. All communication is
orchestrated by a communication schedule, which indicates to each node what
to do in each slot: transmit, listen or sleep. This schedule can be built to enable
collision-free communication, yielding predictable behavior, ultra-high reliability
and years of battery lifetime.

A schedule consists of a number of timeslots which continuously repeat over
time. An example schedule is depicted in Fig. 2 with 9 timeslots and 3 logical
channels. The index of a timeslot (the x-axis of the matrix in Fig. 2) is called
slotOffset. The channelOffset represents the communication channel (the
y-axis of the matrix in Fig. 2).

Building the schedule consists in assigning a source node, a destination node
and a channel to cells in the schedule. Installing the schedule into the net-
work means indicating to each node the list of cells it is involved in, either
c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 17–31, 2016.
DOI: 10.1007/978-3-319-40509-4 2
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Fig. 1. Logical network topology.

chan. \ slot 0 1 2 3 4 5 6 7 8
0 4→1 2→1 4→1 2→1 4→1 2→1 4→1 2→1 3→1
1 3→1 10→3 3→1 11→3 3→1 10→3 3→1 7→3
2 5→2 6→4 2→1 12→4 9→2 5→4 8→2

Fig. 2. Schedule computed by MODESA for 12 nodes.

chan. \ slot 0 1 2 3 4 5 6 7 8
0 4→1 2→1 4→1 2→1 4→1 2→1 4→1 2→1 4→1
1 3→1 10→3 3→1 11→3 3→1 12→4 3→1 5→4 3→1
2 2→1 5→4 9→2 6→4 8→2 10→3 13→2 7→3

Fig. 3. Updated schedule after node 13 is added. The black cells are the ones that
differ from the schedule for 12 nodes.

as transmitter or as receiver. Each cell is represented by a tuple [slotOffset,
channelOffset, nodeAddress, linkType] (linkType indicates whether it is a
transmit – TX – and/or receive – RX – cell).

We want to compare the number of packets it takes a central scheduler to
install and update a schedule, using the different approaches listed in Sect. 2.
We are particularly interested in comparing standards-based and custom-built
protocols. The goal is not to explore edge cases, but rather to take an example
representative enough that we can learn lessons and made recommendations.

We consider the topology depicted in Fig. 1. The network first consists of 12
nodes where Node 1 is the root of the network. Arrows represent the links that
are used for communication and that therefore need to appear in the schedule.
The goal is to install the schedule from Fig. 2 into the network. When node 13 is
added, the scheduler computes the schedule depicted in Fig. 3, in which 12 cells
differ. The goal is then to update the schedule in the network.

Several centralized scheduling algorithms exist. This paper does not recom-
mend one or the other, nor does it attempt to survey them. Rather, we use
a particular scheduling algorithm, MODESA [10], and measure the number of
packets to install the schedule once it is computed. The choice of MODESA is,
as far as this paper is concerned, arbitrary.
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We focus on two approaches to install the schedule: using standards (detailed
in Sect. 2.2), and using a custom protocol (detailed in Sect. 2.3). By executing
both approaches on a representative example scenario, we show that using a
standards-based approach can cost 4 times more frames than using a custom-
built protocol. In Sect. 3, we make three simple recommended changes to the
standards which reduces the overhead of the standards-based approach by 18 %
to 74 % percent.

2 Approaches to Install the Schedule

We consider different approaches to install a schedule: either using the CoAP and
CoMI standards (Sect. 2.2), or using a custom protocol called OCARI (Sect. 2.3).
Both use IEEE802.15.4 [6] as the underlying physical layer. Section 2.1 first
details the notation used.

2.1 Notation

We define the following notations:

– Depth(u), the depth of node u in the topology.
– Child(u), the set of children of node u.
– Trans(u), the number of user data frames transmitted by node u, including

both the ones generated by node u itself and the ones received from its children
and forwarded.

– P , the number of nodes which are not leaf nodes.
– B(u), number of CoAP blocks sent to node u.
– Bsched, number of CoAP blocks needed to broadcast the complete schedule.
– Let Nfield number of fields updated per cell.
– ScheduleNumber, version of the schedule, incremented each time the schedule

is computed.

2.2 CoAP and CoMI: A Standards-Based Approach

6TiSCH is an active IETF working group which standardizes how to build and
maintain a TSCH communication schedule [4]. While 6TiSCH supports both
centralized and distributed scheduling, this paper focuses on the former. The
protocol stack considered by 6TiSCH consists of IEEE802.15.4e [7] (physical
and link layers), 6LoWPAN [5], RPL [14] (network layer), CoAP [3,9,12] and
CoMI [11] (application layer). The resulting protocol stack is depicted in Fig. 4.

Table 1 depicts the format of an IEEE802.15.4 frame which encapsu-
lates those protocols. The Maximum Transmission Unit (MTU) at the
IEEE802.15.4 [6] PHY layer is 127 bytes. MAC header and footer require
a total of 29 bytes in the context of the IEEE802.15.4e TSCH [7] mode1.
1 [13] indicates that data messages must provide in their MAC header 64-bit addresses

for the destination and the source.



20 E. Livolant et al.

+----------------------------------------+
|IMoC|

+----------------------------------------+
|PAoC|

+----------------------------------------+
|PDU|

+----------------------------------------+
|LPR|

+----------------------------------------+
|6vPI|

+----------------------------------------+
| 6LoWPAN HC |
+----------------------------------------+

|pot6|
+----------------------------------------+
| IEEE 802.15.4e TSCH |
+----------------------------------------+
| IEEE 802.15.4 PHY |
+----------------------------------------+

Fig. 4. The 6TiSCH protocol stack.

Table 1. Packet format when using the standards-based approach. Numbers indicate
the number of bytes in the fields.

Frame Seq Dest Dest Src Aux Sec
Control Num PAN Address Address Header MIC Payload FCS

IEEE802.15.4e
TSCH 2 1 2 8 8 2 4 98 2

Hop Src Dest
LOWPAN IPHC limit Address Address Payload

6loWPAN
- IP 2 1 8 8 79

Port src +
LOWPAN NHC dest Payload

6loWPAN
- UDP 1 1 77

Payload Payload
Header URI marker without block

COAP
without frag 4 11 1 61

Option delta Option Delta Option Payload Payload
Header URI + Length extended value marker with block

COAP with
≤ 16 frag 4 11 1 1 1 1 32

COAP with
≤ 4096 frag 4 11 1 1 2 1 32

The Auxiliary Security header is encoded with 2 bytes and the Message Integrity
Code (MIC) is coded with 4 bytes. The MAC payload can contain up to 98 bytes.
At the Network layer, the protocol requires 19 bytes for the IP compressed header
(2 bytes), the Hop limit (1 byte) and the Source and Destination addresses coded
on 8 bytes each. At the Transport layer, the payload is reduced by 2 bytes cor-
responding to the UDP compressed header and the destination and source port
coded together in 1 byte. At the Application layer, the size of the applicative
payload depends on the CoAP options used. 4 bytes of header and 1 byte of
payload marker are required. The URI targeting the resource is defined as fol-
lows: /mg/6t/hash where /mg/6t/ is the main path to the 6top management
resources and hash is a 30-bit hash (encoded on 4 bytes) defining the rest of
the path towards the target resource. We look at three options for using CoAP:
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without fragmentation, less than 16 fragments and with than 4096 fragments.
In any case, we get a useful payload whose size is less than 61 bytes. For the
Block option, it is specified in CoAP that the block size should be a power of
two. As a consequence, the only possibility with this payload size is a block size
of 32 bytes.

As a conclusion, in the 127-byte IEEE802.15.4 frame, only 32 bytes are avail-
able for the actual encoding of the schedule, as the remainder of the frame is
occupied by the headers of the different standards.

The standards do not indicate the example approach to install the schedule.
We consider three approaches, which we call “Single”, “PATCH” and “Broadcast”.
Each is detailed below.

Updating a Single Field at a Time (“Single”). The central scheduler
issues a separate confirmable CoAP POST message to write each field of each
cell it installs into a node. This solution assumes that for any network node a
route to reach it from the scheduler node is known by all nodes within the route.
Figure 5 shows an example CoAP POST to set nodeAddress = 3 for the cell at
slotOffset = 3 and channelOffset = 1 in the schedule.

The central scheduler needs to install a cell on both communicating neigh-
bors. For each field, the scheduler issues a CoAP CON and receives CoAP ACK.
Since each cell contains Nfield fields, the scheduler sends Nfield CoAP CON mes-
sages and receives Nfield CoAP ACK acknowledgments. When sent to node u,
each of these messages travels over Depth(u) hops. Moreover, node u is involved
in Trans(u) transmissions and

∑
v∈Child(u) Trans(v) receptions. This results in

the total number of messages in (1).

numFramesSingle = 2 · Nfield ·
∑

u �=sink

Depth(u)

⎛

⎝Trans(u) +
∑

v∈Child(u)

Trans(v)

⎞

⎠ (1)

Table 2 presents the number of messages required for first installing the sched-
ule (see Fig. 2) computed for a network of 12 nodes, then updating this schedule
taking into account the new node 13 (see Fig. 3). When the schedule is updated,
node 2 has two cells where two fields are modified and two other cells with only
one field changed. Hence in Table 2, the element at line 2 and column “Cells *
Nfield” contains 2*2 + 2*1.

Fig. 5. A CoAP POST addressing the nodeAddress value of a cell.
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Table 2. Total number of messages required for installing and updating the schedule
with the Single method.

Install Update

Node Cells Nfield Messages Cells * Nfield Messages

2 8 4 64 2*2 + 2*1 8 + 4

3 9 4 72 3*1 6

4 7 4 56 3*1 + 2*4 6 + 16

5 2 4 32 2*2 16

6 1 4 16 1*1 4

7 1 4 16 1*1 4

8 1 4 16 1*1 4

9 1 4 16 1*1 4

10 2 4 32 1*1 4

11 1 4 16 0 0

12 1 4 16 1*2 8

13 - - - 1*4 16

Total - - 352 - 100

Sending a PATCH to Each Node (“PATCH”). The scheduler contacts each
node once and transfers a list of cells that must be updated, encoded as a CoAP
PATCH. This allows it to send only the differences between the current schedule
and the new one. An example CoAP PATCH which modifies the nodeAddress
and linkType fields of the cell with slotOffset = 1 and channelOffset= 2
is presented in Fig. 6.

When the payload of the PATCH is too long for a single frame, CoAP Block
is used for application-layer fragmenting. B(u) blocks are transmitted to node
u, the scheduler receives an acknowledgment per block, as recommended in [11].
The resulting total number of messages is given in (2).

Fig. 6. A CoAP PATCH modifying the nodeAddress and linkType fields of the cell.
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Table 3. Total number of messages required for installing and updating the schedules
with the PATCH method.

Install Update

Node CBOR bytes Blocks Messages CBOR bytes Blocks Messages

2 1049 33 66 397 13 26

3 918 29 58 208 7 14

4 918 29 58 533 17 34

5 263 9 36 269 9 36

6 132 5 20 67 3 12

7 132 5 20 70 3 12

8 132 5 20 67 3 12

9 132 5 20 67 3 12

10 263 9 36 70 3 12

11 132 5 20 0 0 0

12 132 5 20 136 5 20

13 - − − 132 5 20

Total - − 374 − − 210

numFramesPATCH = 2 ·
∑

u �=sink

B(u) · Depth(u) (2)

Table 3 presents the number of messages required for installing and updating
the schedule computed for our illustrative network (see Fig. 1). Detailed CoAP
PATCH messages for installing the schedule can be found in [8].

Broadcasting the Complete Schedule (“Broadcast”). The scheduler
broadcasts the complete schedule over CoAP. The schedule is represented as
a CBOR-encoded [2] JSON document. Each node u filters the cells it is involved
in as transmitter or receiver. An example of broadcast with the complete sched-
ule is proposed in Fig. 7 where each tuple is [slotOffset, channelOffset, source
node, destination node].

To ensure that each node correctly receives the schedule, the scheduler uses
CoAP Observe to monitor the value of the schedule number on each node. Each
time a new schedule is pushed to a node, the scheduler expects to receive a CoAP
Observe notification, confirming the successful reception of the schedule update
by the node.

At network initialization, the scheduler issues an CoAP Observe request on
each of the nodes. Broadcasting the schedule requires Bsched blocks of 32 bytes
to be broadcast into the network, resulting in P · Bsched frames, assuming ideal
flooding. Each time a schedule is installed, the waves of CoAP Observe notifi-
cations account for

∑
u�=sink Depth(u) messages. The total number of frames to
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Fig. 7. A CoaP POST broadcasting the complete schedule.

install a schedule is given in (3); δP is equal to 1 when at least one new node
has joined the network since the last transmission CoAP Observe notification, 0
otherwise.

numFramesBroadcast = P · Bsched +
∑

u �=sink

Depth(u) + δP · P (3)

The length of the CBOR transcription of the JSON document describing
our schedule (see Fig. 7) is 149 bytes. This CBOR transcription is divided into 5
fragments of 32 bytes, hence Bsched = 5. In our example topology, the number
of parents broadcasting the schedule is P = 4 (node 1, 2, 3, 4) and the sum of
depths of nodes is

∑
u�=sink Depth(u) = 19. For this first schedule, as all nodes

just joined the network δP = 1. Finally, msg(Broadcast) = 4×5+19+1×4 = 43.
For the second schedule depicted in Fig. 3, the length of the CBOR tran-

scription of the JSON document describing our schedule is 159 bytes. The
detailed CoAP POST for the broadcast of this second schedule can be found
in [8]. As in the previous case, this CBOR transcription is divided into 5
fragments of 32 bytes, hence Bsched = 5. The number of parents broadcast-
ing the schedule is the same P = 4 but now the sum of depths of nodes is
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Fig. 8. Cycle provided by OCARI

∑
u�=sink Depth(u) = 21. Node 13 just joined the network, hence δP = 1. Finally,

msg(Broadcast) = 4 × 5 + 21 + 1 × 4 = 45.

2.3 OCARI, a Custom Protocol

An alternative is to use OCARI [1], a custom-built non-standards-based protocol.
We compare a standards-based approach to it to provide a lower bound on the
number of packets needed to install a schedule.

OCARI is compliant with IEEE802.15.4, but not with upper-layer protocols
such as 6LoWPAN or CoAP. Each OCARI node is assigned a 2-byte identifier,
unique in the network and given during its association.

OCARI schedules activities in the network in a cycle organized in four peri-
ods, as depicted in Fig. 8. First, OCARI synchronizes the network in a collision-
free multi-hop way during the [T0,T1] period. All nodes periodically send bea-
cons to maintain this synchronization. The period [T1,T2] is dedicated to control
traffic used to collect network characteristics in order to compute a schedule for
user data. Period [T2,T3] allows user data gathering. Finally, period [T3,T0’] is
a sleep period, all nodes sleep to save energy.

A new schedule computation is kicked off when the topology or the
application-needs change. When a new schedule is ready, it is broadcast into
the network by piggy-backing the entire schedule into the beacons sent by all
parent nodes. The schedule is a sequence of 7-byte cell tuples [slotOffset,
channelOffset, SourceNode, DestinationNode], each describing a single cell in
the schedule.

Figure 9 summarizes the format of an OCARI beacon. For the topology
depicted in Fig. 1, the first schedule (see Fig. 2) to install is 24 tuples long, the
second one (see Fig. 3) is 26 tuples long. The scheduler hence needs to transmit
24× 7 = 168 bytes for the first schedule, 26× 7 = 182 bytes for the second. Since
in this typical case the maximum payload available for cell tuples in a beacon is
80 bytes, up to 11 cell tuples can be transported in a single beacon. If the sched-
ule contains more than 11 cells, the full schedule is fragmented across different
beacons. The entire schedule hence need 3 beacons to be transferred, or a total
of 3 × 4 = 12 messages, since in our example P = 4 parent nodes.

Details about OCARI can be found in [1].
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Octets: 2 1 2 2 4 variable 2
Frame Seq. Source Source Reserved Beacon FCS
Control Num. PAN Address for IEEE802.15.4 Payload

Frame Id. compliance
MHR Payload MFR

Octets: 1 1 1 4 2 variable 2 2 variable
Packet Num. of Seq. Beaconing Contention Addresses Num. of First Cell
Type Beaconing Num. Interval Slot Beaconing Cells Cell Tuples

Nodes Beacon Duration Nodes Index
Beacon
Payload

Fig. 9. Packet format when using the OCARI custom protocol.

3 Recommended Optimizations

Table 4 summarizes the total number of messages to install and update the sched-
ule. The detailed computation of the number of messages can be found in [8].
It shows that a standard-based approach is less efficient than a custom-built
protocol by a factor of 4 or more.

Simple changes to the standards allow them to be much more efficient. This
section lists three simple optimizations which, when applied, yield a reduction
in number of messages between 18 % and 74 % as depicted in Table 4.

3.1 Use Short MAC Addresses

In today’s 6TiSCH standards, only 64-bit long MAC addresses are used. Imple-
menting an association mechanism would enable a coordinator (typically the
root of the network) to assign a 16-bit address unique in the network to each
device. This association mechanism would save 12 bytes in each frame. The pay-
load at the MAC layer can then be extended to 110 bytes and the maximum
applicative payload could be equal to 73 bytes, allowing a 64-byte CoAP Block
size.

Table 4. Total number of messages traveling in the network for installing and updating
the schedule, with none, some or all optimizations.

Approach Optimizations Install

schedule

Relative

gain

Absolute

gain

Update

schedule

Relative

gain

Absolute

gain

Single None 352 N.A N.A 100 N.A N.A.

PATCH None 374 N.A N.A 206 N.A N.A.

+ Short addresses (3.1) 206 45% 45% 104 50% 50%

+ CellId (3.2) 136 34% 64% 72 31% 65%

+ PATCH syntax (3.3) 98 28% 74% 58 19% 72%

Broadcast None 43 N.A N.A 45 N.A N.A.

+ Short addresses (3.1) 35 19% 19% 37 18% 18%

+ CellId (3.2) 35 0% 19% 37 0% 18%

Custom None 12 N.A N.A 12 N.A N.A
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Table 5. Total number of messages required for installing and updating the schedules
with the PATCH method.

Without node 13 With node 13

Node CBOR bytes Blocks Messages CBOR bytes Blocks Messages

2 1049 17 34 397 7 14

3 918 15 30 208 4 8

4 918 15 30 533 9 18

5 263 5 20 269 5 20

6 132 3 12 67 1 4

7 132 3 12 70 1 4

8 132 3 12 67 1 4

9 132 3 12 67 1 4

10 263 5 20 70 1 4

11 132 3 12 0 0 0

12 132 3 12 136 3 12

13 − − − 132 3 12

Total − − 206 − - 104

Table 5 presents the number of messages required for installing and updating
the schedule computed for our illustrative network (Fig. 1). We see a dramatic
saving for this PATCH method compared to the previous results in Sect. 2.2.

With the method of broadcasting a schedule to all nodes in the network, the
savings in term of the number of messages is also significant. In our example
topology, we obtain msg(Broadcast) = 4 × Bsched + 19 + 1 × 4 = 35 messages
with Bsched = 3 for the installing the schedule. For updating the schedule,
we obtain msg(Broadcast) = 4 × Bsched + 21 + 1 × 4 = 37 messages with
Bsched = 3.

Per Table 4, using short MAC addresses reduces the number of frames by
45 % (respectively 50 %) to Install (respectively Update) the schedule when using
the PATCH approach, and 19 % (respectively 18 %) when using the Broadcast
approach.

3.2 More Efficient CellId Representation

According to the IEEE802.15.4e standard [7],slotOffset andchannelOffset are
each encoded on 2 bytes. Since there are only 16 channels available for a
IEEE802.15.4 radio operating at 2.4 GHz, only 4 bits are needed to encode the
channelOffset. Moreover, since the slotframe length in an IEEE802.15.4e TSCH
network is rarely longer than 1000 timeslots (10 s when using 10 ms timeslots),
channelOffset can be encoded using 12 bits. A single 16-bit number called
“CellId” can encode slotOffset and channelOffset, in which the 4 most signif-
icant bits represent the channelOffset and the remaining 12 bits the slotOffset.



28 E. Livolant et al.

Table 6. Total number of messages required for installing and updating the schedules
with the PATCH method using a more efficient CellId Representation.

Without node 13 With node 13

Node CBOR bytes Blocks Messages CBOR bytes Blocks Messages

2 729 12 24 275 5 10

3 636 10 20 132 3 6

4 636 10 20 371 6 12

5 181 3 12 132 3 12

6 92 2 8 44 1 4

7 92 2 8 45 1 4

8 92 2 8 44 1 4

9 92 2 8 44 1 4

10 183 3 12 44 1 4

11 92 2 8 0 0 0

12 92 2 8 44 1 4

13 − − − 92 2 8

Total − − 136 − - 72

Fig. 10. A CoAP POST broadcasting the first schedule using CellId.
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Fig. 11. A CoAP PATCH with shorter operators.

Table 7. Total number of messages required for installing and updating the schedules
with the PATCH method with shorter operators.

Without node 13 With node 13

Node CBOR bytes Blocks Messages CBOR bytes Blocks Messages

2 537 9 18 203 4 8

3 468 8 16 96 2 4

4 468 8 16 275 5 10

5 133 3 12 96 2 8

6 68 1 4 32 1 4

7 70 1 4 33 1 4

8 68 1 4 32 1 4

9 68 1 4 32 1 4

10 135 3 12 32 1 4

11 68 1 4 0 0 0

12 68 1 4 32 1 4

13 − - − 68 1 4

Total − - 98 − - 58

Table 6 presents the number of messages required for installing and updating
the schedule computed for our illustrative network (see Fig. 1). We notice that
this simple coding mechanism brings a greater gain compared to the previous
results in Sect. 2.2.

Figure 10 depicts the schedule description using the CellId coding in the
context of the broadcasting method.

Per Table 4, using a CellId rather than a [slotOffset, channelOffset]
tuple saves an additional 34 % (respectively 31 %) when installing (respectively
updating) the schedule using the PATCH approach. Its impact is negligible when
using the Broadcast approach.
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3.3 Shorter PATCH Operators

CoAP PATCH [12], even if if were designed for constrained devices, still uses the
multi-character operators “op”, “path”, “value”, “replace”. Reducing those to
the shorter operators “o”, “p”, “v”, “rpl” would be syntactically equivalent, but
more efficient. An example resulting CoAP PATCH is described in Fig. 11.

Table 7 presents the number of messages required for installing and updat-
ing the schedule computed for our illustrative network (Fig. 1) with the recom-
mended shorter operators.

The CBOR representation of the JSON document above is 26 % shorter than
the CBOR representation of the same JSON document with longer operator
string. According to Table 4, using shorter PATCH operators saves an additional
28 % (respectively 19 %) when installing (respectively updating) the schedule
using the PATCH approach. Its impact is negligible when using the Broadcast
approach.

4 Conclusion

This paper discusses the efficiency of installing and updating a communication
schedule in a 6TiSCH network with a central scheduler. Not surprisingly, it shows
that a set of (generic) standards-based protocols is less efficient than a custom-
built protocol. It shows how simple optimizations to the standards can reduce
the number of frames by up to 74 %.

It is, to the best of our knowledge, the first work to provide a system-wide
analysis of the different protocols involved in a 6TiSCH network, and highlight
the inefficiencies when “putting them all together”. We believe this paper makes
a strong contribution to the standardization activities at the IETF, in particular
in the 6TiSCH, RPL and 6lo working group. It makes a strong (and quantified)
case for adding an association step to the 6TiSCH protocol suite (which requires
an additional protocol but reduces the overhead by up to 50 %), and reducing
the length to the CoAP PATCH operators (a trivial change which saves up to 28 %
overhead).

Our future work will focus on distributed scheduling in 6TiSCH networks.
This paper is an example of the collaboration between the IETF and the acad-
emic world which the newly created Thing-to-Thing Research Group is fostering.
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Abstract. Energy-efficiency, high transmission data rates and Quality of
Service (QoS) awareness are the major challenges for resource management in
the uplink of Visible Light Communication Personal Area Networks (VPANs).
This paper investigates the problem of Optical Access Point (OAP) selection
and resource allocation in the uplink of VPANs under two different transmission
techniques, namely Orthogonal Frequency Division Multiple Access (OFDMA)
and Non-Orthogonal Multiple Access (NOMA). Each user is associated with a
generic utility function, which represents his perceived satisfaction with respect
to the overall resource allocation problem. OAP selection adopts Maximum
Gain Selection (MGS) policy, i.e. users select an OAP to connect to based on the
highest path gain. A distributed resource allocation problem in VPANs is for-
mulated and solved as an optimization problem. Following this analysis, a
decentralized iterative and low-complexity algorithm for determining OAP
selection and resource allocation is proposed, while the overall approach’s
efficiency is illustrated via modeling and simulation, highlighting and assessing
the advantages and drawbacks of each adopted transmission technique, i.e.
OFDMA and NOMA.

Keywords: Users association � Resource allocation � Visible light
communication � OFDMA � NOMA

1 Introduction

With the growing demand for high data rate, support of multiple services with various
Quality of Service (QoS) requirements, as well as the advent of numerous wireless
devices, the spectrum demand is increasing rapidly. Moreover, energy-efficient
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solutions are required to extend mobile users’ battery life and support the vision of
green wireless networking. Towards this direction Visible Light Communication
(VLC) is acknowledged as a promising wireless technology that solves the bandwidth
scarcity problem and enables decreased mobile users’ transmission power [1]. VLC can
ensure ubiquitous ultrahigh speed wireless communication in any indoor environment
(e.g. aircraft, hospital, museum etc.) and is characterized by numerous advantages, such
as high data rate, mitigated interference, harmlessness to human health, strong security
and unlicensed frequency band usage.

Prior studies have focused mainly on physical (PHY) and medium access control
(MAC) optimal design, without considering mobile users’ QoS provisioning [2, 3].
Therefore, in the last years the interest of research community has turned towards
optimal resource allocation in order to fulfill users’ QoS prerequisites. Two main
transmission technologies are adopted in VPANs, especially within the emerging era of
5G networks: Orthogonal Frequency Division Multiple Access (OFDMA) and
Non-Orthogonal Multiple Access (NOMA).

In the recent literature, considerable research efforts have been devoted to the
problem of optimal resource allocation in the downlink of VPANs, where OFDMA
technology is adopted. In [4] the authors propose an interference bounded opportunistic
channel allocation for VPANs towards maximizing the sum rate capacity in the
downlink and in parallel allowing maximum number of users with a minimum QoS
prerequisite. In [5] an intercell interference coordination heuristic approach is proposed
towards realizing subcarrier reuse between different transmitters, as well as power
redistribution between different subcarriers. In [6], a centralized joint power and
bandwidth allocation for downlink transmission is introduced to maximize system’s
overall capacity. The authors formulate a user’s weighted sum rate maximization
problem, which is solved in a centralized manner and concludes to a power and
bandwidth allocation. In [7], the authors propose a joint scheduling and optimal
resource allocation, via formulating a cross-layer optimization problem towards max-
imizing the system average throughput under the SINR constraints and solving it in a
centralized manner. An interference aware time-frequency slots allocation using busy
burst signaling for transmitting data is proposed in [8], where the assignment of
time-frequency slots is adjusted dynamically depending on the location of an active
user in the cell. In [9], the authors introduce a novel framework towards supporting
rapid link recovery and visibility that minimize system’s performance degradation.
A resource allocation scheme that selects non-overlapping channels having best
signal-to-interference plus noise ratio and acting indirectly on the interference levels
has been proposed in [10], where the visible light multi-color logical channels are
allocated in order to minimize the co-channel interference.

Considering the proposed resource allocation problems in VPANs adopting NOMA
technology, the performed research is still primitive, due to the fact that NOMA
technology has been recently proposed in the literature as a promising candidate for 5G
wireless networks. In [11], a channel-dependent power allocation (called gain ratio
power allocation) is proposed, considering users’ channel conditions to ensure efficient
and fair power allocation and targeting at enhancing the achievable throughput in
high-rate VLC downlink networks. In [12], the authors propose theoretical expressions
on the system performance, considering two different scenarios: (i) ensuring guaranteed
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quality of service (QoS) and providing system coverage probability and (ii) multiple
users request opportunistic best-effort service and calculating system ergodic sum rate
in a closed form. However, all the above approaches are centralized and mainly
network-centric and their goal is to guarantee system’s welfare and efficiency, e.g.
maximization of system’s sum rate, system’s overall interference mitigation, service
provider’s profit etc.

In this paper, we address the problem of OAP selection and resource allocation,
with respect to bandwidth and power, in the uplink of VPANs under two different
enabling transmission techniques, i.e. OFDMA and NOMA. Our approach leads
towards the creation of a framework where the decision making process lie at the
mobile user, irrespectively of the adopted transmission technique, i.e. OFDMA or
NOMA, and is well aligned with the current efforts for the realization of mobile user
self-optimization functionalities. To the best of our knowledge, this is the first time in
the recent literature that the problem of optimal resource allocation in the uplink of
VPANs is studied. The main recent research efforts have focused on the problem of
optimal resource allocation (e.g. power, bandwidth and subcarriers) in the downlink,
while the corresponding resource allocation problem in the uplink has not yet been
studied. The other fundamental contribution of this work is the detailed presented
comparison among OFDMA and NOMA transmission techniques, illustrating the
advantages and drawbacks of adopting OFDMA or NOMA as the transmission tech-
nique in the uplink of VPANs. Detailed numerical results are provided towards better
identifying the advantages of each transmission technique with respect to the resource
allocation problem.

The rest of this paper is organized as follows. In Sect. 2, VPAN’s system model is
introduced, while the OFDMA and NOMA transmission techniques are briefly pre-
sented. In Sect. 3, users’ various QoS requirements are mapped to a generic utility
function, and in Sect. 4 the OAP selection method is presented. In Sect. 5, the resource
allocation problem is formulated and solved, both in NOMA and OFDMA VPANs. In
Sect. 6, a low-complexity OAP selection and resource allocation algorithm is pre-
sented. Finally, in Sect. 7, detailed numerical results that illustrate the operation and
features of the proposed distributed framework are presented, while Sect. 8 concludes
the paper.

2 System Model and Transmission Techniques

2.1 VPAN System Model

We consider the uplink of a multi-cell VPAN, consisting of T OAPs and U mobile
users, where their corresponding sets are denoted as T ¼ t ¼ 1; 2; . . .; Tf g and
U ¼ u ¼ 1; 2; . . .;Uf g, respectively. Each OAP serves a total number of mobile users
Nt. A spectrum of total bandwidth W is devoted per each OAP (and its corresponding
cell) and is available for transmissions from the OAP to the mobile users and vice
versa. Each mobile user u 2 U communicates directly with an OAP t 2 T via a
communication link l ¼ u; tf g. User’s uplink transmission power Pu;t is upper and
lower bounded, i.e. 0 � Pu;t �PMax

u;t , due to user’s physical and technical limitations.
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Let Hu;t be the gain of optical communication link l between user u 2 U to OAP t 2 T.
The line-of-sight (LOS) DC gain between mobile user u 2 U and OAP t 2 T is given
by [13]:

Hu;t ¼
mþ 1ð ÞA
2pd2

cosm uð ÞTs wð Þg wð Þ cos wð Þ; 0�w�wc

0; otherwise

8<
: ð1Þ

where A denotes the photodetector area, φ the angle of irradiance, Ts(ψ) the signal
transmission coefficient of an optical filter, ψ the angle of incidence and m is the order
of the Lambertian emission, which is given by

m ¼ � ln 2

ln cos/1=2

� � ð2Þ

where /1=2 is the transmitter semi-angle at half power. Moreover, g(ψ) denotes the
channel gain of an optical concentrator and is given by

g wð Þ ¼
a2

sin2 wcð Þ ; 0�w�wc

0; otherwise

8><
>:

ð3Þ

where α denotes the refractive index of the optical concentrator, ψc user’s field of view
(FOV) and d the distance between the OAP and the user. Throughout the analysis in
this paper we make the assumption that the proposed OAP selection and resource
allocation is based on perfect knowledge of path gain information both at the user and
at the OAP. The corresponding optical communication link geometry, as well as the
overall topology of the multi-cell VPAN are presented in Fig. 1.

Fig. 1. Visible light Communication Personal Area Network (VPAN) topology.
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2.2 Transmission Techniques in VPAN

In VPAN, two different transmission technologies have been considered, i.e. OFDMA
and NOMA. In the following, we provide some basic background information con-
sidering each transmission technology.

A. OFDMA
In OFDMA, the bandwidth of each OAP is divided into subcarriers, which are orga-
nized into resource blocks (RBs). The RBs are allocated to the users. Within the same
OAP, each RB is uniquely reserved by one user of the same OAP. The same RBs can
be reused among different OAPs, which in turn can cause co-channel interference. Let
R ¼ r ¼ 1; 2; . . .;Rf g be the set of available RBs. In the proposed system model, we
assume the flat-fading model, i.e. mobile user’s channel gain is not differentiated
per RB.

The signal-to-interference-plus-noise ratio (SINR), γu,t
(r) of user u 2 U served by the

OAP t 2 T at RB r can be expressed as follows:

cðrÞu;t ¼
RPDHu;tP

ðrÞ
u;t

PU
u0¼1;u0 6¼u;t2T

Hu0;tP
ðrÞ
u0;t þ n

ð4Þ

where RPD denotes the responsitivity of the photodiode, Hu;t the line-of-sight

(LOS) path gain between user u 2 U and OAP t 2 T , PðrÞ
u;t user’s u 2 U uplink trans-

mission power to the OAP t 2 T for RB r and ξ is the cumulative noise power, which is
given by

n ¼ 2qRPDIambBnoise þ 4KBTB
RF

ð5Þ

where q = 1.6 � 10−19C, Iamb denotes the ambient light intensity, Bnoise the equivalent
noise bandwidth, KB Boltzmann’s constant, T the absolute temperature and RF the
transimpedance amplifier gain.

B. NOMA
The fundamental characteristic of NOMA is that users in the same OAP can simul-
taneously exploit the entire bandwidth, thus concluding to significant enhancement in
the achievable rate. More specifically, users are multiplexed in the power domain using
superposition coding at the transmitter’s side and successive interference cancellation
(SIC) at the receiver. Based on SIC technology, the multi-user interference is mitigated
and signals’ decoding is performed in the order of decreasing channel gain in the uplink
of VPAN. Based on this order, each user u ∊ U can correctly decode the signals of all
users with better channel gain. The interference from users with worse channel gain is
not mitigated, thus it is treated as noise. Therefore, user’s SINR in the NOMA tech-
nology can be calculated as follows.
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cu;t ¼
RPDHu;tPu;t

PU
u0 [ u;t2T

Hu0;tPu0;t þ n

ð6Þ

where u′ is the first user in the OAP having worse channel gain compared to u.

3 User’s QoS Requirements and Utility Function

The concept of utility function is adopted from the field of microeconomics and reflects
user’s degree of satisfaction as a result of his actions. The utility function that describes
the set of users’ preferences rules is not unique in principle, thus we first verify users’
preference relations that are specific to our problem and then propose a utility function
that satisfies this structure. A mobile user should transmit with low uplink transmission
power in order to extend his battery lifetime and at the same time cause less inter-
ference in the multi-cell VPAN environment. Furthermore, mobile users’ satisfaction
increases by achieving high uplink transmission data rate, which is appropriately
reflected by the number of reliably transmitted bits to the OAP. Based on these
observations, each user adopts a utility function, which represents his degree of sat-
isfaction in relation to the expected tradeoff between the number of information bits
that are successfully transmitted to the OAP and user’s corresponding power con-
sumption. Therefore in alignment with the above claims the utility functions assumed
here for the OFDMA and NOMA cases are as follows:

OFDMA : U rð Þ
u;t ¼

W � fu c rð Þ
u;t

� �

Nt � P rð Þ
u;t

NOMA : Uu;t ¼
W � fu cu;t

� �

Pu;t

ð7Þ

where Nt denotes the number of users served by the OAP t, W is OAP’s t 2 T band-
width and fuð�Þ is the efficiency function. The efficiency function represents the
probability of a successful packet transmission for user u 2 U and is an increasing,

continuous, twice differentiable sigmoidal function of his SINR c rð Þ
u;t (resp. cu;t).

A user’s function for the probability of a successful packet transmission depends on the
transmission schemes used, i.e. modulation and coding schemes [14].

4 Optical Access Point Selection

The topology that is considered in this paper is a multicell VPAN. As presented in
Fig. 1, a mobile user can reside within the coverage area of multiple OAPs. Therefore,
a sophisticated OAP selection mechanism should be proposed towards mitigating the
overall interference in the multicell VPAN. The proposed OAP selection methodology
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in this paper is based on Maximum Gain Selection (MGS) policy. According to the
MGS policy, each user residing in the multi-cell VPAN selects the OAP to which he
will be associated based on the highest path gain Hu;t between himself, i.e. u 2 U, and
all available OAPs t 2 T that he is able to connect to. This method provides a
near-optimum solution achieving multi-user, as well as multiple OAPs diversity and
channel gain diversity. However, it should be noted that MGS policy is neither nec-
essary nor sufficient for optimality. More specifically, we create the matrix H, which is
structured based on the line-of-sight (LOS) channel gain Hu;t between each user u 2 U
and OAP t 2 T.

Hðu; tÞ ¼

H1;1 H1;2 � � � H1;T

H2;1 H2;2 � � � �
� � � � � �
� � � � � �
HU;1 HU;2 � � � HU;T

2
66664

3
77775

ð8Þ

According to users’ path gain matrix H, each user selects the OAP to connect to
and communicate with based on MGS policy as follows:

l� ¼ fu�; t�g ¼ argmax
t2T

H(u,t) ð9Þ

It should be noted that after the OAP selection process, each OAP t 2 T knows the
number of users Nt that are connected to its corresponding cell. It is obvious that the
number of users Nt residing in each OAP’s cell is a time-varying parameter due to
users’ mobility. Moreover, users’ path gains Hu;t are also time-varying variables, thus
the problem of OAP selection should be solved periodically per time-slot. In this paper,
we assume static users’ positions within the multi-cell indoor environment.

5 Resource Allocation in the Uplink of VPAN

5.1 Resource Blocks Association in OFDMA-Based VPANs

In an OFDMA VLC wireless network, two main resources should be allocated to the
users considering the uplink scenario: (i) resource blocks and (ii) user’s uplink trans-
mission power. Based on the number of RBs, i.e. R, and considering non-reusability of
the RBs within the same OAP, the maximum capacity of the OAP in terms of number
of users is fixed, i.e. R. In this paper, given that the flat-fading model is adopted, the
RBs are not differentiated considering user’s channel gain per RB, thus a simplified
RBs allocation is adopted.

In the case that U\R, we ensure that each user u 2 U occupies at least one RB in
the OAP t 2 T and the remaining RBs are allocated to the users based on their order
with respect to the channel gain Hu;t. In the case of U[R, users are ordered based on
their channel gain and the first R users occupy the R RBs, while the rest of the users, i.e.
U � R, cannot be served by the OAP and they are rejected. Finally, it should be noted
that in the case of selective-fading channel model, an RBs allocation based on MGS
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policy could be also adopted. Therefore, the overall framework proposed in this paper
is not applicable only in the flat-fading channel model.

5.2 Power Allocation

In this section, we aim to formulate users’ transmission power allocation in the uplink
of VPANs either adopting OFDMA or NOMA transmission technique. More specifi-
cally, as the system evolves, at the beginning of each time slot a user’s
Non-cooperative OAP selection and Resource Allocation algorithm (NOAPRA algo-

rithm) is responsible for determining an optimal uplink transmission power PðrÞ
u;t for the

case of OFDMA (resp. Pu;t for the case of NOMA). User’s optimal uplink transmission
power maximizes his overall perceived satisfaction, which is appropriately represented
via the corresponding values of the utility function, as it is given by Eq. (7) considering
either OFDMA or NOMA transmission technique. Towards supporting mobile user’s
autonomicity, as well as to consider user’s selfish behavior, we propose a distributed
approach.

A. Problem Formulation
As mentioned before, user’s uplink transmission power is upper bounded, due to some
physical and technical limitations. Therefore, the feasible set of user’s uplink trans-

mission power is denoted as Au ¼ 0;PMax
u;t

� i
. Let Ru;t denote the number of RBs

allocated to user u 2 U residing in the OAP t 2 T. In the power allocation problem,
users have a selfish behavior and their goal is to maximize their utility considering the
occupied resources.

Therefore, the power allocation problem is formulated as a distributed maximiza-
tion problem as follows:

ð10Þ

The distinctive novelty of the above proposed power control problem, which was
formulated as a distributed optimization problem, lies in the fact that this is the first
approach in the recent literature, where the problem of users’ uplink transmission
power allocation in VPANs towards supporting QoS provisioning is addressed.

B. Solution
Towards solving the proposed optimization problem in Eq. (10), an optimization

method is followed. Let PðrÞ� ¼ PðrÞ�
1;t ;P

ðrÞ�
2;t ; . . .;P

ðrÞ�
u;t ; . . .;P

ðrÞ�
U;t

h i
for the case of

OFDMA (resp. P� ¼ P�
1;t;P

�
2;t; . . .;P

�
u;t; . . .;P

�
U;t

h i
for the case of NOMA) denote the

optimal solution of the optimization problem in Eq. (10). Considering the first order

derivative of U rð Þ
u;t (resp. Uu;t) with respect to P rð Þ

u;t (resp. Pu;t) we have the following
expression:
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@UðrÞ
u;t

@PðrÞ
u;t

¼ 0 ,
@fu cru;t

� �

@c rð Þ
u;t

� cru;t � fu cru;t

� �
¼ 0

resp:
@Uu;t

@Pu;t
¼ 0 ,

@fu cu;t

� �

@cu;t
� cu;t � fu cu;t

� �
¼ 0

0
@

1
A

ð11Þ

where the equation
@fu c rð Þ

u;tð Þ
@c rð Þ

u;t

� c rð Þ
u;t � fu c rð Þ

u;t

� �
¼ 0 (resp

@Uu;t

@Pu;t
¼ 0 , @fu cu;tð Þ

@cu;t
� cu;t � fu cu;t

� �
¼ 0) has unique positive solution c rð Þ�

u;t (resp. c�u;t),

due to the sigmoidal form of fu �ð Þ with respect to c rð Þ
u;t (resp. cu;t). Furthermore, the SINR

is an one-to-one function with respect to user’s uplink transmission power, thus
resulting to a unique solution, as follows:

OFDMA : P rð Þ�
u;t ¼ min

c rð Þ�
u;t � PU

u0¼1
u0 6¼u
t2T

Hu0;tP
ðrÞ
u0;t þ n

0
BB@

1
CCA

RPDHu;t
;
PMax
u;t

Ru

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;

NOMA : P�
u;t ¼ min

c�u;t �
PU

u0 [ u
t2T

Hu0 ;tPu0 ;t þ n

0
B@

1
CA

RPDHu;t
;PMax

u;t

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>; ð12Þ

6 Non-Cooperative OAP Selection and Resource Allocation
Algorithm (NOAPRA Algorithm)

In this section, we propose a decentralized, iterative and low-complexity algorithm,
which determines users’ OAP selection and resource allocation in a distributed manner.
The proposed algorithm is called NOAPRA algorithm and is divided into two basic
parts. In the Optical Access Point Selection Part, each user selects the OAP to connect
to based on the Maximum Gain Selection (MGS) policy, as discussed in Sect. 4.
Additionally, in the Resource Allocation Part the RBs are allocated to the users in the
OFDMA module and user’s uplink transmission power is determined in accordance to
(12) in a distributed manner. The proposed procedure in the second part of the

40 E.E. Tsiropoulou et al.



algorithm is repeated iteratively till the algorithm converges to its unique solution. The
above described parts of the overall NOAPRA algorithm are as follows.

NOAPRA Algorithm
Optical Access Point Selection Part
Step 1: At the beginning of each time slot, given that we assume that each user u,
u 2 U, residing in the multicell environment has perfect knowledge of path gain
information, create the matrix Hðu; tÞ, as presented in Eq. (8). Set k ¼ 1 and
Uð0Þ ¼ f1; 2; . . .;Ug.
Step 2: Each user u* selects to connect to the OAP t* via creating the communication
linkl� ¼ fu�; t�g based on the highest path gain Hu;t (MGS policy), as follows:

l� ¼ u�; t�f g ¼ argmax
u�2U;t�2T

Hðu; tÞ

Step 3: Set k :¼ kþ 1, delete user u* in the set of users, i.e. Uðkþ 1Þ ¼ UðkÞ � u�f g
Step 4: If Uðkþ 1Þ ¼ ; then stop. Otherwise go to step 2.

Resource Allocation Part
RBs Allocation (only for OFDMA transmission technique)
Step 1: Based on the previous part of the algorithm, each OAP t 2 T is aware of the
number of users residing in it, i.e. U.
Step 2: If R ¼ U allocate one RB r 2 R to each user u 2 U, else if R\U, allocate at
least one RB r 2 R to each user u 2 U, sort the users based on their channel gain Hu,t

and allocate the remaining RBs, i.e. R-U, to the users based on the order of their
channel gain, else if R>U, sort the users based on their channel gain Hu,t and allocate
the RBs R to the first R users with the best channel gain conditions, while the rest of the
users are rejected from the OAP t 2 T.

Users’ Uplink Transmission Power Allocation
Step 1: Each user, u, u 2 U has already decided the OAP that he is connected to and
initially he transmits with a randomly selected feasible uplink transmission power, i.e.

0 � P�ðrÞð0Þ
u;t � PMax

u;t

Ru;t
(resp. 0 � P�ð0Þ

u;t � PMax
u;t ). Set k:=0 and hence P�ðrÞð0Þ

u;t (resp. P�ð0Þ
u;t ),

u 2 U and t 2 T.
Step 2: Given that the single central controller of the OAPs collects the information of
the overall interference within the multi-cell environment, each OAP announces this

information, i.e.
PU

u ¼ 1
t 2 T

Hu;tP
ðrÞ
u;t (resp.

PU
u ¼ 1
t 2 T

Hu;tPu;t) to all users residing within its

coverage area, via broadcasting. Each user computes his sensed interference
PU

u0 ¼ 1
u0 6¼ u
t 2 T

Hu0;tP
ðrÞ
u0;t (resp.

PU
u0 [ u
t 2 T

Hu0;tPu0;t).
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Step 3: Set k :¼ kþ 1. Each user updates his uplink transmission power, i.e. P�ðrÞðkÞ
u;t

(resp. P�ðkÞ
u;t ), u 2 U and t 2 T, based on Eq. (12).

Step 4: If P�ðrÞðkþ 1Þ
u;t � P�ðrÞðkÞ

u;t

���
���� e (resp. P�ðkþ 1Þ

u;t � P�ðkÞ
u;t

���
���� e), e.g. e ¼ 10�5 then

stop. Otherwise go to step 2

7 Numerical Results

In this section we provide some indicative numerical results illustrating the operation
and features of the proposed framework and the NOAPRA algorithm. Throughout our
study, we consider a VPAN, where T = 8 OAPs are established within a room of size
10 m × 6 m × 3 m (W × L × H) and U users are distributed within the room. In the
OFDMA transmission technique, the number of RBs is set to R = 7. The responsitivity
of the photodiode is set to RPD = 0.63 A/W, users’ maximum feasible uplink trans-
mission power is Pu,t

Max = 1 W and the OAP’s bandwidth is W = 20 MHz. The cumu-
lative noise power is n ¼ 0:03 � 10�18 W , the photodetector area is A ¼ 3 � 10�6m2, the
transmitter semi-angle at half power /1=2 ¼ P=6 rad, user’s field of view
(FOV) ψc = π/3 rad, the signal transmission coefficient of an optical filter Ts(ψ) = 1,
the order of the Lambertian emission m = 1 and the refractive index of the optical

concentrator is α = 1.5. The adopted efficiency function is fu c rð Þ
u;t

� �
¼ 1� e�A�c rð Þ

u;t

� �M

(resp. fu cu;t

� �
¼ 1� e�A�cu;t

� �M
), where A = 0.2 and M = 1.61.

In the following, we consider that U = 56 users reside within the room under two
different distributions: (i) uniform distribution, i.e. 7 users reside per OAP (which is the
OAP’s maximum capacity in terms of users for the OFDMA transmission technique
due to the fact that the number of RBs is R = 7) and (ii) non-uniform (unbalanced)
distribution, i.e. some OAPs are overloaded in terms of users while some others are less
congested, as presented in Fig. 2(a) and (b), respectively.

In Fig. 3(a) and (b), users’ average uplink transmission power per OAP is presented
for both users’ distributions. Similarly corresponding users’ average uplink transmis-
sion rate per OAP is presented in Fig. 4(a) and (b), respectively. Considering users’
uniform distribution, it is observed that for the OFDMA transmission technique, users’
average uplink transmission power is lower compared to the corresponding values in
the unbalanced users’ distribution. This observation stems from the fact that in the latter
case more users are concentrated in a specific physical area of the room, thus users
from different OAPs who share the same RB will cause extremely high interference to
their neighbors, resulting in increasing uplink transmission power. On the other hand,
considering the NOMA transmission technique, users’ average transmission power also
increases in the unbalanced users’ distribution compared to the uniform one, however
users’ average transmission power’s increase is smoother compared to the aforemen-
tioned increase in the OFDMA transmission technique. This observation holds true due
to the successive interference cancellation (SIC) technique, which is an embedded
module at the receivers in NOMA. Based on SIC, even if users’ concentration in a
specific physical area is increased, i.e. unbalanced users’ distribution, the receiver is
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able to cancel part of the increased caused interference, fact that does not hold true in
the OFDMA transmission technique.

On the other hand, considering users’ average uplink transmission rate per OAP, it
is observed that both for the uniform (Fig. 4(a)) and the unbalanced (Fig. 4(b)) users’
distribution, NOMA transmission technique results in higher users’ average uplink
transmission rate compared to OFDMA transmission technique, due to the fact that in
the former transmission technique, i.e. NOMA, users exploit the whole bandwidth
towards transmitting.

(b)

(a)

Fig. 2. (a) Uniform and (b) unbalanced users’ distribution

(a) (b)

Fig. 3. Users’ average uplink transmission power per OAP in the (a) uniform and (b) unbalanced
users’ distribution (Color figure online)
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Finally, in Fig. 5(a) and (b) we present the total consumed uplink transmission
power (Fig. 5(a)) and the total achieved uplink transmission rate (Fig. 5(b)) in the
system of T = 8 OAPs, while the number of users increases, both for the OFDMA and
NOMA transmission technique. It should be noted that system’s maximum capacity in
terms of number of users is fixed for the OFDMA transmission technique, i.e. U = 56
users, due to the finite number of non-reusable RBs per OAP, i.e. R = 7 RBs per
OAP. Thus, it is observed that system’s total transmission power and rate remain
constant for number of users larger than 56 users in the OFDMA technique, while the
supplementary users are rejected by the system. On the other hand, the system can
accommodate and serve a larger number of users via adopting NOMA transmission
technique.

8 Conclusions and Future Work

In this paper, the problem of users’ association to OAPs and resource allocation in the
uplink of VPANs was examined under two different transmission techniques, i.e.
OFDMA and NOMA. Maximum Gain Selection (MGS) policy is used for treating the
users’ to OAPs association problem, where users select an OAP to connect to based on
the highest path gain. Furthermore, in order to tackle the resource allocation problem in
a unified and formalized manner, a generic utility function was adopted by each user,

(a) (b)

Fig. 4. Users’ average uplink transmission rate per OAP in the (a) uniform and (b) unbalanced
users’ distribution (Color figure online)

(a) (b)

Fig. 5. System’s total uplink transmission (a) power and (b) rate versus the increasing number
of users (Color figure online)
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reflecting each user’s perceived satisfaction from resources’ allocation. The resource
allocation problem was formulated and solved as a distributed optimization problem.
An iterative and low-complexity algorithm was proposed towards associating users to
the OAPs and allocating the resources to them. Detailed numerical results were pre-
sented illustrating the benefits of the proposed framework and comparing the impact of
OFDMA versus NOMA transmission technique in the resource allocation process.

It should be noted that the overall resource allocation problem was addressed in this
problem under the assumption that all users request the same type of service. However,
considering various types of requested services, which can be formulated by different
utility functions and confronting the corresponding resource allocation problem
towards achieving users’ Quality of Service (QoS) prerequisites in VLC wireless
networks is of high interest and part of our current work.

References

1. IEEE Standard 802.15.7, IEEE Standard for Local and Metropolitan Area Networks 15.7:
PHY and MAC Standard for Short Range Wireless Optical Communication Using Visible
Light. IEEE Std. IEEE Standard 802.15.7

2. Chen Z., Tsonev, D., Haas, H.: Improving SINR in indoor cellular visible light
communication networks. In: IEEE International Conference on Communications (ICC),
pp. 3383–3388, June 2014

3. Dimitrov, S., Haas, H.: Information rate of OFDM-based optical wireless communication
systems with nonlinear distortion. J. Lightwave Technol. 31(6), 918–929 (2013)

4. Saha, N., Mondal, R.K., Jang, Y.M.: Opportunistic channel reuse for a self-organized visible
light communication personal area network. In: Fifth International Conference on
Ubiquitous and Future Networks (ICUFN), pp. 131–134, July 2013

5. Bykhovsky, D., Arnon, S.: Multiple access resource allocation in visible light
communication systems. J. Lightwave Technol. 32(8), 1594–1600 (2014)

6. Saha, N., Mondal, R.K., Ifthekhar, M.S., Jang, Y.M.: Dynamic resource allocation for
visible light based wireless sensor network. In: International Conference on Information
Networking (ICOIN), pp. 75–78, February 2014

7. Mondal, R.K., Saha, N., Le, N.-T., Jang, Y.M.: SINR-constrained joint scheduling and
optimal resource allocation in VLC based WPAN. Wirel. Pers. Commun. 78(4), 1935–1951
(2014)

8. Ghimire, B., Haas, H.: Self-organising interference coordination in optical wireless
networks. EURASIP J. Wirel. Commun. Netw. 1, 2012 (2012)

9. Kim, W.-C., Bae, C.-S., Jeon, S.-Y., Pyun, S.-Y., Cho, D.-H.: Efficient resource allocation
for rapid link recovery and visibility in visible-light local area networks. IEEE Trans.
Consum. Electron. 56(2), 524–531 (2010)

10. Mondal, R.K., Chowdhury, M.Z., Saha, N., Jang, Y.M.: Interference-aware optical resource
allocation in visible light communication. In: International Conference on ICT Convergence
(ICTC), pp. 155–158, October 2012

11. Marshoud, H., Kapinas, V.M., Karagiannidis, G.K., Muhaidat, S.: Non-Orthogonal multiple
access for visible light communications. IEEE Photonics Technol. Lett. 28(1), 51–54 (2016)

Resource Allocation in Visible Light Communication Networks 45



12. Yin, L., Wu, X., Haas, H.: On the performance of non-orthogonal multiple access in visible
light communication. In: IEEE 26th Annual International Symposium on Personal, Indoor,
and Mobile Radio Communications (PIMRC), pp. 1354–1359 (2015)

13. Kahn, J., Barry, J.: Wireless Infrared Communications. Proc. IEEE 85(2), 265–298 (1997)
14. Lee, J.-W., Mazumdar, R.R., Shroff, N.B.: Joint resource allocation and base-station

assignment for the downlink in CDMA networks. IEEE/ACM Trans. Netw. 14(1), 1–14
(2006)

46 E.E. Tsiropoulou et al.



Kausa: KPI-aware Scheduling Algorithm
for Multi-flow in Multi-hop IoT Networks

Guillaume Gaillard1(B), Dominique Barthel2, Fabrice Theoleyre3,
and Fabrice Valois1

1 Univ. Lyon, INSA Lyon, Inria, CITI, 69621 Villeurbanne, France
{guillaume.gaillard1,fabrice.valois}@insa-lyon.fr

2 Orange Labs R&D, Meylan, France
dominique.barthel@orange.com
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Abstract. The telecommunication operators focus on the Internet of
Things (IoT) and route the traffic of several clients on a multi-hop
infrastructure. Operators need to offer Service Level Agreements (SLAs)
to each client, guaranteeing a minimum reliability or a maximum delay
for each application. The deterministic IETF 6TiSCH protocol stack is
particularly appropriate to provide SLA guarantees, because it allocates
dedicated time-frequency blocks for a given traffic. We propose Kausa,
a scheduling algorithm to assign a route and allocate resources to each
client flow. We optimize the network lifetime while respecting the flow-
level requirements. Kausa efficiently deals with lossy links, by scheduling
ad-hoc retransmission opportunities. It limits both the buffer occupation
and the end-to-end delay. Our simulations mimic multiple scenarios on
multi-hop topologies, highlighting the relevance of our approach.

Keywords: SLA · IoT · Multi-hop · FTDMA · Reliability · Scheduling ·
Resource allocation · Delivery · Delay · Backtracking

1 Introduction

With the Internet of Things (IoT), the density of wireless devices and data traffic
grows in the cities, increasing the radio channel occupation and the interference.
The new digital services such as telemetering or smart parking require reliability
and timeliness. In this context, the delivery of the data in short time is harder.

Instead of having IoT applications compete against one another to access the
radio channel, we adopt the point of view of an operator dedicated to the IoT.
In order to scale with the increasing traffic demand, the operator shares a relay
infrastructure for its clients over the city. The characteristics of each application
are specified through specific Service Level Agreements (SLA) [2]. We assume
that the operator globally allocates the resource for each client. Centralized
scheduling allows a better spectrum usage and a larger network capacity.

c© Springer International Publishing Switzerland 2016
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The operator must satisfy a specific level of Quality of Service (QoS) for each
client flow, as defined in the SLAs [2]. SLAs specify both the maximum intensity
of the offered traffic and the expected Key Performance Indicators (KPIs): the
end-to-end delay and the Packet Delivery Ratio (PDR). For instance, data col-
lection applications such as gas metering, require all the generated information:
the effective delivery of each and every meter value is the main KPI. Applica-
tions such as pollution or light monitoring require a quick detection of a change:
the main KPI is the delay.

The Packet Error Rate (PER) of the links depends on the radio environ-
ment. It has variable impact on the end-to-end delivery. Retransmissions allow
to satisfy the PDR constraint, but they increase the delay and the traffic load.
Indeed, the operator needs to over-provision resource to satisfy the QoS.

The IETF 6TiSCH Working Group brings IPv6 over the Time Slotted Chan-
nel Hopping mode of IEEE 802.15.4e. 6TiSCH is a good candidate technol-
ogy because it benefits from the Frequency and Time Division Multiple Access
(FTDMA) technology [11]. The operator is able to allocate resources to each
flow, to quantify the remaining network capacity, and to adapt to interference.

One can build the FTDMA schedule with the Traffic-Aware Scheduling
Algorithm (TASA) [6] and the routing graph provided by RPL [6]. Using
the Expected Transmission Count (ETX) metric, the scheduler over-provisions
enough resource to enable retransmissions and hence satisfies the reliability con-
straint. However, this approach reduces the set of used routes to the ones pro-
vided by RPL: the load is not correctly balanced over the nodes. This also
increases the buffer occupation and reduces the network efficiency.

Furthermore, TASA does not consider long messages that are fragmented in
order to be transmitted on various time-frequency blocks. In this case the end-
to-end delay is important because the fragments are independently scheduled.

As far as we know, no resource allocation algorithm exists that both considers
different flow-level KPIs, and balances the traffic load over the network topology.

Our contribution is three-fold:

1. we first assign a route to each flow, based on the traffic load and the reliability
constraints. In particular, we adopt a multi-path approach: different flows
from the same source may use different paths;

2. we propose Kausa, a KPI-aware scheduling algorithm supporting fragmenta-
tion. We provide a backtracking technique that enhances its performance;

3. we demonstrate with simulations the performance of our approach in terms
of SLA satisfaction and allocation efficiency.

2 Related Work

2.1 Technical Background: A General Vision of 6TiSCH

FTDMA enhances the multi-channel technology, and reduces interference [10].
Several packets are multiplexed on independent channels and time slots. The
nodes are synchronized so that they share an FTDMA schedule [8].
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The IETF 6TiSCH Working Group runs an IP stack over IEEE802.15.4e
TSCH networks [11]. In TSCH networks, the FTDMA schedules are build on
periodical set of time slots, named slotframes. At each slot, every channel is
mapped to a new channel offset. This channel hopping mechanism enhances the
reliability of FTDMA by spreading the failure probability among the channels [8].
6TiSCH considers both centralized and distributed schedule construction [6].
Each node has a Scheduling Function [11] to manage its allocations.

6TiSCH provides the possibility to dedicate resource to a multi-hop flow.
A track is a set of time-frequency blocks along a route, that may only be used for
the transmissions of determined frames [11]. Each node forwards the fragments
according to their track IDs.

2.2 SLA-aware Scheduling

In order to satisfy the SLAs, the operator needs to manage and schedule the
client traffic [2]. The schedule must consider the flow-level KPIs as constraints
while maximizing the lifetime of the network.

Decentralized or distributed algorithms enable reactivity (e.g. in case of
mobility, or node failure) and limit the control overhead by allowing local deci-
sions. In the D-SAR [12] and CFDS [5] algorithms, the source nodes request QoS
whenever they have traffic to transmit. According to the required bandwidth and
QoS of each source node, the allocation is built en route to the destination. The
QoS demands are supposed dynamic, changing with each traffic burst. Neither
D-SAR nor CFDS provide stable guarantees of QoS for a given flow, because they
are designed for temporary reservations. Phung et al. propose a multi-channel
schedule based on distributed reinforcement learning and adaptation to network
changes [7]. Being local to each node, the autonomous reinforcement learning
does not provide end-to-end guarantees, necessary for satisfying the SLAs.

TASA centrally allocates resource for a given traffic load on each node [6].
Based on 2-hop conflicting sets, TASA gives priority to the most loaded sub-parts
of the given routing tree. TASA yields optimal schedule length in this case [6].
Compact schedules optimize both the energy consumption and the delay. Neither
flow-level KPIs in terms of delay and delivery nor load balancing are considered.

Industrial deployments also have strong constraints on their traffic: Pöttner
et al. [9] propose a scheduling method to gather data under time-critical deliv-
ery in an oil refinery. Typical expected delay in the data delivery is 3 s. They
partition the network into small sets of nodes (no more than 24 nodes in prac-
tice). They provide both a schedule and the required transmission powers, for
one given reliability constraint. In our contribution, we consider different KPIs
and network-wide techniques that reduce the overall load.

Dobslaw et al. propose SchedEx [1], a scheduler extension that modifies a
schedule in order to guarantee a minimal network level end-to-end reliability. The
authors calculate the number of necessary retransmissions for all the packets, at
each link of the routing tree. This expected number of retransmissions is defined
according to the load of a radio link and its reliability. In other words, Schedex
does not guarantee flow isolation with differentiated PDR requirements.
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Our solution provides flow-level guarantees and favors traffic balancing on
the network while efficiently allocating the time-frequency blocks.

3 Network Model and Properties

In this section we specify the network characteristics and the parameters con-
sidered by Kausa. Table 1 summarizes the parameters and notations we use, as
well as the default values we used in the performance evaluation.

3.1 Node Model

We model the IoT network as a set of wireless nodes exchanging messages in a
multi-hop way. We assume the topology is known and static. Each node has a
rank value that represents its distance to a gateway. Each node has one half-
duplex radio interface. It can store a limited number of frames in its buffer. We
consider 3 distinct types of nodes (Fig. 1):

1. the leaf nodes: the sensor nodes that only generate the client traffic;
2. the relays: the intermediary routers that forward the client traffic;
3. the gateways: the final receivers that collect the client traffic.

Each leaf node runs one or several applications that generate messages of con-
stant size (possibly fragmented into several frames). We only consider upward
traffic, converging toward the gateways. Figure 1 shows a portion of topology
with 3 leaf nodes, 3 relays and one gateway.

3.2 Radio Link Model

We use the Packet Error Rate (PER) to characterize the link quality. We assume
that the PER is time-invariant on the scale of the scheduling [8]. Because chan-
nel hopping is used, we also consider the PER independent from the channel
offset [8].

Fig. 1. Network topology
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Fig. 2. Distribution of Packet Error Rates (PER) by role type. (Color Figure in Online)

The radio interference is heterogeneous: depending on the concentration of
the nodes and the traffic density, the PER evolves [7]. We model an heteroge-
neous environment using a classical Path Loss model [4]. Noise and shadowing
are normal random variables. Figure 2 shows the variations of the PER according
to the distance, calculated for a large set of nodes. We assume the attenuation
depends on the type of link because of their location and transmission power. For
instance, the operator places the gateways on highpoints whereas the leaf nodes
suffer bad radio conditions. The routers are located outdoor and use high trans-
mission power (e.g. 3 dBm). We set the path-loss exponents and the reference
distances in the typical ranges (Eq. 2.53 in [4]).

Using FTDMA, the medium is divided into time slots and frequency channels.
We assume that co-channel interference is only limited to a few hops (e.g. 1 or 2).
The algorithm allocates time-frequency blocks, named cells, within the FTDMA
schedule (Fig. 1). The schedule is divided into periodical slotframes (set of time
slots) that repeat in time, indefinitely.

Typically, during one cell, 2 neighboring nodes can exchange a frame of 127 B
and its corresponding acknowledgement (Fig. 1). If necessary, an applicative mes-
sage is fragmented into frames that separately transit on a single cell each.

3.3 Flow Model

For each application, a leaf node creates one flow of messages. The client traffic is
converge-cast. The operator collects the traffic of each flow at a gateway (Fig. 1).

We create tracks assigning a given number of cells at each hop along a path.
Each track is identified with a track ID. We associate each flow to a unique track.
This way, each flow is isolated.

The scheduler provisions enough cells for the end-to-end transmission of the
fragments of each message. The scheduler allocates additional over-provisioning
cells in order to consider hop-by-hop retransmissions [3].

The operator only provides guarantees on the flows that respect the SLA
specification [2]. We address the allocation of resource for periodical traffic pat-
terns. For each flow, the source leaf node generates a given number of fixed-size
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Table 1. Parameters of the network model and their values in the simulations

Variable Explication value range

Size of slotframe (slots) 1000 [100,1200]

Number of channels 16

Number of leaves running each app 100

Number of relays, sinks 24, 2

nmsg(f) Num. of messages per slotframe for a flow f 1 [1, 12]

nfrag(f) Num. of fragments per message (app.1, app.2) 2, 3

PDRsla
msg(f) Expected end-to-end PDR (app.1) 0.80 [0.80, 0.98]

Expected end-to-end PDR (app.2) 0.97 [0.97, 0.997]

DELsla
msg(f) Expected end-to-end delay (slots) (app.1) 60 [30, 140

Expected end-to-end delay (slots) (app.2) 90 [45, 210]

pdrslafrag(f) Expected end-to-end PDR - fragments of f

per(i) Packet Error Rate (PER) on the ith link of a path

ncell(A) Number of allocated cells on a node A

n
max(msg)
rtx (f) Max. num. of retrans. per (hop, msg) 16

n
max(frag)
rtx (f) Max. num. of retrans. per (hop, frag) 8

nmax
buffer(f) Maximum buffer occupation 20

messages at each slotframe. The leaf node buffers the corresponding fragments
until their first transmission slot. During one slotframe, all the fragments must
reach a gateway.

4 An Overview of Kausa

We consider a centralized scheduling algorithm that allocates FTDMA cells to
a set of flows. Kausa takes as input parameters:

1. each flow’s SLA parameters: the traffic profile and the expected KPIs;
2. the topology information: the PER of each link, and the rank of every node.
3. interference: the maximum hop distance after which we neglect interference.

In order to limit the final number of allocated cells, the algorithm considers,
per hop, a maximum number of hop-by-hop retransmissions: either for each
fragment (nmax(frag)

rtx (f)) or for each message (nmax(msg)
rtx (f)).

Figure 3 shows the allocation process. Kausa first builds a path for each flow
(step 1). Each path is chosen in order to balance the load over the network while
satisfying a minimum reliability. Kausa computes the number of cells needed at
each hop to satisfy the PDR, according to the PER of each link (step 2).

If the chosen path does not suit the PDR or delay KPIs, a link-level back-
tracking takes place (Sect. 5.6). New paths are considered by recursively elimi-
nating links from the possibilities. We avoid both the most loaded and the least
reliable portions of the network. The recursion stops when the source has no
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more possible links to a next hop. The link-level backtracking favors the respect
of the KPIs at the expense of the load-balancing.

The set of cells associated to a message at a given hop is named a range. At
each hop, one range contains enough cells for the transmissions of the fragments
of each message, as well as enough over-provisioned cells for the anticipated
retransmissions. Kausa sequentially allocates the cells within each range into
the FTDMA schedule (step 3). In Fig. 3, Kausa allocates flow k + 1 considering
the cells already allocated for flow k and the previous flows.

Fig. 3. Step-by-step overview of Kausa, for two flows k and k + 1.

In order to avoid buffer overflows, we limit the maximum amount of buffered
fragments on each node, considering the least favorable scenario of retransmis-
sions. Kausa accordingly anticipates or delays the allocations of a given message.

If no allocation is found for a given message, a flow-level backtracking takes
place (Sect. 5.7). We successively remove the allocations of the previous flows,
look for new paths, and try other allocations. The flow-level backtracking stops
when it reaches the first allocated flow.

5 Detailing Kausa: An SLA-aware FTDMA Scheduler

5.1 Ordering the Flows

We order the flows in decreasing order of the load metric, so that Kausa first
deals with the most greedy ones. We compute the load metric directly from the
SLA parameters (Table 1). In Eq. (1), the load metric corresponds to the number
of expected fragments during a slotframe, for a given flow f :

nmsg(f) · nfrag(f) · PDRsla
msg(f) (1)

In case two flows have similar values for this metric (e.g. less than 1 % difference),
we consider the expected delay DELsla

msg(f) as the second ordering criterion.
When several flows have the same KPIs (typically for one multi-source appli-

cation, e.g. telemetering), they have the same load metric and delay. We use the
source rank to decide between the flows (and in case of identical source rank the
track ID). We give the furthest source in terms of rank the highest priority, since
the route may be longer, and hence the load higher for the considered flow.
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5.2 Building the Paths

We provide a load-balancing and KPI-aware multi-path mechanism. Our objec-
tive is to minimize the impact of each flow on the network in terms of allocation
load. We construct the path for one flow, taking into account the previous allo-
cations. We need to find valid next-hop nodes for each router in the path, in
terms of traffic load and reliability.

We update the routing topology, starting from the gateways and using a
vector-distance (e.g. Bellman-Ford) algorithm. We choose for each node the next-
hop forming the best route to a gateway, in terms of maximum node load, route
load, and ETX. We consider the three criteria in lexicographical order:

< max
i∈[1,lgw]

ncell(Ai),
∑

i∈[1,lgw]

ncell(Ai),
∑

i∈[1,lgw]

ETX(i) > (2)

In Eq. (2), the set of links i ∈ [1, lgw] is the route from the considered node to
a gateway. ETX(i) is given for each i as 1/(1 − per(i)), Ai is the transmitter of
i. Note that the sum of the ETX allows us to estimate the necessary number of
timeslots for the allocation over a given path.

The next-hop of a node is a neighboring relay with a lower rank to avoid
loop. This allows us to build robust path. We verify that the obtained path
is sufficiently reliable while considering independent fragment transmissions [3].
Kausa disregards any path that requires, at any given link and for one fragment,
more retransmissions than the maximum n

max(frag)
rtx (f): thus, we avoid paths

with too low a reliability. Equation (3) expresses the satisfaction of the fragment
reliability constraint using the maximum number of retransmissions:

lgw∏
l=1

(
1 − per(l)n

max(frag)
rtx (f)

)
≥ pdrslafrag(f) (3)

If Eq. (3) is not verified, the chosen link is not reliable enough: the path is not
valid and we need to backtrack.

5.3 Computing the Hop-by-Hop Number of Allocations

We evaluate for each hop the minimum number of over-provisioning cells needed
to satisfy the message PDR constraint. We use an inverse greedy algorithm
starting with the max. number of retransmissions for a message, nmax(msg)

rtx (f) [3].
The resulting number of allocated cells must respect the delay in case the

cells are consecutively allocated. If this condition does not hold, the path cannot
be valid and we need to backtrack.

5.4 Allocating the Messages

The path has been computed. We now have to allocate cells for each hop. The
allocation is done message after message, for each ordered flow. We associate the
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Fig. 4. Kausa range allocation.

message with one range for each hop in the path (Fig. 4). Each range is a set of
cells dedicated to the message on a given link.

The ranges are allocated in sequence. In order to avoid scheduling the next
transmission before the last reception, the ranges of the same message are con-
tiguous but do not overlap. Indeed, a set of ranges is valid if it respects the
delay constraint: the difference between the first slot of the first range and the
last slot of the last range is less than the delay (in slots). Figure 4a represents
the allocation sequence for a given message, on a path from a leaf node A to a
gateway. The numbered arrows show the allocation order. The sequence begins
with the starting range at the link with the most allocated cells in the slotframe:
e.g. at step 1, the range of Link 3 is the starting range.

1. Allocating the cells within the starting range: we first have to position
the cells of the starting range. We iteratively try all the possible start cells
by scanning the whole slotframe. We finally select the starting range which
minimizes, for all the cells, the channel occupation. We terminate the scan
early if we find a zero value for a range before finishing the slotframe.

2. Allocating the cells for the previous hops: we allocate the cells of the
previous hops from last to first in upward direction. Next considered link is
Link 2, steps 2 and 3, in Fig. 4a. We choose to minimize the buffering delay,
starting from the cell closest from the next start cell. We repeat the same
process (step 4 and 5) until we reach the first hop AB.

3. Allocating the cells within the following hops: the ranges of cells for
the next hops are allocated consecutively to the last cell of the starting range
(step 6). If the cell conditions cannot be verified or the delay constraint is not
satisfied, scanning all the slotframe, the range is not valid.

4. Modifying the starting range: if the allocation fails on a given hop, or if
the delay constraint is not verified, the allocation starts again for the same
message with the second best starting range. We resume the search if it was
not finished, and choose the new start cell accordingly.

If we cannot find any starting range, the allocation of the message fails and we
need flow-level backtracking.
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5.5 Conditions of a Cell Allocation

We allocate consecutive cells in a range, toward earlier or later time slots (to the
source or the destination, step 5 or 7 in Fig. 4a). The cells within a range must
respect the following conditions:

Half-duplex condition: the transmitter and receiver are not already using
their radio interface;

Conflict-free condition: there is an available channel in the neighborhood;
Reception buffer condition: the receiving node has enough available buffer

in case successful transmissions occur at the first cells of the range. This is
the worst case scenario: the receiver’s buffer is occupied early.

Transmission buffer condition: the sending node has enough available buffer
for the not yet transmitted fragments in case successful transmissions occur
at the end of the range. Among the cases that validate the SLA conditions,
this is the worst case scenario: the transmitter’s buffer is freed late.

If one of these conditions is not respected, we skip a cell (Fig. 4b) and try
with the next ones. Note that the buffer conditions must be verified for the whole
range, because as no fragment is transmitted in a skip, no memory is freed.

During the allocation of a given range, if the buffer conditions are no longer
valid, we need to recursively shift the ranges to earlier in time until the problem
is solved (Fig. 4b). For each range, we move the allocated cells and verify at each
cell the conditions. Note that if we reach the slotframe size while shifting, the
allocation is not valid and we need to modify the starting range.

5.6 The Link-Level Backtracking Procedure

Kausa builds an alternative path for a given flow (step 1 in Fig. 3):

1. when the routing algorithm does not find a suitable path for a given flow;
2. when the provision of cells fails on the path for a given flow.

One link in the path is blacklisted for the flow. Then, the new path is completed
following the routing metric (Eq. 2) but avoiding the blacklisted links.

If the backtracking call is due to an impossibility to build a path or a non
respect of the delay constraint, we eliminate the link with the worst PER, to
build a more reliable path. In all other cases, we temporarily blacklist the link
with the highest allocated load in the neighboring nodes, to build a less loaded
path. If no valid path is found at this step, we definitely eliminate the link with
the worst PER, and remove from the blacklist the temporarily added links.

We do recursive backtracking calls until either we find a valid path respect-
ing the delay (success) or all source neighbors are blacklisted (failure). When
the link-level backtracking fails, our algorithm drops this flow altogether and
proceeds with the next one. Thus, the link-level backtracking does not cover all
the possible paths, but progressively eliminates the links with the worst quality.
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5.7 The Flow-Level Backtracking Procedure

A flow-level backtracking takes place when the allocation fails for a given message
(step 3 fails in Fig. 3). We first save the state of the allocation.

If the link-level procedure on the flow fails, we backtrack on the links of the
previous flow (e.g. in Fig. 3, if it fails on flow k+ 1, we backtrack on step 1, flow
k). When the backtracking procedure reaches the first allocated flow (k = 0) and
fails, there is no solution under the assumptions we made. We resume Kausa with
the previously saved allocation and proceed with next flow.

6 Performance Evaluation

6.1 Scenario and Simulation Setup

We run a Monte Carlo network simulator using Python. We compare Kausa with
an extension of TASA, enabling the provision of cells for the retransmissions [3].
We run the algorithms on 16 randomly generated topologies and with 12 values
of each of the 4 parameters (traffic intensity, slotframe size, expected PDR KPI,
expected delay KPI). Table 1 summarizes the parameters and default values.

Fig. 5. Evaluation of the performance in terms of PDR satisfaction.



58 G. Gaillard et al.

The simulations emphasize the impact of the variations of each parameter,the
others kept at default. We use the same scenario as in [3] and our radio model
(Sect. 3.2). We consider two applications with strong delay constraint (app.1)
and with strong PDR constraint (app.2). For the two applications, the ranges
of variations of the delay and PDR constraints are realized in proportion of the
two default values (Table 1). They are expressed as a percentage in the figures.

The leaf nodes are uniformly spread in a rectangle of 400×200 m. The relays
are placed on a triangle mesh (every approximately 70 m). The 2 gateways are
placed at positions (100,100) and (300,100).

6.2 Results

Figure 5 shows that Kausa outperforms TASA with retransmissions, in terms of
SLA satisfaction. With strong requirements (half the flows expect a PDR of 97 %)
around 90 % of the flows validate their KPIs for Kausa (Fig. 5a, b), with a sched-
ule length of 800 slots (Fig. 5c). The delay constraint is the main limiting fac-
tor in TASA: its performance increases almost linearly when relaxing the con-
straint (Fig. 5b). When the PDR constraint increases (Fig. 5a), the performance of

Fig. 6. Evaluation of the performance in terms of network resource usage.
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Kausa slightly decreases: Kausa finds specific solutions depending on the topology.
The two sinks are saturated when each leaf node generates more than 3 messages
(Fig. 5d). Even when the intensity of traffic reaches the limit of capacity, Kausa
allows some flows to be serviced (50 % with 3 messages).

In Fig. 6 the total amount of allocations on the whole network is similar
for the two protocols (around 2000 cells for default traffic). In Fig. 6a, for high
PDRs (≥ 90 %, 50 % of maximum increase), the allocations increase in TASA
while they remain stable in Kausa. Indeed, the backtracking process leaves flows
unallocated in Kausa, whereas TASA serves all the traffic indistinctly. Figure 6b
and c show that Kausa uses less allocations, whichever parameter is considered,
because it finds paths with a better tradeoff between length and link quality.
Figure 6d shows that Kausa does not provision cells in case of saturation, and
does not waste bandwidth.

Finally, Fig. 7 shows that with default traffic, the maximum buffer occupation
in Kausa remains around 10 fragments (half the maximum), versus about 40
fragments for TASA (Fig. 7a, b, and c). Figure 7d shows that with high traffic
Kausa preserves the buffers better than TASA.

Fig. 7. Evaluation of the performance in terms of node buffer occupation.
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7 Conclusion and Future Work

The number of devices that form the IoT grows, along with the requirements
of quality of service for a diversity of applications. This makes the resource
allocation for IoT networks more challenging in the smart cities.

In this work, we propose a solution that centrally allocates FTDMA resources
under flow-level QoS constraints. Our algorithm balances the traffic load, to
prolong the network lifetime, while satisfying delivery and delay constraints for
a multi-flow scenario. A controlled backtracking algorithm allows reaching a
satisfying solution in a reasonable time.

We simulate an urban environment, with a set of typical applications, their
characteristics and requirements. We model a FTDMA technology, where the
nodes have limited buffer capacities, and where the links have different qualities.
In this context, Kausa performs better than TASA in terms of SLA satisfaction.
We ensure flow-level QoS without creating buffer overflows.

In a future work we will study how to enhance Kausa by taking into account
different queue management strategies on each router. We envision an adaptation
of Kausa for dynamic or bursty traffics.
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Abstract. In this paper we describe a deterministic algorithm to com-
pute a (vertex disjoint) k-connected subgraph (k ≥ 1) of an undirected
complete weighted Euclidean graph. The weight of the computed sub-
graph is within an O(k logn) factor of the weight of an optimum k-
connected subgraph for a given graph, where n is the number of nodes.
In particular, the algorithm was designed for pure SINR (Signal-to-
Interference-plus-Noise Ratio) model. Variations of SINR models are
currently considered the most appropriate ones to design and analyse
algorithms for wireless networks when interference is taken into consid-
eration. To the best of our knowledge, we describe the first algorithm
to compute a k-connected vertex-disjoint subgraph under SINR. It has
O(log g) runtime complexity, where g is the granularity of the network.

Keywords: k-Connectivity · SINR · Wireless networks · Distributed
algorithms

1 Introduction

In this paper we describe a deterministic distributed algorithm to compute a
vertex disjoint k-connected subgraph (or simply k-connected subgraph), k ≥ 1, of
a given complete undirected Euclidean graph modelling a wireless network. A
k-connected subgraph is one that contains k vertex-disjoint paths between any
two nodes of the original graph. We consider in this paper networks embedded
in a two-dimensional Euclidean space, where the weight of each edge is equal to
the (Euclidean) distance between its adjacent nodes.

Differently from previous work we assume in this paper an interference model
for concurrent transmissions. The model assumed is pure Signal-to-Interference-
plus-Noise Ratio (SINR). This model determines in which circumstances a mes-
sage sent by a node can be received correctly by other nodes by taking into
consideration how strong is the signal of a transmitting node at a receiver in
relation to the sum of the signals of all other concurrent transmitters plus the
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ambient noise. SINR models are also called physical models and are currently
considered the most appropriate algorithmic models for wireless networks when
interference is taken into consideration. The development of algorithms for vari-
ations of SINR models has attracted much attention recently (e.g. algorithms for
broadcasting [5,10,11], local broadcasting [7,9], connected dominating set [23],
among others).

The cost (or weight) of a graph is the sum of the weights of its edges. It is well
known that the problem of computing a minimum cost k-connected subgraph is
NP-hard [16]. The algorithm we describe in this paper computes a k-connected
subgraph whose weight is within an O(k log n) factor of the weight of a minimum
cost k-connected subgraph, where n is the number of nodes in the graph.

Our algorithm is designed for the particular case of complete graphs. Many
wireless network scenarios can be modelled as complete graphs and can bene-
fit from k-connected subgraphs. Wireless networks are being considered as an
alternative to wired networks in critical application domains such as automotive
[20,24]. The integration of many sensors using cables introduces extra complex-
ity in the manufacturing process. Wireless connections among these nodes might
contribute to decrease this complexity. Having k node-disjoint paths between any
pair of nodes provides a level of resilience to node faults, as each message can
be sent from a node to any other node through k non-overlapping paths. K-
connectivity can be used to balance energy expenditure and workload among
nodes by alternating the path through which messages are sent. Additionally, it
can be used to control the transmission power of nodes while keeping robustness
of the network, as an additional way of reducing energy expenditure.

Although each node can potentially communicate with any other node in
our model, communication between nodes is performed through SINR channels.
Communication between nodes is only possible when interference from other
nodes is sufficiently low. Handling interference in this sense introduces a set of
complex issues, which make the development and analysis of algorithms for the
SINR model much more complicated than for traditional models.

Our contribution: In this paper we describe a deterministic algorithm for k-
connectivity in complete graphs under pure SINR model. To the best of our
knowledge, this is the first work that addresses this problem for k ≥ 2 under
this model. When k = 1, the problem is reduced to finding an approximate
Minimum Spanning Tree (MST). Algorithms for approximating MST under a
SINR model have been proposed in [1,13,15]. The algorithm proposed in [13,15]
is randomized and is not based on pure SINR, but on a model that assumes that
nodes might execute carrier sensing. The resulting model is thus a combination
of SINR with a radio model. Pure SINR is assumed in [1]. The algorithm that
we present in this paper is an extension of the one presented in [1] for the case
of k-connectivity for k ≥ 2, but restricted to the case of complete graphs.

The algorithm that we describe provides an O(k log n) approximation guar-
antee to an optimal k-connected subgraph. The algorithm is based on the NN-
Scheme, proposed in [12,14]. However, the algorithm described in [12,14] is based
on a model without interference. The adoption of the SINR model requires the
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use of different, specific and much more complex techniques to control the inter-
ference among concurrently transmissions in the network.

Our algorithm has O(log g) time complexity, where g is the granularity of
the network, as will be described in Sect. 3.

This paper is structured as follows. In Sect. 2 we discuss related work. In
Sect. 3 we describe the assumed system model and notation. In Sect. 4 we
describe the so-called NN-scheme, upon which our algorithm is based. In Sect. 5
we describe our algorithm. Section 6 concludes the paper.

2 Related Work

The k-vertex disjoint connectivity problem is NP-hard for k ≥ 2, even in the
case when edge weights satisfy the triangle inequality or in complete Euclidean
graphs [16].

There is a large number of work on centralized approximation algorithms for
this problem (for example, see the surveys in [16,18]). Among the most impor-
tant results are [3,6,17,21]. In [17] Kortsarz and Nutov presented a centralized
algorithm with an approximation guarantee of O(log k · min{√k, n

n−k log k}). In
[6] Fackharoenphol and Laekhanukit presented an algorithm with an O(log2 k)-
approximation. The approximation guarantee was improved by Nutov to
O(log k log n

n−k ) [21]. These results apply both to undirected and directed graphs.
In [3] Cheriyan and Végh described the first algorithm that provides a constant
approximation, but restricted to the case when the number of nodes is at least
k3(k − 1)+ k. The algorithm assumes as input an undirected k-connected graph
with positive edge weights.

Many previous works considered distributed algorithms for k-connectivity
as well, mainly in the area of Topology Control (e.g. [2,4,8,19,22,24]). All of
these works, however, assume a model without interference. The main goal in
[2,8,19,22], for example, is to describe algorithms that guarantee k-connectivity
when nodes act locally, i.e. with knowledge about its neighbourhood in a constant
number of hops. Each node chooses an appropriate set of neighbours and adjusts
power accordingly. As a main goal in Topology Control, power adjustment results
in less energy being spent by the nodes. In [4], the authors present distributed
algorithms to determine whether a graph is k-connected or not.

Among the distributed algorithms, only the ones described in [8,12,14] pro-
vide approximation guarantees. Hajiaghayi et al. describe in [8] a distributed
approximation algorithm that outputs a k-vertex connected subgraph whose edge
with maximum power approximates the power used by an optimal solution by an
O(kO(c)) factor, where c is the path-loss exponent. Khan et al. describe in [12,14]
an algorithm for k-connectivity which is a distributed implementation of the NN-
Scheme, as described in Sect. 4. Each node has a random rank and probes its neigh-
bours in increasingly transmission powers until it has received k acknowledgement
messages from its neighbours or has probed all of the neighbours. This algorithm
gives an approximation ratio for the cost of the computed k-connected subgraph
of O(k log n) for metric graphs, O(k) for random graphs with nodes uniformly
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distributed in [0, 1]2 and O(log n
k ) for a complete graph with edge weights selected

randomly from [0, 1] according to a uniform distribution.
Our algorithm is based on [12,14] and thus is based on the NN-Scheme as well.

Our algorithm, however, is designed for the SINR model, where interferences
among transmissions are taken into consideration. The algorithm in [12,14] is
based on a model without interference. Adopting a SINR model implies the use
of specific techniques to cope with the much more complex relationship between
nodes transmissions.

The only previous related work based on the SINR model we are aware
of are [1,13,15]. These works, however, compute approximations for minimum
spanning trees (MST) under SINR. An MST is a k-connected subgraph for k = 1.
As previously described, the algorithm described in [13,15] was designed for a
model that combines SINR with a radio model, while our work assumes a pure
SINR model. The algorithm we describe in this paper can be seen as an extension
of [1] for k ≥ 2. We are not aware of any other work for k-connectivity for k ≥ 2
under the SINR model.

3 System Model and Notation

Network Model. We assume a network composed of n static nodes spread
on an Euclidean plane and communicating by wireless medium. The network is
modelled as an undirected complete weighted graph G(V,E,w) with edge weight
function w : E → R

≥0. For each (u, v) ∈ E, w(u, v) = dist(u, v), i.e. the weight
of each edge is the Euclidean distance between its adjacent nodes. For any graph
H, we denote w(H) the weight of H, i.e. the sum of the weights of its edges.

Each node v has a unique id from the set {1, 2, ..., n}, denoted id(v), and a
unique pair of x, y-coordinates. As we assume a model with messages of restricted
size (see below), each coordinate is assumed to be of maximum O(log n) bits.

Each node is equipped with an omni-directional antenna and all nodes trans-
mit with the same (maximum) power (so-called uniform network). We denote
by r the maximum transmission range, i.e. the maximum distance from a trans-
mitting node at which another node can still receive (successfully) the message.

Each node knows: its id; its x, y-coordinates in the plane; the number n of
nodes in the network; and the network granularity g, defined as r divided by the
minimum distance between any two nodes.

Communication and Interference. Communication between nodes is defined
by the SINR model. In this model, there are three fixed parameters: path loss
α > 2, receiver sensibility β ≥ 1 and ambient noise N > 0. The SINR(u, v, T )
ratio for nodes u, v and a set of transmitting nodes T is defined as follows:

SINR(u, v, T ) =
Pu · dist(u, v)−α

N +
∑

z∈T \{u} Pz · dist(z, v)−α
(1)

A node v successfully receives a message from a node u in a round if u ∈ T ,
v /∈ T , and:

SINR(u, v, T ) ≥ β,
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where T is the set of transmitting nodes at that round. Without loss of generality,
we normalize the maximum transmission range to 1, i.e. r = 1.

Communication Graph. In practice, as nodes located at different parts of the
network might transmit simultaneously, it is reasonable to assume that commu-
nication occurs only up to a range that is smaller than the maximum. Accord-
ing to SINR, a node v located at distance r from a node u can only receive
successfully a message from u if u is the only node transmitting in the whole
network. Thus we assume here (as it has become usual) a communication graph
CG(V,E) of a network as consisting of all nodes and edges (u, v) such that
dist(u, v) ≤ (1 − ε)r = 1 − ε, where 0 < ε < 1 is a fixed model parameter. In
particular, we assume ε = Θ(1). Without loss of generality, dmin < (1 − ε). The
communication graph is assumed to be connected and complete.

As defined in [11], a node u transmits c-successfully in a round t if u transmits
a message in round t and this message is received by each node v in Euclidean
distance from u smaller or equal to c.

Synchronization. The algorithm described in this paper works synchronously
in rounds. In each round, each node can either transmit or receive a message.
Additionally, we assume a non-spontaneous wake-up model, where the source
node starts executing in the first round, while the other nodes start when they
receive a message successfully for the first time. We do not assume knowledge of
a global tick by the nodes.

Carrier Sensing. We assume a model without carrier sensing. A node has no
other feedback from the wireless channel than receiving or not a message in a
round.

Messages. Each message might contain at most an O(log n) number of bits. A
message transmitted by a node in a round is received (according to SINR) at the
end of that round. During the execution of the algorithm, a node might discard
messages sent by nodes that are farther than a certain distance. We say that a
node processes a message if the node does not discard it (i.e. the node receives
the message and does some computation based on it).

Grids. As in [11] the algorithm described in this paper is based on divisions of
the plane into grids. We use some of the notations from that paper as follows. A
grid of square boxes of size c × c is denoted Gc. In a grid: all boxes are aligned
with the coordinate axes; point (0, 0) is a grid point; each box includes its left
side without the top endpoint and its bottom side without the right endpoint
and does not include its right and top sides. We say that (i, j) are the coordinates
of the box with its bottom left corner located at (c · i, c · j), for i, j ∈ Z. For a
station v located at position (x, y) we denote boxc(v) the box in grid Gc where
v is (i.e. ic ≤ x < (i + 1)c and jc ≤ y < (j + 1)c) and Gc(v) the coordinates of
this box. We say that a box b contains a node in grid Gc if there is at least one
node v such that boxc(v) = b. Finally, for tuples (i1, i2) and (j1, j2) the relation
(i1, i2) ≡ (j1, j2) mod d, for d ∈ N, denotes that (|i1 − j1| mod d) = 0 and
(|i2 − j2| mod d) = 0.
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Ranks. Each node has a rank. We denote by rank(v) the rank of node v. We
use the id of nodes as their rank, i.e. rank(v) = id(v), and thus ranks are totally
ordered. We assume that rank(u) > rank(v), for nodes u and v, iff id(u) > id(v),
i.e. the higher the id, the higher the rank.

Knowledge of Nodes and Saturated Messages. In the algorithm that we
describe in this paper, some nodes send messages containing data (id, position
and rank) to other nodes. We say that a node u knows a node v at a certain
instant iff u has received a message that contains data about v. Additionally, we
say that a message is a v-saturated message, for some node v, iff the message
contains data about min{k, n − id(v)} nodes with rank higher than rank(v).

4 The NN Scheme for Computing k-Connected
Subgraphs

Our algorithm is based on the NN (Nearest Neighbour) scheme presented in [12]
to compute a k-connected subgraph of a complete graph. Each node has a rank,
which can be defined in different ways, such as, for example, a random number
or the coordinates of the node. In the NN-scheme each node connects to the
k nearest neighbours with higher rank. Nodes that do not have k nodes with
higher ranks in their vicinity connect to those existing nodes with higher ranks
(for example, the node with the second highest rank will connect to the only
existing node with higher rank, for any k). By connecting a node v to a node u
we mean that edge (v, u) will be part of the subgraph.

In [12] the author shows that: (a) the NN-scheme generates a k-connected
subgraph of a complete graph; and (b) in a complete weighted metric graph
the subgraph generated using the NN scheme is an O(k log n) approximation of
a minimum cost k-connected subgraph, irrespective of the way how ranks are
defined. These results are expressed as the following proposition and theorem
from [12]:

Proposition 1 (Proposition 3.3.1 in [12]). Consider an enumeration of n
nodes, v1, v2, ..., vn, where vi is the node with the ith rank and for any j > i,
rank(vj) > rank(vi). Let H(V,E) be a graph on V = {v1, v2, ..., vn} with n ≥
k + 1 so that every vi has at least min{k, n − i} neighbors in {vi+1, vi+2, ..., vn}.
Then H is k-connected.

As a corollary of the proposition above, the NN-scheme generates a k-
connected subgraph in a complete graph, independently of how nodes are ranked.

Theorem 1 (Theorem 3.4.1 in [12]). On a metric graph H of n nodes, for
any arbitrary ranking of the nodes, the weight of the k-connected graph Hk con-
structed by the NN-scheme w(Hk) = O(k log n)w(MKG), where MKG is a min-
imum k-connected subgraph of H.
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5 Algorithm

5.1 Overview

Based on Theorem 1 and following the main idea of the algorithm for k-
connectivity described in [12,14], our algorithm finds a k-connected subgraph
by connecting each node to k close nodes (or to as many nodes are available)
with higher rank. Differently from [12,14], however, our algorithm does not guar-
antee that a node will connect to the closest nodes with higher rank, but to close
enough nodes. Additionally and most importantly, the algorithm we describe in
this paper was developed for pure SINR model. The model assumed in [12,14]
does not take transmission collision or interference into consideration. The devel-
opment of algorithms for an SINR model requires the use of specific techniques
to cope with the interference of concurrent transmissions. A transmission of a
node might affect the transmissions of other nodes, even being located far apart.

5.2 Description of the Algorithm

In order to coordinate the transmissions of nodes under interference, we designed
our algorithm as a variation of GranLeaderElection [11], a leader election
algorithm for the case when nodes know the granularity of the network.
This algorithm is based on dilution [10,11], where nodes far away enough
from each other can transmit successfully within a certain range. We use the
DilutedTransmit(V, x, d) algorithm, as described in [11], specialized for the case
when each node transmits its id and a set of 〈id, position〉 pairs. This is repre-
sented as Algorithm 1. The following fact applies to it:

Fact 1 (Proposition 1 in [11]). Let V be a set of at most n stations such that
there is at most one station in each box of Gx and x ≤ (1−λ)/

√
2 for 0 < λ < 1.

Then, there exists a constant dα such that each element of V transmits (2
√

2x)-
successfully during DilutedTransmit(V, x, 
dα/λ1/α�).

The algorithm to connect nodes is represented as Algorithm 2, named Con-
nToKNodesWithHigherRank. It is a fully distributed algorithm, described here
with input parameters V, g and ε. This algorithm sets the value of KN(v), for
each node v ∈ V . The KN(v) set represents the set of (maximum k) ids of nodes
to which v connects. The values in KN(v) for all nodes induce a k-connected sub-
graph whose weight approximates the weight of a minimum weight k-connected
subgraph.

Algorithm 1: DilutedTransmit(V, x, d,HR) (adapt. from [11])

1 foreach a, b ∈ [0, d − 1]2 do
2 Vd ← {v ∈ V | Gx(v) ≡ (a, b) mod d}
3 All elements v ∈ Vd transmit a message containing its id and the current

value of HR(v)
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Algorithm 2: ConnToKNodesWithHigherRank(V, g, ε)

1 x ← max{ 1−ε

2i
√
2

| i ∈ N, (1−ε)

2i
≤ 1

g
}

2 foreach v ∈ V do
3 RP (v) ← {〈id(v), pos(v)〉}
4 KN(v) ← ∅
5 Va ← V

6 while x ≤ (1−ε)

2
√
2

do

7 λ ← (1 − 2
√
2x)

8 foreach v ∈ Va do
9 Let HR(v) be the set of the min{k, |RP (v)|} elements in RP (v) with

the highest ranks
10 DilutedTransmit(Va, x, d, HR), for d = (dα/λ)1/α

11 foreach v ∈ V do
12 Let M(v) be the set of messages received by v in the current stage from

nodes within distance 2
√
2x from v

13 RP (v) ← RP (v) ∪ (
⋃

m∈M(v) S(m)), where S(m) is the set of

〈id, position〉 pairs in m
14 NR(v) ← {〈id, pos〉 : (〈id, pos〉 ∈ RP (v)) ∧ (id > id(v))}
15 Va ← {u ∈ Va : u is the node with the highest rank in its box in G2x}
16 x ← 2x { beginning of new round }
17 foreach v ∈ V do
18 KN(v) ← the min{k, n − id(v)} closest nodes from v in NR(v)

The main part of the algorithm is the while-loop in lines 6–16. Each execution
of the body of this loop with a specific value of x determines a stage. The first
stage begins in Line 7 and each new stage begins in Line 16, when the value of x
is doubled. The last execution of Line 15, which makes x > (1 − ε)/(2

√
2), does

not initiate a new stage, as the loop condition will be false (i.e. the last stage
terminates after the execution of Line 15). Each stage is based on a division of
the plane in a grid Gx, for the corresponding value of x.

The dissemination of messages is done by leaders of boxes of the grid Gx (for
each value of x). During the execution of the algorithm, if a node is elected a
leader, it continues active, i.e. transmitting message in the next stage. Otherwise,
it becomes inactive, i.e. it only listens to messages.

Set Va represents the set of currently active nodes. At the beginning of the
first stage, each box of Gx might contain at most a single node, as x

√
2 ≤ 1/g

(Line 1) and 1/g is the minimum distance between any two nodes. The node in
a box is the leader of the box. Thus, in the first stage, all nodes are active and
leaders (Line 5). From one stage to the next one, the value of x is doubled (Line
16) and a new grid is used. For each value of x, each box of G2x comprises four
boxes of grid Gx. The leaders of these four boxes elect the one with the highest
rank to become the leader of the G2x box. For that, each of them transmits
a message containing a set of 〈id, position〉 pairs using dilution. This step is
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represented by algorithm DilutedTransmit(Va, x, d,HR) (Line 10). Each leader
collects the messages it receives from nodes within distance 2

√
2x (Line 12).

The one with the highest rank becomes the leader for the next stage. The others
become inactive (Line 15). The loop terminates when x = (1 − ε)/

√
2 (Line 6),

as the (1 − ε) transmission range has been achieved.
By Fact 1, all nodes will correctly receive messages sent by other nodes

located at distance up to 2
√

2x (they may receive messages from nodes located
at larger distances as well, but these messages are discarded). When a node u
sends a message in a stage, this message contains the id and position of the nodes
with the highest ranks (limited to a maximum of k nodes) in the box of Gx (for
the value of x in the stage) where u is located. Node u is also the leader of this
box. Messages received by a node v (within distance 2

√
2x) are stored in the

set M(v) (Line 12). The sets of 〈id, position〉 pairs contained in these messages
are kept in set RP (v) (Line 13). Each node v keeps those 〈id, position〉 pairs
from nodes with ranks higher than rank(v) in set NR(v) (Line 14). At the end
of the algorithm, each node v connects to the closest nodes in NR(v), up to a
maximum of k such nodes (Lines 17–18).

Observe that the algorithm is consistent with the restriction on the size of
messages, as coordinates and ids are each of O(log n) size and each message will
have a maximum of a constant number of pairs of ids and coordinates.

5.3 Correctness and Complexity

The following facts, lemmas and theorem state the correctness and performance
of ConnToKNodesWithHigherRank.

Lemma 1. Algorithm ConnToKNodesWithHigherRank (V, g, e) terminates
execution in O(log g) rounds.

Proof. The number of rounds of the algorithm is the same as the number of
rounds of algorithm GranLeaderElection [11]. The differences between these
algorithms are on data processing (local to each node) and that more data are
exchanged between nodes on each message during the diluted transmissions.
These differences do not affect the time complexity. Thus from Theorem 1 in
[11] we have that the time complexity of ConnToKNodesWithHigherRank is
O(log g), as z = (1 − ε)/

√
2 and ε = Θ(1). �


The leader election procedure that we use in our algorithm is the same used in
GranLeaderElection [11]. In each leader election, the node with the highest rank
(highest id) becomes the new leader. Thus the fact below is a direct consequence
of Proposition 2 in [11].

Fact 2. At the end of each stage, each box of G2x that contains at least one node
will have a single leader. The leader of a box (if there is one) has the highest
rank in the box.

Although there might be more than one leader at the end of the execution of
the algorithm, all nodes will hear the transmissions of the leaders participating
in the last stage.
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Fact 3. At the last stage, all nodes hear all sent messages.

Proof. At the last stage, x will have value (1−ε)/2
√

2 (Line 6). By Fact 1, all sent
messages will be correctly received within distance (1−ε). As the communication
graph is complete, all nodes will correctly receive the messages. �

Fact 4. The message broadcast by each leader of a box b in a grid Gx will contain
the id and position of the min{k, nb} nodes with the highest ranks in b, where nb

denotes the number of nodes in b.

Proof. The proof is done by induction on the stage index. In the first stage, each
box of the grid contains a single node, which is also the leader of its box. All
nodes belong to Va (Line 5) and each node sends a message containing its own
id and position (Lines 3, 9 and 10). As each node is the single node in its box,
it is also the one with the highest rank.

Let us now assume that the fact is true from stage 1 to stage i. We show that
it is also true for stage i + 1. For any x, a box of G2x is built from four boxes of
grid Gx. In each stage, the leaders of these four boxes elect the leader of the G2x

box. Each of these leaders, say a leader in box b′, sends a message containing the
ids and positions of the min{nb′ , k} nodes in its box, where nb′ is the number of
nodes in b′. By the induction hypothesis, these are the min{nb′ , k} nodes with
the highest ranks in the box. By Fact 1 these messages are received by all the
leaders in the G2x box. By combining the messages received from all the leaders
of the four Gx boxes, the elected leader of the G2x box will have the data about
the k nodes with highest ranks in the G2x box or the total number of nodes in
this box, if there are less than k nodes in the box. If it is not the last stage,
this new leader will select the data about the min{nb, k} nodes with the highest
ranks (Line 9) to send in its message in the next stage (Line 10). �

Fact 5. If a node v receives a message from a leader l of a box b that is not a
v-saturated message, then v will know all the nodes with rank higher than rank(v)
in b.

Proof. By Fact 4 the leader of a box will send a message with the min{k, nb}
nodes with the highest ranks in its box, where nb is the number of nodes in
the box. As the message sent by l is not v-saturated (recall the definition of a
v-saturated message in Sect. 3): either (a) the number of nodes in the message
is less than k; or (b) the number of nodes in the message is k but there is at
least a node whose rank is less than rank(v). In case (a) the message contains
all nodes in the box. Thus, node v will know in particular all nodes with rank
higher than rank(v). In case (b), the message contains all nodes with rank higher
than rank(v) that exist in the box, as the message contains the k nodes with the
highest rank in the box and there is at least one node whose rank is less than
rank(v). �

Fact 6. At the end of stage i, if a node v has not received any v-saturated
message, then v knows all the nodes with rank higher than rank(v) that are at
distant at most xi from v, where xi is the value of variable x in stage i.
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Proof. By Fact 1 during stage i all nodes receive messages correctly from nodes
within distance 2

√
2xi. All boxes adjacent to box(v) in grid Gxi

are completely
within a 2

√
2xi range from v. The radius of the largest circle centered at v that

is completely inside the area covered by box(v) and its adjacent boxes is xi (this
is the smallest distance between a point in box(v) and the border of this area).

By Fact 2, each non-empty box will have a leader. Suppose first that v is not
the leader of box(v). Node v will receive a message from the leader of box(v) and
of the adjacent boxes. As no leader sends a v-saturated message, by Fact 5 v will
know all the nodes in box(v) and in adjacent boxes that have a rank higher than
rank(v). As the circle centered at v with radius xi is completely inside the area
formed by box(v) and its adjacent boxes, the lemma applies. If v is the leader
of box(v) the lemma applies as well, as the only difference in this case is that
v will not receive a message from itself. But it will know the nodes with higher
rank in box(v). Node v has the highest rank in box(v). As it has never received
a v-saturated message, by Fact 5 it has known the nodes with higher ranks in
the adjacent boxes since the first round. �

Fact 7. At the end of ConnToKNodesWithHigherRank, each node v knows a
set of nodes S of cardinality min{k, n − id(v)} such that the sum of the weights
of the edges connecting v to each element of S is less than or equal to a constant
times the sum of the weights of the edges connecting v to the min{k, n − id(v)}
closest nodes with rank higher than rank(v).

Proof. We consider two cases, as follows. During the execution of ConnToKN-
odesWithHigherRank, node v: (a) does not receive any v-saturated message; and
(b) node v receives at least one v-saturated message.

Case (a): by Fact 3, v will receive during the last stage a message from all
leaders. The area covered by the boxes of all the leaders cover the whole network,
as each non-empty box contains a leader. By Fact 5, as v does not receive any
v-saturated message, it will know all nodes in the network whose rank is higher
than rank(v). In this case the set S might be the set of the min{k, n − id(v)}
closest nodes with rank higher than rank(v). Thus the lemma applies.

Case (b): Let i be the first stage in which v receives a v-saturated message.
Assume that i > 1 (for i = 1, you just have to consider that xi−1 = 0 in the
following). By Fact 6, node v knows all nodes with higher rank in the range xi−1.
If there are nodes with higher rank in this range, they will be the closest ones. At
the end of stage i, v knows at least min{k, n− id(v)} nodes with higher rank, as
it receives a v-saturated message in this stage. Let C ′ be the set of nodes that are
in the set of min{k, n − id(v)} closest nodes to v but whose distances to v are
longer than xi−1. The nodes whose ranks are higher than rank(v) that are within
distance xi−1 from v are already known by v. Let us now associate each node
in C ′ with a node in the v-saturated message. This association can be done
arbitrarily and it is always possible, as there are at least min{k, n− id(v)} nodes
in the message. Let c′ be a node in C ′ and z its associated node in the message.

Let us call l a leader that has sent the v-saturated message to v. Then we
have dist(v, l) ≤ 2

√
2xi (as v processes only messages from leaders within this
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distance - Line 12 in Algorithm 2). Let us consider any particular pair of such c′

and z nodes. As z is in the same box as l in stage i, dist(l, z) ≤ √
2xi. By triangle

inequality, dist(v, z) ≤ 2
√

2xi +
√

2xi = 3
√

2xi. By the definition of C ′, we have
dist(v, c′) > xi−1. As xi = 2xi−1, we have dist(v, z) ≤ 6

√
2xi−1 ≤ 6

√
2dist(v, c′).

Thus, the distance between v and z is only by a constant factor the distance
between v and the corresponding node c′, which is an arbitrary node in the set
of min{k, n − id(v)} closest nodes with rank higher than rank(v). This is valid
for all nodes in set C ′.

From the discussion above, node v will have the following nodes available
to connect: the closest nodes with higher rank within distance xi−1; and those
nodes located at a distance greater than xi−1 and made known to v in a v-
saturated message. Additionally, the set of nodes with rank higher than v has at
least min{k, n−id(v)} nodes. Node v will connect to the closest min{k, n−id(v)}
nodes among this set of nodes.

Let us call C the set of min{k, n− id(v)} closest nodes with rank higher than
rank(v) (amongst all nodes in the network) and Z the set of nodes to which v
connects. Thus we have:

∑
z∈Z dist(v, z) ≤ 6

√
2

∑
c∈C dist(v, c), which proves

the lemma. �

Let K(V,EK) be the graph induced by the values of KN(v), i.e. V is the set

of all nodes and an edge (u, v) ∈ EK iff either u ∈ KN(v) or v ∈ KN(u).

Lemma 2. Let G be an input graph for ConnToKNodesWithHigherRank.
When this algorithm terminates, K(V,EK) is k-connected. Additionally,
w(K) = O(k log n) · w(MKSG), where MKSG is a minimum cost k-connected
subgraph of G.

Proof. The fact that ConnToKNodesWithHigherRank generates a k-connected
subgraph is a direct consequence of Proposition 1, which states that the graph
induced when each node connects to min{k, n − id(v)} nodes with higher rank
is k-connected. This condition is satisfied after the execution of ConnToKN-
odesWithHigherRank, as stated by Fact 7.

The approximation ratio is proved as follows. By Theorem 1, connecting
nodes according to the NN-scheme guarantees an O(k log n) approximation to
the cost of MKSG. In the NN-scheme, nodes connect to the k nearest nodes
with higher rank. In our algorithm, Fact 7 states that the sum of the weights of
the edges connecting nodes in our algorithm is less than or equal to the sum of
the weights of the edges connecting nodes in the NN-scheme times a constant
factor. Thus Let X(v) be the set of nodes to which a node v is connected in
ConnToKNodesWithHigherRank and C(v) the set of min{k, n − id(v)} closest
nodes with rank higher than rank(v). As Fact 7 applies to all nodes, we have:∑

v∈V

∑
x∈X(v) w(v, x) ≤ b · ∑v∈V

∑
c∈C(v) w(v, c)

where b is a constant. Let Hk denote the graph induced by the NN-scheme on
G. Therefore w(K) = O(w(Hk)) = O(k · log n) · w(MKSG). �


The theorem below summarizes the time complexity of the algorithm and
the approximation ratio of the computed subgraph.
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Theorem 2. Let G(V,E,w) be a weighted undirected graph modelling a wireless
network, where nodes know the network granularity g and communicate according
to pure SINR model. For constant parameters α > 2 and ε < 1/2, a k-connected
subgraph K (k ≥ 1) can be computed over G deterministically within O(log g)
rounds. Additionally, w(K) = O(k log n) · w(MKSG), where MKSG is a mini-
mum cost k-connected subgraph over G, when w(u, v) = dist(u, v).

Proof. This theorem is a direct corollary of Lemmas 1 and 2. �


6 Conclusion

We described an efficient deterministic algorithm for computing a k-connected
subgraph of an undirected weighted Euclidean complete graph G whose weight
is within an O(k log n) factor from the weight of an optimum k-connected sub-
graph. The algorithm was developed assuming a pure SINR model. Variations of
SINR models are considered the current best models for designing and analyzing
algorithms for wireless networks when interference is taken into consideration.

Our algorithm is based on the assumption that the underlying graph is
Euclidean and on uniform power assignment. Interesting directions for further
research are the investigation of algorithms for k-connectivity on non-metric
spaces and on non-uniform power assignment models.

Acknowledgement. The author thanks Prof. Dariusz Kowalski (University of Liver-
pool, UK) for the many discussions and suggestions related to the topic of this paper.
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Abstract. During this decade, Wireless Sensor Networks (WSNs) brought an
increasing interest in the industrial and research world. One of their applications
is indoor localization. The ranging, i.e. the distance evaluation mechanism
between nodes, is required to determine the position of the nodes. The research
work presented in this article aims to use Ultra Wide Band (UWB) radio links to
achieve an efficient ranging, based on Time of Flight (ToF) measurement.
A good solution consists in integrating ranging traffic into the usual network
messages. However, the ToF ranging process is based on information exchanges
which are temporally constrained. Once this information is encapsulated into the
usual messages, the temporal constraint cannot be honoured, resulting in
important ranging errors due to clock drifts. To mitigate these errors, we have
introduced an original dynamic correction technique which enables a precision
of twenty centimetres allowing the inclusion of ranging traffic in usual traffic.

Keywords: Indoor localisation � Time of Flight � UWB � Ranging � TWR �
SDS-TWR � Prototyping � Testbed

1 Introduction

The industrial world is a major application area for mobile localisation systems. Spatial
and temporal mappings are useful for many applications. GPS is generally used for
outdoor localisation, but suffers from a significant power consumption and a reduced
performance in indoor environments. Indoor localisation and positioning based on
other technologies is therefore required. They can take advantage of Wireless Sensor
Networks (WSNs) and other wireless communication systems increasingly used in the
industrial domain for the exchange of data from the sensors. The ranging, i.e. the
distance evaluation mechanism between nodes, is essential to locate the nodes.
Localisation based on range-free methods, as illustrated by the well-known DV-hop
algorithm [1, 2] is simple to implement and is based on hypotheses of cellular con-
nectivity between nodes. However, it is not very accurate. Range-based techniques can
improve the localisation accuracy. Most wireless nodes can provide an indication of the
power level of the received frames, but this method suffers from several drawbacks [3]
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and is not reliable because of the influence of the antenna’s polarisation and the
existence of Non Line Of Sight (NLOS) paths. One of the best solutions is to rely on
the Time of Flight (ToF) [4] between sender node and receiver node. This technique
requires a precise signal timestamping at the physical layer, which is made possible
through a radio transmission technology like Ultra-Wide Band (UWB) or even Chirp
Spread Spectrum (CSS). In this sense, the DWM1000 [5] is a very interesting solution.
As it complies with the IEEE 802.15.4 standard, it provides picoseconds-level preci-
sion on the timing of reception and transmission of the R-MARKER (Ranging Marker)
bit of every frame.

While the IEEE 802.15.4 standard offers a normalisation of message exchanges
between nodes to achieve the ToF measurement such as TWR (Two Way Ranging), it
does not specify how to integrate the ranging service into the protocol stack. Never-
theless, we clearly see the benefits of a fully integrated ranging protocol in data
exchange, that is to say providing the ability to perform a distance measurement
between two nodes when these nodes exchange information without ranging-dedicated
frames. Our objective is to design an “opportunistic ranging”, where ranging messages
are encapsulated into usual messages (data, acknowledgment…). The final objective of
our work is to provide such a service, included in the protocol stack, as transparent as
possible, minimising protocol overhead, while staying accurate on the distance mea-
surement. To achieve this service, one of the difficulties is due to the time constrained
characteristic of ranging messages. Messages will be delayed, because of the Medium
Access Control (MAC) process, introducing discrepancies because the nodes’ trans-
ceivers use different crystals, which introduce ranging errors. This paper deals with this
last point, introducing an original correction method for the ranging system.

The remainder of the article is organised as follows: after this introduction, we
begin with a brief state of the art. Then we re-examined the well-known problem of
clock drift, because the delay in ranging message exchanges is an important aspect of
our problem; We then present measurements performed on a real testbed which confirm
the reality of the problem. Next, we introduce our original correction method and
evaluate its performance on the same testbed, before concluding and presenting our
perspectives.

2 Related Work

Many algorithms and localisation systems have been developed for indoor WSNs. The
algorithms proposed in the literature can be classified into two categories: the range-
free type and the range-based type. The range-free family uses the connectivity and the
number of hops from source to destination in order to estimate the node’s position. The
second category is based on measurements between nodes that can be converted into
distance or angle. This type of localisation proceeds in two phases: the ranging phase
and the position computation phase. In the ranging phase, either the Time Difference of
Arrival (TDOA) [6], the Angle of Arrival (AOA) [7] or the Received Signal Strength
Indicator (RSSI) [3] is used to obtain the distance between two nodes. With this
information, each node can compute its own 3D-coordinates using classical localisation
algorithms such as trilateration or triangulation. The RSSI technique uses signal
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propagation in order to convert the received signal strength into distance. It doesn’t
require additional hardware because transceivers are usually equipped with electronic
circuits allowing to associate each received frame to a power level. However, this
technique suffers [3] usually from several drawbacks related to high variations in radio
propagation, the mobility of nodes, or even antennas direction. The evaluation of
distance between two nodes is altered, and the resulting location is then less precise.
Ranging accuracy can be improved to respond to requirements of the location. We
achieve this by proposing a dynamic correction exploiting the protocols based on ToF
and using the properties of the UWB physical layer as specified by the IEEE 802.15.4
standard [8], specifically the RMARKER bit which is not available for DSSS based
physical layers. This PHY header bit (Fig. 1) serves as a reference for accurate
timestamping of a ranging frame (Fig. 2). The existing UWB transceivers are capable
of producing a picoseconds-level timestamp for both incoming and outgoing frames.

In fact, temporal information provided by nodes in a UWB network is more reliable
for ranging [9] than information extracted from the received power level. Ranging
methods based on the ToF use a set of messages to determine the ToF. During
transmission and reception of frames, nodes timestamp those moments on the physical
layer. These timestamps are used to calculate the ToF and therefore the distance

Fig. 1. Frame format: IEEE STD and DWM1000 compliant

Fig. 2. RMARKER in ranging frame
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between transmitter and receiver. Multiple protocol variants are possible and are pre-
sented in the following sections.

2.1 Ranging Protocols

TWR (Two Way Ranging). TWR consists in a sequence of three messages (Fig. 3a).
As indicated before, nodes A and B timestamp both outgoing and incoming frames.
Node A extracts the timestamps collected by B from DATA_REPLY frame and applies
the following equation.

ToFTWR ¼ t4 � t1ð Þ � t3 � t2ð Þ
2

ð1Þ

While it is simple to implement, TWR is also very sensitive to timing inaccuracies
due to clocks drift.

SDS-TWR (Symmetric Double-Sided Two-Way Ranging). In order to compensate
the weakness of TWR, [10] proposes to symmetrise the protocol by adding a message
to TWR basic ranging. This symmetry allows SDS-TWR (Fig. 3b) to reduce the effect
of differences in the clocks of two nodes involved, in turn reducing the ranging error.
The ToF is computed with Eq. (2) in this case:

ToFSDS�TWR ¼ t4 � t1ð Þ � t3 � t2ð Þþ t6 � t3ð Þ � t5 � t4ð Þ
4

ð2Þ

Fig. 3. A ranging with TWR (a), SDS-TWR (b) and SDS-TWR-MA (c) protocols.
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SDS-TWR-MA (Symmetric Double-Sided Two-Way Ranging Multiple Acknowl-
edgements) The SDS-TWR-MA was introduced in [11]. The purpose of this protocol
is to reduce the inaccuracy in the original SDS-TWR. Since the clock difference varies
over time, many estimates of distance are collected and averaged to reduce the impact
of random disturbances. To obtain these “k” estimates, SDS-TWR must be executed
“k” times. The multiple execution was used in [12]. In order to reduce the overhead due
to multiple executions, the authors have developed a version of SDS-TWR with
multiple acknowledgments called SDS-TWR-MA, where the number of frames,
therefore timestamps is increased. For each exchanged frame (REQUEST, DATA,
ACK), the nodes timestamp the departure and arrival time of the message. At the end of
the measurement phase, an additional frame containing all the timestamps is sent to the
node which initiated the protocol. This solution however has the disadvantage to have a
large number of dedicated messages.

Our objective is to finely characterise these different protocols, and to propose an
improvement in order to incorporate ranging traffic in the usual network traffic such as
data, ack and beacon messages. This work had advantageously used a hardware and
software platform developed by our team.

2.2 Testbeds for Evaluating Protocols Performance in Real Conditions

Some research projects have helped to design and deploy real open environments,
allowing users to evaluate the performance of proposed protocols in real environment.
The term testbed is commonly used to refer to these platforms, which may include a
large number of nodes, allowing scalability tests.

One of the first public large-scale testbeds in France is the SensLab project
(INRIA). An important step towards the Internet of Things was the deployment of the
FIT/IoT-LAB [13] platform in 2012. One of its rivals, in terms of size, is the
SmartSantander platform [14]: each of these testbeds hosts several thousands of nodes.

While most mentioned testbeds are based on the physical layer specified in IEEE
802.15.4-2006, 868 MHz and 2.4 GHz, we found a few public testbeds which propose
less common modes of transmission such as UWB. Yet today, many ambitious projects
still use the DSSS PHY, such as UWB LoRA Fabian [15] or Freescale [16] for
example. Therefore, we resorted to the OpenWiNo platform [17] for this study.
A presentation of this testbed will be provided in Sect. 4. The version [5] used in this
study implements the IEEE 802.15.4 UWB specification.

3 Problem Statement

Ranging protocols previously presented suffer from a common problem: they all need
dedicated messages for ranging. Especially, those exchanges should be performed on
the shortest possible duration, which greatly constrains the message scheduling and
may impact the Medium Access Control layer. Moreover, the ToF estimation is based
on the use of two clocks, one on each node, assumed to be identical. TWR protocol
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(Eq. 1) considers that timestamps t2 and t3 are based on the same crystal as t1 and t4,
whereas on a real system, the two nodes are distinct. There is a difference between
clocks, which introduces a bias in the ToF since {t1, t4} and {t2, t3} are not based on the
same clock source. We will present an error model which focuses on this problem later
in this article. If we increase the inter-message delay, this difference introduces a bias in
the ToF, because of the accumulation of the drift’s impact. SDS-TWR, imposing
symmetry in the ranging protocol, precisely compensates the error introduced by the
clock difference. However, this symmetry is made possible by an additional message,
which increases the solution’s cost (overhead). As such, if one of the two protocols
should be the basis for a work of integration into an existing traffic, TWR would be less
constrained because it requires only two messages for the materialisation of the
timestamps t1, t2, t3 and t4, followed by a message containing t2 and t3 sent to the node
at the initiative of ranging.

In order to integrate ranging traffic in the usual network traffic (data, beacons, ack,
etc.), it is necessary to evaluate the real impact of clock drift on ranging measurement.
In fact, network traffic will be encapsulated in messages which will be more or less
delayed depending on the MAC protocols. In the case of CSMA/CA, the backoff
significantly delays the transmission of messages. If ranging traffic is included in a
series of beacons, the delay between beacons may be several tens of milliseconds. The
real impact of this delay on the performance of ranging must be evaluated, preliminary
to our work.

Finally, if SDS-TWR introduces a symmetry in order to compensate drift related
errors introduced by the drift, this symmetry implies a fine control of transmission time:
it seems impossible, in the context of an encapsulation of ranging traffic in the usual
network traffic, to maintain this symmetry, since transmission instants will depend on
the MAC protocols, and medium access method. A non-symmetrical approach as TWR
is therefore preferred.

4 Preliminary Measurements Based on Testbed

In contrast to many studies which are based on theoretical assumptions, formal cal-
culations, and more or less macroscopic simulations, our goal here is to finely char-
acterize the real world based on testbed. We achieve this through our fast prototyping
platform for protocols OpenWiNo [17]. A few public testbeds today are implementing
UWB radios. We first implemented the well-known protocols TWR and SDS-TWR, to
validate our environment and, on the other hand, to compare their performance. We
used UWB transceivers developed by DecaWave [18]. Secondly, we evaluated the
impact of the clock drift through experiments.

Testbed Description. OpenWiNo is an open source protocol development environ-
ment for WSN and the device layer of the IoT. It allows fast prototyping of original
protocols, in C-language, for execution on a testbed of real nodes called “WiNos”
(Wireless Nodes). The WiNos are developed using an Open Hardware approach. This
allows a great versatility on the hardware; it is very simple, for example, to change a
WiNo’s physical layer: it is only a matter of replacing the transceiver and associated
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library (Table 1). In this study, we used the DecaWiNo [5], a WiNo built on UWB
transceivers developed by DecaWave, compliant with the IEEE 805.15.4 2011 stan-
dard, and an ARM CORTEX M4 (Teensy 3.1 Arduino-compliant board: Freescale
MK20DX256VLH7 rated at 72 MHz; 64 kb RAM and 256 kb flash memories6). In
order to use the physical layer efficiently, a dedicated library has been designed by our
research team: this library is now available online [19].

Figure 4 shows three types of WiNo (c): WiNoRF22 (a) TeensyWiNo (b) and
DecaWiNo (c). The WiNos are integrated into the Arduino ecosystem, which allow the
researcher to easily add hardware components and/or software (sensors and actuators,
advanced processing algorithms, interaction devices, library…) in order to prototype a
complete solution.

4.1 Implementation and Comparison of TWR and SDS-TWR

In a first step, in order to have real temporal characteristics, we performed a com-
parative metrology between TWR and SDS-TWR on our testbed. This preliminary
experiment aims to validate the implementation of hardware and software components,

Table 1. Features of developed WiNos

WiNoRF22 TeensyWiNo DecaWiNo WiNoVW

CPU/RAM/
Flash

ARM Cortex M4 (32bit) 72MHz, 64kB RAM, 256kB Flash (PJRC Teensy 3.1)

Transceiver
(library

Arduino)

HopeRF RFM22b : 200-900MHz, 1-125kbps, 
GFSK/FSK/OOK, +20dBm

RadioHead

DWM1000 UWB
IEEE 802.15.4
DecaDuino

Various
VirtualWire

Sensors temperature, light
idem + pressure, acceleration, 

compass, gyroscope
temperature, light

Usage WSN, IoT
IoT with ranging, 
indoor localisation

Very Low rate 
on medium

Availability DIY snootlab.com DIY (Do It Yourself)

Fig. 4. The WiNos nodes
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but also to share the raw results from our testbed with the scientific community: the
provided data may for example be used to develop models of nodes desynchronisation
over time or test synchronisation solutions. The experiment was configured as follows:
the maximum distance between the nodes is 5 ms (Figs. 5 and 6). Samples are col-
lected every 0.5 m. The measurement protocol is as follows: a new ranging session
starts every 200 ms and runs for about 30 s. The measurements were performed with a
positioning of the nodes placed 15 cm above the aluminium rail with the PVC bracket.
Through experiments, we verified that the impact of the rail on the ranging quality is
negligible. In all experiments presented in the paper, we consider that the nodes are in
Line Of Sight (LOS), i.e. without obstacle. The two nodes are powered with 1.8 m (6’)
USB cables.

Ranging with TWR. The ranging data obtained by the TWR protocol is available in
Table 2 and represented in Fig. 7. As we can see, the distance measured in TWR is
very close to the actual distance: the absolute error is limited (16 cm) and the low
standard deviation shows that the results are reproducible. Moreover, the results match
the specification provided by the transceiver’s manufacturer, which indicates an

Fig. 5. Context of measurements with TWR and SDS-TWR protocols.

Fig. 6. Context of distance measurements
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accuracy of ten centimetres. This step allows us to conclude positively about the proper
implementation of TWR protocol in our environment.

Ranging with SDS-TWR. The ranging data is available in Table 3 and represented in
Fig. 7. The experimental conditions are the same as those presented previously with the
TWR protocol. We make the same observation, the distance measured by SDS-TWR is
very close to the actual distance, which confirms the correct implementation of the
protocol in our environment.

Table 2. Error summary in TWR (in meters)

Actual distance Dist.
TWR

Average error Max error Min error Standard deviation

0,5 0,339 −0,160 −0,11 −0,24 0,029745754
1 0,881 −0,118 −0,05 −0,17 0,02427616
1,5 1,417 −0,082 −0,03 −0,14 0,023683855
2 1,993 −0,006 0,05 −0,06 0,024150096
2,5 2,480 −0,019 0,03 −0,07 0,017567371
3,5 3,481 −0,018 0,03 −0,07 0,022417601
5 5,046 0,046 0,08 0 0,016043844

Fig. 7. Representation of SDS-TWR /TWR error as a function of the distance (Color figure
online)

Table 3. Error summary in SDS-TWR (in meters)

Actual
distance

Dist.
SDS_TWR

Average
error

Max
error

Min
error

Standard
deviation

0,5 0,4 −0,099 −0,05 −0,15 0,02623868
1 0,942 −0,057 −0,02 −0,09 0,01638611
1,5 1,482 −0,017 0,03 −0,07 0,02390231
2 2,061 0,061 0,11 0,01 0,02122458
2,5 2,546 0,046 0,08 0,01 0,01724975
3 3,067 0,067 0,11 0,03 0,02023639
5 5,107 0,107 0,15 0,07 0,01559689
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4.2 Discussion

The experiments showed that the mean error on both SDS-TWR and TWR does not
exceed 16 cm and has a low standard deviation (* 0.02). This implies a high repro-
ducibility of the experiments: therefore, collecting a hundred samples per distance is
not required to obtain accurate results. This is an encouraging trait since high variability
would have required many executions of the ranging protocol in order to reach a stable
distance estimation and would have hampered the encapsulation of the ranging protocol
in usual network traffic. This characteristic will allow the reduction of the number of
measurements.

We also noticed that there was little difference between TWR and SDS-TWR in
terms of ranging error, although SDS-TWR has been designed to reduce the errors
related to clock differences in TWR. The difference between the two curves of Fig. 7
appears as is it could be compensated by a simple calibration. The reason for this
resemblance could be the very short duration of the frame exchanges: the protocol
duration being low, the impact of the drift remains limited. In both cases, the short
distances are impacted by a negative error, while the highest are impacted by a positive
error. Again, a calibration is possible.

This preliminary phase shows that the asymmetric approach of TWR protocol
presents quite good results and can be retained as a candidate in the rest of our work, to
study its incorporation into the usual network traffic.

5 Artificial Delays and TWR Performance

In this section, we will evaluate the ranging accuracy in the presence of artificial delays
introduced between the START and ACK messages in TWR (Fig. 8). In fact, when the
ranging messages will be encapsulated in the usual traffic of the network, unavoidable
delays will be introduced in particular by the medium access method. Therefore, we
will investigate the consequences on the accuracy of a delay introduced in TWR.

In order to get closer to the conditions of real radio communications, we introduced
an artificial delay between t2 and t3 on node B and increased the timeout value on node

Fig. 8. The TWR protocol with a delay between exchanges
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A. This will allow the difference between the clocks to increase, degrading the ranging
performance.

A new experiment was performed on 11 positions regularly spaced 0.5 meter
between nodes A and B (from 0.5 m to 5.5 m). For each point, we set a delay of 1, 2, 3,
4, 5, 6, 7, 8, 9, 10, 16 and 21 ms. Thirty measurements were performed for each delay
value, yielding 240 samples per position. A new ranging session begins every 200 ms.
The results for inter-node distance of 2 m are presented on Fig. 10.

Fig. 9. Node DW1000: image in the visible and infrared

Fig. 10. Representation of the error and correction as a function of delay (Color figure online)

Table 4. Summary table of distances corrected.

Distance
Delay

0,5 m 1,5 m 2,5 m 3,5 m 4,5 m 5,5 m

1 ms -0,26 0,06 0,15 0,06 0,24 0,23
2 ms -0,32 -0,04 -0,01 0,04 0,21 0,31
3 ms -0,29 -0,07 0,05 0,00 0,24 0,27
4 ms -0,37 -0,02 0,17 0,02 0,22 0,38
5 ms -0,17 -0,09 0,05 -0,10 0,36 0,17
6 ms -0,30 -0,12 0,11 0,11 0,34 0,23
7 ms -0,27 -0,04 0,03 0,05 0,04 0,24
8 ms -0,23 -0,12 0,19 0,05 0,16 -0,01

13 ms -0,16 0,06 0,24 0,12 0,32 0,06
16 ms -0,11 0,04 0,27 0,18 0,38 -0,02
21 ms -0,17 0,20 0,19 0,22 0,35 0,28
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We can observe the impact of this variable delay on the accuracy of the ranging: the
performance deteriorates with the increase in the delay. Large delays also imply that the
nodes stay in the RX state longer: since reception is very energy-consuming [18], this
leads to an increase in the transceiver’s temperature. This impacts the resonance fre-
quency of the quartz ad further degrades performance. Figure 9 has been captured
using a laser thermometer and shows that, the longer the node stays in reception, the
higher the temperature. While it is possible to alter the protocol in order to avoid this
situation, it remains a general case which must be taken into account.

6 Proposed Error Mitigation Method

In order to compensate the error introduced by the increase of the delays in TWR, we
propose a correction method based on the measurement of the clocks’ relative drifts.

6.1 Principle of the Correction

Let’s consider nodes A and B, A being the initiator of the ranging protocol. The
equation of ToF in TWR was presented in Eq. 1. In reality, t4−t1 and t3−t2 are periods
characterised by different clocks, running at frequencies fA and fB. Assuming that
fA = fB, ToF estimation is correct. However, in reality, the clocks will not be identical.
Let’s rewrite the equation while taking into account the fact that fA does not equal fB.
With k the coefficient differentiating these two clocks defined as k ¼ fB

fA
; k � 1.

The general formula for ToF becomes:

ToFCorrected ¼ t4 � t1ð Þ � k � t3 � t2ð Þ
2

ð3Þ

This allows compensating the error introduced by the drift of two clocks, especially
when the time between t2 and t3 is important.

The DW1000 on which our testbed is based features a ClockOffset functionality: by
analyzing the corrections made by the PLL to decode the signal, it provides an estimate
of the difference between the transmitting and receiving clocks, expressed in parts per
million (ppm). Through the DecaDuino library, the protocols in the upper layer have
access to this information. In our case, node A applies the correction as formulated in
Eq. 4. This single measurement allows the mitigation of both drift and temperature
related errors.

ToFCorrected ¼
t4 � t1ð Þ � 1þClockOffset � 10�6

� � � t3 � t2ð Þ
2

ð4Þ
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6.2 Evaluation

In the last round of measurements, the ClockOffset if used to enhance ranging per-
formance. The experiment is taking place in the same conditions as previously. Fig-
ure 10 shows the absolute error before (in red) and after correction is applied, as a
function of the delay. These results correspond to an inter-node distance of 2 m.
Table 4 summarizes all results.

It is worth mentioning that the ranging error has decreased considerably once the
correction was applied: for delays up to 70 ms, the ranging error remains under 20 cm,
which brings us back to the values initially measured for the time constrained version
of the protocol. The error mitigation scheme we propose allows the same performance
while relaxing the time constraint. This makes the inclusion of the ranging traffic in the
network’s communication flow a feasible task.

7 Conclusion

In this article, we addressed a fundamental issue in the field of WSN-based localisation.
Improving the ranging performance will allow the creation of innovative services in the
IoT context. We introduced the context of our work and the benefits of using TOF
compared to RSSI. We introduced different ranging protocols encountered in the lit-
erature. In order to offer a localisation service compliant with the protocol stack, the
ranging protocols should be integrated into the usual traffic (DATA, ACK, BEA-
CONS). For this, they need to be delay-tolerant, which is not the case in theory: this
sensitivity to delay was introduced in Sect. 3 and confirmed through measurements on
a real testbed in Sect. 5. In order to reach our goal, we introduced an original and
efficient correction of ranging error, based on clock drift estimation. We proposed an
implementation of this correction on our testbed and evaluated the correction prag-
matically. The results are satisfying and show that after correction, the ranging mes-
sages can be exchanged without any temporal constraint, with an error of about twenty
centimeters in the worst case. Therefore, the ranging protocol will be integrated in the
common messages in the network.

The results obtained so far led us to consider a few potential research topic. For
example in the near future, a ranging protocol based on the cost-effective use of
beacons and data frames will be investigated. The objective will be to create a con-
tinuous localisation service which will run in the background and take advantage of
existing communication. Another perspective is the improvement of the ranging pre-
cision in Non Line-Of-Sight (NLOS) situations: in this context, we will evaluate the
performance of the UWB technology which is said to be robust to multipath. Finally,
we wish to give access to a subset of our testbed to the research community by making
a set of 10 nodes remotely available through a web interface.
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Abstract. This study explores how a swarm of aerial mobile vehicles
can provide network connectivity and meet the stringent requirements
of public protection and disaster relief operations. In this context, we
design a physics-based controlled mobility strategy, which we name the
extended Virtual Force Protocol (VFPe), allowing self-propelled nodes,
and in particular here unmanned aerial vehicles, to fly autonomously
and cooperatively. In this way, ground devices scattered on the opera-
tion site may establish communications through the wireless multi-hop
communication routes formed by the network of aerial nodes. We fur-
ther investigate through simulations the behavior of the VFPe protocol,
notably focusing on the way node location information is disseminated
into the network as well as on the impact of the number of exploration
nodes on the overall network performance.

Keywords: Controlled mobility · Physics-based swarm intelligence ·
Virtual forces · Unmanned aerial vehicles · Disaster relief communications

1 Introduction

In the wake of disaster, communication systems play a key role for the support
of appropriate response operations. During such times, when existing terrestrial
networks may be damaged or even completely impaired, Public Protection and
Disaster Relief (PPDR) teams need to lean on a reliable emergency communica-
tions infrastructure to be able to restore essential services and more generally to
quickly provide an adequate assistance to the affected population [2]. Regarding
these requirements, multiple temporary network architectures relying on either
terrestrial or satellite systems have been proposed [7]. All these architectures were
tailored to meet the specific PPDR requirements, including the need to support a
scalable network provision for challenging environments (e.g. in terms of temper-
ature, hygrometry, landforms, obstacles, etc.), with robust equipment to be oper-
ated while the user is in motion, able to achieve a rapid deployment of a temporary
infrastructure and services to address network outages in the affected zone [1]. In
this regard, the European Electronic Communications Committee (ECC) defines
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broadband PPDR temporary additional capacity as the means to provide addi-
tional network coverage at the scene of the incident with equipment such as ad hoc
networks [2]. Over the last few years, airborne networking has also gained momen-
tum to roll out rapidly deployable PPDR communication systems. In fact, aer-
ial platforms, which can be designed to fly and operate at different altitudes, are
increasingly valued for the multiple advantages they can offer in the context of dis-
aster relief communications [12]. Some of the expected benefits are favorable prop-
agation conditions with frequent line-of-sight transmissions, low latency compared
to satellite equipment, and communication payload modularity enabling mission
versatility. Moreover, regulation bodies have started considering aerial platforms
as a viable set of technologies to roll out an emergency response in the first hours
after a disaster [5], with many kinds and sizes of aerial platforms. Basically, each
platform type displays distinct features best suited to different applicative perspec-
tives: for instance, low altitude tethered balloons have been largely investigated in
the context of disaster relief [3,4,6] for their cost-efficiency, low complexity of oper-
ation and ability to rapidly lift a telecommunication payload and act as temporary
cell towers as long as response operations are required. Other initiatives investi-
gate the use of high altitude, long endurance platforms in the context of disaster
relief communications [8]. Although still facing multiple technical challenges, such
solutions should provide large network coverages from the low stratosphere during
weeks or months.

In this work, we take a particular interest in low altitude platforms with high
mobility dynamics, also known as unmanned aerial vehicles, for their aptitude
to self-propel and quickly bring small telecommunication payloads where and
when needed. Further, we consider autonomous and distributed mobility control
mechanisms for these platforms: those mechanisms, when they also enable neigh-
boring nodes to cooperatively adapt their respective trajectories and behavior
via local information exchange, are known under the name of swarming (or flock-
ing) strategies [9,10]. In this regard, we investigate how to design an efficient
swarming strategy based on virtual force principles, with the objective to deploy
steerable nodes that are able to form a temporary wireless network and sup-
port disaster relief communications. This paper is organized as follows: Sect. 2
presents the disaster relief scenario as well as the network topology that are con-
sidered in the context of this study. Section 3 details prominent works and prin-
ciples related to virtual force-based mobility control mechanisms and explains
the design choices made for the extended Virtual Force Protocol (VFPe), which
builds upon our previous study [15] by generalizing the force system and enabling
node location dissemination in the network via extended multi-purpose beacon
messages. Further, we analyze in Sect. 4 the performance of VFPe through rep-
resentative network simulations, and finally conclude in Sect. 5.

2 Scenario

Regarding disaster relief scenarios, the main chronology events generally encom-
pass three distinct phases: preparedness, response and recovery. We propose a
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network architecture which targets the response stage in this time line, with the
specific objective to offer as quickly as possible a reliable and efficient commu-
nication environment to the public protection staff, rescue teams and other end
users located at the scene of the considered incident or emergency. To this end,
we specify four types of network nodes, as Fig. 1 shows:

– Traffic (T-type) nodes impersonate consumer devices and subsequent traffic
requirement on the disaster site. A pair (source, destination) is arbitrarily
chosen from this set and in the subsequent simulations, we monitor the user
traffic from source to destination.

– Surveillance (S-type) nodes roam the exploration zone Ze, discover nodes in
physical proximity and record their location for later use and dissemination.

– Relay (R-type) nodes are former S-type nodes which became intermediate
nodes in a communication chain between a (source, destination) T-type pair.
When no longer useful in the chain, those nodes can revert to the S-type.

– A prospection (P-type) node is physically located at the apex of a forming
communication chain. It not only has the role of intermediate node like regular
R-type nodes, but is also in charge to evaluate which neighboring S-type node
should be changed into a R-type node to further extend the communication
chain. When no longer legitimate in this role, a P-type node switches to the
R-type or S-type, depending on the context.

Fig. 1. Outline of the network equipment in the considered disaster relief scenario.

Regarding node movements, two mobility patterns can be distinguished:

– S- and T-type nodes roam the exploration zone Ze in a similar fashion, at
random, however T-type nodes possess a slower pedestrian-like velocity com-
pared to the other nodes.

– R- and P-type nodes enforce a cooperative mobility strategy which we present
and study in this work. With this mobility pattern, the considered R- and
P-type nodes exert mutual virtual forces which result into node movement.
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These mobility schemes are further detailed in the rest of this study, and nodes
are in particular given specific mobility patterns in Sect. 4. Moreover, in terms
of network deployment, we explain in the next section how nodes use the VFPe
protocol to cooperatively create a communication chain between a user traffic
(source, destination) pair through local information exchange.

3 Protocol Design

3.1 Related Works

With regard to swarming concepts applied to network communications, two
prominent approaches have been pursued, based on either the principles of stig-
mergic collaboration or physicomimetics:

– Stigmergy, dating back to studies on social insects performed in the late
1950s [18], refers to the ability, for a swarm of nodes, to adopt an emergent
behavior via cooperation and traces left in the environment, with the exam-
ple of virtual pheromones. These messages intrinsically embed the location of
their emission and may allow the creation of gradients based on pheromone
additivity and decay [11]. Stigmergy can therefore be used to design path
planning or obstacle avoidance strategies and more generally support collec-
tive node behavior. Yet, the implementation of pheromones requires either a
centralized entity to act as the environment or an exchange system of incom-
plete views of the environment, which can both prove impractical in actual
deployments.

– Physicomimetics, also known as physics-based swarm intelligence, applies to
controlled mobility principles for which the local interactions between neigh-
boring nodes allow nodes to reach an emergent cooperative behavior [13]. In
this respect, many works investigated the use of virtual forces, often derived
from analogies with gravitational or electromagnetic forces [13,15,17] or other
physics-based phenomena [16]. Despite differences in the way virtual forces
are defined, such solutions share a similar approach in the way nodes eval-
uate, via local sensing or information exchange, the resulting virtual forces
exerted by their neighbors.

In this study, our Virtual Force Protocol design proposal also relies on
the principles of physicomimetics. However, the general approach in the lit-
erature related to virtual forces presupposes swarms made of a large number
of nodes, and incurs the formation of large-scale and steady topologies such as
vast grids [13], lattices or hexagonal distributions [17]. Recent works investigate
more dynamic and interest-driven topology formations [16] yet still address mesh
topologies with many redundant communication links, best suited for mobile
sensor networks. In contrast, we seek to address deployment scenarios in which
the number of network nodes is constrained. In this challenging environment,
our solution can steer a limited number of relay nodes to form suitable multihop
routes between nodes in need to establish a communication. To meet this require-
ment, two classes of VFPe core mechanisms were designed: (i) a virtual force



Physics-Based Swarm Intelligence for Disaster Relief Communications 97

system exerted on all intermediary nodes of a communication chain, providing
the means to control their mobility pattern and (ii) a beacon-based mechanism
to create and maintain communication chains made of P- and R-type intermedi-
ary nodes between the user traffic endpoints. Beacons are also used to discover
neighboring nodes and disseminate their positions, thereby allowing chain nodes
to accurately match the desired topology. The following subsections detail both
mechanisms.

3.2 Virtual Force-Based System

With VFPe, three types of virtual forces are applied on the network nodes.
The first two forces are based on physicomimetics precepts [13], respectively
impersonating physics-based attraction-repulsion and friction forces. As specified
in our earlier works [14,15], both forces can be used to maintain neighboring
nodes at a required distance by means of local distance-based interactions and
without the need to interact with a centralized mobility planning entity.

An Attraction-repulsion Force f is defined so that any node N located in
either the attractive or repulsive zone of another node P is under the influence
of P’s force f , collinear with vector PN , as illustrated by Fig. 2: P’s repulsive
zone is the disc centered on P with a radius d r, while P’s attractive zone is
the annular surface positioned at a distance d f ≤ d ≤ d a from P. Further,
f ’s intensity can be defined so that it depends on the distance between N and
P, Fig. 2 outlining two exemplary intensity profiles for f . In the context of this
work, we consider the simple piecewise-defined function such that f = ‖f ‖ = I
in the repulsive area, f = −I in the attractive area and f = 0 otherwise.

Fig. 2. Virtual forces f (attraction/repulsion) and f a (alignment) exerted on a node.
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A Friction Force f fr is exerted on a node which is located in the friction
zone of a nearby node. Retaining the previous notations, P’s friction zone is
the annular surface positioned at a distance d r ≤ d ≤ d f . If N were located
in P’s friction zone (which is not the case in the example of Fig. 2), a friction
force f fr , collinear with N’s velocity vector, would be applied on N, so that
ffr = ‖f fr‖ = −Cx. The use of a friction zone here is essential since it allows
a neighboring node to decelerate and stop its motion within the boundaries of
the considered zone. In this context, its absence would result into undesirable
oscillating motion patterns for VFPe-enabled nodes, and be detrimental to the
formation of the target chain topology.

It is worth highlighting that in [15], we conducted a in-depth study of the
aforementioned parameters I and Cx and in particular sought optimal values.
Consequently, key VFPe parameters in Sect. 4 were valued accordingly. However,
the referenced study considered specific deployment environments in which the
position of the user traffic destination is known and where communications chains
are formed in a straight line. In contrast, as previously delineated by Sect. 2, our
current work addresses more general deployment scenarios where no assumption
is made on the knowledge regarding the location and movement patterns of the
user traffic sources or destinations. In this challenged environment, the simple
combination of attraction-repulsion and friction forces only ensures an acceptable
distance between successive intermediate nodes in a communication chain, but
does not guarantee that those chains are correctly directed towards the traffic
endpoints. We therefore added a third component in the VFPe virtual force
system.

An Alignment Force f a is used to ensure that in a communication chain,
successive intermediate nodes actually direct the chain towards the user traffic
destination. As again depicted by the left part of Fig. 2, force f a tends to steer
an intermediate node N of a communication chain towards the line between the
user traffic endpoints S and D. Since all intermediate nodes are under the effect
of f a , the whole chain tends to eventually form a straight line between S and
D. Note that normally, f a steers N towards its orthogonal projection Np on line
(SD), unless this position is farther away from D, compared to the projection Pp
of N’s predecessor, P, on (SD). In this latter case, to make sure that N is closer
from D compared to its predecessor P, f a steers N towards the symmetric point
of Np about Pp on (SD). That way, f a not only allows aligning and orienting a
chain towards its user traffic destination, but also triggers the repositioning of
intermediate nodes if their order in the chain does not match their respective
distance with destination D.

3.3 Beacon-Based Protocol Design

A realistic implementation of a distributed force-based scheme requires the local
exchange of information between neighboring nodes, which can be achieved via
the emission by each node at regular time intervals of a specific beacon message
over the radio communication links. With VFPe, we designed a beacon contain-
ing information about the emitting node, in order to enable the creation and
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maintenance of communication chains between user traffic sources and destina-
tions [15]. In essence, the beacon entries relate to the emitting node identifier
and type, position and velocity vectors. Also, if the considered node is a relay in
a chain, it contains information about successor, predecessor, destination iden-
tifiers and whether a new nearby node should be inserted in the chain as an
additional relay. On this basis, VFPe is able to contextually insert S-type nodes
into a chain, or on the contrary remove intermediary P- or R-type nodes, which
then revert back to their S-type state.

Compared to [15], we extended the VFPe beacon specification in order to
meet our PPDR scenario requirements where the position of user traffic end-
points is initially unknown, must be discovered, and varies with time. Our addi-
tions are twofold:

– Supplementary fields were added to account for both source and destination
position discovery. A time-related field was also inserted to time-stamp the
whole entry and be able to assess position errors with respect to time, as well
as to allow the implementation of a VFPe scheme where beacons optionally
use the freshest entries, as will be seen in the next section.

– As illustrated by Fig. 3, the VFPe structure was extended to allow multiple
node entries, the first entry always relating to the beacon emitting node.
Additional entries are used to more quickly disseminate network node position
and status. The number of entries in the beacon as well as the way entries
are sorted is tunable, and is investigated further in the rest of this work.

Fig. 3. Multi-entry structure of a VFPe beacon

4 Performance Evaluation

4.1 Simulation Parameters

As previously mentioned, VFPe entails both an exploration phase as well as a
chain formation and maintenance phase. Since we were particularly interested
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to evaluate the impact of the exploration schemes on the overall VFPe perfor-
mance, we designed the set of simulations accordingly. All (P, R, S and T)-type
node mobility schemes were implemented within the release 3.23 of the ns-3
network simulator. Network nodes embed an IEEE 802.11b/g network interface
card configured for High-Rate Direct Sequence Spread Spectrum (HR-DSSS) at
11 Mb/s. Moreover, the Optimized Link State Routing protocol (OLSR) [19] sup-
ports here multi-hop communication capability, and lossless radio propagation
are assumed for the communication devices. Two T-type nodes constitute a user
traffic (source, destination) pair and are initially scattered at random within the
exploration area Ze. Other nodes start with the S-type status and are initially
located at the center of Ze. Moreover, regarding the controlled mobility of the
R-type and P-type nodes, VFPe is configured so that each node exerts a vir-
tual force with key parameters valued as shown in Table 1. On this matter, it
is worth noting that the description of these force-based parameters, as well as
the justification for the chosen values, which allow an efficient use of the VFPe
protocol, can be found in [15]. Likewise, mobility patterns are valued in Table 1,
and the Random Waypoint Model (RWP) is mentioned when relevant.

Furthermore, each point of the simulated performance curves illustrated and
analyzed in the rest of this section results from averaging 2000 independent
simulations. The same applies for the measure of contact times between nearby
S-type nodes mentioned hereafter. Additionally, the handling of error margins
is such that confidence intervals are constructed at a confidence level of 95 %.
Error bars are shown accordingly for each performance curve in the subsequent
figures. Finally, results are analyzed based on the following performance metrics:

– Packet Delivery Ratio (PDR) is defined here with respect to the user traffic
flow exchanged between the (S, D) T-type node pair. In that regard, we model
this traffic with a constant bitrate (CBR) flow at 10 Kb/s, which is relevant
when considering added-value, narrow band PPDR traffic such as predefined
status messages and short messages, point-to-point voice communications,
vehicle status and transfer of location information, and access to databases
in small volumes [1]. More precisely, the PDR is here defined by the ratio of
the number of CBR packets received by destination node D over the number
of CBR packets sent by source node S.

– End-to-end delay measures the delay difference between the time of reception
by node D of the CBR packets at the application layer and the time of
emission of these packets by node S, still at the application layer.

4.2 Simulation Results

We first took interest in how the performance of the controlled mobility-based
VFPe protocol evolves with the way VFPe beacon messages are disseminated
by the S-type nodes, when roaming the exploration area Ze. As described in
Sect. 3, VFPe-enabled nodes regularly emit a beacon message, which contains a
maximum of cs entries related to previously discovered nodes. Besides the first
entry which is related to the emitting node itself, we purposely did not specify
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Table 1. Main simulation parameters

Exploration zone Ze = 1000 m × 1000 m

Mobility patterns T-type Position initially
uniformly
distributed on Ze,
RWP, velocity
∈ [0.25, 1] m/s

S-type Position initially at
center of Ze, RWP,
velocity ∈ [5, 10]
m/s

P- and R-type VFPe-based mobility,
velocity ∈ [0, 10]
m/s

Nodes Number of T-type nodes = 2

Number of (P+R+S)-type nodes = N , node mass = 1 kg

When fixed, N = 15. Otherwise, 1 ≤ N ≤ 30.

Network 802.11b/g, HR-DSSS at 11 Mb/s, radio range = 100 m,

constant speed propagation delay model

Routing OLSR protocol with default parameter values [19]

VFPe parameters forces Beacon emission interval = 1 s

Interaction f d r = 50 m, d f = 75
m, d a = 100 m,
Th dmin = 40 m,
Th dmax = 75 m, I
= 1 N [15]

Friction f fr Cx = 2 [15]

Alignment f a fa = 2 N if node is
getting closer to the
target realignment
position, fa = 4 N
otherwise

User traffic CBR flow at 10 Kb/s between the T-type node pair,

CBR packet size = 100 bytes

at the design stage how the remaining entries should be chosen and prioritized
by the emitting node. Instead, we implemented 3 variants of the VFPe protocol,
in terms of how VFPe-enabled nodes broadcast their beacon messages:

– VFPe with random contacts : according to this scheme, a VFPe-enabled node
chooses the remaining entries at random, irrespectively of the time elapsed
since the local information related to these nodes was first generated.
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– VFPe with fresh contacts: this strategy, unlike the previous scheme, selects
the remaining entries to insert in the VFPe beacon by prioritizing the freshest
entries (i.e. which were added or updated last in the node local database).

– VFPe with ideal node knowledge: we also designed a VFPe extension in which
the knowledge of other nodes’ coordinates is not approximate and based on
the disseminated VFPe beacons, but is assumed to be perfectly known at all
times. We considered this ideal strategy to handle an upper range performance
as a reference; however, this theoretical extension does not address how, and
at what cost in terms of signalization overhead, these exact positions could
be realistically retrieved in an actual network deployment.

In addition, we sought to complement the simulations by evaluating the per-
formance of a RWP-only mobility scheme that does not make use of the VFPe
controlled mobility. No VFPe beacons are in this case disseminated and there-
fore, S-type nodes are never turned into relay nodes. As a consequence, commu-
nication chains between the T-type (S,D) pair are never constructed and nodes,
whether S- or T-type nodes, only rely on a RWP mobility pattern and on the
underlying Mobile Ad Hoc Networks (MANET) OLSR routing protocol.

Incidence of the Contact Size. As previously mentioned, we define the con-
tact size as cs, the maximum number of entries contained by a VFPe beacon.
In this first series of simulations, we studied the impact of the number of node
information exchanged during a contact between nodes in direct range able to
exchange VFPe beacon messages. To this end, we carried out simulations with
different values 1 ≤ cs ≤ 20 and measured the PDR of the CBR flow between the
(S, D) T-type node pair, as well as the average end-to-end delay taken by this
flow. As illustrated by Fig. 4 (left), the RWP-only and VFPe-cs-ideal schemes
give a low and high performance range with a respective PDR of about 4 %
and 39 %, which both remain constant with cs. At this stage in the analysis,
it must be stressed that in the context of the considered network scenario, a
maximum PDR value below 40 % does not imply here a performance issue and
is the expected consequence of the incompressible time needed for unmanned
vehicles to move and for the desired chain topology to be established and allow
the transmission of user traffic.

Regarding the VFPe schemes with beacon messages containing either random
entries (VFPe-cs-random) or fresh entries (VFPe-cs-fresh), it can be observed
that the PDR is about 14 % for cs = 1 (i.e. when nodes only disseminate their
own information in the VFPe beacons) and increases with cs, converging towards
a similar PDR value around 34 %. Further, the random scheme exhibits a signif-
icantly steeper increase, since the PDR is already approaching 32 % for cs = 2,
while the PDR of the fresh scheme is still below 22 %. Although this behavior
may seem counter-intuitive at first, it can however be explained with the scenario
assumptions. As an illustration, with our parameter values and setting cs = 5, we
measured for the random scheme an average contact time of 15.4 s between the
nearby S-type nodes, which is much larger than the VFPe beacon emission inter-
val. More generally, several successive beacons are likely to be exchanged during
such contact times, and the random scheme will offer more diversity in terms of
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Fig. 4. PDR (left) and end-to-end delay (right) related to the CBR packets received by
destination node D, with the number cs of node entries contained in beacon messages.

disseminated node entries. As a result, even with low cs values, nodes will handle
more accurate coordinates with the random scheme and will be steered towards
positions more likely to create the desired communication chains between the
(S, D) T-type node pair.

In terms of end-to-end delay, Fig. 4 (right) shows the performance of the
considered four schemes. The RWP-only scheme does not use VFPe beacons,
hence exhibiting a delay which remains constant with cs. In contrast, the VFPe-
cs-ideal scheme increases with cs despite a constant PDR on the whole range
of cs, as previously seen. To explain this, it is worth highlighting that in the
implementation of our 3 VFPe-enabled schemes, each node entry takes 36 bytes
in a VFPe beacon message. Besides, although all simulations rely on a HR-DSSS
modulation at 11 Mb/s, the VFPe frame payload is transmitted at a lower bitrate
of 1 Mb/s, since the considered beacons are broadcast. As a result, each addi-
tional node entry (and therefore incrementation of cs) incurs an increase of about
0.29 ms, which in turns impacts the CBR queued traffic awaiting transmission on
the wireless shared medium. Moreover, the delays for both VFPe-cs-random and
VFPe-cs-random schemes are lower than 9.5 ms for the whole range of cs values
and remain compatible with the low-latency requirements of interpersonal com-
munications, for instance. In that light, the use of the VFPe-cs-random scheme
may be preferred since the PDR approaches its maximum value with only a low
contact size value (e.g. cs = 4), that is with a small-sized beacon.

Incidence of the Number of Nodes. For any given deployment scenario, the
number of rolled-out systems has a strong impact on the workability of operations
and on the overall cost of the solution. We therefore thought to assess how the
performance of a controlled mobility scheme like VFPe evolves with the number
of network nodes, and in particular with N , the initial number of S-type nodes.
Figure 5 (left) gives a representation of the PDR results for each of the four
considered mobility strategies, with 1 ≤ N ≤ 30. In this set of simulations
as well, the RWP-only scheme gives a reference, and a low performance range,
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regarding what can be expected from a simple MANET protocol here: overall, the
PDR slightly increases with N , ranging from 3 % up to 4.5 %. Assuming here a
constant value cs = 10, the three VFPe-enabled schemes give PDR results which
are consistent with the previous set of simulations: the ideal scheme yields the
best results for all values of N in the considered interval, while VFPe-cs-random
outperforms VFPe-cs-fresh for N ≥ 10. Besides, all three schemes show a steep
PDR increase, then a maximum PDR value for N around 16 to 18, followed by
a regular PDR decrease in the rest of the considered interval for N .
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Fig. 5. PDR (left) and end-to-end delay (right) related to the CBR packets received
by destination node D with N, the initial number of S-type nodes.

Moreover, Fig. 5 (right) allows stressing that the end-to-end delays for the
three VFPe-enabled schemes, although still acceptable since they remain below
15 ms for all considered values of N , sharply increase with N . As a whole, this
set of simulations shows that a limited set Nmax of S-type nodes (such that
16 ≤ Nmax ≤ 18 with our assumptions) is needed to reach the best network
performance. At this point, in order to properly apprehend those results, it is
important to recall that the speed range of exploration S-type nodes, which is
[5, 10] m/s, exceeds the standard speed conditions normally found in pedestrian-
type scenarios, where MANET protocols, and in particular link-state protocol
like OLSR, behave best. As a result, when N = 16, enough S-nodes are initially
available so that VFPe induces the best possible chain topologies. As a result,
above that threshold for N , no additional S-type node is statistically expected to
be converted into a relay (P, R)-type node to extend the communication chains,
and the extra S-type nodes will be used by VFPe for exploration purposes only.
When N increases above that threshold, the beneficial effects of adding S-type
nodes in the network, and therefore increasing link diversity for the underly-
ing multi-hop routing protocol, are severely hindered by the detrimental effects
of high-velocity S-type nodes crossing the communication chains. In effect, the
underlying MANET protocol will detect those transient and unstable links and
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try to exploit the corresponding routes, which is in turn likely to result into CBR
packet losses, the time for OLSR to detect the link failures and to rebuild its
routes accordingly. Further, an in-depth analysis of the simulation traces con-
firms the increasing amount of OLSR route losses due to the temporary presence
of unneeded nearby S-type nodes, when N increases above the aforementioned
threshold. In this regard, corrective steps could be taken to prevent the routing
protocol from exploiting those suboptimal routes or even to repel S-type nodes
(through an extra repulsion force effect, for instance) from an established com-
munication chain. However, it is important to highlight that marginally improv-
ing the overall network performance via an increase of additional nodes is not
desirable in the context of disaster relief deployment scenarios, for which we seek
a limited number of deployed communication systems. With that requirement in
mind, the implications from this analysis are threefold: first, VFPe allows reach-
ing a satisfying network performance with a limited number Nmax of nodes,
then that this number Nmax can be precisely defined, and lastly, that Nmax

remains sufficiently low (16 ≤ Nmax ≤ 18 with the given assumptions) to offer
the perspective of cost-efficient network deployments in real conditions.

5 Conclusion

In this work, we presented the VFPe protocol, which, by the use of virtual
force principles, allows a swarm of mobile network nodes to fly cooperatively, to
rapidly form wireless multi-hop communication routes and to efficiently transmit
end-user traffic flows. After describing our network architecture proposal and
explaining the design choices made for VFPe, notably in terms of force system
and beacon-based information dissemination in the network, we analyzed a series
of simulation results to assess the impact of the exploration schemes on the
overall VFPe performance. We first analyzed how VFPe behaves with the way
its beacon messages are disseminated by the network nodes in their exploration
phase, and verified that our proposals for realistic VFPe scheme implementations
compare satisfyingly with an ideal strategy. We then scrutinized the progression
of VFPe performance with respect to the number of network nodes and identified,
in the specific context of high mobility underpinning our applicative scenarios,
that a maximum efficiency can be obtained with a limited set of nodes. Those
results lead us to conclude that VFPe is able to provide an adapted solution for
the rapid deployment of temporary networks, notably suited to the demanding
context of disaster relief and cost-efficient emergency communications where in
particular the amount of communication systems, and in this case the number
of mobile network nodes, is constrained. Currently, we are planning to embed a
VFPe implementation on quad-rotors to further evaluate the solution through
experimentation. In the future, we intend to study the benefits of jointly using
a virtual force-based protocol with disruption- and delay-tolerant schemes.
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Abstract. This paper presents a new cross-layer approach in which the
network layer and the data link layer are combined in one new layer
in order to correlate decisions on forwarding nodes involved in multi-
hop communications in wireless sensor networks. More particularly, we
propose a Routing and MAC joint protocol that takes the network as
an input parameter and provides a routing tree and a collision-free
(TDMA) schedule as output parameters while minimizing the latency of
communications.

Simulation results show better performance of the proposed approach
than classic routing and MAC protocols. The latency is improved from
17% up to 20% with shorter schedule lengths up to 9%.

Keywords: Wireless sensor networks · Cross-layer approaches ·
Routing protocol · TDMA scheduling

1 Introduction

Nowadays, Wireless Sensor Networks invaded many domains, from military to
environment monitoring and even healthcare. This innovating technology enables
connectivity between small devices (sensors) equipped with processing and com-
munication capabilities. The sensors are deployed in an area in order to collect
information and transmit it, through multi-hop communications, to a central
location called the Base Station or the Sink.

To ensure the communication in such networks, the sensors use a simplified
OSI (Open Systems Interconnection) stack composed of five layers [1]. In this
protocol stack, each layer is responsible of ensuring particular functionalities,
and protocols are implemented independently from one another. In this context,
we are interested in two layers that are involved in communication decisions:
the network layer responsible of finding routes between a sender and a receiver
through the routing protocol and the data link layer responsible of coordinating
communications in direct neighborhood of nodes through the MAC (Medium
Access Control) protocol.

Traditionally, these two protocols are implemented independently, and min-
imizing the communication latency can be difficult when incoherent decisions
are coming from these two protocols. Better performance is achieved when using
cross-layer approaches [2,3].
c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 111–123, 2016.
DOI: 10.1007/978-3-319-40509-4 8
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In this paper, we aim to simultaneously determine a routing tree and a suit-
able collision-free (TDMA) scheduling for all nodes of the sensor network which
minimize communication latency. We combine the network layer and the data
link layer in one new layer providing one protocol that ensures functionalities of
both layers. We use a traffic pattern that is uniformly distributed in which every
node of the network captures environmental data and needs to send it regularly
to the sink. This kind of scenario is used in many sensor network applications
when monitoring an environment.

The remainder of this paper is structured in the following manner. Section 2
presents some existing cross-layer works where the network and the data link
layers are combined into one layer. In Sect. 3 we present our contribution which is
a new protocol combining routing with TDMA scheduling. Section 4 presents the
simulation parameters that were used and the metrics we evaluated. In Sect. 5
we present the simulation results obtained in order to evaluate the performance
of our approach. Section 6 presents the theoretical upper bound of the schedule
length. We conclude in the last section.

2 State of the Art

Two types of cross-layer approaches concerning the routing and MAC protocols
can be found in literature.

In the first type, one protocol is based on information of another protocol.
MAR-WSN [4] is a MAC-aware routing protocol in which the next hop decision
is made using information of the TDMA scheduling. Dissimilar to CoLaNet [5],
which proposes a TDMA scheduling based on information of the routing tree.
In the second type, the two layers can be combined in one layer and from the
two former protocols emerges one new protocol.

In this paper, we are interested in the second type of cross-layer solutions.
Three existing protocols fall in this category: AIMRP [6], RBF [7] and SIF [8].

AIMRP [6] is an address-light integrated MAC and routing protocol aiming
to reduce the power consumption of the nodes in the network. It uses a tier-
based routing scheme that is integrated with a contention-based MAC protocol
similar to IEEE 802.11. Its main idea is to organize the nodes of the network
into tiers around the sink, and to route the packets by progressively forwarding
them to tiers closer to the sink. RTS and CTS packets are used to initiate the
communication between the source and the next hop in the next tiers and to
switch off the radio of all nodes within the communication range of the source,
except for the next hop.

RBF [7] is a cross-layer integrated MAC/routing protocol based on the
Received Signal Strength Indicator (RSSI) that is transmitted regularly by the
sink. To choose a next hop, each node uses the RSSI parameter to ensure send-
ing data in the direction of the sink, and the four-way RTS-CTS-DATA-ACK
handshake to decide which nodes participate in the communication and which
nodes can turn off their radio.

SIF [8] is a state-free and competition-based data delivery protocol aiming to
reduce the communication overhead, the packet delivery ratio and the average
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packet delay. In SIF each node has a “distance-to-sink” information used to
conduct the communication in the direction of the sink. A handshake system is
associated to the distance-to-sink information to combine the tasks of routing
and MAC via one protocol. A competition between receivers, at the transmission
time, is used to eliminate the requirement of global and local state maintenance.

These three approaches use contention-based MAC protocols in which the
neighbors of a sender (except for the next hop) can turn off their radios if they
are not concerned with the communication and thus save their energy. This
concerns all the nodes in the path leading to sink. But no information about the
other nodes of the network is given. If a node is not in a routing path when can
it be awake and when can it be switched to the sleep mode?

We propose to use contention-free MAC protocols jointly with routing proto-
cols in a cross-layer approach. We intend to address node duty-cycle, both when
it is involved in the communication and when it is not concerned with any. As
a data flow pattern, we consider concurrent flows of packets generated at the
same time (at the first slot) by all the nodes of the network. This pattern is
mainly used in applications that need to continuously monitor an environment
and where nodes have a regular frequency of sending information to the sink.

Figure 1 presents a sensor network composed of 8 sensors (A to H) using a
particular TDMA.

Fig. 1. A sensor network using a particular TDMA

The result of the TDMA protocol can be represented as a schedule. In this
schedule, each node has one time slot to send information to its neighbors
(marked in bold), the other time slots are either used to receive information
from the neighbors (marked in italic), or they are not used at all (marked as
empty). When a time slot is not used, the node can be switched to the sleep
mode by turning off its radio and thus it saves energy.

In a TDMA schedule, each node knows exactly when it has to be awake and
when it can go to sleep mode. This MAC protocol also ensures that there will
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be no collision caused either by the one-hop neighbors or induced by the two-
hop neighbors through the hidden terminal problem. Finally, the communication
latency is easily controlled within contention-free MAC protocols.

We note that no cross-layer combining routing with TDMA scheduling in a
same layer was found in the literature.

3 IDeg-Routing&MAC

Our idea is to find, for each sensor node, a free slot in the schedule and a
forwarding node; therefore, a contention-free MAC schedule and a routing tree
are constructed simultaneously. This approach is called IDeg-Routing&MAC.

To model a TDMA schedule we consider a matrix Schedule[N, l] where the
number of lines N represents the number of nodes (each node has a line which
is considered its schedule) and l is the length of the schedule. Each element of
the matrix represents a slot. Schedule[i, j] = i means that node i sends its data
during slot j. Schedule[i, j] = k means that node i receives data from its direct
neighbor k at slot j. Finally, Schedule[i, j] = ∅ means that node i does not
use the slot j for transmission neither for reception. We note that 1 ≤ i ≤ N
(1 ≤ k ≤ N) and 1 ≤ j ≤ l.

The routing pattern we considered is many-to-one where all nodes send infor-
mation to the sink. Each node has one single parent as forwarding node, which
models routing information as a tree.

During the scheduling process and in order to define the next hop for a
node, we consider nodes in a particular order. We choose the one given by a
BFS (Breadth First Search) traversal of the graph of the network and a metric
called the interference degree. The interference degree for a node is the sum of
the number of its one-hop neighbors and the number of its two-hop neighbors
counted only once (if a node is a one-hop neighbor and a two-hop neighbor at the
same time, it is considered only once). This metric helps giving priority, during
the scheduling process, to nodes that create more interferences in the network.

Considering the network in Fig. 1, the interference degrees of the nodes are
the following: A-7, B-7, C-6, D-6, E-5, F-7, G-7, H-7.

Our protocol uses the graph of the network as an input parameter and pro-
vides both the time slot schedule and the routing tree as output parameters. It
works as follows:

1. Initially, the routing tree and the schedule are empty. The initial schedule
length is equal to the maximum node degree in the graph incremented.

2. Construct a BFS tree applying a breadth first search on the graph of the
network starting from the sink.

3. Find the leaf of the BFS tree with the highest interference degree in the
network.

4. For this leaf:
(a) Find its closest neighbor towards the sink in terms of distance, among all

detected neighbors (based on graph information), and select it as a next
hop.
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(b) Add this couple (leaf, next hop) to the routing tree.
(c) Check if this leaf was chosen as a next hop:

– If it was chosen as a next hop, consider the last slot among its children’
slots and find a free slot after it, possibly in a circular research.

– Otherwise, look for a free slot starting from the beginning of the
schedule.

– In both cases, if no free slot was found, a new slot is added at the end
of the schedule and this leaf is scheduled on it.

5. Delete the current leaf from the BFS tree.
6. Repeat from step 3 until the BFS tree is empty.

At the end of this procedure, a TDMA schedule and a geographic routing
tree are obtained. The slot allocation process concerns the transmission slot for
a node. The other communication slots (in reception) can be induced afterwards
based on the vicinity of every node given by the graph.

Figure 2 presents one BFS tree obtained for the graph in Fig. 1. This tree was
constructed starting from the sink of the network and considering it as the root
of the tree and then doing a BFS traversal of the graph modeling the network.
The scheduling and the routing tree are implemented using this BFS tree and
the interference degree that is computed for each node.

Fig. 2. A BFS tree of the graph in Fig. 1

Considering the BFS tree and the interference degrees of the nodes, the order
in which the nodes will be considered is the following: H-G-F-D-C-E-B-A. We
note that if two or more leaves have the same interference degree, one of them
is chosen randomly.

The obtained scheduling is presented in Table 1, where the current node
transmission slot is marked in bold and reception slots are in italic. This schedule
provides an average latency of 5.14, while the random schedule in Fig. 1 has an
average latency of 7. This average latency is computed as the sum of the latency
of each node averaged by the number of nodes, 7.

The latency for a node depends on the data flow pattern and on the time
slot of the nodes on the routing path to the sink. We consider that packets are
generated with the same frequency at each node and are transmitted through
the relay node to the sink during its transmission time slot. The reference time
used to compute latency is considered the first slot, for all nodes.

We note that, because of the simplicity of the example, the obtained geo-
graphic routing tree is similar to the BFS tree.
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Table 1. The obtained TDMA schedule

slot1 slot2 slot3 slot4 slot5 slot6 slot7

node A – – – D C B A

node B – – F E – B A

node C – G – D C – A

node D H – – D C – A

node E – – F E – B –

node F H G F E – B –

node G H G F – C – –

node H H G F D – – –

Our approach IDeg-Routing&MAC needs to find successively, for every node,
a free slot. A slot is considered free for the node if it is empty or if the nodes
scheduled in the slot do not belong to its one-hop or two-hops neighbors and
this to ensure that collisions do not occur.

The pseudo-code of IDeg-Routing&MAC is presented next.

algorithm IDeg-Routing-Joint-MAC (graph, routTree, schedule)
input : graph { the sensor network modeled as a graph }
output : routTree { the routing tree }

schedule { the time slots of each node }
local : BFStree { the tree obtained by applying a BFS

traversal on the graph }
currentNode { the current node }
isSlotFound { indication if a free slot was

found or not }
nextHop { the next hop of a node }
lastSlotIndex { index of the last slot

of a node’s children }
freeSlotIndex { index of the free slot }

BFStree = computeBFS(graph)
while BFStree is not empty do

currentNode = findLeafHighIDeg(BFStree, graph)
nextHop = findClosestNeighborToSink(currentNode, graph)
add(currentNode, nextHop, routTree)
if hasChildren(currentNode, routTree, schedule) then

lastSlotIndex = findLastSlot(currentNode, routTree)
isSlotFound = circularFindFreeSlot(lastSlotIndex, schedule)
freeSlotIndex = getFreeSlotIndex(lastSlotIndex, schedule)

else
isSlotFound = findFreeSlot(1, schedule)
freeSlotIndex = getFreeSlotIndex(1, schedule)

endif
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if isSlotFound then
allocate(currentNode, freeSlotIndex, schedule)

else
addNewSlot(schedule)
freeSlotIndex = getNewSlotIndex(schedule)
allocate(currentNode, freeSlotIndex, schedule)

endif
delete(currentNode, BFStree)

endwhile

4 Simulations Configuration

In this section, we present the configuration parameters used for the evaluation
of the proposed algorithm through simulations and the evaluated metrics. We
used a Java-based library called JUNG [10] that allows modeling, analyzing and
visualization of networks as graphs.

5000 networks were generated randomly using n = 100 nodes, each node with
a communication range r = 25 m. Nodes were deployed in a square area of size a2.
The connectivity model used is UDG (Unit Disk Graph [9]), in which two nodes
are considered neighbors if they are within each other’s communication range (r).
Based on this model, the density of the generated networks is: δ = π ∗ r2 ∗ n/a2.
The deployment area size was changed to obtain different densities δ ∈ [4, 20].

Four metrics were used to evaluate the performances of our contribution:

– Average latency: The average latency was computed as the average of all
total communication latencies from each node to the sink. This latency is the
number of slots before the source node transmits (the reference slot being the
first slot), and for every node in the routing path, except for the sink, one slot
for transmission and the number of slots before its parent can transmit.

– Average normalized latency: The average normalized latency is computed
as the average of per link latencies for all the nodes in the network. The latency
per link for a node is computed as the total latency for the node divided by
the number of hops in the routing path for the node to the sink.

– Schedule length: The schedule length is computed as the number of slots
of the obtained schedule.

– Duty cycle: The duty cycle is computed as the ratio of the active period
(estimated by the number of slots used either in transmission or in reception)
to the total period (the schedule length). A lower duty cycle results in a lower
energy consumption [15].

Results presented next are averages of the evaluated metrics over the 5000
generated networks.

5 Performance Evaluation

Since the existing cross-layer protocols based on joint decisions were all using
contention-based MAC protocols, the comparison with our contribution which
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uses a contention-free MAC does not seem feasible. That is why, as our solution
is the first routing joint TDMA schedule, we decided to compare it with a geo-
graphic routing and a random TDMA scheduling layered solution, that does not
use cross-layering.

A Random TDMA is a schedule in which nodes are considered for allocation
in a random order. For each node we look for a free slot in the schedule starting
from the first slot. A new slot is added if no free slot is found.

Due to its stateless nature, geographic routing exhibits the lowest overhead.
Early work in geographic routing considered only greedy forwarding [11] to
decide to which node a packet should be forwarded. Every node knows the loca-
tion of all of its neighbors and packets contain the location of the destination.
Nodes forward packets to the closest neighbor to the destination. This is the
routing protocol we used to compare our approach with. This kind of solution is
very scalable but presents the problem of holes, i.e. nodes that are closer to the
destination than any of their neighbors. As our goal is not to solve the problem of
holes, networks presenting this problem were neglected in our simulations. Solu-
tions (FACE [12], GOAFR+ [13]) derived from the greedy perimeter stateless
routing [14] are proposed to avoid holes.

The left side of Fig. 3 shows that IDeg-Routing&MAC has better average
latency than independent routing with random TDMA. First, because the BFS
traversal of the graph gives a convenient order to nodes; nodes that are far from
the sink will be leaves or at the bottom of the BFS tree, and nodes that are
close to the sink will be in the upper part of the BFS tree. Then, considering
nodes with the highest interference degree gives priority to nodes presenting
the maximum constraints during the scheduling; these nodes can be leaves or
internal nodes in the initial BFS tree.

The right side of Fig. 3 shows that the same remark stands for the average
normalized latency. IDeg-Routing&MAC tries to find a slot for a node that is
the closest to the slots of its children, therefore the average normalized latency
which represents the per link latency is better than the normalized latency of
the independent routing and MAC.

When IDeg-Routing&MAC looks for a free slot for a node, it does a circular
research before adding a slot at the end of the schedule. This results in a shorter
schedule length than the schedule of the independent routing and MAC as shown
in Fig. 4.

As shown in Fig. 5, a shorter schedule length results in higher duty cycle. The
duty cycle loss of our approach is higher only up to 7 % but this loss is balanced
by the gain in the communication latency.

The previous results are averages of the obtained metrics for the 5000 gen-
erated networks and do not reflect data individually. We analyze the extent of
variability of the obtained values in relation to the correspondent mean, on the
basis of the coefficient of variation (Relative Standard Deviation). The coeffi-
cient of variation is expressed in percentage as σ

μ where σ is the standard devi-
ation and μ is the mean. Table 2 shows the intervals for the coefficient of varia-
tion, irrespective of density. Three metrics are considered: the average latency,
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Fig. 3. Average latency (left) and average normalized latency (right) (Color figure
online)

Fig. 4. Schedule length (Color figure online)

Fig. 5. Duty cycle (Color figure online)
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Table 2. Intervals for the coefficient of variation irrespective of density

CV Latency Normalized latency Schedule length

IDeg-Routing&MAC [7.5; 10.15] % [6.4; 10.6] % [3.8; 7.4] %

MAC independent of Routing [8.2; 11.3 ] % [7.0; 9.3] % [4.1; 7.1] %

the average normalized latency and the schedule length, depending on the ana-
lyzed allocation methods. All the obtained deviations are inferior to 11.3 % which
shows that the absolute values are not very scattered.

6 Theoretical Upper Bound of the Schedule Length

We noticed from Fig. 4 that the schedule length depends on the density of the
network with a multiplication factor that can be approximated theoretically. For
that, we present in Fig. 6 a part of the graph divided into four r × r squares; in
each square we represent the range of communication of nodes with a circle of
radius r which is the communication range of the nodes according to the UDG
[9] model with which we modeled our networks. Each square is also divided into
four parts, each part (r×r) contains δ/4 nodes (gray small circles in Fig. 6) that
can induce collision if they generate communications simultaneously, where δ is
the density of the network.

Fig. 6. UDG modeling and slot classes for slot allocation (Color figure online)

In contention-free schedules, a node can not be assigned a slot that is already
used by one of its one-hop or two-hops neighbors. Based on the UDG model,
this means that nodes in every square (r×r) cannot have the same slot as nodes
in its direct adjacent squares and in the squares directly adjacent to the latter.
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We obtain 9 different slot classes which are denoted from N1 to N9 in Fig. 6.
A slot class is a set of slots that can be used by several nodes assuring that their
communications are collision free. Every slot class needs at most δ/4 different
slots to be allocated to nodes inside the r × r square. This is explained by the
fact that there are δ/4 nodes in a r × r square, most of them in each other’s
communication range. Therefore, the length of the schedule is: lg = 9∗δ/4, which
gives a multiplication factor of 2.25 applied to the network density in order to
obtain the length of the schedule.

This reasoning was applied on a part of the network but can be extended
to the hole network. The nine slot classes can be reused for the slot allocation
necessary for every node.

The previous theoretical multiplication factor is an upper bound, but we can
reduce even more the theoretical schedule length (diminishing the multiplication
factor). This reasoning is based on a uniform distribution on nodes over the
deployment area. When δ grows, the probability of having more nodes inside
each square grows. In this case, the slots can be reused earlier, as shown in Fig. 7.
On the left side of the figure we consider networks of densities 8 ≤ δ < 16. In
this case, the r × r squares contain, on average, one or two nodes. We can split
each of these squares in two r×r/2 rectangles (we illustrate here a vertical split,
but an horizontal is similar). In this case, a maximum of 15 different slot classes
are needed for scheduling all nodes of the network. In this case, multiplication
factor equals lg/δ = 15/8.

Fig. 7. Slot allocation for network densities between 8 and 16 (on the left) and superior
to 16 (on the right)

Moreover, when density exceeds 16, split can be done on both dimensions
(vertical and horizontal) such that each obtained square contains, on average, at
least one node. In this case, 25 different slot classes are needed for scheduling all
nodes of the network (right side of Fig. 7). Therefore, the multiplication factor
equals lg/δ = 25/16.
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We estimate a theoretical upper bound for the schedule length which is:

lg =

⎧⎨
⎩

9/4∗δ if 4 ≤ δ < 8
15/8∗δ if 8 ≤ δ < 16
25/16∗δ if 16 ≤ δ ≤ 20

(1)

These theoretical upper bounds are correlated with the results obtained in
simulations as shown in Fig. 8.

Fig. 8. Experimental schedule length vs Theoretical schedule length (Color figure
online)

We remark that, for densities 4 ≤ δ < 8 the multiplication factor 2.25 is the
most adequate, the values of the theoretical schedule length being coherent with
the values obtained experimentally.

For densities 8 ≤ δ < 16 and δ ≤ 16, respectively, the theoretical schedule
length is coherent with the experimentations at the beginning of each group
of densities; then, the theoretical computation over-estimates the length of the
schedule at the end of each group of densities. This shows that there are still
nodes that can reuse slots already allocated which may decrease even more the
multiplication factors 15/8 and 25/16.

7 Conclusion and Future Work

This paper focuses on the cross-layering approaches combining the network layer
with the data link layer aiming to optimize communication latency in sensor
networks. More particularly, it presents a new routing joint TDMA scheduling
protocol in which a routing and a MAC protocol are combined in one new
protocol.

Our approach IDeg-Routing&MAC is based on a BFS traversal of the graph
modeling the network and the interference degree metric which gives priority,
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during the schedule process, to critical nodes presenting important interference
in the network. Both a contention-free schedule for the communications between
nodes and a geographic routing tree are obtained from this protocol.

Extensive simulations have shown that our approach improves up to 20 %
the latency obtained with independent routing and MAC protocols. We also
generated schedules with shorter lengths up to 9 %.
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Abstract. Today, regardless of economic or environmental incentives,
reducing energy consumption is of great importance when designing IT
systems. In a multi-hop wireless network, taking into account energy
usually consists in maximizing the lifetime of the network by uniformly
distributing the traffic all over the nodes. In this paper, we propose a
new routing paradigm which aggregates flows on a minimum number
of nodes to maximize the number of nodes that can be turned off in
the network. In this way, we intend to significantly reduce global energy
consumption. To maintain the same quality of service while keeping the
same network capacity, we combine flow aggregation with network cod-
ing. Our approach is particularly effective, in part because aggregation
increases coding opportunities, as shown in the simulations in terms of
global energy savings and network load compared to conventional routing
algorithms.

Keywords: Multi-hop wireless networks · Global energy savings ·
Routing · Flow aggregation · Integer linear programming · Network
coding

1 Introduction

Multi-hop wireless networks have performance issues especially in terms of band-
width, delay and packet loss. These issues are mostly related to the wireless
nature of the transmissions. Sharing the same communication medium implies
the existence of interference between nodes. In such environment, a node within
the interference area of another one can be prevented from receiving data prop-
erly. Thus, the capacity of these networks depends on the number of transmis-
sions which can be performed simultaneously. In [1], the authors show that it
decreases with increasing density.

Many researches have been conducted to address these issues, including Qual-
ity of Service (QoS) considerations. Related works propose methods to route
flows more efficiently, taking into account interference [2,3], adapting the topol-
ogy of the network by varying the transmission power of nodes [4,5] or coding
packets in order to reduce the number of transmissions [6,7]. These works show
c© Springer International Publishing Switzerland 2016
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improvements in various metrics such as capacity, throughput, robustness, num-
ber of accepted flows and make such networks more popular. Such networks
are now used for sensor and vehicular networks, to implement communication
between robots and drones, to extend the coverage of an area or to quickly estab-
lish communications in an uncovered area in case of emergency. We can also find
implementation of this technology in smartphones applications.

But another consideration has emerged in recent years, namely energy con-
sumption. Indeed, in 2007, the ICT (Information and Communications Tech-
nologies) industry was responsible for 2 % of the global human made CO2 emis-
sions [8]. In 2013, this industry consumed 10 % of the total electricity produced
worldwide [9]. This growth in the last decade can be explained by changes in
use (e.g. smartphones have become commonplace), new applications that need
more traffic and better accessibility (e.g. cloud computing, multimedia stream-
ing, etc.). Thus adding energy awareness in communication protocols should be
a priority concern to reverse this trend. This is largely the case in cellular net-
works, but the advent of smart cities, smart home, vehicular networks and the
Internet of Things also requires effective solutions in the field of multi-hop wire-
less networks. Several works have already been done in this direction for mobile
ad hoc and sensor networks. In [10], the authors study the ability of energy-aware
protocols to provide QoS and show that they can be used without degrading too
much performances. But these protocols make numerous assumptions about the
nature of traffic, the power supply or the nodes’ computing power in order to
reduce the energy consumption in a local way. Typically, it is conventional to
consider that nodes are powered with batteries. Hence, the energy consideration
consists in maximizing the lifetime of the network (keeping the network con-
nected as long as possible). A classical method is to distribute the load between
nodes so that they deplete their battery power equivalently, in order to prevent
a node from dying prematurely due to its overuse. However, even if this app-
roach could reduce energy consumption locally, it cannot be optimal in terms of
global energy savings of the network. In addition, nodes can be powered all the
time, without batteries, which is the case we consider. Finally, as the energy con-
sumption related to the wireless interface is just a portion of the overall node’s
power consumption, it is more efficient to completely turn off a node as much as
possible.

This paper is focused in that direction. We propose to aggregate flows over a
subset of nodes in order to minimize the number of nodes required to route a set
of flows. Our solution consists in establishing an optimal routing mechanism that
maximizes the global energy savings while respecting QoS constraints. Further-
more, by aggregating flows, we can strengthen the use of network coding [6], a
technique designed to improve capacity, robustness and security of networks, by
increasing coding opportunities. We use integer linear programming to modelize
the problem. Branch-and-bound procedure is utilized to get the optimal solu-
tion, which will be used to evaluate future distributed and feasible approaches
for the flow aggregation problem.

Our main contributions are the following:
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1. Instead of minimizing the energy consumed by each node to maximize the
lifetime of the network, in this paper we propose to minimize the global energy
consumption by maximizing the number of nodes unused. Indeed, these nodes
can be either switch off or put in a sleep mode. To do so, an innovative
approach is proposed in wireless ad hoc networks, which aggregates the flows
over a minimum number of nodes.

2. To maintain the same quality of service in terms of throughput, network
coding is associated to aggregation. These two paradigms are complementary,
as aggregating flows increases significantly coding opportunities.

3. To get an optimal solution, these two mechanisms are formulated through an
integer linear program, solved using a branch-and-bound algorithm. We recall
that this kind of algorithms is not a heuristic or approximating procedure,
but an exact optimizing one that finds an optimal solution [11].

The remainder of this paper is organised as follows. Section 2 presents exist-
ing works related to energy consideration in multi-hop wireless networks and
network coding. Section 3 recalls models used for multi-hop wireless networks
and interference. Section 4 describes proposed solution based on flow aggrega-
tion that will be associated to network coding to enhance performances. Section 5
details simulation results. Section 6 concludes the paper.

2 Related Work

To address the problem of energy consumption in wireless networks, many stud-
ies have proposed to vary the transmission power of nodes (transmission power
control). In multi-hop wireless networks, this is called topology control since
varying the transmission power of a node modifies its transmission range and
so its neighbourhood. A first approach consists of varying the nodes’ transmis-
sion powers in order to obtain a 2-connected subgraph [12]. But this technique
may need lots of computation and cannot be adapted in a distributed environ-
ment. Another approach considers the geometrical position of nodes instead of
the global connectivity of the graph. In [13], the authors propose a cone-based
protocol where a node sets its transmission power such that it has at least one
neighbour in an angle of γ around it. This kind of mechanism doesn’t take into
account the traffic and only reduces the energy consumption per transmission.
There is no global consideration on the energy consumption. To reduce the over-
all according to the existing flows, a solution is proposed in [5] where nodes can
transmit using several power levels. It is efficient to minimize the transmission
powers without compromising the provided QoS, but it does not attempt to turn
off the nodes.

Some other works for ad hoc and sensor networks have addressed the issue of
energy consumption at the network layer using energy as a cost in routing algo-
rithms. In [10], an analysis of several energy-aware protocols shows that they are
able to support QoS criteria quite well. Indeed, most of them increase the link sta-
bility and reduce packet losses. By reducing losses and limiting correction proce-
dures (retransmission, redundancy, ...), they can improve the whole throughput.
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These algorithms compute routes which uniformly distribute the traffic all over the
network to avoid overusing some central nodes. Because most of sensor networks
and mobile networks have nodes powered with battery, it is critical to keep them
alive as long as possible, otherwise it may cause a partition of the network.

But distributing the load over a large number of nodes is not efficient in
terms of global energy savings because it forces nodes to remain active, even
if this is for transmitting a small amount of traffic. Switching off useless nodes
enables to better use network resources and to reduce interferences. On the other
hand, aggregating traffic may imply longer paths which can degrade the QoS of
some flows. Hence, it would be wise to use techniques that can take advantage
of aggregation.

Network coding (NC) is a recent method that allows intermediate nodes
to combine packets before forwarding them in order to reduce the number of
transmissions required to transport a flow. This principle can be illustrated with
a simple Alice-Bob (A and B) communication scheme (Fig. 1). Indeed, let’s be A
and B two nodes who want to send a packet to each other using an intermediate
node R (relay). Node A sends its packet to the relay and B does the same. If
R uses a classical forwarding algorithm, it will use two transmissions to forward
the packets (A’s packet to B and B’s packet to A). If the relay combines the
packets, with a xor operation for example, it can broadcast the combination
to A and B in one transmission. Then A (resp. B), having one part of the
combination, can decode the packet sent by B (resp. A). Therefore, NC uses
only three transmissions where four were needed with the classical method. This
principle is used by Zhong et al. [6] who proposed a linear program to compute
routes for a set of flows minimizing the number of transmissions. But this solution
doesn’t take interference into account. In [7], cliques constraints are added to
improve the performance in terms of throughput reachable for each flow.

Fig. 1. Network coding Alice and Bob scheme.

When transmitting with a wireless interface, the rate at which data are sent
doesn’t significantly impact the energy consumption of the interface [14]. More-
over, the authors conclude that it is, most of the time, more energy efficient to
increase the sleep time of the interface, hence transmit data at the fastest rate
available. When in idle mode (waiting to receive or transmit data), the inter-
face consumes around height times more energy than in sleep mode. Considering
that a simple energy model to calculate the energy consumption of any node i
is Ei = Esi + Eti(Tri) + Eri(Rri), we can see the potential benefits of aggrega-
tion. Esi is the static energy consumed when the node is on, its wireless interface
remaining in idle mode. Eti(Tri) is the energy consumed by the node when it
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transmits data at rate Tri. Eri(Rri) is the energy used when receiving data at
rate Rri. By aggregating flows, we increase the number of nodes that can switch
the wireless interface in sleep mode or eventually switch themselves into a very
low power mode.

3 Models Used

3.1 Network Model

We represent a multi-hop wireless network by a graph G = (V,E) where V is
the set of nodes of the network and E the set of links between those nodes. A
couple (i, j), i and j belonging to V , is in E if there exists a link between nodes
i and j. This link means that node i can send data to node j. More precisely,
each node can transmit data to a certain distance. Thus, a link (i, j) exists if j
is in the transmission range of node i.

3.2 Interference Model

Interference in wireless communications can be seen in two ways. The first one
considers interference as noise. It takes into account the transmission power and
the location of every node transmitting at the same time and computes a signal
to interference ratio (SIR) for each transmission. A transmission is successfully
received if its SIR is above a given threshold. The second way considers a trans-
mission from i to j succeeded if the distance between these two nodes is lower
than the distance between j and any other node transmitting at the same time
as i. This approach prohibits interfering nodes to transmit at the same time.
These two methods have been studied by Gupta and Kumar in [1].

We use a model based on a conflict graph [15] and cliques [16]. A conflict
graph CG = (V ′, E′) models the interfering relationships between the links of
the network, where V ′ is the set of links in G and E′ is the set of edges in
CG. There is an edge between two links (i, j) and (k, l) in CG if they interfere
with each other. The conflict graph is defined from a set of interfering nodes.
Considering two interfering nodes i and j, every outgoing link from i is connected
with every adjacent link of j in CG. The set of interfering nodes can be built in
two ways. A classical method considers that a node interferes with every node
in its 2-hop neighborhood (its neighbors and their neighbors) [17]. The other
method assumes that a node i interferes with a node j if j is in the interference
area of i [1].

Cliques are the maximal subgraphs of CG and are sets of interfering links.
Two links in the same clique must not be used at the same time otherwise the
transmissions using those links will fail. Cliques can be used to derive necessary
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and sufficient constraints to accept or reject a flow in a multi-hop wireless net-
work [16]. In wired networks, if the residual capacity of a link is lower than the
rate required by a flow, we can’t route that flow through this link without violat-
ing the QoS constraints. In a multi-hop wireless network, the residual capacity
to take into account is not this of each link but this of each clique. Basically,
cliques’ utilization rates can be considered as a condition to define admission
control. The utilization rate of any clique C is the sum of those of every link
belonging to C. For example, if two links of C are used at 40 % and 60 % respec-
tively, it is equal to 100 % and no more traffic can be routed through any link
of C.

4 Solution

Our goal is to minimize the global energy consumption of ad hoc networks, which
is the sum of energy consumed by the nodes. To do that, we want to maximize
the number of unused nodes to be able either to switch them off or to put them
in sleep mode. This section describes an innovative approach combining flow
aggregation and network coding.

First, an optimal solution is proposed to aggregate flows (Sect. 4.1), in order
to minimize the number of nodes used to route the flows while respecting QoS
constraints in terms of throughput. Next, this solution is extended by adding
network coding to enhance throughputs and increase the number of unused
nodes (Sect. 4.2).

We use integer linear programming to modelize our problem. To get the
optimum, this program is solved using a branch-and-bound algorithm, which
is an approach developed for solving discrete and combinatorial optimization
problems. The discrete optimization problems are those in which the decision
variables assume values from a specified set. In our case, we will see that it is
an integer set, leading to an integer programming problem. The combinatorial
optimization problems, on the other hand, are to choose the best combination
out of all feasible combinations. Most of these problems can be formulated as
integer programs [18]. The essence of branch-and-bound approach is the following
observation [18]: in the total enumeration tree, at any node, if it can be shown
that the optimal solution cannot occur in any of its descendants, then there is
no need to consider those descendent nodes. Hence, the tree can be “pruned” at
this node. If enough branches are pruned in this way, the tree can be reduced
to a computationally manageable size. Thus, the branch-and-bound approach is
not a heuristic or approximating procedure, but an exact method that finds an
optimal solution.

Figure 2 gives a simple example of our approach. Supposing a network com-
posed of ten nodes and two flows a and b sending data with a rate of 10 units
from 1 to 5 and from 10 to 6 respectively. A first routing algorithm (shortest
path) will route flow a over the path {1, 2, 3, 4, 5} and flow b over the path
{10, 9, 8, 7, 6}. If every link has a capacity of 100 units, the two flows will be
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Fig. 2. Two flows that can be routed over parallel paths or aggregated together.

accepted and be able to increase their rate up to 20 units1. If their rate goes
beyond 20 units, the cliques’ utilization rates will exceed 100 %. Let’s assume
that flow b now follows path {10, 5, 4, 3, 2, 1, 6}. Flows a and b will be accepted
if their maximum rate is lower than 14.28 units. Hence, by aggregating the flows
we are still able to guarantee their QoS requirements. Besides, three nodes can
be turned off, enabling 30 % energy savings. But the capacity of the network is
decreased. This degradation is caused by flow b whose path is longer and the
involved cliques.

This degradation can be avoided, since in nodes 2, 3 and 4, we can apply the
Alice-Bob network coding scheme described above to save three transmissions
for each packet sent by the sources (when data is waiting to be transmitted in the
queue of each involved node). Rerouting flow b has added two transmissions: on
links (10, 5) and (1, 6). Hence, with aggregation and network coding, we gain one
transmission compared to the solution proposed by the first routing algorithm.
So we can reach better performance in terms of energy consumption, but also in
terms of capacity.

4.1 Aggregation

We propose RA (Routing with Aggregation) as an optimal solution for routing
a set of flows minimizing the number of nodes used while respecting their QoS
requirements in terms of capacity. This approach consists in solving the follow-
ing optimization program, where our decision variables are xi and xf

ij which
represent the state of node i (used or unused) and if link (i, j) is used to route
flow f , respectively.

Min
∑

i∈V
xi

s.t.
(1)

∑
(i,j)∈c

dij

Cij
≤ 1,∀c ∈ C

(2)
∑

i∈V xf
ij − ∑

k∈V xf
jk = 0,∀f ∈ F,∀j ∈ V − {Sf ,Df}

(3)
∑

(i,Sf )∈E xf
iSf

= 0,∀f ∈ F

(4)
∑

(Sf ,i)∈E xf
Sf i

= 1,∀f ∈ F

1 For sake of clarity, we don’t detail computations and utilization rates of cliques.
Details can be seen at https://www.lri.fr/∼laube/RA/cliques.pdf.

https://www.lri.fr/~laube/RA/cliques.pdf
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(5)
∑

(Df ,i)∈E xf
Df i

= 0,∀f ∈ F

(6)
∑

(i,Df )∈E xf
iDf

= 1,∀f ∈ F

(7)
∑

f∈F xf
ij .Mf = dij ,∀(i, j) ∈ E

(8)
∑

(i,j)∈E xf
ij ≤ 1,∀f ∈ F,∀i ∈ V − {Df}

(9) ∀i ∈ V, xi =
{

0 ifdij = dji = 0,∀(i, j), (j, i) ∈ E
1 otherwise

with
xi ∈ {0, 1},∀i ∈ V

xf
ij ∈ {0, 1},∀(i, j) ∈ E,∀f ∈ F

Here are the notations used in our formulation:
C: the set of cliques (derived from the conflict graph)
dij : the capacity reserved on link (i, j)
Cij : the total capacity available on link (i, j)
F : the set of flows
(Sf ,Df ): the source and the destination of flow f
Mf : the minimum capacity requested by flow f
xi: equals to 1 if the node is used, 0 otherwise
xf
ij : equals to 1 if (i, j) is used to route flow f , 0 otherwise

The first constraint is about the clique’s utilization rates. It makes sure that
the flows are routed with respect to the residual capacity of the cliques. Con-
straint (2) ensures the flow conservation which means that every intermediate
node receiving a flow retransmits it to one of its neighbor. Constraints (3) and
(5) avoid to route a flow such that it returns to its source or leaves its destina-
tion. Constraints (4) and (6) forces the source and the destination to be used
as follows: source Sf transmits flow f on one of its outgoing links and destina-
tion Df receives flow f from one of its ingoing links. Constraint (7) focuses on
aggregation: the capacity reserved on a link is the sum of the capacity reserved
by each flow on that link. Constraint (8) represents the single path constraint,
that is a flow shouldn’t be split in several paths. Finally, Constraint (9) is the
condition that determines if a node is used or not. A node is used if it receives
or sends traffic.

We can notice that this formulation is not linear due to logical constraint (9).
Unfortunately, most of linear solvers need a linear formulation. This is why we
use classical techniques in mathematical programming proposed by Glover [19]
to linearize the above problem.

Min
∑

i∈V
xi

s.t.
(1)

∑
(i,j)∈c

dij

Cij
≤ 1,∀c ∈ C

(2)
∑

i∈V xf
ij − ∑

k∈V xf
jk = 0,∀f ∈ F,∀j ∈ V − {Sf ,Df}

(3)
∑

(i,Sf )∈E xf
iSf

= 0,∀f ∈ F
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(4)
∑

(Sf ,i)∈E xf
Sf i

= 1,∀f ∈ F

(5)
∑

(Df ,i)∈E xf
Df i

= 0,∀f ∈ F

(6)
∑

(i,Df )∈E xf
iDf

= 1,∀f ∈ F

(7)
∑

f∈F xf
ij .Mf = dij ,∀(i, j) ∈ E

(8)
∑

(i,j)∈E xf
ij ≤ 1,∀f ∈ F,∀i ∈ V − {Df}

(9.1) Maxj(Cij).xi − ∑
(i,j)∈E dij ≥ 0,∀i ∈ V

(9.2) Maxj(Cji).xi − ∑
(j,i)∈E dji ≥ 0,∀i ∈ V

(9.3)
∑

j∈V (dij + dji) − Minf∈F (Mf ).xi ≥ 0,∀i ∈ V

(10) uf
i − uf

j + |V |.xf
ij ≤ |V | − 1,∀f ∈ F,∀(i, j) ∈ E [i �= Sf , j �= Sf ]

with
xi ∈ {0, 1},∀i ∈ V

xf
ij ∈ {0, 1},∀(i, j) ∈ E,∀f ∈ F

uf
i ∈ R+,∀f ∈ F,∀i ∈ V − {Sf}

Constraints (9.1), (9.2) and (9.3) are the linearization of logical constraint (9).
Constraints (9.1) and (9.2) ensure that if a node is not used, no capacity is
reserved on its adjacent links and Constraint (9.3) forces one of its links to
reserve capacity if the node is used. Finally, we add Constraint (10) (from the
Traveling Salesman Problem [20]) to prevent loop issues.

4.2 Network Coding

As mentioned before, aggregating flows increases coding opportunities. Applying
network coding reduces the number of transmissions and thus reduces the load
of the network. Hence, we can increase the capacity of the network. But instead
of aggregating flows and then using opportunistic coding to reduce the load
of the network, we propose RANC (Routing with Aggregation and Network
Coding) that routes a set of flows while considering network coding to increase
aggregation. We integrate in our solution the network coding from the Alice-Bob
scheme presented in Sect. 3. In [7], the authors propose a solution that routes a
set of flows, minimizing the number of transmission while taking into account
cliques’ constraints. When network coding is used, the utilization rate of cliques
is decreased thanks to the transmissions saved. We use the same constraint and
adapt it to our context. Constraint (1) in the previous program becomes:

(1)
∑

(i,j)∈c
dij

Cij
− ∑

(i,j),(i,k)∈c,k<j ckij .( 1
2Cij

+ 1
2Cik

) ≤ 1,∀c ∈ C

This constraint ensures that every clique’s utilization rate is lower than 1,
considering that the load is reduced thanks to network coding where ckij is the
portion of traffic on link (k, i) with next hop j that can be coded at node i. We
do not consider transmission errors in this case.
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The constraints on the amount of traffic that is coded at any node i can be
written as:

(11) ckij − wkij ≤ 0,∀(i, j), (k, i) ∈ E
(12) ckij − wjik ≤ 0,∀(i, j), (k, i) ∈ E
(13) ckij − cjik = 0,∀(i, j), (k, i) ∈ E

where variable wkij denotes the total amount of traffic on link (k, i) destined
to j. At node i, no more traffic can be coded from k to j that actually comes from
k to j or from j to k. To maximize the coding, we can’t add the maximization
to the objective in the same way as in [6,7] due to the dependency between xi

and ckij . To maximize the coding, we have to make sure that ckij is equal to
min(wkij , wjik). This is done by the two following constraints that set a lower
bound to any ckij :

(14) ckij − wkij + Cij .tkij ≥ 0,∀(i, j), (k, i) ∈ E, tkij ∈ {0, 1}
(15) ckij − wjik + Cij .(1 − tkij) ≥ 0,∀(i, j), (k, i) ∈ E, tkij ∈ {0, 1}

Finally, the following constraints are added to correlate the previous ones to
our aggregation program:

(16) (
∑

f∈F mf
ijk) − wijk = 0,∀(i, j), (j, k) ∈ E

(17) (
∑

(j,k)∈E mf
ijk) − xf

ij .Mf = 0,∀(i, j) ∈ E,∀f ∈ F

(18) (
∑

(i,j)∈E mf
ijk) − xf

jk.Mf = 0,∀(j, k) ∈ E,∀f ∈ F

where mf
ijk is the traffic of flow f on link (i, j), with k the next visited node

by f .

5 Results

To highlight the pertinence of the proposed solution, we show by simulation
performances of aggregation in terms of global energy consumption and network
load (to emphasise the impact of network coding). By definition, the aggregation
is constrained by respecting the QoS but our approach remains efficient in terms
of energy saving.

In the following simulations, we have generated random connected graphs
and counted the number of nodes unused when a set of n flows is inserted. Each
flow has requirements in terms of throughput and its source and destination are
selected randomly so that they are more than 1-hop neighbors and the capaci-
ties of cliques are not exceeded. These flows are inserted using the I2DIJSTRA
routing algorithm [3] which routes flows over the largest path available between
their source and destination. When a set of flows has been generated, the optimal
solution is obtained with IBM ILOG CPLEX 12.6 [21].

Simulations compare our solutions with two other algorithms, I2DIJKSTRA
and I2ILP [3], which are largest and shortest paths algorithms taking into account
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Fig. 3. Links used to route 10 flows with I2LP and RA algorithms (Color figure online).

inter-flow and intra-flow interferences. Performances are evaluated considering the
number of nodes unused (nodes that can be turned off or put in a sleep mode) and
the cliques’ utilization rates. We consider 49-nodes random networks deployed in
an area of 100 × 100 where nodes have a transmission range of 20 and links have
a capacity of 100 units. Ten cases are studied, from 1 to 10 flows whose rate is
comprised between 1 and 10 units. For each case, 100 sets of flows are generated.
Figures show mean values of number of unused nodes and cliques’ utilization rates.

Figure 2 represents a given case where 10 flows are routed using I2ILP (on
the left) and our solution (on the right). The line thickness depends on the
number of flows aggregated on it. When routing is performed with I2LP, the
paths are more scattered and thus more nodes have to be used. This is due to
the algorithm which routes a flow using the shortest path between the source and
the destination without consideration of other flows. With the solution based on
aggregation, we are able to route the same set of flows over a limited number of
nodes while providing the same QoS. In our example, we can switch off around
30 % of nodes used with I2ILP.

Figure 3 shows how the number of unused nodes varies according to the
number of flows generated. The decay of the function is expected because adding
a flow will force its source and destination to be used. The gain is achieved on
intermediate nodes and how routes pass through already used nodes, what is
done with our solutions RA and RANC. Thus we are able to turn off more
nodes than I2DIJKSTRA and I2LP for the same set of flows.

Figure 4 shows the impact of associating aggregation and network coding. The
utilization rates of the most used clique are compared, especially when flows are
aggregated with network coding (RANC) or without network coding (RA). In this
last case, it is possible to apply network coding after having determined routes
(RA+NC). As expected, when flow aggregation is performed, the load of the most
used clique increases because more flows are routed over the same links. When net-
work coding is applied on it (and when there is enough flows to combine), we are
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Fig. 4. Number of nodes that can be turned off when the number of flows varies.

Fig. 5. Utilization rates of the most used clique when the number of flows varies.

able to reduce the load of this clique to a level comparable to that obtained with
I2LPwhennetwork coding is used (I2ILP+NC).Hence, thenumber of usednodes is
reduced significantly when aggregating flows and the degradation of the network’s
capacity is prevented when applying network coding. It is important to notice that
applying network coding to increase flow aggregation (RANC) leads to a greater
load of the most used clique compared to I2LP and RA+NC, but it is still better
than aggregating flows without network coding.

To study not only the most loaded clique but also the global load of the
network, Fig. 5 shows the average utilization rate of cliques according to the
number of flows inserted in the network. Again, aggregating flows increases the
load of the network, but associated to network coding, our solutions (RANC
and RA+NC) give performances comparable to I2LP, even better in some cases.
Therefore, applying flow aggregation and network coding is an effective approach
to reduce the global energy consumption of the network by turning off or putting
in sleep mode unused nodes, while preserving the capacity of the network and
respecting the QoS requirements (Fig. 6).
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Fig. 6. Average utilization rates of the cliques when the number of flows varies.

6 Conclusion and Perspectives

In this paper, we proposed an innovative solution maximizing global energy sav-
ings in multi-hop wireless networks. It is based on flow aggregation instead of
distributing the load all over the network, as usual. Indeed, the global energy
consumption mainly depends on the number of nodes used in the network. This
is why we modeled the problem as a mixed integer linear program with a set of
linear constraints to minimize the number of nodes used to route a set of flows,
while respecting their QoS requirements in terms of throughput. A branch-and-
bound algorithm has been used to solve it to optimality. We have shown by simu-
lation that the proposed solution can significantly save more energy compared to
classical routing algorithms such as widest path or shortest path. Furthermore,
flow aggregation creates coding opportunities, enhancing performances obtained
with network coding. Associating both techniques decreases energy consumption
and network load. In this way, we are able to aggregate more flows and then turn
off or put in sleep mode more nodes. Finally, our solution may also benefit to the
medium access layer. Indeed, by turning off nodes, we should be able to reduce
access conflicts as well as interferences to improve capacity and reliability.

Our optimal solution gives an important bound which can be used as a
comparison tool to develop distributed and feasible heuristics. Thus our future
work will be to determine a metric that can be integrated in shortest path routing
algorithms to achieve aggregation. The efficiency of this metric will be measured
by comparison with our solution.
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Abstract. Opportunistic networks are characterized by having only
intermittent connectivity on end-to-end paths, making successful deliv-
ery of messages very challenging. A key part of an opportunistic routing
and forwarding scheme is message scheduling, where a node fixes the
sequence in which it transmits messages for further relaying to its various
neighbours. This paper presents a scheduling scheme which incorporates
knowledge about the remaining contact time and compare its perfor-
mance against baseline schemes from the literature. The results show
that incorporating remaining contact time can indeed give substantial
improvements in key performance indicators like the average delivery
delay or the overhead ratio.

1 Introduction

Opportunistic networks belong to the broad category of delay tolerant networks
(DTN) that are based on the store-carry-and-forward routing principle [1], where
a node stores a message into its buffer, waits until it moves into the communica-
tion range of some other nodes and then replicates the message. These networks
provide limited or intermittent connectivity and support the applications that
can tolerate delays. Some example applications of the opportunistic network-
ing principle can be found in habitat monitoring [2], underwater networks [3]
and military networks [4]. They can have many applications in smart vehicular
networks, social networking, agriculture and emergency networks.

The network environment in opportunistic networks is challenging due to
only intermittent connectivity. A number of protocols have been proposed to
improve the efficiency of these networks in terms of average delivery proba-
bility and to minimize the average delivery delay, either by improving routing
or by providing more sophisticated message scheduling schemes. The routing
protocols utilize a variety of methods, including probabilistic routing [5,6], net-
work coding [7,8], controlled packet replication [9,10] and history-based learning
[11,12] of routes, to improve performance. Despite the efforts invested in design-
ing improved routing schemes, one of the crucial factors that could potentially
improve performance has not yet received much attention: the issue of message
scheduling, in which a node, upon encountering one or more other nodes, makes
a conscious decision about the sequence in which to replicate messages to those

c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 141–155, 2016.
DOI: 10.1007/978-3-319-40509-4 10
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neighbours. There are only a few works that directly address message schedul-
ing, for example the RAPID [13] protocol, GBSD protocol [12], and the Global
History Based Prediction scheme [14].

An important overlooked aspect – and the one which this paper focuses on – is
the “contact time duration”, i.e. the time during which two nodes remain in each
other’s range. Although some studies mention inter-contact time (i.e. the time
between the successive meeting of nodes [15]) to the best of our knowledge there
has been only one protocol (called Opportunistic DTN Routing with Window-
aware Adaptive Replication – ORWAR [16]) that involves the contact time based
localized message scheduling and drop policy but does not explicitly consider the
presence of several neighbours at once.

In this paper, we present a message scheduling scheme which, similarly to
ORWAR, incorporates knowledge of the remaining contact time (RCT) left
between the nodes. Furthermore, its scheduling algorithm explicitly addresses
the case of having multiple neighbours at once, and the scheduling algo-
rithm makes decisions that take into account both the “quality” of the neigh-
bours (measuring how close they could bring a message to its destination)
and the remaining contact time to them. We call this scheme Opportunistic
Networks Routing with REmaining Contact Time (ONRECT). The
term “remaining contact time” refers to the (estimated) time that remains until
the contact is finished, i.e. the nodes move out of radio range. The main aim of
this paper is to assess the performance impact of ONRECTs’ scheduling algo-
rithm and to compare it against ORWAR with respect to the average delivery
probability, the network overhead and the average delivery delay. Furthermore,
as both algorithms use predictions of the remaining contact time, we compare
the impact of ORWAR’s estimator and the “ground truth” on their performance.
Our scenario is simple, yet very large as compared to the other studies mentioned
above and uses a mobility model geared towards modeling of mobile entities in an
urban setting. It includes both mobile nodes and stationary nodes. We compare
the ONRECT and ORWAR schemes also against another baseline scheme, the
Spray-and-Wait scheme. Our results indicate that ONRECT can, in the presence
of perfect remaining contact time information, outperform the other schemes for
important performance indicators. At the same time, however, ONRECT shows
a higher sensitivity to the quality of the available RCT information.

The rest of the paper is structured as follows: The next Sect. 2 provides some
background on opportunistic networks, time calculation, message scheduling and
routing. In Sect. 3, we outline our system model, and our proposed algorithms
for time calculation and message scheduling are described in Sect. 4. The results
of our performance analysis are given in Sect. 5, related work is briefly discussed
in Sect. 6 and we give our conclusions in Sect. 7.

2 Background

We give a brief background on opportunistic routing and the ORWAR scheme,
which we use as a baseline for comparison.
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There are many wireless technologies that can be deployed for the implementa-
tion of opportunistic networks, for example the IEEE 802.11 WLAN standard [17].
Manyof these standards canbeused for thepurposes of thiswork, aswedonotmake
any strong assumptions about the services of the underlying wireless technology.
Key properties of wireless standards which might influence the performance of the
schemes considered in this paper include the data rate, transmission range, and the
delay for neighbour discovery.1

In this work, we will consider IEEE 802.11 wireless technology. The IEEE
802.11 standard (also known as Wi-Fi) offers amongst other things a range of
different physical layers which all use essentially the same MAC protocol. Out
of the available physical layers we focus on IEEE 802.11g. This version operates
in 2.4 GHz ISM band and supports data rates between 6 Mbit/s and 54 Mbit/s
using OFDM transmission, and 2 Mbit/s when using direct-sequence spread spec-
trum (DSSS). To better highlight the impact of scheduling decisions when a node
has many messages in its buffer and has only limited contact time with neigh-
bouring nodes, we assume the slowest data rate of 2 Mbit/s. Furthermore, we
assume that the transmission range is limited to 20 m.

Contact time is defined as the time duration from the time when the mobile
nodes moves towards each other and build a communication link until the time
when they move out of the range and the link is dropped [18]. At any time
instant during the contact time, the remaining contact time can be defined as
the time duration left until the both nodes lose contact with each other. It is
important to mention here that the contact time and remaining contact time in
general have different probability distributions.

Contact time is one of the factors that can potentially affect the perfor-
mance of opportunistic networks. This duration depends upon how long the
nodes remain in each other’s communication range and how long the contact
lasts. The contact duration defines the amount of data that can be transferred
[15]. The studies in [19,20] show that the distribution of the contact duration
for human mobility follows a power law distribution.

The remaining contact time has not been widely considered as a factor in
opportunistic networking. The only work which uses this is idea [16], the Oppor-
tunistic DTN Routing with Window-aware Adaptive Replication (ORWAR)
protocol.

The ORWAR scheme uses Spray-and-Wait (SnW) [9] as a baseline scheme
to control the message replication. In SnW message replication, a source node
sprays a number L of replicas of the message by replicating it to other nodes,
so-called relay nodes. In plain SnW the source node picks L − 1 distinct relays
and each relay keeps the message until it can deliver it directly to the final
destination (wait state) or a timeout occurs. In binary SnW the source node
replicates the message itself and an allowance of L/2 further replicas to the first
relay it meets. Both the source and the first relay then hand over the message
and allowances of L/4 replications to the next relays they meet. This process

1 The discovery process often relies on periodically transmitted beacon packets and
the discovery delay is then strongly influenced by the beacon period.
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of splitting continues until the source or any relay has only an allowance of one
message left. Again the relays try to deliver the message to the final destination
or throw it away after a timeout. ORWAR is built on the binary SnW scheme.

The ORWAR scheme differentiates messages on the basis of a user-assigned
priority. Unlike SnW, ORWAR adopts a different approach while choosing the
initial number L of message copies. The messages with higher priority have a
higher number of message copies as compared to lower priority messages. The
messages are stored in a buffer according to the utility-per-bit ratio, which is
defined as the ratio of the message priority and the message length in bits.

ORWAR estimates the contact time as follows:

tcw =
2 · min {r1, r2} · cos α

‖v‖ (1)

where r1 and r2 are the transmission ranges of the two involved nodes, v is
the difference vector of the velocity vectors of both nodes, ‖v‖ is its (euclidean)
magnitude, and α is the angle between the nodes while they are in contact. Once
the time is calculated, the messages with higher utility per bit ratio and a size
that is small enough to be successfully transmitted during the contact time are
replicated to the other node.

3 System Model

We consider a simple scenario which consists of 1,500 nodes, both mobile and
stationary. All nodes are placed in a “playground” which resembles parts of
Helsinki, Finland. The size of playground is 3500 × 4500 m2.

The nodes are divided into three groups of 500 nodes each. The first group
comprises stationary nodes that serve as the message destinations. These nodes
can represent for example fixed wireless access points in homes or in different
buildings across the city. These nodes can also generate messages and can act as
relays for the messages. The destination nodes are placed randomly and inde-
pendently on the playground according to a uniform distribution. The remaining
two groups of nodes are mobile, representing cars and trams moving with vary-
ing speeds, where cars have higher average speeds as compared to trams. The
nodes speeds of the cars are chosen randomly from 10–50 km /hrs and the speed
of the trams are chosen from 10–40 km/hr. The nodes in both of these groups
can generate and relay messages but they cannot be the destination nodes.

Since the mobile nodes represent vehicles on roads, we use the Shortest Path
Map-Based movement Model (SPMBM). SPMBM initially puts the nodes at
random locations on the roads. A node then selects a random destination on
some road and calculates the shortest path to the destination (only on roads)
using Dijkstra’s shortest path algorithm. It then picks a speed from a uniform
distribution between a designated minimum and maximum speed (which are
specific for the type of mobile nodes the node under consideration belongs to).
Every time the node reaches the next waypoint in the path (e.g. when entering
a new road), it picks up a new speed from the uniform distribution and moves



ONRECT: Scheduling Algorithm for Opportunistic Networks 145

at that speed. Once the node reaches the destination, it picks a new destination
point on the map and repeats the process [21].

It is assumed that nodes have unlimited buffer capacity, where they can
store unlimited messages. The message format is shown in Fig. 1. It contains
identifiers for the source and destination node of the message. We assume that
the identifiers encode the geographical location of source and destination node.
The message-id is unique for each new message generated by a particular source
node. The Time-To-Live (TTL) field specifies the remaining time for which a
message is valid before it is to be dropped. In this paper, however, we set the
TTL value to a sufficiently large number to ensure that no timeout occurs within
the simulated time of four hours. Finally, the size field specifies the size of the
message. For reasons of simplicity messages are not fragmented.

We furthermore assume that all of the nodes are using the same wireless
technology (IEEE 802.11g with 2 Mbit/s transmission rate) for message trans-
mission. Each of the nodes in the network has one network interface and all
nodes use the same transmit power. However, to focus on message scheduling
and to keep simulation times bounded we have chosen not to add a MAC layer
model to the ONE simulator.

Fig. 1. Message Format

We consider the unit disk model [22] as channel model, i.e. a device has a
certain transmission radius.

4 The ONRECT Scheme

The ONRECT scheme is a routing and scheduling algorithm for delay tolerant
networks that uses controlled replication and knowledge of the remaining contact
time left towards a chosen neighbour for message scheduling. The controlled
replication strategy used is binary Spray and Wait [9]. Please note that in this
paper we mostly do not attempt to estimate the remaining contact time but
we use our knowledge of the paths taken by nodes to obtain the real remaing
contact time. By this, we can assess the benefits of having remaining contact
time information in isolation.

Each message in the network is assigned a utility value u ∈ {1, 2, 3}, where
one refers to the lowest priority and three to the highest priority. The priorities
are assigned to messages in round-robin fashion. This utility is used to prioritize
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the messages in the sending queue. Each node in the network maintains a sending
message queue. The messages in the sending queue are arranged according to
their utility-per-bit ratio, i.e. for message m we calculate um/sm, where um is the
priority of this message and sm its size in bits. The messages that are generated
by the node itself or received from other nodes are introduced into the sending
queue at their respective place according to the utility-per-bit ratio, ties are
broken randomly. The message with the highest utility-per-bit ratio is at the
top and is first to be forwarded/replicated.

Furthermore, a node maintains for each message m its current replication
counter Lm as per the binary SnW scheme. The initial Lm value for a freshly
generated message may depend on its priority, but for the purposes of this paper
we choose the same value L0 for all priorities.

In general a node can be connected with several other nodes at a given
point in time. Therefore, each node maintains a table of all the nodes it is in
contact with and the respective remaining contact time with those nodes. From
the remaining contact time toward a neighbour node j, a node i can derive the
amount of data that may be transferred during this time from the characteristics
of the underlying wireless technology. Node i refers to this table every time it
needs to make a scheduling decision.

4.1 Calculation of Remaining Contact Time

We next explain how we calculate the remaining contact time between two nodes
i and j. We assume that we know the entire path taken by the two nodes, where
each path consists of a sequence of line segments taken at different velocities.
We first describe the contact time calculation when assuming that both nodes
move on straight lines forever, and then explain how we take account of changes
in direction and speed. For simplicity we restrict to the two-dimensional case,
generalization to three dimensions is straightforward.

Two Nodes Moving on Straight Lines. Suppose we are given two nodes i
and j with velocity vectors vi and vj and initial positions xi = (xi,0, yi,0) and
xj = (xj,0, yj,0), respectively. We transform the problem to assume that node
i is stationary and located at the origin (position (0, 0)), whereas node j then
moves with velocity vector v = (vx, vy) = vj − vi and starts at initial position
x0 = (x0, y0) = (xj,0 −xi,0, yj,0 −yi,0). Let p(t) be the position of node j at time
t, i.e.:

p(t) =
(

x0

y0

)
+ t ·

(
vx
vy

)
then the distance of node j to node i is given by its distance to the origin, i.e.:

‖p(t)‖ =
√

(x0 + t · vx)2 + (y0 + t · vy)2 (2)

When R > 0 denotes the mutual transmission range of i and j, then we seek
values of t for which R = ‖p(t)‖ holds – this leads to a quadratic equation.
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When no solution exists, node i and j never get in range and their contact time
is zero. When two solutions 0 < t1 < t2 exist, then node j has started outside
the range of i, then comes close enough to i for time t2 − t1 and then leaves
again. When only one solution exists, two cases are possible: the first one is that
j’s starting position was outside i’s range, then j’s trajectory just touches the
circle of radius R around i and the contact time is zero. The second case is when
node j’s starting position is located within the range of i and leaves it at some
time t > 0, then the contact time is t. In these considerations we have implicitly
assumed that ‖v‖ > 0 holds. In the border case where ‖v‖ = 0 and thus v = 0,
the contact time is either zero (when ‖x0‖ > R) or infinity (when ‖x0‖ ≤ R).

Contact Time over Paths. In our setup two nodes normally don’t move on
straight lines, but follow a (shortest) path on a street network, i.e. they change
direction when entering a new street, and change their speed. Suppose node i
moves along a path (xi,1,xi,2), (xi,2,xi,3), . . . , (xi,k−1,xi,k), and node j along
path (xj,1,xj,2), (xj,2,xj,3), . . . , (xi,m−1,xi,m), where each (xa,b,xa,b+1) denotes
a line segment. On each of the line segments (xi,b,xi,b+1) on its path node i
has speed vi,b, similarly for node j. The times where node i changes directions
(moving to the next line segment) are given by ti,b, similarly for node j.

In short, our algorithm proceeds by sorting the times ti,b and tj,b in ascending
order to get times t1, t2, . . . , tk+m. We then apply the “straight-line” computation
described before to each of the time intervals [ti, ti+1] (keeping track of the
positions of both nodes) and sum up the results. When the “straight-line” contact
time for some interval [ti, ti+1] extends beyond ti+1, then the contact time is
clipped.

4.2 Vaccination Mechanism

The vaccination mechanism is used both in ORWAR and ONRECT, its main
purpose is to stop further propagation of messages that have reached their final
destination, to limit the effort spent by the network. Broadly, the information
that a message has been received is flooded into the network and all existing
copies of the message are then dropped.

In detail, each node maintains a list of messages id’s md that have been
delivered to their final destinations. Whenever two nodes come in contact with
each other, they exchange their lists. Both of the nodes then update their sending
message queues (mq) using these lists by dropping any message that has been
mentioned in md.

Once a message is delivered to the final destination node, an acknowledgment
message is sent back to the sending node. The id of the message is added to the
delivered message queue md at both sending and receiving queue.
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4.3 ONRECT Algorithm

The ONRECT message scheduling decision depends on multiple factors: (i)
remaining contact time (ii) the best neighbour to forward the message to (in
particular, we only consider neighbours which have a destination that is within
700m of the message destination, and from these we pick the one that gets clos-
est), and (iii) the position of the message in the queue (the message with higher
utility-per-bit will have higher position).

The pseudo-code for the algorithm is given below:

========================================
For each node i :
Variables
xi, yi current location of the node
X,Y Next waypoint of the node
vi node speed if it is not stationary
Ri Wireless transmission range of node
ms size of a message m
Lk number of message copies
smax maximum data that can be transferred during calculated

remaining contact time
mq Sending message queue (message are stored in uk/ms order )
md Message id’s list that are delivered to the final destination
connTime table to maintain the remaining time (in terms of maximum

data that can be transferred during this time, stores the
smax value) with the other nodes

=========================================
A node i comes in contact with other node j:

send md to j // send delivered messages list to j
receive md from j // receive delivered messages list from j
update mq // delete all messages that have been delivered

/** Compute the remaining contact time and add in the
connTime table **/
connTime.add(calculateT ime(nodeId))
=========================================
/** Assuming that this node is connected with multiple nodes **/
/** Direct Delivery Message **/

For each message m in mq:
if ms < smax of destination node:
deliver m to the destination node
if m.ack:

Remove the messages from the mq and add the message id in md

update connTime:
smax = smax − ms

/** Rest of the messages **/
For each message in mq:

//Find the best neighbor
bestNeighbor = neighbor(message m )
if smax > ms

∧
Lk > 1:

transmit m to bestNeighbor
Lk = Lk/2
in connTime for bestNeighbor:
smax = smax − ms

calculateTime(nodeId ):
get (xi, yi),(X,Y ) and vi

compute remaining time
calculates smax

return smax

neighbor(message m ):
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List Nodes = getAllConnectedNodes()
foreach(Node otherNode:Nodes) {

if(otherNode.finalDestination < m.destination){
return otherNode

}
}

The ONRECT algorithm shares many similarities with ORWAR, however,
the key difference is in the scheduling algorithm: in ORWAR we consider one
neighbor and then send all the message to it in order of their utility-per-bit ratio
and as long as we can (i.e. as long as the remaining contact time does not expire),
whereas in ONRECT we consider all possible neighbors for each message and
pick the best one. ONRECT makes a choice of the best neighbor by choosing the
neighbour whose current destination is closest to the message destination while
ORWAR just transfers messages to any node that comes in range.

5 Performance Analysis

We have performed comprehensive simulations to evaluate the performance of
the ONRECT algorithm in comparison with ORWAR and SnW. Different mes-
sage sizes were considered for this purpose. For each message size a sufficient
number of simulation replications have been carried out to obtain a relative
confidence interval width of 5 % at a confidence level of 95 % for the delivery
probability. Each replication considers a different placement of stationary and
mobile nodes, message generation times and message destinations.

The results were compared with the results from the two other algorithms,
binary Spray and Wait [9] and ORWAR [16]. These protocols are run with similar
settings as ONRECT to compare the results. The values for the fixed parameters
are summarized in Table 1.

Aside from the vaccination algorithm, there are two major differences
between ONRECT and ORWAR: the contact time calculation (using Eq. 1 for
ORWAR and the algorithm from Sect. 4.1 for ONRECT) and the neighbour
selection scheme. To analyse the impact of the contact time calculation, we have
introduced two variations of the considered schemes: the ONRECT- scheme
is very similar to ONRECT but uses the estimated contact time information
according to Eq. 1, whereas the ORWAR+ scheme is very similar to ORWAR
but uses the contact time calculation from Sect. 4.1.

5.1 Simulation Setup

All algorithms were implemented in the Opportunistic Network Environment
(ONE) simulator version 1.5 [21]. This simulator is specifically designed to sim-
ulate algorithms and protocols for opportunistic networks, and in fact ONE is
a popular tool in this area. Many commonly known opportunistic network pro-
tocols and algorithms like Spray and Wait, Epidemic Routing, or PRoPHET
are available as a part of ONE. The simulated time for each replication is 4 h.
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Table 1. Simulation parameters settings for all the protocols

Parameter Value

Number of Message Copies Lk 6

Time to Live 1000min

Buffer space infinite

Speed of the Cars 10 − 50 km/hr

Speed of the Trams 10 − 40 km/hr

Number of Host Groups 3

Number of Hosts per Group 500

Message generation interval 1–10 s

Number of wireless interfaces 1

Interface Transmit speed 2Mbps

Maximum Message Size 10KB

The experiments were conducted for three different message size ranges. Small
sized messages are drawn randomly from the interval between 200 Bytes and
400 Bytes, medium sized messages have a size between 1 KB and 2 KB, and
large sized messages are between 5 KB and 10 KB. The messages are generated
every 5–10 s in the network following a uniform distribution.

5.2 Results

One of the most important performance measures in this work is the average
delivery delay, defined as the delay (in seconds) between message generation and
its first reception at the intended destination (computed only for those messages
which actually have reached the destination). In Fig. 2a we show the average
delivery delay for different message sizes.

There is a substantial gap in the average delivery delay of ORWAR and
ONRECT. It is obvious that the ONRECT algorithm incurs the smallest delays
as compared to ORWAR and SnW. ONRECT incurs nearly 42 % less delay
than ORWAR and nearly 18 % less delay than SnW. To understand whether
this performance difference is due to the availability of the real contact time
to ONRECT or due to ONRECT’s scheduling algorithm, we have also included
the results for ONRECT− and ORWAR+. Interestingly, ONRECT offers still
significantly better delivery delay than ORWAR+, so the availability of real con-
tact time information does not fully explain the difference between ORWAR and
ONRECT. To our surprise, however, it can be seen that ONRECT− performs
significantly worse than ORWAR+, which suggests that the neighbour selection
scheme of ONRECT is susceptible to the error in the remaining contact time
calculation introduced by ORWAR’s estimator. It is a subject for future work to
better understand this behaviour.
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(a) Average Delivery Delay

(b) Comparison of the ’Effort’ in terms of Message Copies

(c) Average Delivery Probability

Fig. 2. Graphs (Color figure online)
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An important performance measure is the overall effort required in terms
of the number of times a message is replicated between nodes for successful
delivery. In Fig. 2b we report the total number of replications created by all
messages generated during simulation time.

The results suggest that the contact time estimation of ORWAR (which
does not account for turns) leads to a reduced number of message replications.
A possible explanation for this is that ORWARs estimator tends to under-
estimate the contact time, and so this estimator allows fewer messages to be
transmitted during contact. The difference between ORWAR and ONRECT−
(and similarly between ORWAR+ and SnW on the one hand and ONRECT on
the other hand) can likely be explained by the selection rule of ONRECT−,
which only allows replications to neighbours that come within a certain range
of the message destination. But achieving a deeper understanding of these dif-
ferences is a possible subject of future work.

The average delivery probability is another important performance measure
of this work. This probability is defined as the percentage of generated messages
which are successfully received by their destination within the simulation time.
The results are shown in Fig. 2c.

The delivery probabilities of SnW, ONRECT and ORWAR+ are at about
the same level and very different from the delivery probabilities of ORWAR and
ONRECT−. This suggests that both ONRECT and ORWAR are substantially
influenced by the accuracy of contact time information available to them while,
SnW is independent of this information and requires more message replications.

6 Related Work

Routing in the opportunistic networks follows an entirely different pattern when
compared to the traditional wireless ad-hoc networks. Most common protocols
are replication-based. Replication protocols aggressively replicate messages at
every contact opportunity to minimize the delivery delay. The epidemic routing
protocol [23] is the base line replication protocol. Every node in the network
maintains a list of messages which upon contact with other nodes exchanges
all the messages which are not common in either of their lists. The messages
are spread to all the networks including the destination node. This protocol is
the fastest in terms of message delivery delay, however, the flood of messages
exhausts the resources and degrades the performance of the network. Some pro-
tocols use the idea of controlled replication. Spray and Wait [9] sprays only a few
replicas of the message and then “waits” until one of the replica reaches the des-
tination. Different heuristics can be defined to “control” the number of replicas
in the network. Smart Replication [10] or “utility based replication” strategies
use a fixed number of message copies for routing.

There are routing protocols that try to optimize the performance with
improved routing schemes. RAPID [13] discusses the routing of messages as
a resource allocation problem under the constraints of limited buffer and
bandwidth.
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GBSD & HSBD [12] presents two different policies for a joint scheduling and
buffer management algorithm. The first policy, GBSD, gives an ideal theoretical
framework that serves as a reference tomeasure the performance of the other policy
HSBD. GBSD derives a per-message utility based on the global knowledge of the
network. History based scheme (HSBD) adopts a learning history approach while
exchanging information over the in-band channel for the estimation of parameters
(number of replicas m and number of nodes that have seen the message n) required
to derive the utility. Global History-Based Prediction (GHP) [14] is another frame-
work similar to the HSBD. This framework implements four different modules for
message scheduling and buffer management.

7 Conclusions

This work addresses the potential impact of the knowledge of remaining con-
tact time on message scheduling in opportunistic networks. We have introduced
the Opportunistic Networks Routing with REmaining Contact Time (ONRECT)
scheme, which incorporates the information about contact time and the desti-
nations of neighboured nodes and the messages into scheduling decisions. We
compared its performance against the SnW scheme and the ORWAR scheme.
The results show that although the average delivery probability of ONRECT
and SnW are very close, ONRECT requires less effort as compared to SnW
and achieves nearly the same average delivery probability when highly reliable
contact time information is available. ONRECT selects a neighbor for the direc-
tional replication of the messages which means the messages are replicated in
the direction of the destination of the message. In this way, the messages are
better diffused in the network towards the message’s destination. It is observed
that the average delivery probability remains nearly constant with the increase
in message size. However, with an increase in message size, the effort, in terms
of number of message copies, also increases. This effort is not very prominent
for ONRECT and SnW, but ORWAR shows a sharp increase. Another impor-
tant observation is the small average delivery delay offered by ONRECT. The
ONRECT’s improved time estimation and neighbor selection results in a smaller
average delivery delay as compared to other protocols.

There is some potential for future research. One important issue is to gain
a better understanding of the apparent sensitivity of ONRECT and ORWAR
with respect to the quality of the available contact time information, and to
devise schemes which allow for more graceful performance degradation when the
quality of the contact time estimate degrades. We furthermore believe that there
is some potential in further optimizing the selection rule of ONRECT, and it is
also interesting to assess the impact of vaccination.
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Abstract. The performance of mobile opportunistic networks strongly
depends on contact duration. If the contact lasts less than the required
transmission times, some messages will not get delivered, and the whole
diffusion scheme will be seriously affected.

In this paper we propose a new diffusion method, called Forced-Stop,
that is based on controlling node mobility to guarantee a complete mes-
sage transfer. Using the ONE simulator and realistic mobility traces, we
compared our proposal with the classical Epidemic diffusion. We show
that Forced-Stop improves the message delivery performance, increasing
the delivery ratio up to 30 %, and reducing the latency of message deliv-
ery up to 40 %, with a limited impact on buffer utilisation and message
relaying.

These results can be a relevant indication to the designers of oppor-
tunistic network applications that could integrate in their products
strategies to inform the user about the need to temporarily stop in order
to favor the overall data delivery.

Keywords: Adhoc opportunistic networks · Epidemic protocol · DTN ·
Data transfer · Wireless adhoc networks

1 Introduction

Opportunistic wireless ad-hoc networks [1,2] are an alternative to consider in
environments where the wireless infrastructure has become inefficient due to the
saturation of requests, or when no communication infrastructure is available.
Instead of using the established Internet infrastructure, the communication in
mobile opportunistic networks takes place upon the establishment of ephemeral
contacts among mobile nodes using direct communication (i.e. Bluetooth or WiFi
Direct), and storing the messages in these devices to achieve their full dissemi-
nation.

Considering an epidemic distribution, the duration of the contact time
between nodes is probably the key factor in the dissemination of messages.
c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 156–168, 2016.
DOI: 10.1007/978-3-319-40509-4 11
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If the contact is too short, the nodes cannot complete the transfer operation,
thereby increasing the probability of failure for message dissemination among
the nodes in the network.

In this paper we propose a novel messaging diffusion approach, called Forced-
Stop, that increases the effectiveness of the diffusion process by interacting with
the user so as extend the contact duration by making the user wait until the
message transmission is complete.

This scheme is already being adopted in some existing short-range messaging
protocols such as Apple iOS Airdrop and Google Android Copresence.

We compare the performance of the basic epidemic diffusion and our Forced-
Stopvariationusing theONE(OpportunisticNetworkEnvironment) simulator [3].
This simulator was designed and built to specifically evaluate DTN protocols and
applications, and focuses on the network layer without considering the details of
lower layers such as MAC or physical. In our analysis we have selected a scenario
based on a set of human geo-tagged traces obtained during fifteen days, collected by
smartphones in theNationalChengchiUniversity (NCCU) campus [4]; themessage
generation patterns (frequency and size) are based on statistics related with social
networking applications [5].

The experiments evaluated the dissemination performance of both solutions
using different settings, like the buffer sizes or the messages TTL (Time To Live).
The results show that the Forced-Stop approach clearly improves the message
delivery performance by increasing the delivery success ratio and reducing the
delivery time, although extending the message transmission time and introducing
some extra overhead in terms of buffer utilisation.

This paper is organised as follows: an overview of related works addressing
opportunistic networks and message diffusion is presented in Sect. 2. The descrip-
tion of our diffusion proposal, experiments and evaluation details are presented
in Sects. 3 and 4, respectively. Finally, in Sect. 5, we present some conclusions
and future work.

2 Related Works

Some authors [6] consider opportunistic networks as a subclass of Delay Tolerant
Networks (DTNs) [7]. This model is being promoted by the “Internet Research
Task Force”, and we can find its specifications at http://www.dtnrg.org. Data
transmission in DTNs is based on messages or bundles, which are received and
then forwarded by nodes. This method is known in networking as Store, Carry
and Forward, and it relies on the Bundle Protocol (BP) [8]. Unlike the Inter-
net, in DTNs the information delivery time can increase beyond the minimum
required because the communication channels and the data links are intermit-
tent, a phenomenon related to the mobility of transmitters and/or receivers.

Various research works in the literature focussed specifically on message dis-
tribution in opportunistic networks. In the case of messages transmitted in social
networks, the authors of [9] present a detailed analysis with findings from a
large scale text messaging study of 70 university students in the United States

http://www.dtnrg.org
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during four months. In [10,11] the authors examine an utility-based cooperative
data dissemination system where the utility of data is defined based on the social
relationships between users. There are other proposals, such as [12–16], which
evaluate the message dissemination behaviour of the Epidemic protocol by focus-
ing on the mobility patterns of the nodes. In these works, the authors explain the
relationship between factors such as speed, mobility model, density of nodes, and
places. In addition, some of these authors propose their own mobility model to
improve the diffusion in opportunistic networks. There are also some works [17–19]
where the authors explain how to improve the dissemination process of epidemic
protocols in order to save battery energy. In the case of buffer management, and
the influence in the messages dissemination process, some authors [20–22] eval-
uate the use and optimisations of the buffer trough priority rules to deliver the
messages, without performance loss in the information transmission process.

In the context of analytical researches, an analytical model based on Delay
Differential Equations is proposed for the authors of [23] to evaluate the diffusion
of messages in groups taking into account the transmission time of the messages.
This model was validated through simulation. The authors of [24] introduce a
mathematical approach for message diffusion in opportunistic networks using
the Epidemic protocol.

Summing up, the results of previous papers, highlight the importance of the
contact pattern and duration on the message diffusion performance.

3 Forced-Stop: A New Message Diffusion Approach

In this section we describe the operations associated to contact-based message
diffusion, and we propose a new scheme called Forced-Stop. Moreover, we detail
the modifications introduced to the ONE simulator in order to evaluate this type
of protocols.

3.1 Contact Based Message Diffusion Schemes

The rationale of contact-based messaging is to establish short-range communi-
cations between mobile devices. A reference case study could be described as
made of various mobile devices provided with a messaging application that noti-
fies and shows to the user any received messages in the subscribed groups. The
application is cooperative i.e., it must store the received messages and perform
the diffusion of such messages to other nearby nodes. Each node has a limited
buffer to store the messages received from other nodes. When two nodes estab-
lish a pairwise connection, they exchange any messages stored in their buffers
and check whether some of the new messages are suitable for notification to the
user.

Message spreading is based on epidemic diffusion, a concept similar to the
spreading of infectious diseases. Basically, when an infected node (i.e., a node
that has a message) contacts another node, it infects it (by transmitting the
message). Epidemic routing obtains the minimum delivery delay at the expense
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of increased buffer usage and number of transmissions. A critical factor that
determines whether a contact is long enough for a complete transfer of messages
is the nodes behaviour when a contact is established. Two variants are possible:

– The nodes continue their movement. In this case, the completion of message
transmissions will depend on how long they remain within in communication
range. If this contact duration is smaller than the message transmission time,
the transmission will fail.

– The nodes stop when they need to exchange information. In this case, the
owner of each mobile device will control this exchange by stopping and waiting
until the message transmission is completed.

Both approaches raise an interesting question: how much time do contacts
last based on a particular mobility model? This clearly depends on average speed
and communication range, as detailed in the evaluation section.

In this work we tested the spreading properties of the epidemic protocol by
considering both variants of people behaviour to share information. We propose
the latter variant to improve the efficiency in data distribution, and we called it
Forced-Stop (FS).

3.2 ONE Simulator Modifications

The ONE simulator was designed specifically for evaluating the performance of
contact-based dissemination protocols. Among its features are the possibility to
generate synthetic traces based on six main DTN routing protocols, and some
of their variants, namely: Epidemic, Spray and Wait, Prophet, First Contact,
Direct Delivery, and Maxprop. It also provides some relevant mobility models
such as Random Walk, Random WayPoint, Linear, and Grid. In addition, it
enables using maps and routines based on common user patterns, such as Work
and Office Day. Finally, it is easily extendable through the implementation of
novel contact-based protocols and mobility models.

Figure 1 shows which modules in ONE were modified. First, in order to imple-
ment the Forced-Stop approach, we modified the ActiveRouter, DTNHost, and
Connection Java classes. Devices are forced to stop every time they have a mes-
sage to transmit by setting the speed of both nodes to 0 m/s. Any stopped device
will resume its movement only when the transmission is actually finished.

Moreover, the original ONE message generator, in the MessageEventGenera-
tor class, injects a new message using a random interval time. This random time
is uniformly distributed from a range configured in the simulation parameters.
In order to get a simulation closer to real human behaviour we modified this
module to generate messages following a Poisson process, using an exponential
random distribution.

Finally, although the ONE simulator produces a large variety of reports about
the simulation process, there was no mechanism to obtain the buffer occupancy.
We added a new report class that outputs the average and maximum buffer
occupancy of all nodes for each step of the simulation. It also computes the
maximum of the average buffer occupancy during the whole simulation.
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Fig. 1. The red boxes indicate the modified modules in the ONE simulator code. (The
figure is based on the original from [3]).

4 Performance Evaluation

The goal of this section is to evaluate the performance of message dissemina-
tion under the Epidemic Diffusion and Forced-Stop approaches. The experiments
were performed using the ONE simulator, and rely on real human mobility traces
from the NCCU University campus. The workload, in terms of message genera-
tion is also based on realistic message patterns.

4.1 Description of Experiments

The experiments were performed using the ONE simulator with the modifica-
tions described in Sect. 3.2 using a real-life movement trace from an experiment
at the NCCU University campus [4]. The NCCU Traces were collected using an
Android app installed in the smartphones of students belonging to the National
Chengchi University. A total of 115 students participated in the experiment.
Their GPS data, application usage, Wi-Fi access points, and Bluetooth devices
in proximity were recorded over a period of two weeks. Time is specified with
a resolution of one second, and the position information is rounded to meters.
Figure 2 shows a snapshot of ONE running with the corresponding graphical
map information. We considered both behaviour models presented previously:
classical Epidemic and Forced-Stop (FS).

A key aspect on these experiments is the workload generation. Our generation
pattern of messages is related with social networking applications. We considered
a typical multimedia messaging application where each user generates messages
of different sizes, and shorter messages are far more common than larger ones.
Three message sizes were considered: a short text message (1 kB) every hour,
a low-resolution picture or photo (1MB) every 18 h, and a short video or high
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Fig. 2. The ONE simulator running with the NCCU traces.

resolution picture (10MB) every 96 h. These frequencies are loosely based on [5],
while sizes are approximations of the typical content produced by current mobile
phone hardware. In order to obtain a realistic model of the user behaviour, the
interval between messages is generated using an independent Poisson process for
each user and message type. Note that this workload is not the same used in [4],
so the results presented here can differ from the ones presented in that paper.

Communication range (r) was set to 7.5 m with bandwidth Bw = 2.1Mb/s,
and setup time Ts = 0.1 s. These values were selected based on Bluetooth 2.0,
Class 2 specifications. Although the maximum range is 10m, we assume a certain
interference, and thereby we reduced the coverage value. Finally, the message
Time To Live (TTL) was set to 12 h or 24 h, and buffer sizes varied from 50 MB
to 1 GB. The main simulation parameters are summarised in Table 1.

4.2 Evaluation

In this section we detail the main experiments performed, and discuss the results.
We are mainly interested in two performance parameters: the delivery success
ratio, that is the ratio of nodes that receive the message, and the delivery latency,
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Table 1. The main simulation parameters.

Parameter Values

Buffer Size 50MB, 100MB, 200MB, 1GB

Message size 1 kB, 1MB, 10MB

Routing Epidemic, Forced-Stop

Time to Live 12 h, 24 h

that is the time it takes for a message to reach its destination(s). Other key
aspects are also studied, such as the overhead, buffer occupancy, and the amount
of messages aborted/relayed.

Although there are several alternative diffusion protocols to the Epidemic
diffusion (such as the PRoPHET, Spray and Wait, etc.) we compare our approach
to the basic Epidemic routing, as it obtains the minimum delivery latency and
greatest delivery success ratio. Using the same traces and simulator, the authors
of [4] also evaluated the PRoPHET and Spray and Wait protocols, showing
that the Epidemic approach obtains the best results at the expense of increased
overhead.

We now focus on the dynamics of the diffusion process. Figure 3 shows a
sample diffusion graph, using a medium sized (1MB) message for dissemination.
In this figure, each line is a transmission between two nodes showing the time
when each transmission was started. Following these transmissions, the message
finally arrives to all nodes (a total of 115, including the source).

We now focus on the delivery success ratio. Figure 4 provides a graphical
representation of the average delivery success ratio at intervals of 1 h. This ratio
was obtained by calculating the number of messages that are generated at a
given hour h of a day: msjs[h], and the number of these messages that reach
their destination msjr[h]; so the hourly ratio is msjr[h]/msjs[h]. Due to space
constrains, we include only two representative plots for the smallest and biggest
buffer size (50MB and 1GB) with different TTLs. In the first plot (Fig. 4a)
with a TTL of 12 h, we can see that the delivery success ratios are related to
user activities, i.e. at night people are sleeping, thus their motion is reduced and
the delivery probability is reduced. At daytime the motion is restored, and the
delivery probability goes back to previous levels. Nevertheless, when we increase
the TTL to 24 h (and the buffer size), the results are quite different (see Fig. 4a).
In this case, due to the longer life time of messages, the daily activities are
not so evident, but we can clearly see the weekly activities (for example, days
3–4 and 10–11 are weekends, so message diffusion is reduced). Regarding the
effectiveness, in all cases the trend is similar, showing that Forced-Stop has a
higher delivery probability than Epidemic diffusion when the rest of parameters
remain the same.

Figure 5a shows the average delivery success ratio of all the messages, depend-
ing on different buffer sizes for the four combinations of TTL and message
spreading approaches simulated. In this case, the ratio is obtained as the quo-
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Fig. 3. Message diffusion.
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(a) Buffer size 50MB with TTL=12h
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(b) Buffer size 1GB with TTL=24h

Fig. 4. Average delivery success ratio by hour. (Color figure online)
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Fig. 5. Delivery success ratio and Latency depending on buffer size (with x-axis in log
scale) (Color figure online)

tient between the total number of messages that reach their destination and the
number of messages generated in the simulation. In this plot we can clearly see
that, when the buffer size is bigger, or when the TTL is higher, more messages
are stored in each node, improving the delivery probability. We can see that
the Forced-Stop approach, as it avoids incomplete transmissions, improves the
delivery probability. The Forced-Stop approach presents approximately a 30 %
higher ratio than for the Epidemic protocol. This advantage is even higher for a
TTL of 24 h. The most interesting result from these experiments is that buffer
size is not so determinant after a certain value, since it is sufficiently large to
store most of the generated messages.

Regarding the message delivery latency, Fig. 5b shows the average delivery
time of all messages depending on buffer size, for the two different dissemination
approaches and TTL times. In general, using Forced-Stop reduces the latency
time in contrast to the Epidemic protocol, decreasing by about 20 % or 30 % for
a TTL of 12 or 24 h. The impact of buffer size is not as dramatic, being close
to 5 % or 10 % for each TTL, as it is the case for the delivery probability. Note
also that the latency increases with the TTL, due to the improved delivery ratio,
i.e., more messages reach the destination, but with greater latency.

Considering the overhead of the protocols, Fig. 6 compares the buffer occu-
pancy (that is, the percentage of buffer used), for both dissemination approaches.
These plots show the average buffer occupancy among all nodes at each time
step in the simulation. As in previous experiment, and, due to space constrains,
we only include two extreme cases, 50 MB and 1 GB buffer size, with a TTL
value of 12 and 24 h, respectively. From these results it becomes clear that a
buffer of 1 GB is large enough to store all messages even for a large TTL, while
a buffer of 50 MB gets easily full even for a smaller TTL. In order to deter-
mine the required buffer size, we evaluate the maximum buffer occupancy for
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(a) Buffer size 50MB, TTL 12h.
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(b) Buffer size 1GB, TTL 24h.

Fig. 6. Buffer occupancy over simulation time. (Color figure online)

the whole simulation. Figure 7a plots this maximum buffer occupancy for differ-
ent TTL values and dissemination approaches. As expected, buffer occupancy
is higher for the Forced-Stop than for the Epidemic diffusion scheme because,
as the delivery probability is higher, more messages remain alive in the whole
network.
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Fig. 7. Overhead results: buffer occupancy and forwarded bytes (Color figure onlines)

Another interesting metric, related to protocol overhead, is the amount of
information forwarded per node. Similarly to the previous analysis, the results
in Fig. 7b are grouped by TTL. As the delivery probability increases, the amount
of data delivered increases until the buffer size is big enough to hold most mes-
sages (200 MB for a 12 h TTL, and 1 GB for 24 h). This effect is caused by the
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dissemination process, where messages are only sent if the receiver does not have
them. If the buffer is not large enough, a lot of messages are discarded to make
room for new messages, and those discarded messages are sent again when nodes
contact for a second time.

Table 2. Message statistics with a TTL of 12 h (x 1,000).

Buffer Delivered

size Protocol Created Relayed Aborted Dropped Removed Delivered probability

50MB Epidemic 44.2 2,154.9 7.1 1,480.9 696.5 18.1 0.41

Forced − Stop 44.1 6.065.2 0.0 2,665.8 3,409.7 24.6 0.56

100MB Epidemic 44.2 1,793.1 7.8 1,677.6 136,5 19.2 0.44

Forced − Stop 44.0 4,967.6 0.0 2,886.8 2,089.8 26,1 0.60

200MB Epidemic 44.3 1,690.9 7,7 1,712.0 0.0 19.3 0.44

Forced − Stop 44.4 3,272.1 0.0 3,151.6 128.2 27.9 0.63

1 GB Epidemic 43.9 1,701.5 7.5 1,722.2 0.0 19.2 0.44

Forced − Stop 44.3 3,166.8 0.0 3,174.3 0.0 28.1 0.63

Finally, we present the results obtained related to the message dynamics,
that is, the number of messages relayed, dropped and aborted. When mandatory
stops are not enforced, transmissions will depend on the duration of contacts.
If a transmission cannot be completed for the duration of a given contact, it is
considered an aborted transmission. Also, a message could be dropped if the TTL
expires, and removed to make room for new messages when the buffer is full.
Tables 2 and 3 show the message count for all simulations considered, also show-
ing the number of messages created, relayed and delivered. As expected, there are
no aborted messages using the Forced-Stop approach this number comparatively
small when using the Epidemic approach. Although this number is not large by
any means, the effect of not losing those transmissions is quite noticeable in the
delivery probability. In the Force-Stop approach there are more relayed, dropped
and removed messages than in the regular Epidemic approach, simply because
buffer occupancy is higher. As there are more messages in the buffers, more
messages are transmitted, and so more message could be dropped or removed.

Table 3. Message statistics with a TTL of 24h (x 1,000).

Buffer Delivery

size Protocol Created Relayed Aborted Dropped Removed Delivered probability

50MB Epidemic 44.2 4,088.9 7.5 1,525.2 2,561.4 22.6 0.51

Forced − Stop 44.5 13,522.1 0.0 2,604.5 10,881.0 27,0 0.61

100MB Epidemic 44.4 3,846.4 9,5 1,854.7 1,979.7 25.1 0.60

Forced − Stop 44.0 13,048.5 0.0 3,064.2 9,906.6 29.9 0.68

200MB Epidemic 44.2 2,969.3 9.3 2,385.3 564.8 27.7 0.63

Forced − Stop 44.1 11,137.0 0.0 3,581.6 7,444.6 33.8 0.77

1 GB Epidemic 44.2 2,541.8 9.2 2,513.1 0.0 28.3 0.64

Forced − Stop 44.3 4,183.0 0.0 4,065.8 0.0 37.0 0.84
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5 Conclusions and Future Work

This paper presented a new diffusion method, called Forced-Stop, based on con-
trolling nodes mobility to achieve complete message transfers in opportunistic
networks. Using the ONE simulator and a realistic environment based on real
human mobility traces, we compared our proposal with the classical Epidemic
diffusion.

Our experiments showed that forcing devices to stop moving to complete the
data delivery process can improve the performance of the whole diffusion process.
Our diffusion model provides a higher delivery success ratio and lower delivery
times at the expense of higher buffer occupation and longer transmission.

These results can be a relevant indication to the designers of opportunistic
network applications that could integrate in their products strategies to inform
the user about the need to temporarily stop in order to increase the overall data
delivery. Our interest in this type of analysis, on the long term, is focused on the
design of cross-layer content distribution strategy to improve information sharing
in opportunistic networks, and to provide a clear insight on how to develop and
deploy efficient cooperative applications.
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Abstract. Public safety plays an important role in what concerns the
social welfare of citizens, thus impacting their quality of life. There
are different mechanisms (e.g., police, firefighters) in place to help cit-
izens feel safe, and the citizens themselves may have a more proactive
posture (e.g., neighborhood watch). The proposed Android application,
called CIMPL, targets the willingness of these model citizens in engag-
ing in public safety efforts and the capabilities of their mobile personal
devices to improve social welfare. CIMPL allows users to opportunisti-
cally exchange public safety content among their devices. This content,
produced by users, identifies potential hazard situations, and is used to
duly notify the authorities involved in the maintenance of public safety.

Keywords: Opportunistic communication · Public safety · Social wel-
fare

1 Introduction

Public safety is an important aspect when it comes to guaranteeing social welfare.
Along with well-known approaches (e.g., police presence, road maintenance task
forces), society also counts with the cooperation of its citizens to improve safety
measures: neighborhood watch1 is based solely on the reports of residents on
suspicious activities. This simple action has helped police to successfully reduce
disorder and crimes such as burglary, drug dealing, among others [4].

Furthermore, given the fast-paced advances in technology, there are different
approaches in society that make use of technology (e.g., drones watching over
crowds, sensors providing temperature levels, cameras monitoring roads) to keep
track of any action and situation that may disturb orderliness and/or put the
life of citizens at risk. These approaches make use of different types of commu-
nication technologies (e.g., Bluetooth, Wi-Fi) and of any piece of data obtained
1 http://www.ourwatch.org.uk/.
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from different sources that not only can be employed to guarantee the safety
of the public, but also be extended to other social welfare aspects (e.g., health,
education) that affect the well-being and quality of life of citizens [5].

CIMPL2 exploits (i) the proactiveness of exemplary citizens, who are willing
to help in keeping their communities safe and sound, and (ii) their mobile per-
sonal devices’ increased capabilities (e.g., processing, storage), available wireless
communications technologies (e.g., Wi-Fi direct), and built-in sensors (i.e., loca-
tion), to allow citizens to easily engage in public safety efforts to help respective
authorities in identifying hazard situations, and in maintaining social welfare.

The paper is structured as follows. Section 2 provides a brief overview of
few applications that exploit user device to provide/generate public safety infor-
mation. Section 3 provides a detailed view of the implementation of CIMPL.
Section 4 shows a performance evaluation of existing opportunistic dissemina-
tion solutions in an application scenario for CIMPL, along with a small-scale
experiment to show the feasibility of the application. Finally, Sect. 5 provides
our considerations and future work towards the improvement of CIMPL.

2 Related Work

Public safety measures can follow a reactive or a proactive approach. Reactive
approaches begin upon the detection of a hazard situation (i.e., an incident has
already taken place), while proactive approaches may take place immediately (or
even before) hazard situations. Moreover, these measures can be mitigating (i.e.,
to lessen the effects of hazard incidents that already took place), or preventive
(i.e., to avoid bad situations such as the aforementioned neighborhood watch).

Depending on the perspectives, a specific approach shall be employed [10],
and the success of such approaches is directly related to how the respective
authorities execute them, affecting the levels of public safety experienced in
society [2].

There are few applications that serve the purpose of public safety. They
usually target incidents that already happened and still may put in cause the life
of citizens. Thus, such applications are reactive and/or mitigating. However, with
proper configuration, they can be used in a proactive and preventive manner.

The MobilePatrol Public Safety application is reactive as it does not prevent
incidents, and it is mitigating as it serves to notify authorities. However, most of
its use report on a hazard situation that already has taken place, and the appli-
cation serves public safety by keeping track of these situations and by providing
users with such information. To be able to report incidents, users are required
to create an account. By allowing the capturing of photos and videos, the app
may be used in a proactive and preventive way.

Snappii’s Public Safety application is also reactive and allows users to gather
information about incidents and report them accordingly to authorities. The
application falls into the mitigating perspective as it can also allow authorities
2 Read simple, which comes from Portuguese CIdadão exeMPLar that means exem-

plary, model citizen and it is meant, as its name suggests, to be rather simple.
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to quickly react upon the reported incident. The user is also required to create
an account and supply a contact list for reporting incidents. The incident reports
also allows for the addition of photos and location information.

Public Safety app of the Medical College of Wisconsin is reactive and mitigat-
ing, allowing its users to report incidents taking place in the campus. Incidents
are reported by email and suspicious activities may be reported along with pho-
tos, which makes the app also proactive and preventive.

Despite of being proactive and preventive, these applications rely on Internet
connectivity, list of contacts, account creation, and even detailed user input.

On the other hand, CIMPL is: (i) simple - all the user needs is to report by
means of a photo (with automatic incorporated relevant information, such as
location, time) to help improve public safety measures; (ii) proactive - the basic
assumption is that all users are willing to contribute to public safety efforts;
and (iii) preventive - by relying on the fact that engaged individuals proactively
participate in the public safety efforts, authorities can take fast actions.

Moreover, the main requirement for the conception and functioning of
CIMPL is that the exchange of public data takes place upon any contact oppor-
tunities among citizens’ (i.e., users’) devices without relying on costly infrastruc-
ture and/or Internet connectivity (although such infrastructure and connectivity
may be exploited when feasible).

It is worth noting that there are other applications that focus solely on
the opportunistic communication (nearbyPeople, OMiN), on the public safety
information (Massachusetts Alerts, CodeRED Mobile Alert), or image analysis
(Hudl Technique, Sports Camera Analysis Free). However, we refrain from a
deep analysis at these solutions since: (i) separately, they do not bring any rel-
evant knowledge for the development of CIMPL; (ii) some of them provide too
basic mechanisms (e.g., simple data exchange; help users analyze images instead
of analyzing such images themselves); and (iii) we are interested in solutions
that actually bring these worlds together as intended with CIMPL.

There is, however, a recent application, Oi! [1], that allows for opportunistic
dissemination based on how users socially engage. This is rather interesting
and can further complement CIMPL since its users do have social interactions
that can be considered to improve the dissemination of public safety data (the
potential of social-based solutions are discussed on Sect. 4).

3 CIMPL Implementation

CIMPL provides an easy-to-use interface that allows for a seamless, opportunis-
tic exchange of public safety data among users towards respective authorities.
Figure 1 presents CIMPL’s implementation that can be broken down into two
distinct parts concerning the user interface activities and background services.

Regarding the user interface, CIMPL has different activities concerning the
main interface presented to the user, the application information, the cap-
ture of a public safety incident (i.e., photo), and the tagging of such incident
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(i.e., identification of the responsible authority). These activities are MainActiv-
ity, AboutActivity, CameraActivity, and TagActivity as illustrated in Fig. 2.

The main user interface is the CIMPL MainActivity (cf., Fig. 2a), which
is displayed in the foreground when the user runs CIMPL. From this activity,
CIMPL users can call the AboutActivity by pressing the information button on
the top right corner of the screen. Both the CameraActivity and TagActivity
are called sequentially after the user presses the “Be a nice citizen” button.

Fig. 1. High level design of the CIMPL application.

All the information about CIMPL (name, applicability and goals, the project
to which it belongs, and funding entity) is found in the AboutActivity (cf.,
Fig. 2b). This activity also shows the current version of the application.

Fig. 2. Activities concerning the user interface of CIMPL.

As soon as the user wants to report on a new public safety incident (i.e.,
when the “Be a nice citizen” button is pressed), the CameraActivity is called.
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This activity is used to capture a photo from such incident. When this activity
is called, the camera API is initiated. When the user presses the button in the
lower part of the screen (cf., Fig. 2c), the application captures the target image,
saves it in a file and calls the TagActivity.

Finally, the TagActivity is responsible to assign a tag to the photo, which
corresponds to the authority to be notified. As of now, the user has four choices,
namely Police, Firefighters, Water Department and Emergency Medical Respon-
der. Such choice list can be further extended to accommodate other authorities.

After the user selects a desired tag, a confirmation button appears in the
bottom of the screen (cf., Fig. 2d). If the user confirms the chosen tag, the
TagActivity gets the user location, time and selected tag, and saves this set of
information to the Exif metadata of the photo. This metadata is built by means
of the ExifInterface3 that allows for setting and getting Exif tags to image files.
Moreover, the user location is obtained from the Location module through the
CIMPL Service (further explained later in this section).

Then, this activity triggers a forwarding process inside the WiFiDirect
through the CIMPL service that allows this new incident to be disseminated
to nearby CIMPL users upon encountering such users, and brings the applica-
tion back to the main user interface, the CIMPL MainActivity.

Concerning the background services, CIMPL comprises different modules
that manage other modules, handle the database, establish Wi-Fi direct connec-
tions, and fetch user location information. These modules are CIMPL Service,
DatabaseManager, WiFiDirect, and Location.

The core of the CIMPL application is the CIMPL Service. This module is
always running in background and is responsible to initiate the DatabaseMan-
ager, WiFiDirect and Location modules. This module also serves as a bridge that
allows user interface activities to interact with other modules (e.g., TagActivity
is able to get location information from the Location module, and can trigger
forwarding process in WiFiDirect module through the CIMPL Service).

DatabaseManager is the module responsible for handling the database.
It relies on the SQLiteHelper to create tables and respective attributes in the
CIMPL database. It is worth noting that the database has no use for the current
version of CIMPL. However, it will be very useful when social information is
considered for forwarding purposes (i.e., the application must store the different
levels of social interaction among users to help in the forwarding decisions).

The WiFiDirect module is based on Wi-Fi Direct technology as its name
suggests. By using Wi-Fi Direct, applications are announced as services and this
is used to identify other neighboring devices which run the same application.
Thus, this module registers CIMPL as an available service in order to locate
neighboring devices and allow the exchange of incident photos among them.

This module is responsible to send photos to and receive photos from other
CIMPL devices. It is worth mentioning that the forwarding process between
CIMPL devices is triggered when a request for this purpose is received, and it
can be initiated (i) by the TagActivity after the user reports on a new incident

3 http://developer.android.com/reference/android/media/ExifInterface.html.

http://developer.android.com/reference/android/media/ExifInterface.html
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(i.e., takes a new photo); or (ii) by the WiFiDirect itself when a photo reporting
on a new incident is received from a neighboring CIMPL user, or when a new
CIMPL user is encountered.

The WiFiDirect module also counts with WifiDirectAutoAccept submod-
ule that automatically accepts Wi-Fi Direct connection requests. For security
purposes, when a device receives a Wi-Fi Direct connection request, it shows
a message asking whether the user wants to accept such connection. This sub-
module allows CIMPL to automate this process by accepting the connections
without user intervention. This module is a product of Qualcomm4. It is worth
noting that the automatic acceptance of a connection request is only possible if
the application is running on the foreground. Otherwise, the user is still required
to accept such connection request.

Finally, the WiFiDirect module relies on the WiFiDirectBroadcastRe-
ceiver submodule that keeps track of all information related to the state of
the Wi-Fi Direct. It is called when the Wi-Fi Direct is enabled or disabled, a
connection is made or a disconnection happens, etc.

Concerning the device (i.e., CIMPL user) location, the Location module uses
the FusedLocationProviderAPI5 designed by Google. This location provider API
analyses GPS (if enabled), Cellular and Wi-Fi network location data in order
to provide the highest location accuracy possible, considering the best and most
efficient utilization of battery resource. CIMPL takes into account the most
accurate location information available when building the Exif metadata of the
photo in the TagActivity.

4 Evaluation of Opportunistic Dissemination Solutions

Opportunistic dissemination solutions are based on a variety of forwarding
strategies, ranging from replicating data upon every contact opportunity [11],
up to considering user social information (i.e., social relationships, popularity,
same/different communities, shared interests) to take forwarding decisions [8].

We start this section by introducing the evaluation methodology (Sect. 4.1)
and experimental settings (Sect. 4.2), which reflects a challenging networking sce-
nario considered for the evaluation of the opportunistic dissemination solutions.
Then, an analysis is done on the performance results (Sect. 4.3) as to better
understand the characteristics that are valuable to the development of CIMPL.
Finally, Sect. 4.2 shows a small-scale experiment to illustrate the potential of
CIMPL.

4.1 Evaluation Methodology

Performance analysis is done on the Opportunistic Network Environment
(ONE). Epidemic, Bubble Rap, dLife, and SCORP are the considered proposals
4 https://github.com/mdabbagh88/alljoyn java/blob/master/helper/org/alljoyn/

bus/p2p/WifiDirectAutoAccept.java.
5 https://developers.google.com/android/reference/com/google/android/gms/

location/FusedLocationProviderApi.

https://github.com/mdabbagh88/alljoyn_java/blob/master/helper/org/alljoyn/bus/p2p/WifiDirectAutoAccept.java
https://github.com/mdabbagh88/alljoyn_java/blob/master/helper/org/alljoyn/bus/p2p/WifiDirectAutoAccept.java
https://developers.google.com/android/reference/com/google/android/gms/location/FusedLocationProviderApi
https://developers.google.com/android/reference/com/google/android/gms/location/FusedLocationProviderApi
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that shall help us identifying the core features of the opportunistic data dissem-
ination approach to be employed in CIMPL.

Despite of being completely agnostic to social similarity among users and
known for its unmannerly resource consumption, Epidemic [11] is considered as
it is a rather simple proposal and it serves as upper bound for delivery probabil-
ity: by flooding the network with many replicas, Epidemic can reach optimum
delivery rates.

Since users display different social similarities (relationships, interests, com-
munities) among themselves [8], we are also interested on the performance of
social-aware proposals. Thus, we consider the community-based Bubble Rap [3]
that also relies on the local (i.e., inside communities) and global (i.e., whole net-
work) centrality of users to decide on forwarding; dLife [7], which measures the
dynamic social behavior of users and considers only socially well-connected users
to perform data exchange; and SCORP [9] that is a social-aware content-based
solution that considers not only how socially well-connected users are, but also
the interests of these users on the content traversing the network.

To provide results with a 95 % confidence interval, each proposal is tested
ten different times with different random number generator seeds. Regarding
the performance evaluation metrics, we consider the average delivery probabil-
ity (i.e., ratio between the number of delivered messages and the total number
of messages that should have been delivered), the average cost (i.e., number
of replicas per successfully delivered message), and average latency (i.e., time
elapsed between message creation and delivery).

4.2 Experimental Settings

Table 1 summarizes our experimental settings and these values are based on a
universal evaluation framework previously proposed [6]. The experimental sce-
nario simulates a 10-day period in a urban environment, comprising different
mobility patterns. The scenario counts with 832 nodes distributed into three
groups, namely people, buses, and police patrols.

The people group is further divided into eight groups of 100 individuals.
People follow the Working Day Movement mobility model, walk with speeds
from 0.8 to 1.4 m/s, and may use car or bus to travel in the city. Each group has
different office, home, and meeting points configurations. Each person spends
8 h at work and move in the office with pause times raging from 1 min to 4 h.
Also, each person has a 50 % probability of engaging in a leisure activity, alone
or with others, and can last for 2 h at most.

Regarding the bus group, it is also divided into 8 groups of two vehicles,
where one vehicle follows a circular route and the other an end-to-end route as
to better serve the people. The mobility model followed is the Bus Movement
with waiting (i.e., pick up/drop off) times at stops varying from 10 to 30 s and
speeds between 7 to 10 m/s.

Finally, the police patrol group counts with 16 vehicles following the Shortest
Path Map Based Movement mobility model, in which each patrol randomly
chooses a point in the city and moves there through the shortest path. Like the
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Table 1. Simulation parameters.

Parameters Values

Simulator Opportunistic Network Environment (ONE)

Routing Proposals Epidemic, Bubble Rap, dLife and SCORP

Simulation Time 10 days

# of nodes 800 people, 16 buses, and 16 police patrols

Mobility Models Working Day, Bus, Shortest Path Map Based

# of Messages 40000 (39000 personal and 1000 public safety)

Message TTL 1 day

Message Size 1 – 100 kB

Node Buffer 2 MB

Node Interface Wi-Fi (Rate: 11Mbps / Range: 100m)

K-Clique k = 5 and familiarThreshold = 700 s (Bubble Rap)

Daily Samples 24 (dLife and SCORP)

buses, these patrol vehicles move with speeds between 7 to 10 m/s; however,
their waiting (i.e., watch) time ranges from 100 to 300 s.

Independently of the group, each node is equipped with a Wi-Fi interface
(11 Mbps and 100 m communication range), which is commonly found in today’s
devices. Despite the increased capabilities of devices, the storage space consid-
ered for message relaying in each node is of 2 MB since their owners may not be
willing to share all their storage to carry content to others.

The generated load is of 39000 messages between specific source/destination
pairs (hereafter referred to as personal messages), plus 1000 that are public safety
messages directed to the police group. Since we are interested in the dissemina-
tion of public safety messages in urban setting, the load accounts for personal
messages as well in order to allow the assessment of the considered benchmark
with the burden of dealing with high traffic load. Messages are generated since
the beginning of simulation until the end of the 9th simulation day, allowing a
full day for remaining deliveries to take place prior to simulation end.

For Epidemic, Bubble Rap and dLife, the daily rates in which messages
are generated are 3900 personal and 100 public safety messages. In order to
achieve the same load with SCORP (as it is an interest-driven approach), each
people group holds 10 different interests, which may overlap among groups. The
different interests combined with the creation of 170 personal and 63 public
safety messages, allows for a daily rate of 3000–8000 personal and 96–144 public
messages, coming to a total of 40000 messages altogether.

Message TTL is of 24 h and size varies between 1 and 100 kB to simulate
data produced by different user applications (e.g., email, chats).

Regarding the specific proposal-related parameters, dLife and SCORP con-
sider 24 daily samples (i.e., each of one hour) [7,9], and Bubble Rap uses K-
Clique for community formation and and cumulative window approach for node
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centrality computation as proposed by Hui et al. [3]. The parameter k (= 5) is
chosen based on simulations in which Bubble Rap has the best overall perfor-
mance in terms of the considered evaluation metrics.

4.3 Result Analysis

The ODISSEIA project targets a urban, dense scenario with nodes following dif-
ferent mobility patterns, having many different contact opportunities throughout
their daily routines, and producing/consuming a large amount content.

The designed scenario (cf., Sect. 4.2) attempts to capture that by reproducing
a city setting with people using different modes of transportations and commu-
nicating with one another. Since ODISSEIA aims at the dissemination of public
safety information within such setting, the exchange of personal and safety-
related data is considered as to observe how the different benchmark solutions
deal with a demanding traffic load.

Figure 3(a) shows the delivery performance. It is worth remembering that
the scenario counts with a daily load of 3900 personal messages between specific
source/destination pairs, and 100 public safety messages directed to the respec-
tive authority, i.e., the police. Moreover, message TTL is set at 24 h, and nodes
count with 2 MB storage. Under these conditions, Epidemic and Bubble Rap are
able to deliver only 18.01 % and 15.42 %, respectively, of the total number of
messages expected to be received throughout the simulation.

Since nodes have many encounters during their daily routines, Epidemic takes
this opportunity to replicate messages at every encounter, and this plays against
it as storage is limited (despite the fact that devices have large storage space,
users may not be willing to share this resource in its entirety). Also, message
TTL further degrades Epidemic’s performance as the longer messages stay in
the system, the more they are replicated. This may exhaust storage space and
take the opportunity of newly generated messages to be received/propagated.

Bubble Rap works with the notion of communities and node centrality to
perform data exchange. Since the considered scenario includes many nodes who
often encounter one another, the number of formed communities is high (approx-
imately 200 communities including up to 98 % (816) of the total number of
nodes in each of them). Thus, the aspect (number of different clusters) consid-
ered by Bubble Rap to differentiate groups of nodes, and to reduce replication
with increased delivery probability ceases to exist (i.e., roughly almost all nodes
belong to the same, many communities).

Moreover, the nodes is such dynamic scenario count with an average central-
ity6 of 25.14, with around 36 % of such nodes with centrality (ranging from 26 to
119) higher than this average. Given the daily load in the scenario, this becomes
an issue as Bubble Rap relies on high centrality nodes to reach destinations.
Since such nodes are few compared to the total number, they end up becoming

6 Centrality is given by the number of times a node acted as relay in the communication
path of two other nodes.
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bottlenecks suffering with exhaustion of storage space and discarding messages
that could have been delivered if other relay nodes had been chosen.

This results in a poor delivery performance as nodes belong to many over-
lapping communities and count with few important (i.e., high centrality) nodes,
which makes it difficult to Bubble Rap find the best next hop and waste contact
opportunities for the exchange of newly generated messages (which explains its
2.59 % performance disadvantage against Epidemic).
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Fig. 3. Performance evaluation of opportunistic dissemination solutions.

Despite their poor performance, Epidemic and Bubble Rap still manage to
deliver 47.67 % and 35.8 %, respectively, of the generated public safety messages.

As for dLife, it relies on the different levels of social engagement as well as
the node importance to perform data exchange. Since the number of encounters
among nodes in the simulation scenario is very high and frequent, dLife takes
longer to have a stable knowledge concerning the levels of social engagement among
nodes and their respective importance. This results in a delivery of 40.44 % of the
total generated messages, as dLife chooses to hold messages longer until finding a
socially well connected node to the messages’ recipients or a more important node
to reach such recipients. Despite the heavy load and regular performance, dLife
still delivers 91.56 % of the generated public safety messages.



CIMPL: A Public Safety Tool Based on Opportunistic Communication 179

Considering the particularities of the scenario (i.e., high numbers of frequent
encounters, heavy load), SCORP is the only solution that manages to overcome
the other benchmark solutions, reaching a 97.07 % delivery of messages.

As dLife, SCORP focuses on the level of social engagement. However, it also
considers the interests that nodes have in the content traversing the network.
This combination allows the proposal to focus on data exchange only among
socially well-connected nodes that share interests, or among nodes that have a
high social engagement with others interested in the content to be replicated.

Nodes representing police patrols and buses are a good example of this latter
case (their centrality lie between 41 and 119, meaning they are in contact with
many different nodes) which make them good information dissemination points.

Regarding the public safety information, SCORP manages to successfully
deliver 99.95 % of such messages.

When it comes to average cost (cf., Fig. 3(b)), the performance of the bench-
mark solutions reflects the forwarding mechanisms behind them. As one could
expect, Epidemic is the most costly solution as it will take advantage of every
contact to replicate every message carried by nodes. Given the high numbers of
contacts in the scenario, this produces a very high number of replicas (average
of 10218 replications) to achieve a successful delivery.

As nodes belong to same communities, this differentiating aspect loses its
usefulness to Bubble Rap, which will rely its forwarding decisions on centrality.
Since only few of these nodes are important (i.e., display high centrality), not
many replications take place, which explains its lower cost (3495 replicas to
perform a successful delivery). Still, we believe that the cost for Bubble Rap
could have been higher. However, as storage space at these ‘hub’ nodes becomes
a constraint, this benchmark solution is unable to perform further replication.

dLife was conceived for rather dynamic scenarios. This allows this benchmark
solution to capture the different levels of social engagement between nodes and
their respective importance within the network to perform forwarding decisions.
So, based on the users’ social life, dLife is much more careful while creating
messages replicas. This solution only chooses next hop nodes if they are well
socially connected with the intended destinations or if they are very important in
the system at the time of message replication. This results in a cost (550) 94.61 %
and 84.24 % less when compared to Epidemic and Bubble Rap, respectively.

SCORP outperforms the other benchmark solutions by producing 99 % (2.25)
less replicas. By considering how socially well-connected nodes are to destinations
interested in the content, replications happen at a very low frequency as this
solution chooses to wait (very long) for the best next hop (average buffer time
for SCORP ranges between 94 % and 99 % more than the other solutions). The
longer wait is indeed worth, having a positive impact on the associated cost of
this benchmark solution.

Finally, the latency (cf., Fig. 3(c)) experienced by the messages successfully
delivered by these benchmark solutions reflects their choices for the next hop
nodes while attempting to reach the intended destinations.
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Epidemic replicates messages at every encounter. As some of these repli-
cations can find their way quickly to their respective destinations, some may
require a long journey: in some cases, we observed messages traversing up to
165 different hops (experiencing a total latency of above 86000 s). This clearly
impacts the average latency of Epidemic (26174 s).

Despite of not experiencing similar hop count as Epidemic (with an average
count of 4.41 hops), Bubble Rap has the worst latency performance among the
analyzed benchmark proposals, 32282 s. Since the choice for next hop nodes is
almost solely based on node centrality, some of the chosen nodes are not the best
for reaching specific destinations. That is, messages reach such nodes because
they are indeed included in the communication path of different others, but this
does not mean that they will quickly reach certain destinations. Thus, messages
end up taking too long to be delivered.

dLife presents latency (20313 s) performance 22.39 % and 37.08 % lower than
Epidemic and Bubble Rap, respectively. Its messages experience an average
count of 4.85 hops, which is even a bit higher than the one of Bubble Rap.

However, dLife’s advantage lies on the fact that it can still capture the
dynamic social behavior of users. Although it takes a while to have a stable
view of the network in terms of social engagement among users and their impor-
tance, dLife still makes routing decisions that are favorable in what concerns
the latency experienced by messages: high levels of social engagement indicate
that nodes tend to spend more time together, allowing for a faster delivery of
messages.

By exploit the social engagement among users sharing similar interests or
users that are socially well connected to others with target interests, SCORP
outperforms the other solutions in what concerns latency (9865 s).

Despite the fact that messages may experience an average count of approx-
imately 7 hops to reach their destinations, the chosen nodes in this communi-
cation path are those who really matter: either they display very high social
engagement or they often encounter nodes that are interested in the content to
be shared. This is enough to reduce the latency of messages exchanged through
the SCORP mechanism by 62.31 %, 69.44 %, and 51.43 % when compared to
Epidemic, Bubble Rap, and dLife, respectively.

4.4 Small-Scale Experiment

From the performance evaluation, we can see that even the simplest dissemina-
tion solution (Epidemic), just by exploiting the opportunistic contacts among
nodes, is able to deliver a fair amount of public safety information (47.67 %).
Delivery is further improved when the solution consider the dynamic social
behavior of users, i.e., dLife, delivering up to 91.56 % of the produced public
safety data. If the dynamic social behavior is complemented by the interest of
users as in SCORP, the delivery of public safety information is close to optimum,
99.95 %.

Thus, clearly the current epidemic version of CIMPL is enough to allow the
exchange of incident photos among users throughout the users’ daily routines.
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To validate the feasibility of CIMPL, we perform a small-scale experiment to
illustrate how users can exchange data through opportunistic contacts, without
resorting to internet connectivity. As show in Fig. 4, the experiment comprises
three Android devices, representing two CIMPL users (U1 and U2) and the
city maintenance authority (CMA). At 2:00 p.m., U1 creates an incident photo
about a hole on the road, which could lead to accidents. As U1 does not have
connectivity, the incident is saved locally. Upon encountering U2 at 2:03 p.m.,
U1 replicates the incident photo as to allow it to faster reach one the CMA
representatives. Finally, at 2:07 p.m., U2 replicates the incident photo to the
CMA worker, who can intervene to avoid accidents in the affected road.

Fig. 4. Small-scale real-world experiment.

By taking advantage of the opportunistic contacts, CIMPL users are able to
exchange content in faster way, allowing the CMA worker to be notified upon
an encounter with any user who holds the incident photo. In terms of latency
(i.e., the time since U1 created the content up to its arrival at the CMA worker’s
device), most of it accounts for the time the content remains at the device stor-
age (in this experiment, 7 min). The transmission time is almost irrelevant for
the experienced latency: the incident photo (including location and authority
information) has approx. 132 KB, taking 0.055 s to be transmitted. As for the
associated cost, in this experiment 2 replicas are needed to achieve a success-
fully delivery given the epidemic nature of CIMPL. While this is not a problem
for this experiment, replications may become a burden if many users start to
report various incidents, and storage is limited as observed in Sect. 4.3. However,
we are still able to show the potential of CIMPL when it comes to exploiting
opportunistic contact to allow the exchange of public safety data, thus improving
social welfare.

5 Conclusions and Future Work

Concerning the future version of the CIMPL application, we must remove
TagActivity (cf., Fig. 1) as photo tagging is the key aspect of the applica-
tion and must be done automatically, by means of image analysis approaches.
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In the current version of CIMPL this is done by the users themselves. The oper-
ation as described in Sect. 3 remains the same, except for the fact that no user
intervention shall be required. This activity will be adapted to suitably compose
the Tagging module, which will do the photo tagging. For that, the OpenCV
computer vision library shall be considered along with the adapted version of
the TagActivity to allow the recognition of the authority to be notified upon the
reporting of incident photo through the CIMPL application.

Another potential future work concerns the employed opportunistic dissemi-
nation approach as the one employed by Oi! application [1]. The current version
of CIMPL relies on an epidemic solution implemented at the WiFiDirect mod-
ule, which is enough for the purpose of the application as shown in Sect. 4.4.
However, we intend to extend CIMPL as to allow: (i) for the employment of
other forwarding schemes as desired; and (ii) better forwarding decisions based
on the different levels of social interaction, as observed in Sect. 4.3, in order to
further improve message delivery and resource utilization (i.e., storage).

Acknowledgment. To Fundação de Amparo à Pesquisa do Estado de Goiás (FAPEG)
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Abstract. Research on emerging networking paradigms, such as Mobile
Crowdsensing Systems, requires new types of experiments to be conducted
and an increasing spectrum of devices to be supported by experiment-
ing facilities. In this work, we present a service based architecture for IoT
testbeds which (a) exposes the operations of a testbed as services by follow-
ing the Testbed as a Service (TBaaS) paradigm; (b) enables diverse facil-
ities to be federated in a scalable and standardized way and (c) enables
the seamless integration of crowdsourced resources (e.g. smartphones and
wearables) and their abstraction as regular IoT resources. The architecture
enables an experimenter to access a diverse set of resources and orchestrate
experiments via a common interface by hiding the underlying heterogene-
ity and complexity. This way, the field of IoT experimentation with real
resources is further promoted and broadened to also address researchers
from other fields and disciplines.

Keywords: Internet of Things · Testbeds · Architectures · Platforms ·
Crowd

1 Introduction

Experimental facilities also known as testbeds, provide the controlled environ-
ment needed for implementing and testing novel technologies and architectures.

c© Springer International Publishing Switzerland 2016
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Among others things, they follow agile architectures that are easy to re-configure
in the context of experiments and provide additional services and tools for col-
lecting meta-information on the experiment execution (e.g. monitoring several
performance metrics or providing execution logs for post-experiment processing).
Also, their controlled environment constitutes a base reference that helps in eval-
uating and comparing different architectures and protocols. However, despite the
services and the advantages provided, testbeds also pose some limitations. By
nature, each testbed facility focuses on a specific area of interest (e.g. in IoT
applications or M2M communication protocols) and therefore it’s architecture
and the services provided define the experiments supported. Other indicative lim-
iting factors include the number and type of available resources and the number
of simultaneous experiments the facility can support.

In order to overcome such limitations, experimenters have been working
towards federating different testbeds. Such federated meta-testbeds enable dif-
ferent research groups to join forces towards diversifying and extending the exist-
ing experimental facilities. From these efforts emerged the prevailing paradigm
of Testbed as a Service (TBaaS). According to this paradigm, the resources and
the services of an individual facility are exposed to third parties via some REST-
ful APIs, over the Internet. This virtualization while obfuscating the underly-
ing implementation details, enables an experimenter to utilize the facility while
being agnostic of its complexity. Facilities that are virtualized by complying with
commonly understood APIs can then be federated under the umbrella of a web-
service. Hence, experimenters are provided with a single point of entry towards
several facilities. Depending on the federation architecture, experimenters are
able to provision resources for their experiment’s which are provided by differ-
ent individual facilities.

Our Contribution. The existing experimental infrastructures mainly focus on
resources that are statically deployed or characterized by low dynamics. For
instance, they either refer to regular computer networks or to IoT infrastructure
deployed within a static context, such as a smart building. In this work we
present a holistic architecture for TBaaS, implemented in the context of IoT
Lab European research project. The architecture has been adopted by the IoT
Lab platform that can be accessed at http://www.iotlab.eu/. Through the IoT
Lab one can access the resources of sensor testbeds from the Universities of
Patras, Geneva, Surrey, from Mandat International and from the Ekonet mobile
testbed. In addition resources of smartphone sensors can be accessed. The IoT
Lab architecture enables us in particular to:

– Extend the range of resources by considering crowdsourced resources provided
by the general public.

– Use a novel, generic yet specialized experiment mechanism. It allows a smart
combination, composition and execution of diverse experiments to the users
of the architecture.

– Adopt abstraction mechanisms that leverage devices, such as smartphones
and smart wearables, as a distributed experimental infrastructure.

http://www.iotlab.eu/
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Related Work. Internet of Things facilities cover a large number of topics
from purely technical issues (e.g. routing protocols, semantic queries), to a mix
of technical and societal issues (security, privacy, usability), as well as social and
business themes [14,15]. Federation of such facilities can be feasible with tools
such as those introduced in [9]. The OneLab experimental facility, presented in
[13], is a leading prototype for a flexible federation of testbeds that is open to
the current Internet. GENI, the Global Environment for Networking Innovation
[10], is a distributed virtual laboratory for transformative, at scale experiments
in network science, services, and security. The Fed4FIRE federation framework
[2] is gradually enabling experiments that combine facilities from the different
FIRE research communities. Last but not least, the GEANT World Testbed
Facility [12] focuses on regular computer networks.

Related crowdsourcing and crowdsensing platforms such as [1,3,7] solely
focus on mobile resources as a source of sensing data. Therefore they do not
include any data annotation, or any other data coming from the knowledge of
the crowd. Other platforms like EpiCollect [5] and PhoneLab [17] introduce the
crowdsourcing concept. However they do not integrate other types of resources,
such as testbed resources nor do they include any user profiling through which
they can filter the crowd, or provide support mechanisms for incentives.

2 Resource Handling

Due to the increasing amount of electronic devices and sensors that are avail-
able, either by portable devices or through testbeds and experimental facilities,
there has emerged a need to migrate all the available resources under the same
umbrella. This migration allows an easy interaction between end-users and exper-
imenters, on the one hand and available resources on the other. Key requirements
in our architecture design were the federation of heterogeneous resources (e.g.
static, mobile, portable, and crowd-sourced resources), the scalability of architec-
ture in terms of mobile users and IoT integration and the simultaneous handling
of a large number of resources and data during the experiment execution

2.1 Resource Description

Our architecture is gathering heterogeneous resources provided either by test-
beds facilities, or by crowdsourcing (e.g. by the end-users of a facility or even
the general public). In order to overcome complex migration problems with the
heterogeneity of the resources, we adopted the RSpec (resource specifications)
scheme [4]. RSpec was used for network related resources and had to be adapted
for use by IoT ones. The RSpec, is an XML schema used by the resource providers
in order to describe all the available resources in the architecture. This schema
is simple, yet powerful, and includes all the necessary information to describe
the resources adequately. The RSpec was mainly used for network resources and
for this reason we had to expand its capabilities so that they would fit in our
architecture requirements.
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RSpec provides tags that describe several properties of each resource such as
an IP address, a protocol for communication, an access port, or a location. In
particular, the aforementioned tags are aligned with the types and function sets
defined by the IPSO Application Framework. For instance, a luminance sensor
following the IPSO Application Framework is categorized as “ipso.sen.lum”. All
resource providers generate an RSpec compliant XML file that is aggregated
to a single architecture-wide description of available resources in the Resource
Directory.

The schema provides tags that describe nodes (<node> </node>) which
include properties allowing the system to directly access the resources of each
node. These properties include the IP address (ip), the protocol the node under-
stands (protocol) and the port (port).

Inside the <node> tag, the schema provides tags for individual resources
(<resource> </resource>) that describe in detail the relative path that must
be used by the architecture in order to request values from each resource, as well
as the type of the resource (e.g. sensor or actuator). Inside the <resource> tag,
the schema describes the resource using tags that follow the types and function
sets defined by the IPSO Application Framework.

Other information that is contained inside the <node> tag includes an
<interface> tag that provides more information about the component ID and
a <location> tag that provides information about the physical location of the
node. In the link below, we provide a snippet from an indicative RSpec XML
file that describes some nodes in the Geneva’s testbed.1

Through RSpec we can also describe RESTful web services that add func-
tionalities to testbed resources. For example, we can convert a pulse meter to
an energy one, make a temperature IoT resource from a weather API, or even
provide alarm and notification services. For example, the resources available in
the architecture are described by each resource provider using RSpec and can
include all the necessary information to describe the resources needed to compose
an experiment.

2.2 Diverse Resource Types

Static IoT Resources. Each testbed which may be comprised of actuator
motes, and either wireless, fixed or mobile sensors, provides them as resources
to the platform. Each resource has a specific URL which invokes an API call.
The resources of our testbeds follow a RESTful implementation via which GET,
PUT or POST methods can be used to access them. Typical examples of such
resources are the TelosB [11], Z1 [19] and Arduino IoT [8] devices.

Mobile/Portable IoT Resources. In addition to static IoT resources, mobile
and portable testbeds can also be integrated. By doing so, we create networks
of moving resources with multiple sensors that are capable of providing data
and properties of temporal, technological, and spatial diversity. Existence of this

1 http://129.194.70.52:8111/ero2proxy/service/type/xml rspec.

http://129.194.70.52:8111/ero2proxy/service/type/xml_rspec
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type of testbeds provides the users of the architecture with more control over
the choice of environment within which they want to deploy their experiments.

Virtual/Modelled Resources. Virtual resources are simulated nodes that act
identically to the IoT resources and are running the same executable. The differ-
ence to the physical ones comes from the way the reported values are generated.
Those values are estimated by either taking into account other resources in the
virtual environment only, or they can be interpolated by the physical resources
of the same provider. The number of virtual resources that are deployed in each
testbed side is fixed and set by the owner of the testbed. The functionality to
add and integrate additional (virtual) modelled resources is also provided.

Crowdsourced Resources - Opportunistic/Participatory Sensing. As
presented in [16], each embedded sensor of a smart electronic device (e.g. smart-
phones), can be categorized as inertial, positioning, or ambient. Combining these
categories, we can identify and measure the acceleration and rotational forces of
a solid object, as well as measure the physical position of a device and various
environmental parameters. The collection of measurement can be opportunistic
or participatory. Opportunistic sensing takes place in the background, without
needing the users to interact and have an active participation. Alternatively, par-
ticipatory sensing urges users to be involved and provide the needed information,
or data (such as scanning a QR code for localization purposes or answering a
questionaire).

3 Experiment Composition and Execution

The experimenter is provided with a list of available resources that can view and
reserve for their experiment. After the experimenter chooses and reserves the
desired resources, he/she is prompted to the experiment composition module. In
the background, the same RSpec XML schema is used to transfer the information
regarding the resources reserved between the reservation module and the experi-
ment composition module along with some meta-information on the experiment
itself; e.g. duration and period of execution, human readable description of the
experiment, etc. This information is incorporated in the RSpec document via
tags such as the <research id> tag, that provides the id of the parent research
of the experiment to be composed, the <experiment title> tag which provides
the title the experimenter has given to the experiment to be composed and the
<experiment desc> which provides a short description of the experiment.

3.1 Experiment Composition

The experiment composition module receives this information and provides a
simple but powerful mechanism with which the experimenter can define the
details of how resources will be used in the context of “If This Then That”
(IFTTT) scenarios. The final experiment consists of a set of these scenarios.



192 P. Alexandrou et al.

The experiment composition module allows the experimenter to set the following
actions:

Get a Value from Specified Resources. The frequency of the reading request
is set in minutes or hours and include one or more resources. The resources must
be of type “sensor” and must be included in the experiment before the experi-
menter enters the main composition module. This action is called “reading”. As
an example, a reading can be “Get a value from sensor 1 every 5 min between
these 2 dates and times”.

Set a Condition. A condition can be the average, absolute, minimum or max-
imum value of one or more resources being greater, equal or lesser than a set
value. In the case of multiple resources a logical operator can be set. An example
of a condition can be “The maximum value of sensor 1 OR the maximum value
of sensor 2 to be greater than 5”.

Set an Outcome. An outcome is an action that can be taken. This action is
either to take more measurements from sensors or to actuate an actuator. Out-
comes also include a logical operator in case there is more than one conditions.
An example of an outcome could be “Actuate actuator 1, if all conditions are
met (with logical AND)”.

Define an Action. Actions are combinations of conditions and outcomes.
Actions are set in an “IF-THEN” form in order to clarify their meaning. An
example of an action can be “IF condition 1 AND condition 2 are true THEN
perform outcome 1”. The logical operator AND is actually defined in the out-
come and not in the conditions, as specified above.

After the experiment scenario has been defined, it is dispatched to the exe-
cution module. The scenario is described in an XML schema called Experiment
Description XML schema (ED XML). The Experiment Description XML defines
a parent tag <experiment> </experiment> that encloses all other elements.
The <measurements> tag defines the measurements database server informa-
tion along with the <ip> and <port> sub-tags inside it. The next tag is a
random identifier tag. This is generated during the ED creation randomly and
is used to uniquely identify the experiment description. The tag that provides
this identifier is the <identifier> tag.

Readings are included in the <reading> tag. Inside this tag, a <frequency>
tag with a “unit” property defines the frequency of the reading while <start>
and <end> tags define the start and end of the readings period for the specified
reading. The <resources> tag then defines which resources have to be probed for
a reading every time it’s needed. These are defined using <id> tags that include
properties “component”, “resource id”, “port”, “ip”, “protocol” and “path”. The
combination of these properties allow the execution engine to identify and reach
the resources directly.

Actions are defined using the <action> tag. These include <conditions>
and <outcome> tags. The <conditions> tag include the aggregation and logical
operations as a tag and property respectively (e.g. <average logic = “and”>).
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Inside this tag, the resources are defined using an <id> tag and also the threshold
is defined using a <threshold> tag. The <outcome> tag includes a property for
the logical operator and inside the tag, resources are defined (either sensors or
actuators) using <id> tags as above. An example of an ED XML is shown in
Listing 1.1 in the Appendix.

3.2 Experiment Execution

When an experimenter finalizes the definition of an experiment at the Experi-
ment Composition module, an Experiment Description XML document is cre-
ated which is transferred to the Experiment Execution module which proceeds
in parsing it and finding all necessary information in order to start running the
experiment.

At first, the research ID, the experiment title and the experiment description
are identified and posted as a new ‘research’ entity in the Resource Directory
database. As already described, the Experiment Description XML document
contains a number of readings and action tags. Each of these tags will spawn
a thread to handle their tasks. A queue and two objects are used to handle
communication between the readings and the actions. The readingObject notifies
that a new measurement was taken. The finishedObject denotes that a reading
thread was terminated.

Each reading tag has several resources with their contact information and a
frequency with which they are to be read. Every one of those readings, spawns
a new getMeasurements() thread tasked with obtaining the measurements from
the resources in the time and with the frequency specified by the experimenter.
The thread sleeps until it is time to take a measurement. When the measure-
ment comes, the thread will wake up and call each resource associated with it
for a measurement. After the measurements are taken the thread puts a readin-
gObject to the queue and proceeds to sleep until the time comes to take a new
measurement. When the time to finish the readings comes, the thread puts a
finishedObject in the queue and then terminates.

Inside the actions tag there are a number of tied conditions and outcomes.
Their information is parsed and summarized in two lists: one for the condi-
tions called conditionsList and one for the outcomes called outcomeList. Then
a thread for a function called conditionChecker(), with the two aforementioned
lists as parameters is spawned. This thread reads the queue responsible for the
communication between readings and actions. When a readingObject is read, it
will evaluate the logic of conditionsList as specified in the Experiment Descrip-
tion XML. If it is evaluated to ‘True’, then the outcomes from outcomeList will
be executed. When a finishedObject is seen, the number of the aforementioned
threads will decrease by one. The thread will run as long as there are any get-
Measurements() threads active.
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Fig. 1. Crowd participation in TBaaS architecture.

3.3 Crowd Interactions

Crowd interactions require inputs from the smartphone users through surveys
and questionnaires (Fig. 1). The process of filtering and selecting the user in order
to engage him/her in the specific research includes the following mechanisms
available through the architecture: survey queries, survey lists and geofencing.

Survey Queries: A query is a mechanism that allows the experimenter to filter
crowd users in a meaningful way in order to select the users needed for the post
of a mobile query. The filtering function is based on the socio-economic profile of
the user which they voluntarily include during anonymous registration through
the mobile app. The query is defined and then saved in the experimenter’s profile
so that it can be easily reused in the future, which makes it a very powerful tool
as the crowd users constantly change in number throughout the architecture’s
lifetime. Queries, although static themselves, provide dynamic results in the form
of sets of users that fit the set criteria.

Survey Lists: Every time a query is used, an up-to-date list of crowd users that
meet the query’s criteria is presented. The experimenter then has the opportunity
to select individual recipients to form a survey list. A survey list is a static list of
survey recipients that is used to send a survey to the mobile devices recipients.
The content of the user list is anonymous and only social and economic data are
associated with each entry. When the final survey list is compiled, it is saved
under the experimenter’s profile and can be used as the destination list in which
to post a survey. A special case of a survey recipient list is the “all users” static
list which includes all available users of the architecture.

Geofencing: Geofencing refers to the experimentation activity in which it is
possible to setup a virtual perimeter on a real world geographic area and utilize
this perimeter for determining if a mobile resource enters the area defined by
the perimeter, exits such an area or is located inside or outside this area. This



A Service Based Architecture for Multidisciplinary IoT Experiments 195

could be achieved, for example through the use of the GPS sensors, which are
usually available on modern smartphones.

4 Engaging the Crowd

Contrary to traditional sensing systems that are designed specifically to monitor
and collect data from fixed positions in their immediate environment and whose
behavior can thus be engineered, in mobile crowdsensing systems each sensing
point is controlled by a person that needs to give his/her consent in order for its
device to participate in the system. This consequently introduces a high degree
of unpredictability and unreliability to the system and thus raises demands for
incentive and reputation mechanisms to engage the device owners by taking into
account their individual preferences and behavior.

4.1 Incentives Framework

To support the envisioned incentive models, apart from the experimenters and
the regular users, new types of users were introduced:

– Sponsors can be individuals, companies or institutions following experiments
and backing up the ones they find interesting.

– Charities are organizations or causes that the crowd can support through the
allocation of their incentives.

A list of functionalities for the incentives and reputation framework has been
specified to support the model as the most applicable to the architecture. Indica-
tively, the functionalities of this framework need to enable:

– Sponsors to back a specific research, specifying the amount of their contribu-
tion, which is transferred to the architecture and allocated to the research.

– Triggering of payments either periodically or when the research is completed,
notifying users of the credits they have accumulated during their participation
period.

– The user to have up-to-date information regarding their contribution(s), and
the overall accumulated information about the credits for each research par-
ticipation.

4.2 Reputation Mechanisms

Another mechanism to motivate the crowd to participate in the research process
is a reputation scoring scheme that provide users with information and statistics
about the whole architecture as well as their part in it. The reputation mecha-
nisms monitor user activities and calculate the their rating in a semi-automatic
way.
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The core module of the reputation mechanisms is a set of ranking functions
that calculate the rank and the reputation of the experimenters, the experiments,
the users, the devices and the platform itself. There are different types of ranking
functions that adjust the rates with negative/positive contributions, i.e. with a
five star rating scale or with a flag functionality that characterizes a user or
an experiment (e.g. blocking a user). These functions run automatically in the
back-end of the architecture and calculate the rates taking into account some
statistics about the usage of the architecture, on one hand, and the rate that the
users give through the mobile crowdsourcing tool and the experimenters through
the website portal, on the other.

The ranking functions that calculate automatically the rates for experi-
menters take into account the statistics of each experimenter (e.g. the number
of his completed experiments, if he provides reports with results from experi-
ments, etc.), the evaluation of users for the experimenter’s experiments and the
rank of his ideas for proposed experiments. The rate of users that participate in
experiments via the mobile crowdsourcing tool is calculated by functions based
on the participation of each user (e.g. since when he is using the architecture,
his response rate to experiments, the resources he provides for experiments, etc.)
and the rate of their devices.

5 Architecture Scalability

In order to evaluate the performance, an extensive analysis of different non-
functional properties of the architecture has been conducted (scalability, reliabil-
ity and availability). This section describes an extensive scalability study, where
we have identified three scenarios with different demands in terms of network
bandwidth and analyzed the overall performance of the system. Figure 2 depicts
the architecture’s network architecture with all of its components (application,
testbeds and TBaaS server).

We evaluate our architecture on the IoT Lab platform that is running on a
server hosted in a Swiss data center providing a bandwidth of 100 Mbps (sym-

Fig. 2. Architecture’s network setting.
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metrical, no SLA). For this study three scenarios with different demands in terms
of both sensing and sourcing data were identified, as follows:

– Use Case 1: High-end scenario: sensing every 10 s and sourcing every minute.
– Use Case 2: Average scenario: sensing every 1 min and sourcing every 30 min
– Use Case 3: Low-end scenario: sensing every 5 min and sourcing once daily

In regards to bandwidth requirements, use cases one and two can be char-
acterized as high-end and average scenarios since they require constant envi-
ronmental monitoring as to not disrupt the buildings usage whereas the third
use case can be characterized as a low scenario since it doesn’t require online
responsiveness. For each of the scenarios, the following packages and sizes are
considered:

– Sensing package: The sensing package is related to the message sent by the
smartphone containing sensing observations (accelerometer, GPS, luminosity,
humidity, temperature, etc.) or sensed values coming from a testbed resource
(thermometer, humidity sensor, light sensor, noise sensor, etc.). In the mobiles
case, we use 5 Kb as packet size having measured on the phone messages aver-
aging 1,15 Kbs of size, whereas for the testbed part, we consider the message
size of 1 Kb, having measured an average size of 400 bytes for this type of
messages;

– Sourcing package: The sourcing package is related typically to answering a
questionnaire. Each question’s package size is measured around 20 Kbs and
each questionnaire consists of around 5 questions or 100 Kbs in total.

Table 1 shows the required bandwidth for each of the scenarios and the num-
ber of connections with the server at 100 % and 50 % of its capacity. For the
mobile part, two bandwidths are calculated: the first using 3G/LTE for commu-
nication (1 to 1 communication) and the second using Wi-Fi with 20 connections
to the same hotspot as a plausible and “safe” number. The 3G and 4G/LTE
average bandwidths are around 0,5 Mbps and 2 Mbps to 12 Mbps.

Table 2 shows that for the high-end scenario the server can handle 8M or
4M connections at 100 % or 50 % of its capacity respectively. For the average
scenario 48M or 24M connections and finally 240M or 120M connections for the
low-end scenario. Considering the average scenario with the server with capacity
at 50 %, we can have up to 24M testbed resources connected and communicating
their values to the architecture.

Table 1. Mobile side - bandwidth requirements, number of connections with server.

Mobile side BW (3G/LTE Kbps) BW (Wi-Fi) Capacity 100% Capacity 50%

High-end scenario 0,271 5,417 369.231 184.615

Average scenario 0,017 0,347 5.760.000 2.880.000

Low-end scenario 0,002 0,045 44.883.117 22.441.558
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Table 2. Testbed side - bandwidth requirements, number of connections with server

Testbed side Bandwidth (Kbps) Capacity at 100% Capacity at 50%

High-end scenario 0,013 8.000.000 4.000.000

Average scenario 0,002 48.000.000 24.000.000

Low-end scenario 0,0004 240.000.000 120.000.000

6 Practical Applications

Testbed as a Service offers the capability to conduct researches involving both
crowd and IoT interactions. The following three scenarios showcase the capabil-
ities and range of scenarios feasible by the architecture.

Light Control Scenario for a Building Management System [6]. The
end goals are to monitor the energy consumption, to automate the lighting and
to save energy. It uses static and crowd lent IoT devices together with surveys
as a way to learn the crowd’s opinion. The first step is to monitor the energy
consumption. Then a group of crowd users based on their geolocation is created
and a message is sent, informing them about the experiment and their role
in it. The research requires passive light measurements from their sensors as
well as opportunistic ones for their location within the building. These values
determine whether or not the lights will be turned on. Questionnaires forwarded
via the architecture determine the user’s satisfaction and the need to readjust
the parameters of the experiment.

Environmental Monitoring Scenario [18]. It’s a cross disciplinary scenario
which involves monitoring indoor and outdoor environmental data and correlat-
ing them with the crowd happiness. It uses both the crowd’s opinion as well as
IoT resources. Interaction with the crowd is realized through surveys. A collec-
tion of the crowd geolocation data at the time of posting the survey is necessary,
in order to relate the survey responses with the geolocalized environmental data
obtained from testbeds like ekoNET [18]. ekoNET is a network of mobile IoT
sensor devices capable of monitoring temperature, humidity, pressure and air
quality. These sensing data are also tied with a location measurement. Over a
period of time some correlation between the gathered sensor data and the crowd’s
opinion may appear. To keep user participation high, proper incentivization is
essential.

Virtual and Modelled Resources Scenario. The objective as with first
research is to run an energy efficiency scenario. The traditional way of doing
so is by deploying static IoT devices tasked with measuring the luminance level
and based upon their readings actuating the lights. With the help of virtual
resources these measurement points can be augmented with virtual sensors. To
do so the values produced by the sensors in the outer boundary of the building
are used to create a dataset of external light data along with timestamps in order
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to identify patterns of external light coming into the rooms. In this fashion the
number of physical resources is decreased. To run this scenario prior knowledge
of the position of the static sensors in the building is required.

7 Conclusions

In this paper we presented a service based architecture for IoT testbeds which
exposes the operations of a testbed as services, enables diverse facilities to be fed-
erated in a scalable and standardized way and enables the seamless integration
of crowdsourced resources. The architecture enables an experimenter to access
a diverse set of resources and orchestrate experiments via a common interface.
Moving forward we plan to increase the control and capabilities of the experi-
menters and integrate additional devices and functionalities to the experiment
composition module and present real world applications of the platform.

Acknowledgments. This work was supported by the EU/FIRE IoT Lab project-
STREP ICT-610477.

A Appendix

In the following Listing 1.1 it is shown an Experiment Description XML example.
In this example, a reading is requested between two specified date-times to be
taken every 1 min from a resource. The experiment also defines that if the average
value of one of these resources is less than 1 the light control defined must
be actuated. All measurements recorded through experiments are stored in the
MongoDB measurements database. This means that experiments can also be
conducted without even defining conditions and actions, if what is needed is
only data from specific sensors to be taken.

Listing 1.1. Experiment Description XML
<?xml version=’1.0’ encoding=’utf-8’?>
<experiment>
<measurements><ip>129.194.70.52</ip><port>9000</port></measurements>
<identifier>IemNuXCQTGasLMo5mMjkqxPYKewJYhkh</identifier>
<reading>
<frequency unit=’minutes’>1</frequency>
<start>2015-06-19 14:54</start>
<end>2015-06-19 14:54</end>
<resources>
<id component=urn:publicid:IDN+iotlab:mitestbed:mitestbed+node+
node7.mitestbed’ resource_id=’undefined’ port=’61616’
ip=’2001:620:607:5800:0:0:0:1c’ protocol=’coap’
type=’sensor’ path=’/co2’ unit=’ppm’></id>

</resources>
</reading>
<action>
<conditions>
<average logic=’and’>
<id component=’urn:publicid:IDN+iotlab:unigetestbed:unigetestbed+node+
C3S7A1-LightLevel’ resource_id=’undefined’ port=’8111’ ip=’129.194.70.52’
protocol=’http’ type=’sensor’ path=’/lum’ unit=’lx’></id>
<threshold type=’less’ value=’100’></threshold>
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</average>
</conditions>
<outcome logic=’and’>
<id component=’urn:publicid:IDN+iotlab:ctitestbed:ctitestbed+node+
node_light_control’ port=’568’ unit=’none’ resource_id=’undefined’
ip=’2001:620:607:5f00::15’ protocol=’coap’ type=’actuator’ path=’PUT-dev0-1’></id>

</outcome>
</action>

</experiment>
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Abstract. The Internet of Things (IoT) refers to a broad variety of
objects with communication capabilities that are integrated into Inter-
net. The interconnection between those objects and the Internet is
enabled thanks to border routers. In this article, we investigate the after-
math of the failure of border routers on ongoing communications. Next,
we propose to overcome the exposed problems by providing objects with
multiple border routers. The corresponding subnet is therefore multi-
homed, i.e. all objects in this subnet are reachable via multiple paths,
one per active border router. Whenever a border router fails, we dynam-
ically re-route traffic to an active border router. Such flows redirection
remains transparent to remote peers. Our solution, referred to as Syn-
RPL, is based on the well-known IPv6 Routing Protocol for Low-Power
and Lossy Networks (RPL). Syn-RPL is evaluated through experimen-
tations on a real testbed.

Keywords: Internet of Things · 6LoWPAN · RPL · Multihoming ·
Failover

1 Introduction

In the recent years, the rapid development of low-power wireless technologies
together with the miniaturization of electronic components gave birth to what
we commonly call the Internet of Things (IoT). The IoT refers to a set of physical
objects (ranging from sensors to common household electrical goods) with com-
munication capabilities that are able to collect, exchange and receive information
throughout the Internet. The IoT enables a large variety of new applications,
ranging from scientific observations [16] to personal home automation [14].

In the IoT, objects in a given neighborhood use their wireless communica-
tion capabilities to form a multihop wireless network known as Low-power and
Lossy wireless Network (LLN). Such networks are characterized by a variety of
lossy links (low speed, low energy consumption and unstable connectivity) and
constrained devices (limited computational power, memory and energy). Inter-
connecting LLNs with the Internet is made possible by the IPv6 over Low power
c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 202–214, 2016.
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Wireless Personal Area Network (6LoWPAN) IETF standard [10]. 6LoWPAN
introduces IPv6 header compression and provides a fragmentation and reassem-
bly adaptation layer below IP, enabling the transport of IPv6 packets over LLNs.
IPv6 packets originated from or destined to a LLN are processed by the 6LoW-
PAN Border Router (BR) [17]. This entity is located at the junction between
the LLN and the IPv6 Internet and is responsible to compress/decompress or
fragment/defragment IPv6 packets regarding the 6LoWPAN standard before
forwarding them towards the destination. Inside a LLN, packets are routed with
the IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) [15]. RPL
builds a Destination Oriented Directed Acyclic Graph (DODAG) rooted at the
BR. As a result, all the traffic between the LLN and the IPv6 Internet goes
through the BR.

Similarly to wired IPv6 networks with access routers, the IPv6 connectivity
of each smart object is directly dependent of the BR status. Whenever the BR
becomes unreachable (as a result of system failure, congestion due to funneling
effect [6], lack of connectivity due to power outage on neighbor nodes, etc.) the
whole LLN is disconnected from the Internet, terminating all ongoing commu-
nications with no possibilities to start new ones. In this article, we address such
issue by providing LLNs with multiple BRs. In addition to increasing the over-
all network bandwidth and coverage (the overall throughput increases linearly
with the number of egress points), the cooperation of multiple BRs enables a
failover mechanism to prevent network disconnection. Our proposal, referred to
as Syn-RPL, extends RPL and introduces a virtual BR that federates each graph
rooted at a single BR into a unique DODAG. In addition, Syn-RPL only extends
the BR and does not require additional software on leaf or intermediate nodes
located inside the LLN. Syn-RPL was implemented in Contiki OS and evaluated
throughout an extensive experimentation campaign. The obtained results show
that Syn-RPL allows smart objects to remain connected to the Internet even
after the failure of BR. We show that the traffic redirection from one BR to
another is almost transparent for the remote hosts.

The rest of the paper is organized as follows. Next, we present the motivations
and advantages of a LLN served by multiple BRs. Section 3 presents solutions
currently available in the literature that consider multiple BRs. Then, our pro-
posal referred to as Syn-RPL is introduced in Sect. 4, followed by an overview
of the experimentation campaign and performance analysis. Finally, conclusions
and future work are presented in Sect. 6.

2 Problem Statement

In constrained environments, routing is usually provided with the IPv6 Routing
Protocol for Low-Power and Lossy Networks (RPL) [15]. RPL builds a Desti-
nation Oriented Directed Acyclic Graph (DODAG) rooted at the border router
(BR) of the network. The DODAG is shaped according to link metric(s) and an
objective function which defines how to compute the paths. Each node period-
ically broadcasts a DODAG Information Object (DIO) message to announce a
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potential attachment to the DODAG. When a node receives a DIO, it updates
a list of potential next hops to the BR, also known as the parent set, and selects
a preferred parent from this set based on the objective function and the link
metric. A rank is also computed, giving the relative position of node in the
DODAG. The preferred parent will serve as the next hop in the default IPv6
route towards the BR. Nodes can also solicit the transmission of DIO by sending
DODAG Information Solicitation (DIS) messages. RPL supports point-to-point
and point-to-multipoint communications using DODAG Destination Advertise-
ment Object (DAO) messages. After computing its rank, a node can send DAO
to its preferred parent in order to advertise a new downward destination. In
non-storing mode, where source routing is used, DAO are simply propagated
towards the BR. In storing mode, nodes store routing table entries for destina-
tions learned from DAO. DAO are therefore forwarded upward until reaching a
node for which the advertised destination is already known.

Due to the broadcasting nature of the wireless communications and because
the node density can be important, there is generally a multitude of paths
towards the BR. RPL can take advantage of such a situation by using alter-
natively or simultaneously multiple paths [3]. Whenever a node fails, RPL could
be able to detect this failure using unreachability detection mechanisms [5] and
compute alternative routes that bypass this node. However, there is currently no
solutions to recover from a situation where the BR itself becomes unreachable.
Such a situation could be the result of a system failure of the BR itself, a serious
congestion occurring at the BR due to funneling effect [6] (all upward traffic and
point-to-point traffic in non-storing mode are routed towards the BR) or a lack
of connectivity (all BR’s neighbors experience a power outage). For readability
reasons, we will refer to one of these causes by the terms BR failure in the rest
of the article. In RPL, and more generally in the IoT, the BR represents a single
point of failure for the LLN located behind. When the BR fails, all nodes in the
LLN are affected as all ongoing communications with remote pairs are instantly
broken and no new communication could be initiated. A failure of the BR also
results in breaking local communications, especially in non-storing mode of RPL.
One solution to resolve those problems is to provide a LLN with multiple BRs.
Deploying multiple BRs not only allow to have alternative paths to the Internet
when one of the BR fails, but it also provides load sharing through multiple
egress interfaces towards the Internet. However, how RPL can be extended to
efficiently support multiple BRs remains an open problem. In the next section,
we investigate the solutions currently available in the literature before introduc-
ing our own contribution called Syn-RPL.

3 Related Work

In IP networks, routers are in charge of forwarding data packets along networks
towards their final destinations. Furthermore, access routers enable the intercon-
nection of local networks to the Internet. For this reason, the failure of an access
router leads to the disconnection of the hosts located behind this router. In static
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networks, one of the standard solutions for solving this problem is the Virtual
Router Redundancy Protocol (VRRP) [9]. VRRP allows the deployment of one
master router and several backup routers. Whenever the master router fails, one
of the backup routers dynamically takes in charge the forwarding responsibility.
However, VRRP makes a heavy use of multicast communications which are not
desirable in LLNs due to energy conservation.

Another common solution is to use multiple routers simultaneously [13]. The
corresponding subnet is said to be multihomed, i.e. all hosts in this subnet are
reachable via multiple paths, one per active router. Such a situation allows redun-
dancy (if a router fails a host can use one of the other active routers) and load
sharing (traffic can be distributed among all active routers). Again, such solu-
tions are not adapted to the characteristics of LLNs. The subnet concept does
not apply in LLNs that are composed of a large number of overlapping radio
ranges, forming a complex Non-Broadcast Multiple Access (NBMA).

In LLN, there are many proposals that take advantage from multiple BRs
(also referred to as sinks in the literature). Increasing the number of sinks allows
increasing the lifetime of the network together with the reduction of the number
of hops towards a sink and load sharing [2,8,11]. However, LLNs with multiple
sinks require complex signaling protocols to operate [4]. By contrast, RPL [15]
is designed to operate either as a single DODAG with a single root, as multiple
uncoordinated DODAGs with independent roots or as a single DODAG with a
virtual root that coordinates multiple BRs. However, the coordination between
multiple BRs is not yet defined by the IETF. Nevertheless, the authors of [7]
study the usage of a RPL virtual root together with multiple BRs. They show
that using such an architecture allows reducing the energy consumption (by a
factor of 30 %) and reducing packet loss (by a factor of 39 %). However, this
solution does not address the failure of one BR and how incoming and outgoing
packets can be re-routed to another active BR.

The present article focuses on a failover solution to prevent nodes disconnec-
tion whenever a BR fails in the context of LLNs. We will see that our solution
also proposes load balancing between the BRs. By contrast to [7], our solution
considers multiple BRs that can be connected to the Internet independently via
the same or different access networks.

4 Contribution

This section presents our contribution, referred to as Syn-RPL, which consists
in extending RPL with multiple BR support. In stock RPL, deploying multiple
BRs in the same area will result in multiple DODAGs that are independent from
each others. Nodes may attach to each DODAG but switching from one BR to
another (in case of a BR failure) will not be seamless as BRs do not necessarily
share the same IPv6 prefix (BRs can interconnect the LLN via different access
networks). Once a node changes its default BR, it is also required to change
its IPv6 address to the one operated by the new BR (in order to avoid ingress
filtering). In addition, all incoming packets destined to its previous IPv6 address
are still routed to the old BR, resulting in packet loss.
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To overcome those problems, Syn-RPL uses the virtual node (VR) introduced
by RPL [15]. The VR acts as the unique root of all branches anchored at each
BR. In the following, we will call these branches sub-DODAG. All cooperating
BRs will therefore construct a single DODAG rooted at the VR instead of cre-
ating their own DODAG. Each node will select the best BR using legacy RPL
operations, but whatever its choice, each node belongs to the same (and unique)
DODAG. As a result, the traffic load is automatically shared as each packet will
be forwarded towards the closest (regarding the objective function and metrics
used by RPL) BR. Communications between nodes belonging to different sub-
DODAGs are considered as off-link traffic and nodes use their default BR to
forward such traffic over the Internet. With this set up, a BR failure is managed
almost just as a node failure in a more standard RPL DODAG. Orphan nodes
simply re-attach to another sub-DODAG and their traffic is redirected via the
new selected BR.

Obviously, the cooperating BRs should share some information to build a
unique DODAG. Syn-RPL introduces a new entity known as the Anchor Agent
(AA). The AA has all parameters required to build the DODAG and sends them
to each cooperating BR whenever necessary. To maintain the IPv6 connectivity
when one or more BRs become unavailable, the AA also acts as a relay station to
forward the traffic destined to or originated from the LLN. By default, all IPv6
prefixes used by the BRs inside the LLN are routed towards the AA. As a result,
connectivity is maintained between the AA and each BR through a bi-directional
IPv6-in-IPv6 tunnel created during the bootstrap. Upon the failure of a specific
BR, the AA will update the endpoint address of the corresponding tunnel with
one of the BR still operating this DODAG. The AA is located in a more standard
IPv6 link and is therefore not as prone to failure as BR (no energy constraints on
neighbors, no contention thanks to wire links, etc.). Nevertheless, the AA can be
a single point of failure but we can adapt well-known failover mechanisms (such
as VRRP [9]) to allow a backup AA to take over and continue providing service
to LLN. This is a part of our future work. All Syn-RPL operations are carried
out using two new messages referred to as register and register acknowledgment.
Figure 1 illustrates the Syn-RPL framework.

4.1 Bootstrap Operations

At bootstrap, the AA is pre-configured with all the necessary parameters to
shape DODAGs. These parameters include for each DODAG, the RPL Instance
ID (a unique identifier), the DODAG ID (the identifier of the DODAG root,
i.e. the VR in Syn-RPL), the DODAG Version Number (the current version of
the DODAG), the objective function (i.e. how RPL nodes select and optimize
routes within a RPL Instance), the routing metric, the lifetime (the maximal
duration during which a BR is considered as reachable), a list of BR identifiers
(e.g. the EUI-64 of each BR that belongs to this DODAG), one or more IPv6
prefix(es) to delegate and a shared secret (to authenticate an authorized BR to
be part of this DODAG). Note that the (RPL Instance ID, DODAG ID, DODAG
Version Number) tuple uniquely identifies a DODAG version [15]. This is why all
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Fig. 1. Framework of Syn-RPL (Color Figure online)

cooperating BRs must share those parameters. An AA that manages multiple
LLNs should be pre-configured with several 9-tuples, each corresponding to a
specific LLN. The AA also maintains a registration cache in which it records,
for each managed LLN, the BRs currently operating the network.

On the BR side, each BR is pre-configured with its identifier (e.g. the EUI-
64), the IPv6 address of the AA and the shared secret corresponding to the
DODAG the BR belongs to. At bootstrap, a BR sends a register message to the
AA in order to retrieve the necessary information to start building the DODAG.
Register message includes the identifier of the BR, the current IPv6 address of
the BR and the shared secret. Upon reception, the AA looks up in its database
to retrieve the DODAG information corresponding to this BR. If a correspond-
ing entry is found and the provided shared secret is valid, the AA proceeds to
the registration of this BR. First, it sends back a register acknowledgment that
includes the registration status (successful, rejected). In the case of a success-
ful registration, the register acknowledgment also includes all the parameters to
build/expand the DODAG (the RPL Instance ID, the DODAG ID, the DODAG
Version Number and the lifetime) together with the IPv6 prefix to use for IPv6
auto-configuration inside the LLN. The AA also adds a new entry in the reg-
istration cache containing the identifier and IPv6 address of the BR together
with the delegated IPv6 prefix. Each registration cache entry is only valid for a
period of time. As a result, BRs periodically send new register messages before
the expiration of the lifetime period, otherwise the entry is removed. Finally the
BR and the AA set up a bi-directional IPv6-in-IPv6 tunnel. In the same time,
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the BR starts building/expanding the DODAG with the information provided
by the AA. Once the bootstrap is complete, packets sent to the delegated prefix
are routed to the AA which forwards them to the BR via the tunnel. When
packets reach the BR, they are routed normally to their final destination with
RPL. Packets originated from the LLN are also tunneled via the AA before
being forwarded to their final destination. The bootstrap phase of Syn-RPL is
illustrated on Fig. 2.

Fig. 2. Syn-RPL operations at bootstrap

4.2 Failover Operations

Once a BR fails, the nodes located in its sub-DODAG should first detect that
their default BR is no longer reachable. The nodes directly connected to this BR
will likely be the first to detect its failure with the use of external unreachability
detection mechanisms [5]. Upon unreachability confirmation, these nodes will
send new DIO messages advertising an infinite rank in order to poison routes
towards the failed BR. All nodes in the failed sub-DODAG can now accept new
DIO from nodes that belongs to another sub-DODAG. Upon reception of such
DIO, a node re-attach to the DODAG and sends a DAO to advertise a new node
destination information to the BR in charge of the related sub-DODAG. It is
important to note that a node will keep its IPv6 address when changing BR,
even if its prefix does not match the one used in its new sub-DODAG. The new
BR will inform the AA to delegate the corresponding IPv6 prefix, and use the
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existing tunnel between the AA and the BR to forward this traffic. For this, the
BR sends a new register message including the new IPv6 prefix(es) to delegate.
Upon reception, the AA will update all tunnel endpoints related to the failed
BR to the requesting BR to reflect the new organization of the DODAG. Next,
the AA sends back a register acknowledgment to the requesting BR, which in
turn updates its own tunnel to the AA. From now on, all traffic destined to or
originated from the IPv6 prefix used by the failed BR will be routed to the new
BR in charge of this prefix. Figure 3 illustrates Syn-RPL operations when a BR
fails. Note that if nodes that were using the same IPv6 prefix attach to different
BR, /128 prefixes might be used to add routes for each of these nodes.

Fig. 3. Syn-RPL operations upon BR failure

5 Experimentation Campaign and Results

5.1 Implementation and Platform Specifications

The Syn-RPL framework involves an Anchor Agent (AA) and 6LoWPAN Border
Routers (BR) that interconnect Low-power and Lossy wireless Networks (LLN)
with the Internet. On the BR side, we implemented Syn-RPL in Contiki (version
3.x). Contiki is an open source operating system designed for embedded systems
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and wireless sensor networks. This operating system includes an IP network
stack in addition to standards dedicated to LLN such as 6LowPAN [10] and
RPL [15]. Moreover, a communication serial interface between a Linux box and
a Contiki device can be established by using the extra tools provided by Contiki
such as tunslip6. For this reason, we can turn a Linux box with a Contiki device
into a BR that interconnects a LLN with legacy IPv6 networks. On the AA
side, we implemented Syn-RPL for the Linux operating system as a userland
application. The application opens a UDP socket and waits for messages from
BR. The input parameters (IPv6 prefixes, shared secret, etc.) are retrieved from
an XML file. The messages exchanged between the BR and the AA (register and
register acknowledgment) are encapsulated in UDP datagrams.

The experimental platform used to evaluate the performance of Syn-RPL
includes one IPv6 router, one corresponding node (a Linux box), one AA (a
Linux box), two BRs (two Linux boxes with TelosB motes connected through
the USB interface) and two wireless motes (two TelosB). TelosB are developed
by Crossbow and include a transceiver chipset compliant with the IEEE 802.15.4
standard at the physical and MAC layers. The corresponding node, the AA and
each BR are located in different IPv6 networks. The interconnection between
those networks is enabled by the IPv6 router of the platform. Routing between
BRs and wireless nodes is performed by RPL [15]. At startup, one wireless
mote (N1) joins the sub-DODAG built by the first BR (BR1) while the second
wireless mote (N2) joins the sub-DODAG built by the second BR (BR2). All
experimental parameters are given in Table 1.

Once the DODAG is set up, the correspondent node starts sending a con-
stant bit-rate traffic to the second wireless mote (N2). Data packets are routed
towards the AA (as the IPv6 prefix used in the sub-DODAG managed by BR2 is
topologically anchored at the AA) before being forwarded via the bi-directional
tunnel towards BR2. Upon reception, BR2 finally forwards them to N2.

Table 1. Experimentation parameters

Parameters Values

Platform organization 1 AA, 1 correspondent node, 2 BRs and 2 wireless motes

Application model Constant bit-rate of 8 bytes every second

Syn-RPL Lifetime 10 s

RPL DIO sending rate fixed by [12] Objective function zero and
MinHop Storing mode

Phy and Mac 802.15.4@2.4 GHz at -25 dBm, contention-based

5.2 Experimentation Results

The results presented in this section are an average of the overall data collected
over 10 experiment trials. We also calculated the 95 % confidence interval for each
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values to measure the reliability of our measurements. For readability reasons,
we do not show the obtained confidence intervals since they were very small.

First, we evaluated the duration of the bootstrapping phase as presented in
Fig. 4. In stock RPL, a BR starts sending its first DIO 5.5 s after its startup.
When N1 receives this DIO, it can attach to the DODAG and sends back a
DAO to BR1, which in turn updates its routing table accordingly. Then, the
first incoming data packet is forwarded to N1 at t = 9.16 s after the startup of
BR1. With Syn-RPL, a BR should first retrieve the DODAG parameters from
the AA by the mean of register and register acknowledgment messages. As we
can see on Fig. 4, BR1 sends the register message right after its startup (at
t = 0.68 s) and receives the register acknowledgment only 740ms later. Then,
the first incoming data packet is forwarded to N1 at t = 10.65 s after the start up
of BR1. As a result, Syn-RPL only adds 1.5 s on average as extra bootstrap delay
compared to standard RPL. This extra delay is mainly due to the exchange of
register and register acknowledgment messages. In our testbed, the RTT between
the BRs and the AA is lower than 10ms which explains the short registration
delay. It is obvious that a larger delay to reach the AA will increase the duration
of the Syn-RPL bootstrap phase. However, this delay remains low (within a few
seconds) and only occurs at bootstrap when an extra delay does not usually
affect IoT applications.

Fig. 4. Bootstrap delay (Color Figure online)

Next, we evaluated the delay needed to redirect flows from a failed BR to
an active one. Obtained results are shown on Fig. 5. Each dot represents the
transmission or reception of a packet at the time indicated on the Y-axis. At
t = 10 s we shutdown BR2 in order to emulate its failure. As we can see, the flow
redirection from BR2 to BR1 takes approximately 36.7 s on average. During this
period of time, 24 data packets are lost. At approximately t = 35 s N2 detects
that BR2 is unreachable and starts sending DIO with an infinite rank in order
to poison routes towards BR2. For implementation ease, we chose to use a fixed
timeout of 25 s upon reception of DIO to detect that a BR is unreachable. This
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Fig. 5. Flow redirection upon failure of BR (Color Figure online)

value represents the non-receipt of two consecutive DIO in our configuration.
So the redirection delay is mainly due to the detection of BR2 unreachability
by the nodes located in its sub-DODAG. Regarding the application model, such
delay could be reduced (if necessary) by using one of the solutions proposed
in [5]. Next, N2 receives a fresh DIO from N1 (attached to sub-DODAG1) at
t = 43.18 s, which allows N2 to re-attach to the DODAG. Upon reception of the
DAO transmitted by N2, BR1 updates its routing table and informs the AA
of the new destination information by sending a new register message. Upon
reception, the AA updates the tunnel end-point for this prefix/destination and
sends back a registration acknowledgment. BR1 starts receiving data packets
destined to N2 at t = 46.74 s. By contrast, stock RPL is unable to recover from
BR2 failure as nodes located in sub-DODAG2 (created by BR2) uses an IPv6
prefix different from the one used in sub-DODAG1. Although a node can re-
attach to the DODAG once it has detected the failure of its BR, it still needs to
change its IPv6 address, which will break all ongoing communications. Remote
hosts should be informed of such change in order to re-start their communica-
tion towards such nodes. As we have shown, Syn-RPL enables transparent flow
redirection from or towards remote hosts in the case of a BR failure.

6 Conclusions and Future Work

The interconnection between a network composed of objects (referred to as Low-
power and Lossy Network - LLN) with the Internet is usually enabled by Border
Routers (BR). On their egress interface, BRs act as legacy IP access routers.
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On their ingress interface, they support the communication stack designed for
LLN. As a result, they act as gateways between the IP world and the LLN
world. However, BRs introduce single point of failure for the IoT. Whenever
the BR becomes unreachable (as a result of system failure, network congestion,
lack of connectivity, etc.) all objects located in the corresponding LLN become
disconnected from the Internet, breaking all ongoing communications. In this
article, we presented Syn-RPL, an extension to RPL [15] that provides a LLN
with multiple BRs. Syn-RPL allows transparent load sharing (each mote will
automatically attach to a specific sub-graph anchored to a specific BR regarding
the objective function and metrics used by RPL) and failover upon BR unreach-
ability confirmation. The failover is provided by an Anchor Agent (AA) which
is able to redirect IPv6 prefixes towards different BRs according to their avail-
ability. Experimentation results showed that Syn-RPL adds a short extra delay
at startup (approximately 1.5 s) while it enables fast flow redirection upon BR
failure (the disconnection approximately lasts for 37 s). The delay introduced by
flow redirection is composed of the delay required to detect the failure of the
BR plus the delay required to update the AA in order to update tunnel end-
points. Since it is the BR failure detection that represents most of the delay,
we could use more reactive trigger if the application requires it [5]. As a result,
Syn-RPL allows fast recovery from a BR failure without involving any actions
from correspondent nodes.

Encouraged by the results presented here, we plan to further analyze Syn-
RPL via large-scale experiments including several practical scenarios. For this,
we will use the FIT IoT-Lab experimental platform [1] which will allow us to
scale the number of nodes up to a thousand of motes. With this amount of nodes,
we will also be able to further study the load balancing property of Syn-RPL.
We also plan to study AA redundancy, which is a less sensible router compared
to RPL BR. AAs are located in a more standard IPv6 link, and we will develop
methods to provide failover mechanisms using backup AAs. Finally, we plan to
extend Syn-RPL to support mobile LLNs.
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Abstract. In this paper, we study photovoltaic energy harvesting in
wireless sensor networks. We build a harvesting analytical model for a
single node, linking three components: the environment, the battery, and
the application. Given information on two of the components, limits on
the third one can be determined. To test this model, we adopt several
use cases with various indoor and outdoor locations, battery types, and
application requirements. Results show that, for pre-defined application
parameters, we are able to determine the acceptable node duty cycle
given a specific battery, and vice versa. Moreover, the suitability of the
deployment environment (outdoor, well lighted indoor, poorly lighted
indoor) for different application characteristics and battery types is dis-
cussed.

1 Introduction

Wireless sensor networks (WSNs) are formed of multiple small-sized, low-cost,
low-power embedded devices with sensing, computation and wireless communi-
cation capabilities [1]. The nodes self-organizing abilities, and the collaboration
among them allows a wide range of applications such as military operations [2],
disaster relief [3], and environmental monitoring [4], to name a few. Energy effi-
ciency gained particular attention in WSNs design, since networks are required
to run for long durations. However, node lifetime is limited by the finite capac-
ity battery powering it. Regularly charging or replacing depleted batteries in a
WSN is a complex and costly procedure, especially in large-scale networks, or
in hard-to-reach deployment locations [5]. As a solution to this problem, Energy
Harvesting WSNs (EH-WSNs) emerged.

EH-WSN Background. Energy harvesting consists of collecting energy from
the surrounding environment and converting it to electrical energy [6]. By imple-
menting energy harvesting, the sensor nodes become self-powered, using the
renewable environmental energy as their own power source. Harvestable energy
can be provided by several sources in the node ambient environment, hence the
numerous energy harvesting techniques such as photovoltaic [7], piezoelectric [8],
and wind energy harvesting [9]. The node energy intake depends on the output of

c© Springer International Publishing Switzerland 2016
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the harvestable power source which may vary as a function of time. Thus, adapt-
ing power usage to the harvestable power generation pattern has been largely
studied, and many harvesting-aware communication protocols were proposed [5].
In EH-WSN, the main focus shifts from energy conservation schemes to energy
management, in order to optimally use harvested energy to enhance network
performance [6].

Paper Contribution. In this work, we focus on photovoltaic (PV) energy har-
vesting. We build an analytical PV energy harvesting model for a single node in
a WSN based on three components: the environment, the battery, and the appli-
cation. By linking energy collection, energy management, energy consumption
and the interactions between them, the operational limits of any of the three
components can be specified, given information on the two other components.
To test our model, we adopt several use cases covering a wide range of envi-
ronments, batteries and applications. We study two application classes: outage
intolerant applications, where once the node suffers from a power outage, it stops
its activity permanently; outage tolerant applications, where if a power outage
takes place, the node is allowed to cease its activity, recharge the battery, and
then return to the network. Using our model, we are able to determine the suit-
ability of a battery, given the node duty cycle, and vice versa. Moreover, the
feasibility of an application in a particular environment can be studied. Results
show that even a small power outage tolerance leads to significantly higher duty
cycles.

This paper is organized as follows. Section 2 gives an overview on the energy
harvesting model. We detail the characterization, the modeling and the adopted
use cases for each of the three components: environment, battery and application
in Sects. 3, 4, and 5, respectively. Results on outage intolerant applications are
discussed in Sect. 6, while the outage tolerant applications are studied in Sects. 7
and 8, respectively. Finally, Sect. 9 concludes the paper, with a perspective on
future work.

2 General Objective

Three major factors contribute to the node activity in a photovoltaic EH-WSN:
the environment, the battery, and the application.

The environment, where the network is deployed, determines light inten-
sity. Each location is distinguished by specific lighting conditions, directly affect-
ing the energy collection process. The battery plays the part of an energy
storage component and an energy provider. It impacts the node lifetime, and
controls to a certain extent the energy management scheme of the node. The
application sets the WSN objectives, defines requirements, such as the duty
cycle, and determines the node energy consumption. Each of these components is
characterized by its own set of parameters which have been largely studied in lit-
erature [5,10–12]. In this work, we emphasize the existing relation between these
components in order to analyze the trade-offs to be considered when deploying
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EH-WSNs. By linking energy collection, energy management and energy con-
sumption, that are respectively dictated by the environment, the battery and
the application, we elaborate an energy harvesting analytical model for a single
node in a WSN. Using our model, the operational limits of a component can be
specified given information on the other two.

In the following, we detail each component, and the corresponding use cases
adopted in the numerical analysis.

3 The Environment Characterization

3.1 Energy Collection Model

A PV panel absorbs natural or artificial light, and converts it into electrical
energy that powers the node. Hence, it is the light intensity that determines the
amount of energy that can be harvested by the node.

Without loss of generality, we consider in the rest of this study that time
is slotted into timeslots of duration T hours each. We denote by T the set of
all timeslots τ , for the whole observation period. The harvested energy during
a timeslot τ , denoted by Eh(τ), serves as input to our model. Eh(τ) depends
on several factors such as the environment-specific light conditions, and the PV
panel characteristics. We denote by SPV the PV panel illuminated area in m2,
and by ηPV the PV cell efficiency. Light intensity is modeled by the global
horizontal irradiance, Igh(τ), measured in W/m2, representing the total amount
of shortwave radiation received by the PV panel. The harvested energy by the
node during timeslot τ is measured in Joules, and computed as follows:

Eh(τ) = Igh(τ) · SPV · ηPV · T (1)

3.2 Use Cases

In our analysis, we consider deployment periods of approximately one year,
divided in hourly timeslots, i.e. T = 1 h. For the PV panel characteristics, we
suppose an illuminated area SPV = 10 cm2, having an efficiency ηPV = 0.25 [13].

We consider in our analysis both outdoor and indoor deployment scenar-
ios, covering a wide range of lighting conditions. We determine the harvested
energy at each timeslot Eh(τ) by using real-world datasets providing measure-
ments of the hourly Igh(τ). For the outdoor scenario, we use measurements col-
lected in Los Angeles during the year of 2014, provided by the U.S. Department
of Energy [14]. The average daily irradiation is month-dependent, and varies
between 39.04 J/cm2/day in December, and 109.56 J/cm2/day in June. For the
indoor scenario, we consider datasets provided by Gorlatova et al. [15] present-
ing measurements in office buildings in New York City. We select two particular
indoor locations with significantly different lighting conditions. Location A is
poorly lighted, with window shading used at all times, and an average daily
irradiation of 1.3 J/cm2/day. Conversely, location B is very well lighted, it has
large windows with unobstructed view, and an average daily irradiation of 63
J/cm2/day.
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4 The Battery Characterization

4.1 Battery Model

In harvesting-based WSNs, nodes are usually equipped with a rechargeable bat-
tery capable of storing the harvested energy, as well as powering the node.
Rechargeable batteries are mainly characterized by their capacity Emax, and
their charge/discharge efficiency ηbat < 1 that causes energy loss when the bat-
tery is used. It should be noted that battery characteristics may vary under
different operating temperatures and battery age [16]. Without loss of general-
ity, we consider a constant discharge efficiency representing the average of the
charge losses a battery may suffer from under different conditions.

In our model, we assume the presence of a power manager responsible of deliv-
ering the necessary amount of energy to the node. A node is powered, through
the power manager, from the harvested energy alone, from the energy stored in
the battery, or from both. The power manager has an output regulator, with
an output efficiency ηout < 1. This means that, when energy is delivered to the
node, a certain amount of this energy is lost. Consequently, if we denote by
Ec(τ) the energy consumption of a node during a timeslot τ (later detailed in
Sect. 5), the power manager must deliver Ec(τ)/ηout Joules to the node in order
to supply its demand [11].

To model the battery level variation as a function of time, we adopt the energy
management model presented by Taneja et al. [11]. We extend their model by
adding the battery charge/discharge efficiency ηbat. We denote by Er(τ) the
battery residual energy level at the beginning of timeslot τ . At each timeslot,
the node power source is determined by the power manager by comparing the
amount of harvested energy Eh(τ), and the energy to be delivered to the node
Ec(τ)/ηout. Two cases unfold, determining the battery behavior at each timeslot:

– Eh(τ) ≥ Ec(τ)/ηout: in this case, the harvested energy is enough to solely
supply the node. The remaining amount of energy, unused by the node, is
stored in the battery, causing the battery to charge according to Eq. 2:

Er(τ + 1) = min
(
Er(τ) + ηbat ·

(
Eh(τ) − Ec(τ)

ηout

)
, Emax

)
(2)

– Eh(τ) < Ec(τ)/ηout: in this case, the harvested energy is not enough to
solely supply the node. The missing amount of energy must be provided by
the battery. Consequently, two possibilities open up:

1. The amount of harvested energy, combined with the amount of the battery
residual energy is enough to supply the node energy demand. The node is
powered, and the battery discharges according to Eq. 3:

Er(τ + 1) = Er(τ) +
1

ηbat
·
(
Eh(τ) − Ec(τ)

ηout

)
, if Eh(τ) + ηbat · Er(τ) ≥ Ec(τ)

ηout
(3)
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2. The amount of available energy is not enough to power the node. In this case,
the node is in power outage situation, and cannot be properly powered. The
node must cease its activity, and we refer to it as non-operational. Let Tno be
the subset of timeslots τ during which the node is non-operational:

τ ∈ Tno ⊆ T ⇐⇒ Eh(τ) + ηbat · Er(τ) <
Ec(τ)
ηout

(4)

If power outage is tolerated, the nodes remain non-operational for a limited
duration only, since the battery can still be recharged by the harvested energy.
Once the available energy is sufficient again, a non-operational node resumes its
activity. We consider that the tolerance for temporarily non-operational nodes
depends on the specific application requirements. In this work, we study two
classes of applications: outage intolerant and outage tolerant, further defined in
detail in Sect. 5.

4.2 Use Cases

We consider in our analysis a variety of rechargeable batteries, with different
characteristics. The most common rechargeable technologies are Nickel Metal
Hydride (NiMH) and Lithium Ion (Li-ion). NiMH batteries suffer from low
charge/discharge efficiency; however, they have a simple charging method, low-
ering their cost. Li-based batteries have higher charge/discharge efficiency, but a
more complex charging method [5]. The set of batteries we consider in our analy-
sis covers a wide range of characteristics, summarized in Table 1. Regarding the
output regulator, we consider an efficiency ηout = 0.8 [11].

Table 1. Comparison of rechargeable batteries characteristics [6,17].

Model Type Volume (cm3) Emax (J) Capacity (mAh) ηbat Notation

AA NiMH 7.7 10800 2500 0.66 AA-Ni

AAA NiMH 3.8 5625 1250 0.66 AAA-Ni

AA Li 7.7 9857 740 0.99 AA-Li

Ultrathin 200 Li 2.7 2664 200 0.99 U-Li-200

Ultrathin 100 Li 1.3 1332 100 0.99 U-Li-100

Ultrathin 43 Li 0.6 573 43 0.99 U-Li-43

Ultrathin 10 Li 0.6 133 10 0.99 U-Li-10

5 The Application Characterization

5.1 Energy Consumption Model

The power consumption differs from one application to another, depending on
the sensing activity by the sensor, the computation performed by the CPU, and
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the communication scheme of the radio transceiver. In this study, we consider
that the radio transceiver is the main energy consumption source [12], disregard-
ing other consumption sources. However, including CPU or sensing consumption
in the model is straightforward. We suppose that during each timeslot τ of dura-
tion T , a duty cycle DC(τ) is forced on the radio transceiver. The latter will be
awake, and consuming power, during each timeslot, for a time equal to DC(τ)·T .
For the remaining time, the node is asleep, with a negligible power consumption.
When awake, the transceiver switches between three states: receive, transmit,
and listen. The power consumed in these states is very similar, as proven by
experimental studies [12], and transceiver datasheets [18]. We consider that the
power consumed by the radio while active is equal to the average of the power
consumption of these three states, denoted by Pavg. Thus, during a time period
T , the energy Ec(τ) consumed by the transceiver is dictated by the duty cycle
DC(τ), such as:

Ec(τ) = Pavg · DC(τ) · T (5)

5.2 Application Classes

The application determines the tolerance for having a temporarily non-
operational node. In this study, we consider the following application classes:

Outage Intolerant: For these applications, a node cannot enter the non-
operational state. The node is required to sustain its activity without suffering
from a power outage, meaning that continuous operation is a requirement. We
denote by Tco the set of consecutive timeslots during which the node is opera-
tional up until the first power outage takes place. We formally define continuous
operation (c.o.) as:

c.o. ⇐⇒ Eh(τ) + ηbat · Er(τ) >
Ec(τ)
ηout

, ∀τ ∈ Tco ⊆ T (6)

The node lifetime in this case is equal to the duration during which the node
is continuously operational, up until the first power outage takes place. We refer
to it as the continuous operation lifetime. With timeslots of duration T , the
continuous operation lifetime is equal to |Tco| · T .

Outage Tolerant: For these applications, the node can be temporarily non-
operational. A node will remain non-operational as long as the amount of har-
vested energy combined with the battery residual energy are below the node
energy requirement. Once the delivered energy is enough, the node resumes its
activity. During a non-operational timeslot, the harvested energy is only used to
recharge the battery:

Er(τ + 1) = min(Er(τ) + ηbat · Eh(τ), Emax) (7)
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In this work, we consider the duty cycle to be the percentage of time during
which a node is active in the timeslots where the node is operational. In non-
operational timeslots, where the node is inactive, the duty cycle is null:

DC(τ) =

{
DC, ∀τ ∈ T \ Tno

0, ∀τ ∈ Tno

(8)

We limit our study to static duty cycles, such as the duty cycle is set to a
fixed value DC in the operational timeslots. Although dynamic duty cycles are
out of the scope of this paper, expanding the framework to include adaptive duty
cycles in each timeslot is straightforward.

In outage tolerant applications, it is possible that the node frequently
switches between the non-operational and the operational state. We define nc as
the consecutive number of timeslots during which the node is non-operational.
Each time the node enters the non-operational state, a new instance nc(τ) of the
counter nc is created. We denote by ncmax

the maximum number of consecutive
non-operational timeslots:

ncmax
= max

τ∈Tno

nc(τ) (9)

Finally, we define rno as the percentage of time during which the node is
non-operational out of the whole observation period T :

rno = 100 × |Tno|
|T | (10)

5.3 Use Cases

In our analysis, we do not limit the study to specific applications, but we study
different application requirements, which can be matched to a target application
afterwards. Our use cases are representative of several WSN applications. We
study outage intolerant applications, where continuous operation is required. We
also consider several cases of outage tolerant applications with different values of
ncmax

and rno. Regarding energy consumption, based on the CC2420 transceiver
datasheet [18], we fix the energy consumption during a one hour timeslot to
Pavg · T = 180 J.

6 Outage Intolerant Applications

In this section, we consider outage intolerant applications, where continuous
operation is required (Eq. 6). Using our model, we are able to determine the
continuous operation lifetime, i.e. the time duration before the first power short-
age takes place. With timeslots of duration one hour, the continuous operation
lifetime is equal to |Tco| hours. For comparison, we use the metric rco, which rep-
resents the percentage of the continuous operation out of the whole observation
period, such as rco = 100 × |Tco|

|T | .
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6.1 Outdoor

Figure 1 shows a comparison of rco for an outdoor, one year deployment. We
compare the results for the deployment starting at different months of the year.
The fixed duty cycle values are such that DC ∈ {20%, 33%, 50%}. The choice
of such high duty cycles is not uncommon in harvesting-based WSNs, where
energy constraints are alleviated [7]. Having higher duty cycles is beneficial,
since it allows lower communication delays, and higher throughput.

For DC = 20% (Fig. 1a), all the batteries are capable of guaranteeing con-
tinuous operation during the whole year, except for the smallest Li batteries.
In fact, with the 10 mAh Ultrathin battery, the node is continuously active for
2 h only. For DC = 33% (Fig. 1b), continuous operation is achieved for a whole
year for all the Li batteries, except the smallest ones, no matter the deployment
month. However, for the NiMH batteries, continuous operation is only achieved
for the AA-sized battery having the largest capacity, and only if the deployment
starts at January. For DC = 50% (Fig. 1c), none of the batteries are capable of
achieving continuous operation for a whole year, no matter the month of deploy-
ment. These results suggest that Li-based batteries generally outperform NiMH
batteries. This is due to the high charging efficiency of Li batteries, as opposed
to the low efficiency of NiMH batteries causing them to charge less and discharge
more aggressively. On the other hand, the smallest Li batteries (43 and 10 mAh)
are limited by their relatively small capacity. This suggests that much lower duty
cycles are recommended when using these batteries.

Fig. 1. Percentage of the continuous operation out of the whole observation period -
Outdoor. (Color figure online)
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Fig. 2. Percentage of the continuous operation out of the whole observation period -
Indoor.

A pattern concerning the effect of the deployment month on the achieved
lifetime emerges. This is due to the significant difference in the amount of har-
vestable energy from one month to another. It is generally around November
and December that the aggressive discharge will take place considering the few
recharge opportunities. Thus, it is more likely that a node will enter the non-
operational state during these months.

6.2 Indoor

Figure 2 shows a comparison of rco for the indoor locations. Since harvestable
energy indoor is far less available than outdoor, smaller duty-cycles are con-
sidered: DC ∈ {1%, 5%, 10%}. Unlike the outdoor scenario, we do not have
the deployment month dependency. At the well lighted location B, Fig. 2b shows
that, with DC = 1%, all the batteries, except the 10 mAh Ultrathin, are capable
of achieving continuous operation for the whole observation period. This means
that any of these batteries can be used with a duty cycle DC = 1% or lower.
Figure 2a shows that, at the poorly lighted location A, the longest time for which
the node is capable of sustaining its continuous operation is equal to rco = 73%
of the observation period, for DC = 1% and two AA-sized NiMH batteries. The
results show that duty cycles on the order of DC = 5% are relatively high for
indoor applications, since no battery is capable of guaranteeing continuous oper-
ation for longer than rco = 24% of the observation period. Another observation
in Fig. 2a is that the Ultrathin 43 mAh and 10 mAh batteries are only suitable
for applications requiring duty cycles even lower than DC = 1%.

7 Non-operational Time in Outage Tolerant Applications

In this section, we consider outage tolerant applications, where continuous oper-
ation is not a requirement. The node may become non-operational for a certain



224 J. Oueis et al.

Fig. 3. Outage tolerance parameters - Outdoor.

duration before regaining enough energy to resume its activity. Some applica-
tions set regulations for the non-operational period, by bounding the outage
tolerance parameters ncmax

(Eq. 9) and/or rno (Eq. 10). Using our model, we
compute ncmax

and rno for a given fixed duty cycle DC.

7.1 Outdoor

Figure 3a and b show values of ncmax
and rno, respectively, during a one year

deployment in the outdoor location, for different battery models, and for different
static duty cycle values: DC ∈ {20%, 33%, 50%}. Since continuous operation is
no longer a target, the month of deployment does not affect the output. Tolerance
for non-operational time and the required duty cycle, set by the application, are
used to determine the suitable battery. For example, a node powered by a 43 mAh
Ultrathin battery, with DC = 20%, is in power outage for two consecutive hours
maximum, and remains operational for a total of 97 % of the whole deployment
period. For applications tolerating these conditions, a node can be equipped with
this type of battery. In an outage intolerant application, such batteries were not
even capable of surviving one month under the same conditions.

7.2 Indoor

Figure 4 shows values of ncmax
and rno, for indoor locations A and B, for differ-

ent batteries, and for different static duty cycle values: DC ∈ {1%, 5%, 10%}.
In location A, Fig. 4a and b show that even with the relatively low DC = 1%,
the tolerance for non-operational time must be high. As the duty cycle increases
and the battery capacity decreases, the total non-operational time increases sig-
nificantly. The values of the total non-operational time reached in location A
(Fig. 4b), are highly impractical in real-life deployments. It is useless to have
the node non-operational for 80 % of the time, for example, as required by most
batteries. In location B, we can see in Fig. 4d that there is no power outage for
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Fig. 4. Outage tolerance parameters - Indoor locations A (a,b) and B (c,d). (Color
figure online)

DC = 1%, except with the Ultrathin 10 mAh battery. This is in accordance with
the results shown in Fig. 2b. With the Ultrathin 10 mAh battery and DC = 1%,
for an outage intolerant application, the node is active for only 30 % of the obser-
vation period. However, for outage tolerant applications, results show that the
node is active, with DC = 1%, for 96.6 % of the time, while staying in the non-
operational state for a maximum of 10 consecutive hours. For the higher duty
cycles, total non-operational time increases significantly.

8 Duty Cycle Dimensioning in Outage Tolerant
Applications

We consider now the complementary problem of the previous section. Given pre-
determined boundaries on ncmax

and rno, we compute the maximum achievable
DC value.
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Fig. 5. Maximum achievable duty cycle for pre-determined conditions - Outdoor.

8.1 Outdoor

Figure 5a and b show the maximum achievable duty cycle DC in the outdoor
location, with the AA-sized NiMH batteries, and the Ultrathin 43 mAh bat-
tery, respectively. As anticipated, the more we tolerate outages, the more DC
increases. Since rno is bounded, the maximum achievable value of DC is also
bounded. With the NiMH batteries, Fig. 5a shows that the maximum achiev-
able duty cycle with no tolerance for outages is DC = 34%, a relatively high
value. As the tolerance for non-operational time increases, duty cycles as high
as DC = 93% can be achieved, with the node being non-operational for a max-
imum of 15 consecutive hours, and for 33 % of the observation period. However,
conditions are more strict for the Ultrathin 43 mAh battery, as shown in Fig. 5b.
The maximum achievable duty cycle with no tolerance for outages is DC = 18%.

8.2 Indoor

Figure 6a and b show the maximum achievable DC in indoor locations, A and B,
respectively, with AA-sized NiMH batteries. The difference is clear in terms of
the achieved duty cycle between these two locations. In the poorly lighted loca-
tion A, the duty cycle reaches a maximum of DC = 1.3% being non-operational
for 43 % of the time, with 200 maximum consecutive non-operational hours. In
the well lighted location B, the achieved duty cycle for the same non-operational
conditions is DC = 5%. Higher duty-cycles are achieved at the costly expense of
having a large amount of time during which the node is non-operational. Some
of the non-operational constraints may be impractical, meaning that applica-
tions requiring higher duty cycles as well as short outage time are difficult to
accommodate to indoor environments.
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Fig. 6. Maximum achievable duty cycle for pre-determined conditions with 2*AA-
NiMH batteries - Indoor.

9 Conclusion

In this paper, we present a PV energy harvesting model for a single node in a
WSN. We build our model around three major components: the environment,
the battery, and the application. Based on our model, given two of the three
components, we can characterize the third one. We define several use cases using
real-world datasets of light intensity, in both indoor and outdoor scenarios, a wide
range of rechargeable batteries, and various application parameters. We show
that, given particular application parameters, we are able to determine which
batteries are suitable, given the node duty cycle, and vice versa. Furthermore,
the feasibility of an application in a specific environment, or for a specific battery,
can be studied. Results show that tolerating short power outage periods allows
extending the node lifetime, with higher duty cycle values.

For future work, it is of utmost importance to further expand the model
from a single wireless node to the whole network. Collaboration between the
nodes, and relaying functionalities may influence the node behavior. Moreover,
the outage tolerant applications raise new challenges on how to deal with the
unexpected “disappearance” of a node when non-operational, followed by its
“reappearance” in the network.
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Abstract. Network graphs satisfying redundancy and coexistence can
be planarized by means of local algorithms without making assumptions
on the nodes’ communication ranges. We generalize these properties to
k-weak and k-strong coexistence and redundancy. Subsequently, we give
empirical evidence that these properties are present in simulated wireless
sensor networks as well as in actual testbed deployments, especially if
looking at the graph’s c-hop clustered overlay representations, for c ≤ 2.

Keywords: WSN · Planarization · Local algorithm · Geometric
graph · Redundancy · Coexistence · Log normal shadowing · Testbed
measurements

1 Introduction

In wireless sensor networks (WSNs) there are various problems, e.g., guaranteed
delivery georouting [1] and tracking of mobile objects [7], that can be solved effi-
ciently by means of local algorithms, provided that the network graph is planar
(i.e., its straight line drawing in the plane is free of edge intersections). Typically
wireless network graphs are not planar. Therefore, local planarization algorithms
are required. These algorithms often assume perfect or almost perfect unit trans-
mission ranges of nodes. However, such assumptions lack practical relevance and
often reduce mathematical reasoning to problems in circle geometry. The local
algorithm LLRAP [5] does not require such assumptions. It correctly outputs
a connected, planar subgraph of a given network graph, if this network graph
satisfies the structural properties redundancy and coexistence (see Definitions 1
and 2).

In this preliminary study, we make two novel contributions: Firstly, we gen-
eralize the said terms to k-strong/k-weak redundancy and coexistence. Secondly,
we investigate empirically to which extent these properties are present in actual
sensor network deployments, as well as in simulated large-scale networks. More-
over, we study if c-hop clustered overlay representations (c ≤ 2) of these graphs
are more likely to satisfy these properties. Our results show that even for small
constants k and c, respectively, the properties are almost always present.
c© Springer International Publishing Switzerland 2016
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2 Generalization of Redundancy and Coexistence

Definition 1 (k-strong and k-weak redundancy property). A geometric
graph G = (V,E) satisfies the k-strong [ k-weak] redundancy property, if for
any pair of intersecting edges uv, xy ∈ E it holds that at least one of the nodes
in {u, v, x, y} is connected in G to both nodes [at least one node] from the inter-
secting edge by a path of length at most k-hops. The redundancy property defined
in [5] is equivalent to the 1-strong redundancy property defined here.

Definition 2 (k-strong and k-weak coexistence property). A geometric
graph G = (V,E) satisfies the k-strong [ k-weak] coexistence property, if for any
pairwise connected node triple u, v, w ∈ V and all nodes x ∈ V located inside
the triangle �(uvw) it holds that x is connected in G to all nodes [at least one
node] from {u, v, w} by a path of length at most k-hops. The coexistence property
defined in [5] is equivalant to the 1-strong coexistence property defined here.

Any unit disk graph (UDG) satisfies 1-strong redundancy [2, Lemma 4.1]
and 1-strong coexistence [5, Lemma 1]. Moreover, any d-quasi unit disk graph
(QUDG) [3], for d ≥ 1/

√
2, satisfies 1-weak redundancy [3, Lemma 8.1] and 1-

weak coexistence (we omit a formal proof of this last claim due to space restric-
tions). Also note that for an arbitrary geometric graph G with graph diameter δ
it trivially holds that G satisfies δ-strong redundancy and δ-strong coexistence.

3 Empirical Analysis

3.1 Simulation Setup and Testbed Data

Simulation. We generated 56 large-scale wireless network graphs as follows. On
a 2600×2600 square area we randomly placed nodes using a spatial homogeneous
Poisson process with rate λ = 2000. Path loss between two nodes at distance d is
modeled according to the Log Normal Shadowing (LNS) model [6, Eq. (3.69a)],
using a path loss at reference distance d0 of 39.15 dB, path loss exponent γ = 3,
and shadowing variance σ2 = 5. Given the path loss, we computed SNR[dB] at
the receiver assuming a transmit power of 1 dBm and a noise floor of −100 dBm.
Lastly, we obtained a probability of bit error Pe = 10−SNR[dB]/10 according to [6,
Eq. (5.162)] assuming FSK modulation and maintained the link only if Pe < 1/2.
On average, these graphs consist of 2018 nodes and have a node degree of 8.

Testbed. The wireless sensor network CitySee [4] is deployed in the urban area
of Wuxi City, China. The data available to us is a three days measurement in a
network composed of 302 wireless sensor nodes (based on TelosB, equipped with
CC2420 RF transceivers [4]). During the measurements, ca. every 10 minutes
each node gathered its neighborhood tables including received signal strength
indicator (RSSI) values. The size of a node’s neighborhood table was deliberately
restricted to at most 10 neighbors (the criteria used for limitation are unknown
to us). For obtaining snapshots of this network graph, we split the series into
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chunks of 10 min intervals and obtained the respective adjacency matrices. In
total 360 snapshot graphs were obtained consisting of 297 nodes on average.

Clustering. We employ the following randomized c-hop cluster scheme to obtain
the clustered overlay representation Gc = (Vc, Ec) for a given graph G = (V,E).
Initially all nodes are unclustered. While there is an unclustered node, one such
node u is chosen uniformly at random and added to Vc. Node u and its unclus-
tered c-hop neighbors form a cluster and are marked as clustered. Once all nodes
are clustered, any two nodes u, v ∈ Vc are connected by an edge in Ec, if there is
an edge e ∈ E which connects cluster members of u and v. We use a randomized
technique instead of some more advanced one to avoid a bias of the results.

3.2 Results

Table 1 shows the averaged results as percentages for CitySee and LNS graphs, as
well as their 1-hop and 2-hop clustered overlays. The last three columns refer to
the average and maximum graph diameter, and list the average number of events
(redundancy: two edges intersect; coexistence: node is contained in a triangle).

In the unclustered CitySee graphs, for k=3 all properties but k-strong coex-
istence are satisfied in more than 99% of cases; at k = 4 all properties reach
the 99%-level. The 100%-level for the weak and strong properties are reached

Table 1. Avg’ed results of CitySee and LNS graphs including clustered representations

Prop. k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 δavg δmax #Eventsavg

C
it
y
S
ee

u
n
cl
.

k-w-red 0.55829 0.96406 0.99920 0.99983 0.99998 1.0 1.0

6.039 10
42310.3

k-s-red 0.20119 0.86075 0.99750 0.99945 0.99990 0.99999 1.0
k-w-coe 0.64319 0.94977 0.99679 0.99931 1.0 1.0 1.0

3249.7
k-s-coe 0.08831 0.74183 0.97082 0.99794 0.99931 1.0 1.0

1
-h
o
p

k-w-red 0.94352 0.99863 0.99991 1.0 1.0 1.0 1.0

4.086 8
9878.3

k-s-red 0.72847 0.99650 0.99893 0.99992 1.0 1.0 1.0
k-w-coe 0.71016 0.99417 0.99973 1.0 1.0 1.0 1.0

4443.8
k-s-coe 0.15149 0.90471 0.99863 0.99974 1.0 1.0 1.0

2
-h
o
p

k-w-red 0.99459 0.99985 1.0 1.0 1.0

2.983 5
153.7

k-s-red 0.94208 0.99983 1.0 1.0 1.0
k-w-coe 0.80770 0.99991 1.0 1.0 1.0

113.4
k-s-coe 0.19222 0.97859 1.0 1.0 1.0

L
N
S

u
n
cl
.

k-w-red 0.99998 1.0 1.0

48.821 55
13406.6

k-s-red 0.97901 1.0 1.0
k-w-coe 1.0 1.0 1.0

3583.9
k-s-coe 0.91705 1.0 1.0

1
-h
o
p

k-w-red 1.0 1.0 1.0

24.571 28
112.3

k-s-red 0.99260 1.0 1.0
k-w-coe 1.0 1.0 1.0

37.1
k-s-coe 0.74459 1.0 1.0

2
-h
o
p

k-w-red 1.0 1.0 1.0

15.661 19
30.4

k-s-red 0.99633 1.0 1.0
k-w-coe 0.99881 1.0 1.0

14.0
k-s-coe 0.65195 0.99881 1.0
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at k = 6 and k = 7, respectively. This is well below the maximum diameter,
but matches its average. Similar results can be observed for the 1-hop and 2-
hop clustered overlays, although for a smaller k. The 100%-level is reached for
all properties at k = 5 and k = 3 regarding 1-hop and 2-hop clustered graphs,
respectively. The data also reveals a huge improvement between k=1 and k=2:
whereas for k=1 some properties are rarely satisfied, at k=2 all properties are
satisfied in the vast majority of cases. However, we claim that these results are
negatively biased, due to the neighborhood size restriction in the available data.

The analysis of the large-scale LNS graphs shows that all properties are sat-
isfied in 100% of cases independently of the diameter. In the unclustered graphs,
the average diameter is greater than 48, but all properties reach the 100%-level
at k = 2. Even for k = 1, the strong properties are mainly satisfied. Similar
results are obtained for the clustered representations. However, compared with
the CitySee data—where for a fixed k the percentages always rise with increas-
ing c-values—a partial reverse of trends regarding clustered representations can
be observed. Although this still holds for redundancy, in case of coexistence for
k = 1 the percentages for 2-hop clustered graphs are smaller compared to the
1-hop and unclustered graphs. One reason for this is that in the clustered LNS
graphs the number of events drops vastly and a few deviations have a strong
impact.

4 Conclusion

1-strong redundancy and coexistence are sufficient conditions for local planariza-
tion of geometric graphs. However, is it reasonable to assume that these prop-
erties or their generalizations are actually present in wireless network graphs?
Our empirical analysis of simulated and WSN testbed data positively answers
this question. Although these properties are not perfectly present when looking
directly at the network graph, they are very likely to be present in this graph’s c-
hop clustered representation, for c ≤ 2. In conclusion, in WSN algorithm design
it is justified and practically relevant to assume and use the presence of the
structural network properties redundancy and coexistence. Furthermore, replac-
ing the simplistic unit disk assumptions by these properties helps to detach
mathematical reasoning in this field from questions related to circle geometry.
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by the German Research Foundation (DFG), grant “FR 2978/1-2”.
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Abstract. Remote healthcare systems help doctors diagnose, moni-
tor and treat chronic diseases by collecting data from Implantable
Medical Devices (IMDs) through base stations that are often located
in the patients’ house. In the future, these systems may also support
bidirectional communication, allowing remote reprogramming of IMDs.
As sensitive medical data and commands to modify the IMD’s settings
will be sent wirelessly, strong security and privacy mechanisms must be
deployed.

In this paper, we propose a user-friendly protocol that is used to
establish a secure end-to-end channel between the IMD and the hospi-
tal while preserving the patient’s privacy. The protocol can be used by
patients (at home) to send medical data to the hospital or by doctors to
remotely reprogram their patients’ IMD. We also propose a key establish-
ment protocol between the IMD and the base station based on a patient’s
physiological signal in combination with fuzzy extractors. Through secu-
rity analysis, we show that our protocol resists various attacks and
protects patients’ privacy.

1 Introduction

Remote healthcare systems usually collect data from medical devices implanted
within the patient’s body, also known as Implantable Medical Devices (IMDs),
several times per day through a base station that is often installed in the patient’s
house. In the near future, these systems may support bidirectional communica-
tion to enable remote reprogramming of the IMD by a doctor in a hospital.
While these remote healthcare systems can improve the patients’ quality of life
and extend the time they can live independently at home, they pose important
security and privacy risks. Currently, proprietary protocols are being deployed
with limited security measures [7,11]. These insecure wireless protocols may lead
to several attacks that can result in fatal consequences for patients.

Remote healthcare systems are typically built such that there is a central
node (denoted as data concentrator in the rest of this paper) that collects and
redirects all (encrypted) data sent between base stations and hospitals. Con-
text information about these communications, i.e. metadata, can be valuable for
c© Springer International Publishing Switzerland 2016
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insurance companies or government agencies to monitor public health or com-
pile statistics. However, even if cryptography is used, metadata can leak patients’
sensitive information to the data concentrator, which may lead to abuse of data,
e.g. denying individuals an insurance contract. To mitigate some of these issues,
a trivial solution would be to have several data concentrators (instead of only
one) that do not cooperate with each other. This solution would be expensive to
deploy and difficult to maintain. In addition, there would not be any guarantee
that the data concentrators do not share data with each other. Another solution
would be to use a fresh pseudonym in every message. Although this approach
would make it more difficult for adversaries to compromise the patient’s privacy,
this is not sufficient; if the data concentrator knows where the base station is
located, then unique patient identifiers may be revealed.

Our first contribution is a user-friendly protocol that allows an IMD to estab-
lish an end-to-end secure channel with a hospital while preserving the patient’s
privacy. The protocol can be used by patients (at home) to send medical data to
the hospital or by doctors to remotely reprogram the IMD of their patients. Our
protocol makes use of cryptography and an anonymous communication channel
to prevent the data concentrator from learning patients’ sensitive information.
Our second contribution is a key establishment protocol that allows an IMD
and a base station to agree on a symmetric session key without using public-key
cryptography or any pre-shared secrets between devices. Instead, our protocol
uses a patient’s physiological signal in combination with fuzzy extractors.

2 Related Work

2.1 Security and Privacy in Remote Monitoring Systems

While much research has focused on making remote monitoring systems more
reliable, unobtrusive, energy efficient and scalable, security and privacy have
received less attention [10,12]. Ko et al. acknowledged the importance of secu-
rity and privacy, but they did not provide details about cryptographic mecha-
nisms [9]. Ortiz et al. proposed a protocol to secure the wireless communication
between devices in a medical system [13]. However, the protocol does not provide
message integrity, and the receiver keeps a list of keys for each transmitter. Trans-
mitters send messages along with their unique device identity (ID) unencrypted
to indicate to the receiver which of the keys is used to decrypt the message. This
may result in a privacy breach since adversaries can use the unique transmit-
ter ID to track, identify or locate individuals. Perrig et al. presented SNEP, a
protocol that provides data confidentiality, integrity, mutual authentication and
message freshness [14]. Pre-installed symmetric keys, shared between each device
and the base station, are used to derive a new session key every time a device
starts communicating with the base station. In contrast to Perrig et al., we also
consider privacy. More specifically, our protocol aims to prevent unauthorized
entities and adversaries from discovering the patients’ real ID, their location or
being able to link their messages. Furthermore, the devices are implanted within
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the patient’s body and the base stations do not have any pre-shared keys with
them, which makes key management more challenging.

2.2 Key Establishment Protocols

The unique characteristics of IMDs pose novel challenges in the design of
key establishment protocols and key management solutions. IMDs are battery-
powered and resource-constrained devices in terms of size, memory, processor
and energy. The battery typically lasts 7 years. When the battery is drained,
surgery is needed to replace the IMD. We note that a trade-off between security
and open-access in emergencies is also required. Consider a cardiac patient who
is travelling. Although it is clear that no one should be able to access his pace-
maker while he is walking on the street, medical staff should have immediate
access to his IMD in an emergency situation.

Intuitively, one possible way for the IMD and the base station to estab-
lish a key would be to use public-key cryptography. However, IMDs cannot use
expensive cryptographic primitives in terms of computations and power con-
sumption. Another possibility would be to pre-install a master (symmetric) key
in all IMDs, but this may prevent a patient from receiving care in an emergency
situation. A pairing protocol could also be used for establishing a symmetric ses-
sion key [4,6,18]. Nevertheless, IMDs do not contain a screen, a keyboard or an
accelerometer and it is not possible to physically access them once implanted;
thus none of the existing solutions can be used. In this paper, we propose a
key establishment protocol in which the IMD and the base station measure a
patient’s physiological signal independently and synchronously to agree on a
symmetric key. The protocol uses the time between heart beats, also known as
InterPulse Interval (IPI), as the source of randomness, similarly to the touch-to-
access protocol proposed by Rostami et al. [15]. Unlike their work, our protocol
is more efficient as it only uses symmetric cryptography in combination with
fuzzy extractors.

3 Design Preliminaries

3.1 System Model

Our remote healthcare system, similar to existing architectures, consists of the
following entities (see Fig. 1). Without loss of generality, in the rest of this paper
we will assume that the IMD is a pacemaker.

A pacemaker (PM) is a device implanted within a patient’s body that is
used to monitor and control his heart beat. A base station (BS) is an external
device installed in a fixed location (e.g. home or a hotel) which collects and
forwards medical data to a hospital, and sends commands to PMs as instructed
by a doctor in the hospital. BSs have a programming head that incorporates
a built-in sensor to read a patient’s physiological signal (e.g. the IPI). A data
concentrator (DC) acts as a bridge between BSs and hospitals, and is in practice
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Fig. 1. Our remote healthcare system comprises pacemakers (PMs), base stations
(BSs), a data concentrator (DC), hospitals (HOs) and a certification authority (CA).

often managed by the company that manufacturers the PMs and BSs. A hospital
(HO) is a medical institution where doctors analyse the medical data and send
commands to PMs, whereas a certification authority (CA) is a trusted entity
that issues digital certificates to HOs and the DC.

A BS and a PM can communicate with each other wirelessly using the Med-
ical Implant Communication Service (MICS) band [17], or any other low-energy
wireless technology. The communication range between the BS and the PM
depends on the wireless communication technology being used, e.g. from two to
five meters when using the MICS band. The communication between the BS and
the DC takes place over the Internet using a low-latency anonymous communi-
cation channel (e.g. a Mix network [16]), whereas the communication between
the DC and a HO takes place over the Internet using a standard secure channel,
e.g. TLS. To balance the load, multiple DCs are in place; however, for the sake
of simplicity, we consider them as one in the rest of this paper.

We consider two possible scenarios depending on whether the doctor is on-
line or off-line. For an on-line remote medical check, the patient first makes an
appointment with the doctor (e.g. via telephone). At the time of the appoint-
ment, the patient sends medical data to the HO through the base station. The
doctor then analyses the data and, if required, sends commands to the PM. If
the doctor is off-line, the patient can still send medical data to the HO; however,
these data will be processed by the doctor at a later stage. We note that in our
system the doctor can only reprogram the patient’s PM in the on-line scenario.

3.2 Threat Model and Assumptions

Threat Model: PMs and HOs are honest and trusted. PMs follow the
protocol specifications as designed by their manufacturers and the U.S.
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Federal Communications Commission (FCC). PMs can only establish one com-
munication session with a BS at a time, and do not initiate any communication
without receiving a request from a legitimate BS [2]. Adversaries can eavesdrop,
modify, inject and jam the messages exchanged between any of the entities.
Adversaries can observe only a fraction of the Internet network traffic. This is
a common assumption when using low-latency anonymous communication sys-
tems. In addition, adversaries might compromise any number of BSs, including
the one being used by the patient. The DC is honest but curious; it follows
the protocol specifications but it might attempt to discover information about
patients by looking at metadata.

Assumptions: We assume that adversaries cannot make physical contact with
the patient without this being noticed by the patient. We assume that the com-
munication between the BS and the DC takes place over the Internet using an
anonymous communication channel. However, we do not specify which type of
anonymous channel is used, since this is out of the scope of this paper. We
assume that all entities (except PMs) have the CA’s certificate pre-installed. We
assume that each HO has a server with a database that contains a list of their
patients along with their corresponding PM IDs and cryptographic keys. The
server is located in a secure room where it cannot be stolen or tampered with;
only authorized medical staff has access to it through appropriate identification,
authentication and authorization mechanisms.

3.3 Design Requirements

Our remote healthcare system should satisfy the following functional (F), secu-
rity (S) and privacy (P) requirements.

(F1) User-friendly: Reporting medical data and reprogramming the PM
should be easy and convenient for patients.

(F2) BS-independent: Patients should be able to use any legitimate BS,
even the ones belonging to other patients.

(F3) Energy Cost: Computational cost at PMs should be as low as possible
to reduce the energy consumption.

(S1) Mutual Entity Authentication: PMs and HOs should be assured
of each other’s identity when receiving messages.

(S2) Message Integrity: PMs and HOs should be assured that the received
messages are fresh and have not been altered during transit.

(S3) Confidentiality of Medical Data and Commands: Only the
authorized HO should be able to access patient’s medical data and send
commands.

(S4) Availability: Ensures that the system is accessible upon demand by
authorised entities.

(P1) Patient Privacy (minimum data disclosure):
(P1.1) Patient Identity Privacy: Only HOs should know the identity of

the patient who sends medical data.



242 E. Marin et al.

(P1.2) Hospital Identity Privacy: No unauthorized entity should know
to which hospital the patient sends medical data.

(P1.3) Location Privacy: No entity should infer the patient’s location.1

(P1.4) Session Unlinkability: Only the HO where the patient is registered
should be able to link messages sent from the same patient.

4 The Protocol

This section presents our protocol for medical data reporting and remote repro-
gramming of the patient’s PM. It provides end-to-end security (i.e. data confi-
dentiality, integrity, mutual authentication and message freshness) between the
patient’s PM and the hospital, and protects the patient’s privacy. Our protocol
is divided into two stages: the medical data reporting stage and the PM repro-
gramming stage. Prior to the detailed protocol description, we first outline the
system initialization process. Table 1 shows the notation used in the paper.

4.1 System Initialisation

Each HO and the DC generate a public/private key pair, PKhoi/SKhoi and
PKdc/SKdc, respectively. The public keys are signed by the CA. A list of valid
HO certificates is stored in the DC, whereas each HO has a valid DC certifi-
cate. A group signature scheme is used by BSs to anonymously sign messages
on behalf of the BSs group, so that the DC can still verify the authenticity of
the message without knowing which specific BS signed the message, thus hiding
the ID and location of the patient. All BSs use the same (group) public key,
PKbsgroup , and have distinct private keys, SKbsi . Next, the DC signs the BSs
group public key, generates a digital certificate that contains the ID and group’s
public key, and stores it. The certificate of the DC is pre-installed in all BSs.

During the PM manufacturing process, a symmetric key, Kho-ps, is pre-
installed in each PM. Kho-ps is shared between all PMs and the DC, and used for
generating HO pseudonyms. Our protocol uses the same Kho-ps for all PMs, so
that the DC cannot identify the PM that generated the HO pseudonym. In the
PM setup phase, two independent symmetric keys, Kpm-ho and Kpm-ps, are gen-
erated and installed in each PM. The procedure takes place in the HO before the
PM is implanted to avoid the PM’s manufacturer (often the DC) from learning
these keys. Kpm-ho and Kpm-ps are shared between the PM and its corresponding
HO. The former is used for encrypting the patient’s medical data whereas the
latter for generating PM pseudonyms.

Various circumstances may cause the certificates to become invalid before
their expiration date. If the private key of any of the entities is compromised, a
new public/private key pair is generated (as explained above). The new public
key is then signed by the CA and broadcasted to the network. All entities can

1 In an emergency situation doctors have other means (e.g. necklace-based emergency
systems) to know the patient’s location.
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Table 1. Notations.

Symbols Meanings

d, cmd medical data of a patient, command sent to the PM

IDi, PSi unique identity of entity i, pseudonym of entity i

Kpm-ho key shared between PM and HO to encrypt/decrypt data/commands

Kpm-ps key shared between PM and HO to create PM pseudonyms (ps)

Kho-ps key shared between all PMs and DC to generate HO’s pseudonyms (ps)

Ks session key established between PM and BS

Ni, TSi nonce generated by entity i, timestamp produced by entity i

msgi-j message constructed by entity i and intended for entity j

cti-j counter used in messages between the entity i and the entity j

Ci-j ciphertext generated by entity i and intended for entity j

PKi, SKi public and private key of entity i

PRFK(M) pseudorandom function of message M with key K

AEK(M) authenticated encryption of message M with key K

EPKi(M) asymmetric encryption of message M with public key of entity i

Sigi(M) digital signature of entity i on message M

then verify the message authenticity by using the CA’s public key. From that
point onwards, the old certificate is no longer valid. If the private key of any BS
is compromised, the BS is sent to its manufacturer for being reconfigured and
replaced. We note that group signature schemes typically allow revocation and
addition of new members (i.e. BSs) into the group (for more details, see [3]).

4.2 Medical Data Reporting Stage

After the system initialisation phase, the PM can report medical data to the
HO (see Fig. 1). Prior to each reporting stage, a new symmetric session key is
established between the PM and the BS for securing the data exchanged over
the air. We next describe the proposed key establishment protocol followed by
the actual reporting stage more in detail.

IPI-based Key Establishment Protocol: Our protocol requires the IMD and
the BS to independently measure the patient’s IPI (i.e. time between heart beats)
at the same time. These IPI readings, which can be measured anywhere in the
patient’s body just by touching the patient’s skin, are then used for establishing
a symmetric key that is valid only for one session. Previous work has shown
that the four least significant bits of IPIs are uncorrelated and independently
identically distributed (i.i.d) [19]. The IPI cannot be read remotely (e.g. via a
webcam), as shown by Rostami et al. [15]. Therefore, based on their results and
our assumptions, a remote attacker cannot measure the IPI. Figure 2 shows the
IPI-based key establishment protocol.
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Fig. 2. IPI-based key establishment protocol between the BS and the PM.

To trigger the key establishment procedure, the patient first presses a button
on the BS. The PM and BS then take two readings of the patient’s IPI at the
same time. However, these readings are not equal (but rather similar) due to the
noise. Let us denote the reading taken by the BS as α and the reading taken
by the PM as β. Fuzzy extractors allow generating a cryptographic key k from
α and then successfully reproduce k from β, iff α and β are almost equal [5].
Fuzzy extractors are composed by two functions: generate

(
Gen

)
and reproduce(

Rep
)
. Gen is executed by the BS with α as an input, and outputs a key k ε{

0, 1
}l and helper data P ε

{
0, 1

}∗. The BS then sends P in order to help the
PM to reproduce k. The PM executes Rep with β and P as inputs, and outputs
a key k’ (if β and α are similar, then k equals k’ ).

To achieve key confirmation, the BS generates a nonce, Nbs, and sends it
to the PM along with a Message Authentication Code (MAC), MACk(Nbs).
Upon receiving the message, the PM verifies MACk(Nbs) using k’. If the MAC
is verified correctly, the PM is assured that the BS knows the key; however the
BS does not have any assurance that the PM knows the key. For the PM to prove
knowledge of the key, it computes MACk(Nbs + 1) and sends it to the BS. The
BS repeats this operation with its own key and checks whether the result of this
operation corresponds to the received MAC. If the MAC is verified correctly,
both devices can use k, (hereafter denoted as Ks), to securely communicate with
each other, otherwise they execute the key establishment protocol again.

Reporting Medical Data to the HO: In this stage the patient’s PM sends
medical data to the HO. Figure 3 depicts the processes executed by the entities.



A Privacy-Preserving Remote Healthcare System 245

Fig. 3. Medical data reporting protocol.

PM: The PM performs the following steps.

1. It generates a fresh nonce, Npm, that is used to compute two fresh pseudonyms.
First, it computes a pseudonym for itself, i.e. PSpm = PRFKpm-ps(IDpm ‖ Npm),
where PRF is a pseudorandom function (e.g. a secure block cipher) and IDpm

is the PM’s real identity (e.g. serial number). This pseudonym is only used
once (i.e. in the message sent from the PM to the HO). Next, it computes a
pseudonym for the HO, i.e. PSho = PRFKho-ps(IDho ‖ Npm), where IDho is
the HO’s real identity. This pseudonym is used in a pair of messages (i.e. the
one sent from the PM to the HO and vice versa). Both pseudonyms protect the
patient’s privacy while communicating with the HO, i.e. the PM uses PSpm and
PSho instead of IDpm and IDho.

2. It encrypts the patient’s medical data, d, and a counter, ctpm-ho, using the secret
key it shares with the HO, Kpm-ho, i.e. (C,T)pm-ho = AEKpm-ho(ctpm-ho ‖ d).
Since PMs do not contain a precise clock, a counter is used to prevent replay
attacks. The counter is initialised to zero every time a new session key between
the BS and the PM is established. For better performance, the encryption
method used is an authenticated encryption scheme (e.g. AES-CCM [1]), which
outputs a ciphertext, C, and an authentication tag, T.

3. It constructs a message, Mpm-bs = PSs ‖ (C,T)pm-ho ‖ Npm, where PSs =
PSpm ‖ PSho, and encrypts it using the session key previously established
with the BS, Ks, i.e. (C,T)pm-bs = AEKs(ctpm-bs ‖ Mpm-bs).

4. It sends msgpm-bs = (C,T)pm-bs to the BS.

BS: Upon receiving msgpm-bs, the BS performs the following steps.

1. It verifies the authenticity of msgpm-bs and decrypts the ciphertext to obtain
(ctpm-bs ‖ Mpm-bs). It then checks whether the counter, ctpm-bs, is valid, i.e.
if it is higher than the counter of the last received message. If this condition
is satisfied, the message is accepted, otherwise it is rejected.

2. It generates a random session ID, Sid, that is valid for a pair of messages and
allows the HO to anonymously send a message back without knowing which
specific BS sent the message. Then it encrypts Sid along with Mpm-bs using
the public key of the DC, PKdc, i.e. Cbs-dc = EPKdc(Sid ‖ Mpm-bs).
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3. It constructs a message, Mbs-dc = (TSbs ‖ Cbs-dc), where TSbs is a timestamp
of the BS used to counter replay attacks. TSbs does not need to be kept
secret and is sent unencrypted to the DC; however, its integrity is protected
by means of a digital signature. This allows the DC to check the freshness of
the message before decrypting the message and verifying its authenticity.

4. It generates a signature on Mbs-dc using its private key, SigSKbs
(Mbs-dc). Then

it constructs a message, msgbs-dc = Mbs-dc ‖ SigSKbs
(Mbs-dc), and sends it to

the DC via an anonymous communication channel.

DC: Upon msgbs-dc reception, the DC performs the following steps.

1. It verifies the freshness of msgbs-dc by checking TSbs and the authenticity of the
message using the BSs group public key, PKbsgroup . It then decrypts Cbs-dc to
obtain (Sid ‖ Mpm-bs), where Mpm-bs = (PSpm ‖ PSho ‖ (C,T)pm-ho ‖ Npm).

2. It retrieves IDho by computing PS’ho = PRFKho-ps(IDhoi ‖ Npm) for all HOs,
(IDho1 , . . . , IDhon) until the DC finds a match, i.e. PS’ho equals PSho.

3. It constructs a message, Mdc = (PSpm ‖ IDho ‖ (C,T)pm-ho ‖ Npm), in which
PSho is replaced with IDho. Then it encrypts the message and the session ID,
Sid, using the public key of the HO, PKho, i.e. Cdc-ho = EPKho(Sid ‖ Mdc).

4. It constructs a message, Mdc-ho = (TSdc ‖ Cdc-ho), where TSdc is a timestamp
of the DC, and generates a signature on Mdc-ho using its private key,
SigSKdc

(Mdc-ho). Finally, it appends the signature to Mdc-ho in order to form
a message, msgdc-ho = Mdc-ho ‖ SigSKdc

(Mdc-ho), and sends it to the HO.

HO: Upon msgdc-ho reception, the HO performs the following steps.

1. It verifies the freshness of msgdc-ho by checking TSdc and the authenticity of the
message by checking the validity of SigSKdc

(Mdc-ho). It then decrypts Cdc-ho to
obtain (Sid ‖ Mdc), where Mdc = (PSpm ‖ IDho ‖ (C,T)pm-ho ‖ Npm).

2. It retrieves IDpm by computing PS’pm = PRFKpm-ps(IDpmi
‖ Npm) for all

PMs, (IDpm1
, . . . , IDpmw

), where w is the number of patients with a PM
registered in the HO, until a match is found, i.e. PS’pm equals PSpm.

3. It searches for IDpm in its database to retrieve Kpm-ho. Using this key, the HO
verifies and decrypts (C,T)pm-ho to obtain (ctpm-ho ‖ d). Next, the HO verifies
the freshness of the message by checking if the counter, ctpm-ho, is higher than
the counter of the previously received message. Only if this condition is fulfilled,
the HO accepts the patient’s medical data, d, as authentic and genuine.

4.3 PM Reprogramming Stage

After examining the patient’s medical data, the doctor can send the necessary
command(s) to adjust the PM’s settings. This stage, which can only take place
if the doctor is on-line, is described next and shown in Fig. 4.
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Fig. 4. PM’s reprogramming protocol.

HO: The HO performs the following steps.

1. It generates a fresh nonce, Nho, to create a fresh pseudonym for the PM,
PSpm. Then it increases the counter ctpm-ho, and encrypts it along with the
command, cmd, using Kpm-ho, i.e. (C, T)ho-pm = AEKpm-ho(ctpm-ho ‖ cmd).

2. It constructs a message, Mho = (IDho ‖ PSs ‖ (C, T)ho-pm ‖ Ns), where
PSs = (PSpm ‖ PSho) and Ns = (Npm ‖ Nho). Next it encrypts Mho and the
session ID using the public key of the DC, i.e. Cho-dc = EPKdc(Sid ‖ Mho).

3. It constructs a message Mho-dc = (TSho ‖ Cho-dc) and generates a signature
on it, SigSKho

(Mho-dc). Then it constructs a message, msgho-dc = Mho-dc ‖
SigSKho

(Mho-dc), and sends it to the DC.

DC: Upon msgho-dc reception, the DC performs the following.

1. It verifies the freshness and authenticity of msgho-dc, and decrypts it to obtain
(Sid ‖ Mho). Once it learns IDho and Sid, it checks if Sid is a valid session ID
for this HO, i.e. if a message containing this session ID was previously sent to
this specific HO. It then constructs Mdc-bs = (Sid ‖ TSdc ‖ Mdc), where Mdc =
(PSs ‖ (C, T)ho-pm ‖ Ns), generates a signature on it, SigSKdc

(Mdc-bs), and
constructs a message, msgdc-bs = Mdc-bs ‖ SigSKdc

(Mdc-bs). Finally, msgdc-bs
is sent to the BS over the anonymous communication channel previously used.

BS: Upon msgdc-bs reception, the BS performs the following.

1. It verifies the freshness and authenticity of msgdc-bs before checking the
validity of Sid, i.e. checking if this session ID is the same as one pre-
viously generated by the BS. It then increases the counter by one, i.e.
ctpm-bs = (ctpm-bs + 1). It encrypts ctpm-bs and Mdc using the session key,
i.e. (C, T)bs-pm = AEKs(ctpm-bs ‖ Mdc), and constructs and sends a message,
msgbs-pm = (C, T)bs-pm, to the PM.

PM: Upon msgbs-pm reception, the PM performs the following steps.

1. It verifies the authenticity of msgbs-pm, decrypts it to obtain (ctpm-bs ‖ Mdc)
and verifies the freshness of Mdc by checking ctpm-bs. It then verifies the
validity of PSho, i.e. checks if PSho has been previously generated at the PM.
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2. It uses Kpm-ps, its own ID and Ns to verify the PM’s pseudonym, PS’pm =
PRFKpm-ps(IDpm ‖ Ns).

3. It verifies the authenticity of (C,T)ho-pm, decrypts it to obtain (ctpm-ho ‖ cmd)
and verifies the freshness of cmd. If the verifications are correct, it accepts cmd
as an authentic and genuine command sent from the patient’s HO.

5 Security Analysis

Message Authenticity: Messages exchanged between any of the entities con-
tain either a digital signature of the message originator or a MAC. Assuming that
a standard digital signature scheme (e.g. RSA or Schnorr variant of ECDSA [8])
or a MAC algorithm (e.g. AES CBC-MAC) are used, our protocol guaranties
source authentication, message integrity and non-repudiation (only with digital
signatures). Thus, attacks that attempt to modify the messages in transit can
be detected. All messages include either a counter or a timestamp to ensure
freshness, and hence prevent replay attacks (satisfy (S1) and (S2)).

Confidentiality of Medical Data and Commands: Medical data and com-
mands to modify the PM’s settings are always encrypted twice (i.e. in two
encryption layers). The inner-layer encryption is carried out between the PM
and the HO. This provides end-to-end security. The outer-layer encryption
is performed between any two communicating entities, and used to hide the
pseudonyms from adversaries. In addition, it helps to prevent some types of
denial-of-service attacks (satisfy (S4)). Assuming that a standard encryption
scheme (e.g. AES) is used, it will be hard for eavesdroppers to learn the content
of the messages. Only authorised medical staff will be able to access the medical
data or send commands (satisfy (S3)).

Patient’s Identity Privacy: Each message exchanged between the PM and the
HO contains a distinct pseudonym to hide the PM’s real ID. This pseudonym is
generated using a PRF, e.g. AES-128, and the symmetric key that is known only
to the PM and the authorized HO. AES-128 can be used as a PRF as long as
the number of messages for one key is less than 240, which corresponds to more
than 4,000 encrypted messages per second exchanged between the HO and the
PM (assuming that the battery lasts 7 years). All unauthorized internal entities
(i.e. BSs and DC) as well as external adversaries will not be able to obtain the
PM’s real ID. Only the authorized hospital can recover the real ID of the PM,
and link the medical data to a specific patient (satisfy (P1.1)).

Hospital’s Identity Privacy: For each pair of messages exchanged between
the PM and the HO, the PM generates a distinct pseudonym to hide the real ID
of the hospital where it sends medical data. This pseudonym is generated using
a PRF, e.g. AES-128, and the symmetric key shared between all PMs and the
DC. As explained above, AES-128 is a secure PRF if the number of encrypted
messages is less than 240. However, external adversaries cannot have access to
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the pseudonyms produced by the PRF, since pseudonyms are always sent in an
encrypted format between the communicating entities (satisfy (P1.2)).

Location Privacy: A low-latency anonymous channel (e.g. a Mix network)
between the BSs and the DC in combination with a group signature scheme
prevents the DC from learning the location of the BS while being used by the
patient (satisfy (P1.3)).

Session Unlinkability: Fresh and random pseudonyms are used in each mes-
sage exchanged between the PM and the HO. Therefore, by looking at the
exchanged messages, no unauthorized entity can link different sessions or learn
if two messages have been sent by the same PM (satisfy (P1.4)).

Protection against Stolen BSs or Pre-owned PMs: Since BSs are simply
relay devices that do not have any pre-installed shared secrets with PMs, adver-
saries who get a BS cannot access the content (i.e. medical data and commands)
of the messages exchanged between the PM and the HO. In addition, adversaries
who obtain a new or a pre-owned PM cannot send data to the HO. Upon a PM
replacement, the old PM’s ID and the corresponding keys are removed from the
database so that the patient is no longer linked to the old PM.

6 Conclusions

In this paper, we proposed a protocol that provides end-to-end security between
a PM and a HO while preserving the patient’s privacy. Each PM uses two fresh
pseudonyms for hiding the unique PM’s ID and the HO where the medical
data is sent. These pseudonyms allow the DC to forward the medical data to
the authorized HO without learning to whom the data belongs to, and prevent
adversaries from discovering the PM’s real ID and to which hospital the medical
data is sent. In addition, all BSs sign their messages using a group signature
scheme and send them to the DC over an anonymous channel. This allows (i) the
DC to verify the authenticity of the messages and (ii) the HO to link the medical
data to the patient without learning which specific BS sent the messages (i.e. the
location of the patient). Moreover, we presented an IPI-based key establishment
protocol that allows a PM and a BS to agree on a symmetric key without using
public-key cryptography or any pre-installed shared secrets.
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Abstract. Transport Layer Security (TLS) is a protocol defined by the
IETF to secure communications on the Internet, and Datagram Trans-
port Layer Security (DTLS) is its version based on UDP. DTLS is the
proposed solution to secure the Internet of Things (IoT). As IoT devices
are constrained in memory, in code size and in computation speed, DTLS
overhead is a crucial parameter for communication efficiency. The contri-
bution presented in this paper is an improved version of DTLS, with fewer
handshake messages and a reduced payload overhead, without compro-
mising security. Fewer handshake messages means a reduced connection
delay, with 6 signalling packets instead of 10. Reducing payload overhead
improves communication latency and provides more room for application
data. As such, our work provides a more efficient connection-based secu-
rity protocol for the IoT domain.

1 Introduction

Constrained environments are used in a wide range of situations, varying from
autonomous wireless sensors for environmental studies to industrial systems with
energy supplied devices. Network technologies are equally very diversified, from
the multi-hop or single hop wireless network based on IEEE 802.15.4 to a wired
network such as Ethernet in industrial context. However, even with such a diver-
sity, there is always a need for end-to-end security in order to protect data from
illegitimate eavesdroppers and to protect devices from malicious intrusions.

TLS (Transport Layer Security) is a fundamental cryptographic protocol
whose main purpose is to establish a secured connection between two applica-
tions. This is accomplished via a negotiation of cryptographic material, enabling
the peers to encrypt the whole communication with a shared encryption key.
TLS is utilized in various ways on the Internet, to protect web traffic (HTTPS),
to secure the e-mail transport protocol (SMTP/TLS) and so on. However, the
TCP connection required by TLS is costly, specially in constrained environments
such as the Internet of Things (IoT).

Datagram Transport Layer Security (DTLS) [RM12] is a modified version
of the TLS protocol to use UDP as the underlying layer. It has been designed
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for purposes such as real-time applications. The IETF promotes its use on con-
strained devices that are utilized in the emerging wireless technologies such as
Internet of Things (IoT).

Despite the use of UDP, DTLS is still costly for two main reasons. First,
the number of messages transmitted during the handshake delays the first data
packet (which is emphasized in duty cycled network [VTW+15]) and energy
consumption. Second, the DTLS header limits the room available for application
data in a packet.

This article presents an improved version of DTLS for the sake of speed,
allowing quicker connection establishments. We reduce the amount of signalling
packets and the header overhead, using IETF recommendations as a basis. In
order to concentrate on the DTLS layer only, we do not make any assumption on
other layers. As a consequence, we reduce the whole protocol stack to the bare
minimum as shown in Fig. 1: neither IP nor transport layer nor application layer,
in order to measure only the impact of DTLS over a communication network
based on IEEE 802.15.4.

Fig. 1. Classic protocol stack as in deployed networks, and our protocol stack to only
measure the impact of the DTLS protocol in communications.

As encryption speed is an important parameter in security protocol efficiency,
we quantify in this paper the gain of using hardware encryption rather than
software encryption.

We compare our proposal to the original DTLS protocol, and we also compare
the software and hardware encryptions in order to measure the improvement of
communication speed with a specialized hardware. We focus on the connection
speed (handshake and application data exchange) and the memory (RAM and
Flash) consumption.

The rest of this paper is structured as follows. In Sect. 2, we introduce DTLS
principles. Section 3 describes the objective of this article, and the choice of algo-
rithms. We then explain our improvements over the DTLS protocol in Sects. 4
and 5. Experimental study of performances has been conducted. We describe our
hardware platform in Sect. 6, and we summarize performance results in Sect. 8.
We describe related works in Sect. 9, before concluding in Sect. 10.
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2 Overview of DTLS

The goal of DTLS is to secure a connection between two applications. It is com-
posed of an algorithm and cryptographic material negotiation, then an appli-
cation data exchange with encryption (confidentiality), integrity checking and
signature (authenticity). DTLS is layered above UDP as the transport protocol,
where TLS is layered above TCP. This difference implies that DTLS doesn’t
have a transport layer protocol that handles packet losses and retransmission,
reordering and fragmentation itself. Figure 2a shows the different control pack-
ets exchanged during connection establishment, which are explained later in this
section.

Client Server

ClientHello [algorithm list]

ServerHello [algorithm]

HelloVerifyRequest [cookie]

Finished [handshake signature]

Finished [handshake signature]

Application Data

ClientHello [algorithm list, cookie]

Fig. 2. (a) DTLS handshake. Messages in italics are optional. Payloads of messages
are enclosed within square brackets. Context specific messages are enclosed within
parentheses. (b) Optimized DTLS handshake.

2.1 Handshake

In order to establish a handshake based on DTLS protocol, multiple packets need
to be transmitted, as shown by Fig. 2a. First, the client sends a message Client
Hello containing the list of algorithms supported by the client to manage the
session, and a random number to avoid using the same cryptographic key to
encrypt messages on every session. The server replies with a message Hello Ver-
ify Request containing a cookie which must be sent back by the client with a
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new message Client Hello. This mechanism is needed to mitigate a deny of ser-
vice attack targetted to overload the server memory by creating multiple sessions.
With this mechanism, the server does not keep a state between the first and the
second client messages.

Then the server sends a Server Hello message with the list of algorithms
to use to enforce the integrity, the confidentiality and the authentication, based
on the list previously sent by the client. Three optional messages come after:
a certificate to authenticate the server to the client, its identity is sent with a
Server Key Exchange message to help the client choosing the right encryption
key, and a message Certificate Request if the server requires a certificate
to authenticate the client. To conclude this phase, the server sends a message
Server Hello Done.

If required, the client may send its certificate with a Certificate message.
Next, it sends a Client Key Exchange to help the server choose the appropriate
encryption key and then it may send a certificate verification with a Certificate
Verify message.

Finally the client, then the server, send two messages. The first one, Change
Cipher Spec, indicates to the peer that the next messages will be protected with
the previously negotiated algorithms and cryptographic material. The second
message, Finished, includes a signature of the whole handshake, to ensure that
the messages had not been modified during the connection phase.

Messages within parentheses in Fig. 2a are sent only if the certificate system
is needed. The Pre-Shared Key (PSK) mechanism, which assumes that authen-
tication is performed by the knowledge of the pre-shared key, does not involve
any certificate.

2.2 Application Data

Once the handshake is completed, the session is up and payload data may be
exchanged. The protocol used to carry the data is simple: it only encrypts, signs
and verifies the integrity.

3 IoT Application: Key Sharing, Encryption, Certificates

Our main objective will be to be able to establish a secure connection as quickly
as possible with a very constrained hardware (from 8 MHz processor) with a
constrained link layer (IEEE 802.15.4). To that end we will select the appro-
priate algorithms and mechanisms, for the key sharing, the encryption, and so
on. Choices made for very constrained environments will still be valid for less
constrained ones.

There are several ways to share encryption keys. The simplest is to share the
key with the devices before the deployment or with an out-of-band communica-
tion. This can be acceptable in a sensor network. Sharing encryption keys with
a certificate system is a costly mechanism, even with elliptic curves [LN08]: on a
device with a 13 MHz processor, there is more than one second to initialize, sign
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and verify a certificate with resources consuming optimisations (about 1500 bytes
of RAM and 10 to 15 KB of Flash memory), and several seconds for a 8 MHz
processor.

At the IETF, the DICE working group has defined a DTLS profile suitable
for IoT applications [TF15]. It is reasonably implementable on many constrained
devices in terms of algorithm complexity and speed. The profile recommends
the use of Counter with CBC-MAC (CCM) encryption method, with 8 bytes of
Message Authentication Code (MAC) and the AES-128 symmetric encryption
algorithm. For key sharing, the profile recommends the use of pre-shared keys
or, if possible, Diffie-Hellman exchange for the key agreeing with a certificate
authentication system optimized with elliptic curves (Elliptic Curves Digital
Signature Algorithm).

4 Improvement: Handshake Message Removal

As shown with Fig. 2a, DTLS is a verbose protocol which was not intended to
be used in very constrained networks. In this section, we propose to improve
the DTLS handshake by reducing the total number of packets exchanged in pre-
shared key (PSK) communication context. We follow the recommendations of the
DICE working group for the encryption mechanism: we use AES 128 and CCM
8, and we pre-share the cryptographic keys. We do not use Diffie-Hellman nor
certificates because they are costly even with elliptic curves. Thus, the messages
required by the certificate system as shown in Fig. 2a are removed. Next, we
propose to remove handshake messages which are for signalisation only and that
do not contain any useful data (shown by the messages in square brackets): it
is possible to do so because we fix the messages sequence, which implies that
to indicate the end of a message sequence with a signalling packet becomes non
essential. We also remove messages which indicate the identity of a peer, because
it is possible to deduce this piece of information in several ways: with a sub-layer
protocol (by the MAC or IP address for instance), or from the upper application
protocol.

It is important to note that even if the MAC (or IP) addresses are used to
identify a peer, it is not possible for an attacker to get any useful data: the
attacker may spoof an address, but if it does not know the cryptographic keys,
as they are never sent in clear text, the connection cannot be established.

Figure 2b summarizes our proposed DTLS optimizations.

ServerHelloDone and ChangeCipherSpec: these messages are removed
because they do not contain any useful data. The ServerHelloDone message
indicates the end of a message sequence from the server to the client but, in our
DTLS version, the server has to send only one message (Server Hello) in this
sequence. We can further notice that the ChangeCipherSpec is about to be
removed in TLS 1.3 [Res15].
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ServerKeyExchange: this message is non essential if we have only one server
and a single key is to use for the server at a time, or if the client already knows
the server identity [ET05] (or it can be deduced) and there is only one key at a
time.

ClientKeyExchange: this message may be removed in two cases: either the
client is located one single hop away to the server, thus letting the server use the
MAC (or IP) address to deduce the client identity, or the application protocol
is used to communicate the client identity to the server.

With these optimizations, we remove up to five messages during the hand-
shake and settle the number of exchanged messages (no more optional message
left). This simplifies the final code, and it is expected to lower the binary size,
implementation errors, the maintenance and improve the readability.

The counterpart of these optimizations is that they remove compatibility
with current DTLS implementations.

5 Improvements: Redundancy During the Application
Data Exchange

Once the connection is established, DTLS transmits the application data using
two layers (Record and Application layers) whose headers are shown in Fig. 3.
The Record part contains two fields (Epoch and Sequence Number) used to
detect packet losses, duplication and unordered packet arrival. When Authen-
ticated Encryption with Associated Data (AEAD) algorithm is used to secure
the communication, the Application Data part contains both the payload and
an Initialization Vector (IV). The IV has to be unique on every message and
is conventionally composed of the Epoch and the Sequence Number from the
Record part.

We can collapse this redundant information (8 bytes) in the two layers, reduc-
ing the DTLS communication overhead from 29 to 21 bytes. This 8-byte redun-
dancy represents 6 % of the total payload over a IEEE 802.15.4 connection.

Fig. 3. Redundancy in the headers, due to a conventional usage of the initialization
vector in AEAD encryption.

The gain is especially the higher packet payload available (97 bytes instead of
89 when used on a IEEE 802.15.4 network, hence 8.2 %). Applications have more
room to carry data on a single fly. In addition, the removal of this redundancy
is expected to lower the transmission duration.

The counterpart of this optimization is that it removes compatibility with
current DTLS implementations.
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6 Experiment Environment

We run an experiment in order to measure the improvements brought by our
solution in term of memory consumption (RAM and Flash), and connection
speed (both handshake and application data exchange).

In this section, we describe the hardware and software environment of our
experiment (Sect. 8). Our code is based on TinyDTLS which is a library that
implements the current latest DTLS protocol version (1.2).

6.1 Hardware Platform

Our hardware platform is based on ATMega128RFA1 microcontroller (Zigduino)
with a native IEEE 802.15.4 connectivity, 16 kB RAM, 128 kB Flash and a
16 MHz CPU frequency. The 802.15.4 connectivity is set in peer-to-peer mode,
radio always on in order to avoid the wake-up delay for the link layer. There is
only one hop from the client to the server.

The first device acts as a DTLS server which listens to the network, the second
acts as a DTLS client which periodically sends a message with an arbitrary
length.

6.2 IEEE 802.15.4 and CSMA-CA

To explain the time taken by a packet to reach its destination, we need to know
the waiting duration before the transmission. These pieces of information are
available from the IEEE 802.15.4 standard [IEE06]. The time spent waiting for
CSMA-CA (expressed in symbols) is described with Eq. 1. BE means Backoff
Exponent, it is used to fix an upper bound to the waiting time of the CSMA-CA
algorithm.

Twaitsymbols = random(2BE − 1) ∗ unit backoff period (1)

This equation leads to the maximum time spent for CSMA-CA in Eq. 2.

Twait =
Twaitsymbols

nb symbols per second

=
random(23 − 1) ∗ 20

62 500
≤ 2.24 ms (2)

The maximum waiting time on the first try when we want to send a message
is 2.24 ms (Eq. 2), with BE = 3 which is the best case (first attempt to access
the medium) and the backoff period is 20 (physical unit). If the random function
follows a linear distribution, then the average waiting time will be 1.12 ms before
sending a message (without interferences).
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The minimum link layer has 10 bytes, but we instead use 12 bytes because
we add the Personal Address Network identification (PAN id) in addition to
the four bytes of MAC addressing (source, destination), in order to accomplish
experiments in our laboratory with different sub-networks.

6.3 Network and Transport Layers

As explained in Sect. 1, we do not use network or transport layer since we want to
focus on pure DTLS performances and to avoid any unneeded overhead. Network
and transport layers are not required for a single hop network since every node
in the local network can reach each other, so the addressing is done with the
MAC header alone.

7 Hardware Encryption

Since the IEEE 802.15.4 standard requires an AES encryption to secure the com-
munications on the link layer, the AES hardware encryption may be available
on many of the IEEE 802.15.4 enabled devices. Dedicated hardware (with spe-
cialized instructions) improves an algorithm speed. Table 1 shows the results of a
preliminary test of hardware encryption on our microcontroller. The encryption
of 16 bytes with AES-128 on specialized hardware is five times quicker than soft-
ware encryption. The CCM encryption mechanism advised by the DICE profile
uses AES intensively, it is interesting to observe the practical gain in connection
establishment and transmission durations.

Table 1. Comparison between software and hardware AES encryptions on a 16 bytes
block.

Software encryption Hardware encryption

16 bytes 484 µs 96 µs

8 Measured Performances

To measure the message exchange duration between two devices (or applica-
tions) without reliable time synchronisation, we run an experiment by sending
a message from a device to another, then sending it back. The message sizes
used are 1 byte (the shortest possible message, such as a temperature without
further application protocol like CoAP) and 87 bytes (the largest message on
IEEE 802.15.4 with a 12-byte header).

Our experiment is performed with several configurations. The first one is
a simple port of DTLS over ATmega128RFA1, the second one is our optimized
DTLS exposed in Sects. 4 and 5, the next two are vanilla DTLS and our optimized
DTLS with hardware encryption, and the final one is a non-secure exchange
(without DTLS nor encryption). The last configuration aims at putting the
results into perspective and knowing the cost of security.
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Table 2. Comparison between DTLS, optimized DTLS, their hardware encryption
variant and without DTLS (nor encryption)

Optimized DTLS Optimized Without

DTLS DTLS H.E DTLS H.E security

RAM (bytes) 11 216 10 388 7 120 6 292 897

Flash (bytes) 48 966 46 610 42 208 39 852 8 000

median handshake dur. (µs) 233 214 186 660 220 840 173 628

median dur. (1 byte) (µs) 18 720 18 248 11 220 10 748 4 780

median dur. (87 bytes) (µs) 43 664 43 664 21 488 21 168 10 600

8.1 Flash Memory and RAM

Table 2 summarizes the observed consumption results. First, the cost in RAM
for the security is more than 10 kB, and almost 41 kB in Flash. The optimized
version consumes less of these ressources (7.3 % less RAM and 5 % less Flash),
which is explained by the code removal due to the unneeded messages. The
biggest difference is between software and hardware encryption: the encryption
library (from OpenBSD) is speed-optimized by unrolling loops which implies a
larger amount of instructions. On the other hand, the AES algorithm is removed
with hardware encryption, which reduces the binary size of 4 kB, it is useful
when the application code is large and this should be considered for complex
applications over very constrained devices.

8.2 Handshake Performances

The handshake duration is measured on the client, from the first message of the
connection to the handshake final (Finished) message. The median of observed
handshake durations done over 100 connections is about 233 214 µs with DTLS,
and 186 660 µs with our optimized version of DTLS. The gain is 46.5 ms, 19.9 %
of the duration of the handshake: the message removal lowers the number of
exchanges, thus lower the total duration of CSMA-CA waiting.

8.3 Data Exchange Performances

The removal of the Initialization Vector (IV) explained in Sect. 5 brings several
improvements: transmission is quicker because the message is smaller, leaving
more room for application data and decreasing the use of fragmentation.

Figure 4 shows our results over 3000 measurements for each configuration.
The difference between DTLS and our optimized version is pronounced with
the single byte message because difference of the message size to transmit is
proportionally more important, the gain is about 2.6 %. The difference between
DTLS (optimized or not) and a non protected exchange is measured with a
non-secure exchange, to put the cost of security into perspective. The message
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Fig. 4. Sending a message and returning it back, with only one byte then 87 bytes
message: DTLS, optimized DTLS, then their hardware encrypted versions and without
DTLS (Color figure online).

protection implies a RTT 3.9 times higher than without protection. Encryption,
plus the overhead in the packet payload for DTLS, significantly slows down the
connection.

Secondly, the message payload can be 8 bytes higher, thus the number of
messages required for sending a certain amount of data is lower. For instance
to send 1700 bytes, which represents 18 messages with the optimized version of
DTLS, it is required to send 20 messages of the original DTLS.

The different improvements can be meaningful depending on the application.
For instance, the handshake optimization lowers the connection duration: this
helps connection with highly mobile nodes (drones, cars, etc.). There is only a
slight improvement on the latency (on small packets) due to the IV removal, so
it is useful mainly to reduce fragmentation.

9 Related Work

Lithe [RSH+13] takes another approach to reduce DTLS overhead: it relies upon
6LoWPAN to compress DTLS informations in order to gain up to 8 bytes during
data exchange in the optimal case, where Epoch and Sequence Number fields
(in the Record header) are truncated respectively to 8 and 16 bits (instead of
16 and 48 bits). This reduced width limits the number of exchanged messages in
a single connection. Lithe does not remove redundant informations between the
Record and Application layers. Furthermore, Lithe is tied to 6LoWPAN and is
not independant from the lower layers.
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Robust Header Compression (ROHC) is a method described in several RFCs
to compress headers, such as IP and UDP ones (amongst others). The key prin-
ciple is not to send an header if it is the same than the previous one, or just to
send the difference. This may be used to limit the protocol payload, and can be
used with our optimized DTLS if the IP context can’t be avoided.

Elliptic curves cryptographic performances on sensors are tested on [LN08]
through a number of evaluations with a library called TinyECC. This library lets
the developers turn on and off several optimizations of elliptic curves algorithms,
and can be used to improve the speed performances and the power consumption.
Thanks to this work, we concluded that elliptic curves are one order of magnitude
slower than symmetric cryptography on constrained devices.

Finally, the number of messages exchanged during the handshake induces
degraded performance in duty-cycled networks, this is covered by [VTW+15].
In those networks the handshake duration can be more than 30 seconds, but our
optimization can greatly helps to boost the performances.

10 Conclusion and Future Work

Our work leads to an improvement of the time spent on the handshake, of the
RAM and Flash memories used by removing several messages. The most signif-
icant improvement is the larger payload of application data, due to the removal
of Initialization Vector for AEAD algorithms, such as suggested by the DICE
IETF working group. This improvement is at the cost of an incompatibility with
current DTLS implementations.

As future work, we could experiment new standardized algorithms for encryp-
tion (ChaCha20) and for integrity checking (Poly1305) to see the differences in
memory, code size and processing time. Furthermore, the IETF working group
on TLS 1.3 tends to change completely the protocol, leading to a simpler and
faster handshake, new mandatory-to-implement algorithms and to even change
the fields.
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Abstract. Data aggregation is an important method to reduce the
energy consumption in wireless sensor networks (WSNs). However, in
hostile environments, the aggregated data can be subject to several types
of attacks, and provide security is necessary. Recently, several secure
data aggregation schemes based on homomorphic encryption have been
proposed for wireless sensor networks. These data aggregation schemes
provide better security compared with traditional aggregation since the
aggregator can directly aggregate the ciphertexts without decryption.
Based on our survey of existing research for ensuring secure data aggre-
gation in WSNs, an Efficient Secure data aggregation scheme based on
fully Homomorphic Encryption (E-SHE), is proposed. This scheme can
protect end-to-end data confidentiality and support arbitrary aggrega-
tion operations over encrypted data. In addition, by utilizing message
authentication codes (MACs), we can also verify data integrity during
data aggregation and forwarding processes so that false data can be
detected. Our experiments show that E-SHE requires less computation
overheads and communication than previously methods and can effec-
tively preserve data integrity, and precise data aggregation rate while
consuming less energy to extend network lifetime.

Keywords: Wireless sensor networks ·Data aggregation ·Homomorphic
encryption · MAC · Integrity

1 Introduction

Wireless sensor networks consist of a set of devices having limited computing
resources. This type of network has attracted much attention in recent years,
not only in academia but also in industry, for the study and development of
a number of potential applications. However, the resource constraint [1] is the
most important feature of this network. Indeed, the wireless sensors are limited
in terms of calculation, storage, battery, etc. Therefore, a solution that aims to
conserve these resources is widely desired.

However, compared to conventional computer networks, implementing secu-
rity is not easy in wireless sensor networks due to limited processing power,
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storage, bandwidth, and energy of sensor nodes. In addition to security, lim-
ited battery power and bandwidth of sensor nodes make it a challenging task
to provide efficient solutions to data gathering problem. Therefore, in order to
reduce the power and bandwidth consumption of wireless sensor networks, sev-
eral mechanisms are proposed such as data aggregation [2].

Data aggregation is a technique widely used because it reduces the number of
messages transmitted in the network, and therefore reduce energy consumption
and improve the life of the network. However, Sensor networks are typically
deployed in hostile environments, therefore, the aggregated data are vulnerable
to attacks by adversaries, where a compromised sensor node can either illegally
report arbitrary values in the result data. Therefore, an adversary can attack
both the confidentiality and the integrity of the data by capturing several number
of aggregator nodes that are near the base station. Encryption is the only answer
to this problem, but aggregation of encrypted data is needed.

Secure data aggregation schemes can be categorized as hop-by-hop encryp-
tion and end-to-end encryption [3]. In hop-by-hop encryption, aggregator nodes
must decrypt all sensor data they receive, aggregate the data according to the
corresponding aggregation function, and encrypt the aggregation result before
sending it to next hop node. In end-to-end encryption schemes, one intermediate
node receives the ciphertexts from leaf nodes and then aggregates them with its
own encrypted sensor data; the result will finally be sent to a next node. In recent
years, some schemes have been proposed focusing on guaranteeing the data pri-
vacy during data aggregation phase, but these do not protect the integrity of
aggregation data sent to the Base station. For this reason, Message Authentica-
tion Code (MAC) protocols are often used to detect false data and protect data
integrity.

To solve the problems mentioned above, this paper introduces a novel way to
provide confidential and integrity preserving aggregation in wireless sensor net-
works. The proposed scheme use Elliptic Curve Elgamal to check confidentiality.
Inside, the encrypted data is combined with homomorphic MAC to achieve the
aggregation data integrity in WSNs.

The main contributions of this paper may be summarized as follows:

• To address the drawbacks of privacy homomorphic cryptography, we focus on
the investigation of providing fully homomorphic encryption for end-to-end
data confidentiality in WSNs.

• We apply MACs to protect data integrity confidentially and conveniently. In
our scheme, sensor nodes compute MACs for the aggregated data and sent it
to the aggregator, which can verify the integrity of data through computing
and comparing the MACs directly. If the aggregator is captured, the attacker
will not know the data.

• The encrypted data is combined with homomorphic MAC to achieve the
aggregation data integrity in WSNs.

The rest of the paper is organized as follows: Sect. 2, reports on the related
work in the field on secure data aggregation. Section 3 introduces the problem
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statement. We describe our proposed scheme in Sect. 4, followed by its security
analysis and performance evaluation in Sects. 5 and 6. Finally, we summarize
our work and conclude the paper and propose some future work in Sect. 7.

2 Related Work

In this section, we present some secure the aggregate schemes.
Katz and Lindell [4] after giving a formal definition of used primitives,

presents the following MAC aggregation scheme: each node i sends a message
and a tag tagi = MACK(mi) to aggregator node, which itself concatenates the
messages and calculates the XOR of received tags in addition to his. The authors
also show the security of their scheme and measure the impact of the tag length
on the verification time of a simple message.

He et al. [5] present a reliable data aggregation forwarding scheme for WSNs,
based on cluster formation. The overall effect of all measures taken at each
phase is clearly visible on the energy spent in the setup step of the scheme.
Confidentiality is ensured since all messages are encrypted and there is a group
updating key. However, the integrity of personal data is not provided since the
attacker can easily modify data between nodes and the aggregator.

Ozdemir and Cam [6] propose a data aggregation protocol based on false
data in some sensor node, to ensure the validation of the data sent from the
aggregator node to the base station. To ensure the result of the aggregate, the
aggregator must provide evidence that get from several witnesses (with false
data) nodes. A witness node is a dedicated node for monitoring and also makes
him aggregation, but does not transmit the result to the base station.

Ozdemir and Xiao [7] present an hierarchical data aggregation scheme. The
authors use an algorithm based on elliptic curve cryptography to ensure the confi-
dentiality. Each cluster has a different public key of the other clusters, to encrypt
data. After receiving all messages from members of his cluster, the aggregator
aggregates the different encrypted data according to homomorphic property and
calculates a MAC on the result.

Papadopoulos and Yun [8] propose a scheme which provides both confiden-
tiality and integrity by combination of homomorphic encryption and secret shar-
ing. It can shield great aggregates and return exact results. This scheme defines
an aggregate authentication process to provide integrity and securing against
some attacks.

Engouang et al. [9] propose an efficient aggregation of encrypted data. This
solution is designed to provide efficiency and confidentiality in WSNs. The
authors propose an homomorphic hash while providing security of aggregated
data. The basic idea is to replace the XOR operation by a simple modular addi-
tion. This solution is robust against passive attacks.

Parmar and Jinwala [10] propose an efficient data aggregation solution based
Message Authentication Code (MAC) to provide authentication. The solution
use Aggregate MAC (AMAC) to reduce the transmission cost incurred by MAC.
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The authors present a cluster based scenario where they can apply AMAC to
reduce the number of bits transmitted for authentication.

Table 1 presents a comparison between these schemes and our proposed
scheme.

Table 1. The comparison of different schemes with respect security requirements.

Scheme Confidentiality Integrity Integrity method Encryption type

[4] No Yes MAC –

[7] Yes Yes MAC End-to-End

[5] No No – End-to-End

[9] Yes Yes Hash End-to-End

[6] Yes Yes MAC Hop-by-Hop

[8] Yes Yes MAC End-to-End

[10] Yes Yes MAC End-to-End

E-SHE Yes Yes Homomorphic MAC End-to-End

3 System Model and Assumptions

3.1 Network Model

As shown in Fig. 1, a clustering hierarchical heterogeneous WSN architecture
consists of three kinds of nodes, i.e. sensors nodes, Aggregator (Cluster Head)
and base station (Sink).

Sensors monitor interesting events and periodically send raw readings to the
storage nodes with a secure communication channel. The design objective of our
scheme is to provide precise data aggregation with modest extra communication
overhead to preserve data integrity.

3.2 Adversary Model

We assume that the attacker tries to compromise all aggregators to capture the
data and read it. In other words, the attacker tries to break the confidentiality
and integrity.

To describe the security of different schemes presented above and our scheme,
we define four attacks [11]:

– Unauthorized aggregation: an unauthorized node can perform communica-
tions with the network nodes and aggregate more ciphertexts with false data
and send them into network.

– Malleability: this attack allows the adversary to alter the contents of an valid
encrypted data to deceive the base station.
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Fig. 1. Network model of our scheme.

– Node compromise: we can have physical access to the sensors due to their
dispersion in nature often. An adversary can therefore possibly extract infor-
mation from these sensors as its physical layout.

– Replay attack: in this case, an adversary save a part of the network traf-
fic, without even understanding the content and replay it later to introduce
aggregation error, and therefore, the aggregate results will be affected.

3.3 Assumptions

To preserving privacy, we use homomorphic encryption techniques [12].

� Homomorphic encryption

We have seen that the solutions end-to-end would be preferable, because com-
promise node would not provide any information about the aggregate or data
sent by other nodes in the system. The ideal would be to have a solution where
each node encrypt data with a key that he shared with the aggregator and with
which the intermediate nodes would handle encrypted data without access to
the plaintext. To achieve this, we need a homomorphic encryption functions.
In homomorphic encryption, aggregation functions (sum, average, etc.) can be
applied on the ciphertext. When receiving an encrypted data, each node apply
the aggregation function on this ciphertext.



268 H. Hayouni and M. Hamdi

An encryption algorithm E() is called homomorphic if it satisfies the following
property:

D (E(a)Δx E(b)) = D (E(aΔy b)) (1)

Where operations on Δx and Δy groups are performed respectively in the
ciphertexts group C and the plaintexts group M. The above equation means that
the homomorphic encryption is performed on the encrypted data, where in the
sum of the ciphertext of two data is equal to the ciphertexts version of the sum of
these two data. Homomorphic encryption can be additive and/or multiplicative.
In our scheme, article, we use an additive homomorphisms, ⊕.

Encryption step for our algorithm is based on 32 rounds unbalanced Feistel
network [13]. Figure 2 shows the main steps for our proposed encryption process.
(We use the Feistel structure proposed in [13] with major improvements in round
process). The generated ciphertext is defined as follow:

C = Concat(M33,M34,M35,M36) (2)

Fig. 2. Encryption process with improvement of that in [13].

� Homomorphic MAC

Homomorphic MAC scheme enables a sensor node to use his secret key for
generating a tag which authenticates a message M . Given a set of tags tg to
authenticate the different parts of message M : m1,m2, ,mn, the sensor node
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can generate an homomorphic MAC for this different tag, to generate one output
MAC for the message M .

Specifically, given n MACs, MAC1...MACn, the aggregated MAC can be
computed as:

MACagg = MAC1 ⊕ MAC2 ⊕ ... ⊕ MACn (3)

4 Proposed Scheme

Based on our survey of existing research for ensuring secure data aggregation in
WSNs, an Efficient Secure data aggregation scheme based on fully Homomorphic
Encryption (E-SHE), is proposed based on scheme [14] with some improvements.
E-SHE contains four process:Key Generation, Sign-Encrypt, Aggregate and
Verify.

4.1 Key Generation

Given α ∈ Z, the tuple (q1, q2, q3, E) is generated, where q1, q2, q3 are large
primes, E is the set of elliptic curve points. Then, take three points (g1, g2, g3)
randomly from E. Compute points P = q2q3∗g1, Q = q1q3∗g2, and H = q1q2∗g3.
Such that the order of P , Q and H is q1, q2, and q3 respectively. The generated
encryption key Y is:

Y = (E,P,Q,H) (4)

4.2 Encrypt-Sign Process

Encryption step for our algorithm is based on 32 rounds unbalanced Feistel
network [13]. Figure 2 shows the main steps for our proposed encryption process.
The generated ciphertext is defined as follow:

msg = Concat(M33,M34,M35,M36) (5)

After, the sensor computes the signature ti of (xi, idi,msgi). Our contribution
presented as follow:

To formally our schemes, message msg is formed as s segments of l bits. Let
r = 2l, then the message space is F s

r . All contributors and verifiers share one
global MAC key that consists of (key1,key2). Let K1 and K2 denote the key
spaces of key1 and key2 respectively, and I denote the space of node identities.
Two pseudo random functions are required: Rd1 : K1 → F s

r and Rd2: (K2×I) →
Fr.

ti is computed as follow:

a = Rd1(key1) (6)
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bi = Rd2(key2, idi) (7)

ti = a.msgi + bi (8)

At the end, the sensor node i sends the couple (E(msgi), ti) to aggregator.

4.3 Aggregate Process

The aggregator aggregates ((msg1, t1, w1), ..., (mj , tj , wj)) as follow:

(i): Aggregated Ciphertext

msg′ =
j∑

i=1

wi.(Ri, Ti) (9)

=
j∑

i=1

wi.msgi ∈ F s
r (10)

(ii): Aggregated MAC

t′ =
j∑

i=1

wi.ti ∈ Fr (11)

At the end, the aggregator sends the aggregated result (msg′, t′) to the base
station BS.

4.4 Verify Process

The Base station (BS) decrypts the aggregate result using its private key, where
it needs to inverse the mapping from the point on the elliptic curve to the
aggregate result.

While the BS receives (msg′
i, t

′
i) from Aggregatori, it can recover and verify

each sensing data as follows:

– BS obtains the mi by decrypting msg′
i.

– BS verify (xi, idi,mi, t
′
i):

a = Rd1(key1) ∈ F s
r (12)

b =
j∑

i=1

(wi.Rd2(key2, idi)) ∈ Fr (13)

If a.mi + b = t′i then the result is accepted, else the result is refused.
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5 Security Analysis

In this section, we analyze our scheme and some schemes against the attacks
mentioned above.

5.1 Security Requirements

In WSNs using data aggregation, end-to-end security services, namely, confiden-
tiality and integrity are widely desired.

✜ Data confidentiality

Denote B the Network security factor. In our scheme, each MAC generated by
the aggregator has the size of 32/(B + 1) bits (the data packet reserves 4 bytes
for MAC), and B + 1 aggregators MACs calculated by B + 1 sensor nodes form
a MAC. If an attacker find all the B + 1 aggregators MACs, he can successfully
forge a valid MAC with the low probability of 1 in 232/(B+1) for each aggregator
MAC. Thus, in E-SHE the confidentiality is achieved without the need to use
any other function.

✜ Data integrity

End to end integrity is provided by using the Homomophic MAC aggregation.
While authors in [6,9], show that the active adversary can make multiple attacks
especially in the case of a homomorphic encryption. Indeed, it is known that this
type of encryption is very vulnerable to active attacks because of its homomor-
phic properties.

Theorem 1. The tag MAC transmitted toward the second step is secure.

Proof. The security is provided assuming that the MAC are affected. Suppose
that E-SHE uses an unforgeable MAC solution, adversary cannot successfully
forge messages in transmission step of homomorphic tags. Thus, E-SHE preserve
integrity by forwarding selective packets. Beside, the uses of homomorphic MAC
provide the freshness of different messages after defined time interval. When the
aggregator receives a false data, it fails the MACs verification process to aggre-
gator for lower levels. Furthermore, BS can verify the integrity of all messages
and authenticates transmitters using its private key, which that never expires,
compared to other solutions.

5.2 Security Against Attacks

✜ Unauthorized aggregation

An adversary can also inject bad data by replacing existing data by forged
data. E-SHE uses different keys for each message with a homomorphic MACs.
Therefore, the adversary can not generate an encrypted data and a valid MAC
without knowing the current key.
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✜ Malleability

Malleability allows the adversary to alter a valid encrypted data to deceive the
base station. Indeed, the adversary can modify encrypted data without neces-
sarily know the contents and this can be done by simply adding a number to
an encrypted data in our case. E-SHE provides end-to-end integrity allowing
the base station to verify individual data and authenticate the transmitters.
Therefore, if an encrypted data is altered, the verification will fail and the corre-
sponding aggregated data will be rejected. The base station starts the procedure
for identifying the malicious sensor node.

✜ Node compromise

In E-SHE, the base station is able to detect the malicious node through the
identification process for compromise nodes. If the aggregator is captured, the
later can not access to plaintexts data of its members, and can not deceive the
base station by a malicious message because the corresponding keys are unknown
to the adversary. In other words, a compromised aggregator can only edit his
own message to try to deceive the BS.

✜ Replay attack

The replay attack is to send a valid packets already transmitted to produce an
unauthorized action. E-SHE uses different encryption and authentication keys
from one message to another. For example, after a number of aggregation levels
L, the adversary replays the packet of round i of the aggregation phase. It is
obvious that the verification process fails because the base station uses the key
of round (L+ i) to verify the data, because the key to the i-th round i is expired.
Beside, E-SHE is vulnerable against this attack, thanks to the homomorphic
encryption based MAC and the factorization of large integers.

6 Numerical Results and Discussion

In our experiments, we use TinyOS 2.0 simulator (TOSSIM) [15]. Energy is an
important constraint in WSNs, so we use TinyOS simulator PowerTOSSIM [16]
a power modeling extension to TOSSIM. The implementation was done on the
MicaZ mote, which is a typical device for WSNs that equipped with 8-bit proces-
sor. We use the TinyECC library [17], which is implemented in nesC program-
ming language.

The simulation parameters are presented in Table 2. We evaluate our algo-
rithm against iPDA [5], EIRDA [9], and AMAC [10] schemes in terms of com-
munication overhead and energy consumption.
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Table 2. Simulation parameters.

Parameter Value

Number of sensor nodes 20–300

Transmission range 30 m

Area size 400 m × 400m

Transmit power 0.720 mw

Receiving power 0.405 mw

Initial energy 6.3 J

Packet size 45

Noise floor −105 dB

Simulation time 500 s

6.1 Communication Overhead

Communication overhead shows the execution time for the sensors to generate
ciphertexts and MAC before transmit it to the next level. Aggregation delay
is also evaluated by measuring delay indented on aggregating ciphertexts and
MAC. We compare the communication overhead among our E-SHE, EIRDA,
iPDA, and AMAC. In order to make the comparison clearly, we evaluate the
communication overhead by the sum of sending bytes of all sensor nodes during
aggregation phase for these four schemes. We run every experiment over 20 times
and check the average value, in order to reduce the relative error. The results
are shown in Fig. 3, depending on the number of sensor nodes, which shows that
when the number of transmissions at sensor nodes increased, the efficient of data
aggregation of E-SHE is increased compared to the three others schemes. This is

Fig. 3. Communication overhead.
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due to the fact that if the density of the network increases, each data aggregator
is able to aggregate data for more sensors. For example, for 100 sensors, the
base station must wait about 0.9 s to receive the aggregated encrypted data
using EIRDA, 0.65 s using AMAC and then it must only wait 0.2 s with E-SHE.
In addition, the homomorphic MAC records 1000 bytes less memory compared
to that used in EIRDA.

6.2 Energy Consumption

Energy consumption is the central issue in WSNs. The calculation and commu-
nication are two aspects that have a direct impact on energy consumption and
therefore the life of the sensor nodes. The energy consumption of our crypto-
graphic functions can be calculated and are shown in Table 3.

Table 3. Estimated energy for E-SHE operations.

Operation Energy consumption (mj)

Key generation 10.82mj

Encryption 0.547mj

Homomorphic primitives 0.02mj

These measures are added to our energy model and we conduct our simula-
tions for the four studied solutions. It is clear from Fig. 4 that E-SHE offers a
significant reduction in energy consumption compared to other solutions. This
gain can be explained by the fact that far fewer computational load is engaged
in our algorithm, because of the use of Feistel encryption primitives with some

Fig. 4. Total energy consumption in the network.
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Fig. 5. Energy consumption by sensor nodes.

improvements. Therefore, for the same level of provided security, the network
lifetime is significantly improved. Figure 5 shows that the average amount of
energy consumed by sensor nodes is considerably reduced in our algorithm. This
is due to that costly operations, in E-SHE, are only performed in the transmis-
sion phases. Furthermore, in addition to participating in the Feistel process, the
sensor nodes perform the different functions. In EIRDA and AMAC, this opera-
tion requires operations on the elliptic curve as it only requires a small amount
of calculations in E-SHE (modular addition).

7 Conclusions and Future Work

Data aggregation is an important method to reduce the energy consumption in
wireless sensor networks (WSNs). However, in hostile environments, the aggre-
gated data can be subject to several types of attacks, and provide security is
necessary. The focus of our work is on a scheme for a confidential and integrity
data exchange in WSNs that support data aggregation.

In this paper, we present secure data aggregation scheme that provides
secure data integrity and security assumptions. The proposed scheme is based
on an additive homomorphic encryption algorithm that allows aggregation on
encrypted data, combined with homomorphic MAC. However, confidentiality
and data integrity are provided by this scheme. The security analysis and perfor-
mance evaluation shows that our scheme is able to resist against various attacks
such as compromise node attacks and Unauthorized aggregation. In our future
work, several improvements can be provided and could lead to a further reduc-
tion in power consumption.
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Abstract. Vehicular Ad hoc Network (VANET) is an auspicious tech-
nology for the future Intelligent Transportation System (ITS). A large
number of safety applications are envisioned for VANET. Nonetheless,
non-safety applications, more specifically advertisement of roadside com-
mercial services, still need a great deal of attention. The classical meth-
ods of advertisements (e.g., billboards) are not adequate for the business
owners (for instance: hotel, restaurant, supermarket and gas station)
to promote their commercial services to the nearby travellers (drivers or
passengers) on highways. We address this problem by proposing SADP—
a lightweight beaconing-based commercial services advertisement proto-
col for VANET. Our solution is based on the Wireless Access in Vehicular
Environments (WAVE) architecture. SADP performance was evaluated
in a congested multi-lane highway scenario, by an extensive set of exper-
iments. Simulation results conclude that: (a) the Road Side Unit (RSU)
broadcast frequency and vehicles speed affect the reception of adver-
tisement beacon packets; (b) a frequency of 10 advertisement beacon
packets per second assures 100 % reception of all the advertised services
by all vehicles and could be the basis for a premium-like type of service
advertisement plan for the business owners.

Keywords: WAVE · IEEE 802.11p · IEEE 1609.4 · VANET · I2V
communication · Beaconing · Services advertisement

1 Introduction

Vehicular Ad hoc Network (VANET) is a special kind of Mobile Ad hoc Network
(MANET) [14], with distinct features like dynamic network topology, restricted
and high mobility of vehicles, short inter-contact time between vehicles and road-
side infrastructure, different operational scenarios and real-time data exchange
requirements. The communication among the vehicles is named Vehicle to Vehi-
cle (V2V) communication. Moreover, the communication between the roadside
infrastructure and the vehicles is called Infrastructure to Vehicle (I2V) commu-
nication.
c© Springer International Publishing Switzerland 2016
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In the last two decades, VANET gains a great deal of attention from various
standardization organizations, network communities, government departments
and auto-mobile industries. In the U.S. the Institute of Electrical and Electron-
ics Engineers (IEEE) has developed Wireless Access in Vehicular Environments
(WAVE) architecture for VANETs [16]. Furthermore, in Europe, the European
Telecommunications Standards Institute (ETSI) standard for VANET is known
as ETSI ITS-G5 [4]. Additionally, in Japan the VANET related standardization
efforts appear in the Association of Radio Industries and Businesses (ARIB)
standard called ARIB STD-T75 [1].

VANET is playing a major role in deployment of a broad range of safety
applications. The primary objective of these applications is to assure the safety
of travellers,1 by eliminating the hazard of road accidents. Moreover, to provide
comfort and entertainment to the passengers and to make their journeys more
pleasurable, some non safety applications has been envisioned. Nevertheless, the
dissemination of roadside commercial services to the drivers is an unexplored
and challenging task. The Business Owners (BOs) of hotels, supermarkets, petrol
stations, coffees shops and restaurants would be interested in advertising their
services to the drivers for making more revenues. On the other side, the drivers
would like to discover these commercial services during their trips to other cities
and states.

In order to address this problem, we proposed a novel lightweight beaconing-
based application layer Service Advertisement Protocol (SADP). We believe that
BOs would benefit from our solution by promoting their commercial services to
on-road customers in a cost efficient way.

The reminder of this paper is organized as follows. Section 2 gives an overview
of the related work. Our proposed commercial services advertisement protocol
is detailed in Sect. 3. Section 4 explains the system model with its main entities.
The simulation tools, parameters and scenario are explained in Sect. 5. Section 6
illustrates the results and discussions. Finally, Sect. 7 concludes this paper with
work in progress and some future directions.

2 Related Work

In this section, work related to services advertisement, discovery and incentive
mechanisms in VANET is reviewed.

In [19], the authors proposed a multi-hop advertisement dissemination and
forwarding scheme. They used incentive mechanism to motivate selfish nodes and
dynamic window technology to prevent malicious nodes from launching Denial
of Service (DoS) attacks. The business owners need to offer virtual cash to all the
advertisement disseminating vehicles, which would be impractical and expensive.
They used NS-2 simulator to evaluate the performance. However, they did not
mention the parameters and matrices used. Moreover, they did not consider
WAVE protocols stack for their implementation.

1 We use the words travellers, drivers and passengers interchangeably.
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The authors in [10], presented Address Based Service Resolution Protocol
(ABSRP). ABSRP is an Road Side Unit (RSU) dependent service discovery pro-
tocol for VANET. Vehicle asking for a service sends a request towards its leader
RSU, which would send it towards the target, only if it knows the IP address.
Otherwise, the RSU broadcast the request to other RSUs using Internet. The
responsible RSU then reply with response message, either by using VANET or
backbone Internet. ABSRP would be infeasible for high-speed vehicles having
short inter-contact time with RSUs. Moreover, the solution is based on UDP
protocol (and not WAVE Short Message Protocol) at the transport layer. Addi-
tionally, they used IEEE 802.11a interface card for wireless communications.

In [9], FleaNet—A virtual flea market to buy and sell goods over VANET—
was presented. RSU or vehicles propagate the advertisements, using IEEE
802.11b interface cards. On the other hand, vehicle looking for a service will
periodically send query message toward its neighbor vehicles. Upon receiving
this query message, vehicle search its local database. In case a match is found,
the originator vehicle of the query message is informed. Like previous solutions,
FleaNet does not consider the VANET standard architecture.

In [5], the authors proposed a greedy algorithm for selecting Roadside Access
Points (RAPs) by the business owners. The business owners rent RAPs for adver-
tising their services to the drivers. These RAPs are installed and controlled by
RAP Service Provider (RSP). The main goal of this work was the reduction of
advertisement cost by selecting least number of RAPs. The correctness of the
algorithm was verified by theoretical analysis and the performance was evaluated
using simulations. However, it was not mentioned which wireless technology was
used for communications.

A secure incentive-based advertisement dissemination framework called Sig-
nature Seeking Drive (SSD) was proposed in [8]. They used Public Key
Infrastructure (PKI) for V2V communications among vehicles. This PKI is pro-
vided to each vehicle by an authorized certificate authority. Upon successful for-
warding of the advertisements to neighbour vehicles, a digitally signed receipt
from the vehicle is received. The drivers could use these receipts as a virtual
cash at locations such as petrol stations. The main disadvantage of the proposed
incentive scheme is the cost. It would be expensive to offer incentives to each
advertisement disseminating and receipt providing vehicle. Furthermore, they
do not considered the VANET standard protocols.

In a recent study in [15], the problem of roadside services advertisement and
discovery in VANET was partly addressed. The authors proposed a beaconing-
based scheme to discover the advertised services in a V2V communication sce-
nario. The solution is based on three phases, i.e., service advertisement phase,
service query phase and service response phase. They evaluated the perfor-
mance of these phases using simulations. For service advertisement phase, they
increased the number of RSUs offering the services (from 1 RSU to 7 RSUs).
Additionally, for service query and response phases, they increased the num-
ber of vehicles asking and replying for querying (from 1 vehicle to 21 vehicles).
Authors used the WAVE architecture for VANET, but they did not defined the
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proper packet format for advertisement, query and response packets. Moreover,
they did not consider the multi-channel operation of IEEE 1609.4 protocol [3].

Aside from [15], none of the cited works considered the WAVE protocols
standard. Hence, our proposed solution is different in various ways: (a) we add
our solution on top of WAVE protocols stack, while considering the IEEE 802.11p
and IEEE 1609.3 standard protocols; (b) we take into consideration the multi-
channel operation of IEEE 1609.4 standard protocol [7]; (c) our protocol is based
on text-based beaconing technology and is, therefore, a lightweight solution; (d)
we specify the proper format of the advertisement beacon packet and define
all the required parameters for repeating the experiments in the future. In this
context, the main contributions of our work are:

1. The design of a lightweight beaconing-based application layer commercial
services advertisement protocol for VANET.

2. Implementation of SADP in a congested highway scenario, while considering
the WAVE architecture and standard VANET protocols.

3. Performance evaluation of SADP by an extensive set of simulations.

3 Service Advertisement Protocol (SADP)

Advertisement is the most popular form of marketing. The statistics portal
reported that in 2015 the global investment on advertisements was almost 600
billion U.S. dollars, and the prediction for 2018 is 667.65 billion U.S. dollars
[13]. Driven by today’s modern advertisement methods (e.g., email marketing,
web banners, pop up ads, mobile advertisement and in-store advertisement), we
introduce the concept of a novel beaconing-based commercial services advertise-
ment protocol for VANET. Some key features of our protocol are discussed in
this section.

3.1 Based on IEEE WAVE Architecture

SADP is based on the IEEE WAVE standard protocols stack. At the transport
and network layers, it makes use of WAVE Short Message Protocol (WSMP)
[16]. WSMP is an alternative for the TCP/UDP and IP traffic. It is defined in
the IEEE 1609.3 standard. Additionally, at the MAC and PHY layers, SADP
benefits the IEEE 802.11p and IEEE 1609.4 standard protocols.

3.2 Beaconing-Based Technology

In the context of VANET, a beacon refers to a short text-based message, trans-
mitted by each node (RSU or Vehicle) using single-hop communication at a
regular interval of time. Generally, a beacon contain status information such as
speed, heading, acceleration and position of a node. Other terms used for beacon
are heartbeat message, Wave Short Message (WSM) and Cooperative Aware-
ness Message (CAM). Beacons are initiated by the application layer. While, at
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the transport and network layers beacons are handled by the WSMP. For con-
venience, we referred to these beacons as Safety Beacons (SBs). Likewise, we
introduce –for the first time– the concept of Advertisement Beacon (AB). RSU
would broadcast the registered commercial services using AB packets at a regular
interval.

3.3 Multi-channel Environment

In the United States, the Federal Communications Commission (FCC) has allo-
cated 75 MHz of bandwidth in the 5.9 GHz band for the exclusive use of VANET.
The allocated spectrum consists of 5 MHz guard band and seven channels of
10 MHz each. The most important channel is the Control Channel (CCH). The
remaining six channels are termed as Service Channels (SCHs). Each channel is
labelled with a number. The channel number 178 (i.e., CCH) is devoted to the
use of safety applications, including WAVE Service Advertisement (WSA) [7].
In accordance with IEEE1609.4 standard, we adopted the channel number 178
for the exchange of SB packets (10 times per second). On the other side, we use
the channel number 174 for the broadcast of AB packets (Fig. 1). Hereof, our
protocol supports the multi-channel operation. More details on this are provided
in the IEEE 1609.4 standard [6].

Fig. 1. Multi-channel operation

3.4 Advertisement Beacon (AB) Packet Format

The information about the advertised commercial services is encapsulated in
the AB packet. This information encompasses the fields: message type, identity
(ID), category, Time To Live (TTL), name, description, longitude, latitude and
address. The general format and fields of the AB packet is shown in the Fig. 2.
The size of the packet was limited to 256 Bytes.

Fig. 2. Advertisement Beacon (AB) packet format
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4 System Modelling

In this section, we explain the main entities of our proposed system.

4.1 Business Owner (BO)

Business Owner (BO) is an entity owning a business (e.g., a restaurant, hotel,
gas station, coffee shop, supermarket and gift centre) along highways. The BO
demands to advertise its commercial services (such as food menu, price list, hotel
facilities, special offers, discounts and new arrivals) to the nearby passengers
with a third-party broker. However, only text-based commercial services would
be permitted to advertise using SADP.

4.2 Service Advertising Agency (SAA)

The Service Advertising Agency (SAA) is a third party broker. The SAA would
be responsible for the instalment of RSUs in its vicinity. The BO interested to
advertise its services would require to register it with the SAA using Service Level
Agreements (SLAs). Besides, the SAA would prepare different advertisement
policies for the BOs. These policies include the number and location of RSUs to
advertise the commercial services, lifetime of the advertised services, frequency of
broadcasting the advertisements, security of transactions, incentive mechanism
for the users and so on. However, in this work, we are not considering the security
and privacy aspects and incentive mechanism.

4.3 Service Provider (SP)

In our model, the RSU2 performs like a Service Provider (SP). SP is the cen-
tral component, responsible for the broadcast of commercial services advertise-
ment, using AB packets in an I2V fashion. We adopt push-based communication
strategy for this purpose. The SPs would be installed alongside the roads and
highways, under the administration of the SAA. We assumed that these SPs
have storage and processing capabilities. Furthermore, SP would be equipped
with two interfaces: (a) a fixed interface connected with the wired Internet; (b)
IEEE 802.11p based wireless interface for I2V communication. Using the wire-
less interface, the SP would broadcast the AB packets to its neighbour vehicles,
several times per second.

4.4 Service User (SU)

The travellers (drivers and passengers) on highways are termed as Service Users
(SUs). We supposed that all the SUs has smarts vehicles, equipped with telem-
atics and navigation system (for example: GPS). Furthermore, there are built-in
On Board Units (OBUs) with storage and processing capabilities. Moreover, for
2 We use the words RSU and SP interchangeably.
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communicating with the SP, all the vehicles are equipped with IEEE 802.11p
based wireless interface cards. Thereafter, entering into the coverage area of a
SP, the vehicle starts receiving the advertised commercial services (AB packets).
The SU might avail a service or it would store the AB packets, for a pre-defined
Time to Live (TTL).

5 Simulation Setup

This section explains the simulation scenario, tools and parameters.

5.1 Simulation Scenario

For the purpose of performance evaluation of SADP, we assume a multi-lane
double-sided congested highway scenario. The length of the highway is 1 Km. A
total of 384 vehicles (approximately 96/km) was allowed to take part in each
experiment. We assumed that all the vehicles travel at a constant speed in two
different directions (East-West and vice-versa). Moreover, the vehicles depart
from two different origins in a uniform fashion. Likewise, they leave the scenario
at two different destinations. We install a single SP (RSU) in the middle of
the scenario having a communication range of approximately 400 m. The sim-
ulated scenario is depicted in Fig. 3. The SP is connected to the SAA using
wired Internet. Additionally, it regularly communicates with vehicles using I2V
communications. We registered 80 different commercial services of five different
categories (i.e., hotel, restaurant, coffee shop, gas station and supermarket) with
the SP. The SP uses a single AB packet to advertise each of the registered service.
The SP broadcast these services on channel number 174 (i.e., SCH) at a regular
time interval. When a SU (with a smart vehicle) enters into the coverage area
of a SP, it starts to receive the advertised AB packets. The vehicle would stores
these AB packets in the local cache for a predefine TTL value. However, in case
of a duplicate AB packet the vehicle will simply discard the packet. Additionally,
vehicles send and receive SBs (10 times per second) to other vehicles in a V2V
fashion on channel number 178 (i.e., CCH).

Fig. 3. Multi-lane highway scenario
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5.2 Simulation Tools

In the domain of computer networks, the use of simulators is highly applicable
for implementation, comparison, testing and performance evaluation of proto-
cols. Consequently, to implement and evaluate the performance of SADP, we
rely on Simulation of Urban Mobility (SUMO) [2]. SUMO is an open source
microscopic vehicular mobility simulator. SUMO generates realistic traffic flows
on a microscopic level. Realistic traffic flows are very important in VANET, as
the performance evaluation is highly influenced by the mobility of vehicles.

Apart from SUMO, we also use an open source discrete event network sim-
ulation called Objective Modular Network Testbed in C++ (OMNET++) for
communication purpose [17]. Inside OMNET++, each vehicle and SP is repre-
sented by a node. Likewise, a good choice for performing VANET simulations
is Vehicles in Network Simulation (Veins) framework [11]. Veins uses Traffic
Control Interface (TraCI) [20] to connect OMNET++ with SUMO using a TCP
connection. The IEEE WAVE protocols stack (e.g., WSMP, IEEE 802.11p, IEEE
1609.3 and IEEE 1609.4) is available inside Veins. Figure 4 shows these simula-
tions components.

Fig. 4. Simulation tools [18]

5.3 Simulation Parameters

Parameters related to vehicles properties and highway scenario were defined in
SUMO. One of the utmost important factor is the vehicle speed. We carried out
our experiments with three different vehicle speeds, i.e., high, medium and low.
Additional important parameters are acceleration, deceleration, minimum gap
between vehicles, vehicle length, placement of RSU, scenario type and length. All
SUMO related parameters with their values are given in the Table 1. Likewise,
parameters relevant to OMNET++ are shown in Table 2.

6 Results and Discussions

In this section, we discuss the results of our simulation experiments. Experiments
were divided into three parts and henceforth, we explain them separately in the
following subsections. Additionally, each of the experiment was further divided
into four cases. In the first case, we used a broadcast frequency of 0.5/s. In the
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Table 1. SUMO parameters and their values.

Parameter Value

Scenario type Multi-lane double highway

Highway length 1 km on each side

Number of vehicles 384 vehicles

Vehicles density Congested (96 vehicles/km)

Vehicles speed High = 120 km/h, Medium = 90 km/h, Low = 60 km/h

Vehicles length 5 m

Vehicles acceleration 2.6 m/s

Vehicles deceleration 4.5 m/s

Minimum gap 2.5 m

SP(RSU) position 500m (middle of scenario)

Table 2. OMNET++ parameters and their values.

Parameter Value

Simulation time 300 s for each experiment

Number of runs 5 runs for each experiment

AB packet size 256 Bytes

AB packet broadcast frequency 0.5/s, 1/s, 5/s and 10/s

SB packet broadcast frequency 10/s

Number of services 80 services (5 categories)

Transport &network layer protocol WSMP

MAP &PHY layer protocol IEEE 802.11p

Channel bandwidth 10 MHz

Frequency band 5.9 GHz

Communication range (RSU &Vehicles) 400 diameter

Radio propagation model Two Ray Interference Model [12]

Transmission rate 6 Mbps

Transmission power 3.4 mW

Channel priorities CCH(178)= 3, SCH(174)= 2

Channel used 178 for SB packets & 174 for AB packets

second case, we used 1/s. In the third case, we used 5/s. While, in the final case,
we used a broadcast frequency of 10/s. We determined the percentage of vehicles
that received the AB packets from RSU. Besides, we also examined the effect of
vehicles speed and broadcast frequencies of AB packets on the performance.
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Fig. 5. Percentage of vehicles with received AB packets in a high-speed scenario (Color
figure online)

6.1 Evaluation of AB Packets in a High-Speed Vehicles Scenario

In the first series of experiments, we evaluated the performance of our protocol
in terms of AB packets reception in a high-speed (120 km/h) vehicles scenario
under four broadcast frequencies (i.e., 0.5/s, 1/s, 5/s and 10/s). The results
collected are shown in Fig. 5(a)–(d).

For a broadcast frequency of 0.5/s (i.e., sending an AB packet after every
two seconds), about 88 % of the vehicles received only 6 AB packets (out of
80 broadcast AB packets). It means that a maximum of 6 different roadside
commercial services were received by most of the vehicles. The results of the
first case is illustrated in Fig. 5(a). In Fig. 5(b), we observed 100 % performance
improvement for the second case (i.e., for a broadcast frequency of 1/s). A total of
83 % of vehicles received 12 AB packets. The performance further improves after
increasing the broadcast frequency of AB packets to 5/s (third case). As depicted
in Fig. 5(c), most of the vehicles (72 %) received 24 AB packets. However, the
AB packets reception, in all these three cases, is still low. The reason for this low
performance is the time spend by RSU between sending AB packets. On the other
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side, the high-speed of vehicles (120 km/h) also affect the performance, as the
vehicles has small inter-contact time with the RSU. In the final case, we further
increase the broadcast frequency of AB packets (i.e., 10/s). As a result, 100 %
of vehicles received all the advertised AB packets (80 advertisements). This is
shown in Fig. 5(d). The reason for this outstanding performance is obviously the
frequent broadcasts of AB packets by the RSU. In this case, vehicles has more
chances to receive the AB packets, even if they missed it in the first chance, for
instance because of congestion at MAC layer.

6.2 Evaluation of AB Packets in a Medium-Speed Vehicles Scenario

Likewise the first set of experiments, we evaluated the performance by consid-
ering the same broadcast frequencies for AB packets (0.5/s, 1/s, 5/s and 10/s).
However, we changed the vehicles speed to 90 km/h (medium-speed vehicles).
The results collected are shown in Fig. 6(a)–(d).

Fig. 6. Percentage of vehicles with received AB packets in a medium-speed scenario
(Color figure online)
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In the first case (broadcast frequency of 0.5/s), 84 % of the vehicles success-
fully received only 8 AB packets, which means most of the vehicles received
only few of the advertised services. This case is shown in Fig. 6(a). However, for
the second case (i.e., broadcast frequency of 1/s), we observed a 100 % perfor-
mance improvement and 69 % of vehicles received 16 AB packets. The results
are depicted in Fig. 6(b) accordingly. Furthermore, after increasing the broadcast
frequency of AB packets to 5/s (third case), about 62 % of the vehicles received
31 AB packets. This case is illustrated in Fig. 6(c). As compared to the previous
set of experiments, the performance (in terms of AB packets reception) is higher
(even for same broadcast frequencies). The main reason for this performance
improvement is the speed of the vehicles. In this case, all the vehicles move with
a uniform speed of 90 km/h (medium-speed) and has more inter-contact time
with RSU. We further increase the broadcast frequency of AB packets to 10/s
(forth case). Likewise, the forth case of previous experiment, herein 100 % of
vehicles received all the advertised AB packets (80 advertisements). The results
of this case is shown in the Fig. 6(d).

6.3 Evaluation of AB Packets in a Low-Speed Vehicles Scenario

Similar to the previous two sets of experiments, in this final series of experiments
we evaluated the performance by considering the same broadcast frequencies
for AB packets (i.e., 0.5/s, 1/s, 5/s and 10/s). However, we changed the vehi-
cles speed to 60 km/h (low-speed vehicles). The results collected are shown in
Fig. 7(a)–(d). Likewise the previous two sets of experiments, the performance is
very low for the first case (broadcast frequency of 0.5/s). Herein, 86 % of the
vehicles received only 12 AB packets, which means that majority of the vehicles
received only 12 (out of 80) advertised commercial services. The results for this
case is shown in Fig. 7(a). For a broadcast frequency of 1/s (second case), we
observed 100 % performance improvement (Fig. 7(b)) over first case. About 73 %
of vehicles received 24 AB packets. Furthermore, in third case (broadcast fre-
quency of 5/s), the performance further increase and hence, 45 % of the vehicles
received more than 50 % of the advertised services (i.e., 48 AB packets). This is
illustrated in Fig. 7(c). The first three cases, for low-speed vehicles, show better
performance over the first three cases of last two series of experiments. This is
because of the low speed of vehicles (i.e., 60 km/h), which allow them to spend
more time in the coverage range of RSU and as a result receive more AB pack-
ets. Finally for the broadcast frequency of 10/s (forth case), 100 % of vehicles
received all the advertised AB packets (Fig. 7(d)).

The overall simulations results show that a frequency of 10 advertisement
beacon packets per second would assures 100 % reception of all the advertised
services by all the vehicles and hence could be the basis for a premium-like type
of services advertisement. Furthermore, the results explore how the speed of
the vehicles and the broadcast frequencies affect the success rate of AB packet
receptions.
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Fig. 7. Percentage of vehicles with received AB packets in a low-speed scenario (Color
figure online)

7 Conclusion and Future Work

In this paper, we proposed SADP—a novel lightweight beaconing-based road-
side commercial services advertisement protocol for VANET. SADP operates
in a multi-channel VANET environment and take advantage of beaconing tech-
nology and store-carry-and-forward mechanism. The main entities of the sys-
tem are: business owners, service advertising agency, service provide and service
user. We also reveal a complete list of simulation parameters for repeating the
experiments in the future. We implement SADP on top of WAVE architecture
and perform extensive simulations using SUMO, OMNET++ and Veins sim-
ulators. We evaluate the performance of the protocol in a congested highway
scenario under different parameters. From the results we noticed that all the
vehicles received 100 % (80 different services about five categories) of the adver-
tised services, for a broadcast frequency of 10/s. This is important for the BO,
as they would be interested that none of the driver has missed the opportunity
to receive their advertised services. Additionally, it gives a basis for the entities,
involved in roadside commercial services advertisement, to assess the several new
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possibilities offered by VANET and formulate new business plans to explore
them. SADP is recommended for business owners for promoting their roadside
services and earning more revenues.

Currently, we are working on the implementation of the next phase of the
protocol i.e., commercial roadside services discovery using V2V communications.
In the future, we would study incentives schemes to motivate the selfish nodes
in the dissemination of commercial services. Moreover, we are studying the use
of pseudonyms and public key infrastructure (PKI) schemes for making our
protocol secure.
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Abstract. Integrating road signs information is becoming a critical
goal for Intelligent Transportation Systems (ITS). Unlike other driving
automation features, this capacity requires not only the vehicle, but also
posts and infrastructure to be adapted thus involving an investment that
can only be justified by a substantial number of users.

In this paper we describe an architecture that aims to facilitate the
introduction and deployment of this technology based on low cost devices
as the digital sign-posts and the integration of smartphones as an alter-
native in-vehicle user-interface. Wireless communications based on IEEE
802.11 is used for the basic connectivity requirements.

From the results obtained through an experimental evaluation, we
show that, despite the smartphone constraints, we can achieve success-
ful detection and recognition experiences at up to 90 km/h. Ultimately
the experiment described confirms that the use of smartphones repre-
sents an opportunity to expand wireless technology in the traffic sign
digitalisation area.

Keywords: Digital traffic signs · Smartphones · Intelligent transporta-
tion systems · Vehicle-to-infrastructure communications

1 Introduction

Automotive industry has made considerable advances over the last years in the
fields of safety and comfort. Some of the main contributors have been the features
categorized as Advanced Driver Assistance Systems (ADAS), a large number of
which are already commercially available. Despite ADAS has been proved as a
good opportunity to decrease the number of road accidents [1], usage rate is still
significantly low. One of the reasons is that although automotive development
cycles have been reduced in the last years, and in-cycle actions represent now
a major update on the product concept, the vehicle replacement time is still
lengthy. In the European Union the average for a passenger vehicle replacement
is approximately 9.5 years while in the United States the figure exceeds 11 years.
On the other hand recent surveys pointed out that a lack of perceived usefulness
is one of the main reasons why awareness of ADAS is still significantly higher
c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 294–307, 2016.
DOI: 10.1007/978-3-319-40509-4 21
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than its usage rate [2]. Therefore new vehicle features do require a considerable
amount of time to become a technology of common use.

This is especially critical when the technology update does not only involve
the vehicles, but the roadway infrastructure. This is the case for applications
like CoMoSeF [3] or traffic management systems [4] that are design to exchange
information with roadside stations. In this category of communication systems,
which is known as Vehicle-to-Infrastructure (V2I), only a significant amount of
users can justify the investment to adapt the road according to the requirements.
In particular using wireless technologies to exchange data with road infrastruc-
ture requires each traffic sign (or group of them under certain conditions, like
its relative position) to be equipped with a network adapter.

In this paper we describe an architecture that aims to facilitate the introduc-
tion and deployment of this type of service which is based on low cost devices
as the digital sign-posts and the integration of smartphones as an alternative in-
vehicle user-interface. Wireless communications based on IEEE 802.11 is used
for the basic connectivity requirements. To the best of our knowledge, there is
no previous empirical experiences introducing the smartphone as a key element
in the V2I strategy.

The paper is organized as follows. Section 2 describes the relevant related
work on the topic. Section 3 details the proposal and Sect. 4 presents the experi-
mental set-up details. Finally, Sect. 5 describes the evaluation results and Sect. 6
the final conclusions.

2 Related Work

New automobile safety features like Intelligent Speed Adaptation (ISA) or Traffic
Sign Recognition (TSR) are increasingly highlighting the importance of bringing
traffic signing into the digital domain in an efficient manner. This trend will only
be reinforced in a future where transportation is outlined by more connected and
more autonomous vehicles.

The problem has been broadly addressed in the literature using different
approaches. Among them, the most extended proposal exploit enhanced vision
techniques that have been adapted to road environments. Another system that
has made its way to real applications is based on digital maps that contain rele-
vant data and location references, so the client can query speed limits and other
traffic information based on a known position. Although these solutions have
reached a certain degree of popularity, there are some intrinsic limitations that
make them not suitable for a driverless scenario. For instance light conditions
and partial occlusions are two important handicaps for camera-based systems.
Further, in the case of digital maps, an accurate location awareness and database
update frequency are two major concerns to be addressed.

The solution that has been recently identified as a better candidate applies
wireless technologies to exchange road information with vehicles. This approach
appears for first time in the literature on [5]. Yoshimi Sato and Koji Makanae
took the opportunity that camera-based systems were not yet extended in Japan
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and proposed a different solution: equipping the road with general-purpose RFID
tags that contains relevant traffic sign information. The main issue observed by
other researches about Satos’ work is the position of the RFID tags and the
antenna. The communication range of the type of RFID devices used by Sato is
approximately 40 cm.

Later proposals achieved better results and versatility, for example on [6], the
authors increased the communication range up to approximately 30 m, allowing
an easier installation of the communication devices on both sides, infrastruc-
ture and vehicles. However the approach of wireless technologies had not been
extensively studied until the vehicle-to-vehicle communications (V2V) concept
appeared in the literature. Along with the vehicles, traffic signs have also been
considered to be equipped with a wireless interface [7]. A new 802.11 amendment
was published in 2010 motivated by a quicker data exchange between mobile
nodes within a maximum range of one kilometer [9].

Despite the progress in this area, when we compared the cited proposals for
wireless data exchange with other techniques they all share two common disad-
vantages: (1) the requirement of dedicated equipment and (2) the infrastructure
investment. Vision systems have already established a strong position in the
automotive market, therefore the adoption of a more expensive technology is
not an easy challenge. Moreover this cost is not only applied to the vehicle price,
but it also requires a major change in the infrastructure, which can only be jus-
tified by an important number of users. In this work we proposed an alternate
platform to the in-build capture device that aims closing the gap between techni-
cal prerequisites and the requirement of potential users to easy an infrastructure
change.

3 Proposed Architecture

Following our main objective, which is providing an efficient solution at a low
cost, we have based our proposal on extended wireless communication standards
rather than specialised protocols. The idea behind is creating a basic model
that could be implemented on different platforms. We set our target on fulfilling
major requirements to transmit road signs information via wireless media and
support future updates. Consequently we have chosen to draft a proposal that
allows high compatibility at different stack layers.

The communication model is the classical client-server scheme where road
signs act as service providers, offering traffic data to the various clients con-
currently upon request. The communications topology has been conceived as a
traditional infrastructure network under a transport layer where the messages
are transmitted via TCP. Finally, a REST-like protocol has been drafted to
exchange information at the application layer.

The Medium Access Control (MAC) services are exploited at the client appli-
cation level, managing the connection among different traffic signs. The mobile
device inside the vehicle listens to the wireless medium for beacons. Each traf-
fic sign, which has been previously equipped with the proposed server solution,
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periodically sends beacons with the relevant information for the connection.
When the vehicle approaches a traffic sign, the device receives this beacon and
immediately sends an authentication/association request (see Fig. 1). After the
connection is established, the client can access the relevant data from the traffic
sign and its location. Because the mobile device continuously monitors the signal
strength received from the traffic sign, these values can be used as a reference
to determine whether the vehicle is approaching or leaving a particular area.
The reliability of this strategy still needs be studied under certain conditions
like shielding or multi-path; however based on our experience, we believe that
this data can be exploited for that purpose on its own or to complement other
real-time location systems.

Fig. 1. Proposed communication flow diagram

It should be underlined that the proposed architecture is intended to be
implemented with only two requirements: (1) a platform able to exchange data
and manage the connection with different nodes in a specific order and (2) a
network adapter that handles the connection at a lower level. This is specially
important at the client side, which aims at gaining availability by integrating
the complete solution on a smartphone.

On the server side, this architecture propitiates the convenient conditions to
reduce the requirements for computing power, and therefore to lower the battery
consumption. Consequently there could be a significant cost reduction if we use
a low-cost solution to equip traffic signs with a wireless interface.
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4 Experimental Set-Up

The idea that we propose could potentially pull ahead the benefits of wire-
less communications applied to traffic sign recognition by offering the driver a
interim solution to adopt this technology regardless of the vehicle age. In order
to demonstrate that the proposal accomplishes the basic requirements we have
built an experimental solution, which has been used for the field application test
that is explained on Sect. 5.

In order to keep costs low we chose to base our experimental solution on
well-proven open source software. Figure 2 shows a simplified representation of
the different software packages used on the field application test. Both sides of
the systems have been implemented on Linux-kernel-based operating systems.
In particular, the server side uses a Debian distribution where we have installed
a hostapd daemon that handles the 802.11 standard services to connect with
the different clients. The network layer is managed by the dnsmasq application,
which is used as a light DHCP server. Finally high layer messages are managed
by our own script, which implements the REST-like protocol, and incorporates a
Python library for the TCP/IP standard. Among the hardware solutions in the
market that fulfill our requirements, we have chosen the Raspberry Pi. Its wide
range of connectors, specially general-purpose inputs/outputs (GPIO), along
with the fact that it uses a Linux-kernel-based operating system makes it a ver-
satile and robust solution for our objective. The network adapter is marketed
under the name RTL8188CUS-GR, an USB device included in most of the Rasp-
berry Pi development kits, which provides an inexpensive and complete solution
for the 2.4 GHz band. For the trials we configured the network manager to work
on 802.11n mode.

Fig. 2. Simplified network stack representation based on open source software
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The client side implementation relies on the Android API (Application Pro-
gramming Interface) to communicate with the wpa supplicant at the user space.
The supplicant handles the connection with the different traffic signs including
applying communication filters based on the beacon information. This is signif-
icantly important because the supplicant should dismiss any traffic signs that
does not contain relevant information for the driver. We have considered this
topic as a subject of future work, hence it is not expound it further in this text.

The model we presented is not restricted to be implemented on a smartphone
and even less on a specific operating system. We have considered that the smart-
phone has become a commodity of widespread adoption among drivers, hence a
solution based on smartphones could significantly increase the number of users,
if does not cause any negative effect on the device performance. Additionally
as an electronic platform, it offers flexibility and portability at a relatively low
cost. Among the mobile device operating systems we chose Android because it
led the market share of 2015. Its availability and familiarity among the potential
users makes it a convenient platform to speed up the adoption of this technol-
ogy. It should be noted that despite its benefits we are sometimes limited by the
Android interface as it is described in the next section.

Fig. 3. (a) Smartphone attached to the vehicle windshield during the experiment. (b)
Raspberry pi solution installed on a zebra crossing sign.

For further analysis we have developed an application that does not only
retrieve information from the traffic signs in the surroundings, but also imple-
ments a minimal user interface, monitors the smartphone performance and mea-
sures the process cycle time. Android has been designed as an operating system
for touch screen devices, hence the importance of the user interfaces. This might
be a problem executing time-consuming network commands. To overcome this
situation we have implemented the main logic of the application on a separate
thread designed as a finite-state-machine as we can see on Fig. 4.

We installed the application on a GT-I9195, also known as Samsung Galaxy
S4 mini. This smartphone with a dual core at 1.73 GHz and 1331 MB of RAM
belongs to the Samsung lower cost lineup that reached a certain degree of pop-
ularity in 2013 because of its price. The device is shipped with a Li-Ion battery,
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Fig. 4. Our proposal application state machine diagram

which offers autonomy of 1900 milliamp-hour. The operating system running on
the device is Android 4.4.2, labeled as KitKat. This version of the system is the
last one that Google released with the virtual machine Dalvik, however it is still
the most extended one among the Android users (87.6 % according to official
sources).

For our experiment we installed the smartphone on a car mount attached to
the vehicle windshield where driver can see it without affecting his/her driving
ability as shown in Fig. 3. Also we attached a Raspberry Pi, which had been
previously set up with a wireless network adapter and an external battery, to
a traffic sign at approximately 1.5 m from the ground. Along with our applica-
tion we additionally downloaded and installed other three traffic Android -based
solutions that helped us to create a more complete overview on the efficiency of
our application by doing separate trials on each one.

The applications installed were: myDriveAssist from Robert Bosch GmbH,
which uses the built-in camera from the smartphone to detect traffic signs; aCo-
Driver from Evotegra, an independent company that combines camera and GPS
(Global Positioning System) data to retrieve the speed limits from the road;
and finally Michelin Navigation a navigation system, which implements a mode
where only speed limits and not directions are prompted to the driver relying
on a remote database (Fig. 5).
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Fig. 5. Satellite image from area where experiments have been performed. (source:
Google Earth)

5 Results

The evaluation for our proposal has been carried out by two different experi-
ments. The first one aims at proving that our solution is able to detect, register
and prompt relevant data to the driver before the vehicle overtakes the traffic
sign. In the second one we wanted to establish whether the proposal was efficient
from the perspective of a resource-constrained device.

For the first experiment we assumed the maximum communication range
between traffic sign and client invariable. The distance travelled by the smart-
phone when the information is prompted to the driver would then be determined
by the vehicle speed and the required time for a complete data exchange between
client and server. The distance is given as:

d = R− s

tdetection
(1)

where R is the maximum communication range and s the vehicle speed. On the
one hand the speed entirely depends on the driver and the traffic conditions;
therefore we have considered different speed values for our experiment. On the
other hand we wanted to establish the magnitude of the effect that this speed
has on the data exchange time; with this purpose the client application logs time
stamp and location at the different stages of the process (vehicle moving, traffic
sign detected, etc.). The results from the first experiment are shown in Fig. 6.

From them we can conclude that higher speed values do not necessarily
increase the time that the smartphone needs to complete traffic sign detection,
so for simplicity we can assume that its influence is limited to the amount of
time available for detection. However the detection time shows a wide variabil-
ity regardless the vehicle speed. In order to understand the requirement on cycle
time for the data exchange, we modified the source code on the Android applica-
tion to create a log file with the timestamps at critical process steps like request
for traffic sign discovery, authentication, connection, etc. We installed the mod-
ified application on the GT-I9195 and run a trial on the simulated environment



302 C. Fernandez-Laguia et al.

Fig. 6. Relation between vehicle speed and traffic-sign distance.

in the lab. Both devices, smartphone and digital post were placed approximately
one meter from each other.

The results in Table 1 shows that after approximately one hour execution
74 detections have been successfully achieved and more than two thirds of the
average time per cycle was spent on the discovery phase. This phase gets initiated
when the application calls the startScan() method and ends either when the
network driver performs a full scan or a known profile is available for connection.

Table 1. Detection time break down

Execution phase Average time (ms)

Scan 2859

Authentication 134

Association 830

Rest-like 483

Disassociation 18

From the wpa supplicant documentation1 we have learnt that every time the
application calls the startScan() method the network driver is requested to
perform a full scan, which in the 2.4 GHz band consists of 13 channels spaced
5 MHz apart. The driver is usually designed to stay on each channel a certain
amount of time before switching to the next one. The reason is that access points

1 https://w1.fi/cgit/hostap/plain/wpa supplicant/.

https://w1.fi/cgit/hostap/plain/wpa_supplicant/
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send periodically a beacon with relevant information for the connection, without
that beacon the communication cannot be established. The full-scan latency is
therefore determined by:

scan latency = N × beacon interval (2)

This beacon interval is typically set up to 100 ms on the access point (AP)
[10], however most of stations (STAs) use a more conservative value to ensure
that the beacon does not get missed if the antenna is physically located within
the communication range. For example on WEXT, one of most extended kernel
drivers for Linux, this value is defined as 250 in the source code by the constant
WEXT CSCAN PASV DWELL TIME, therefore a full scan could take up to 3250 ms.

The wpa supplicant and most popular drivers for Android devices allow min-
imising the scan delay by reducing the number of channels, however the Android
API accepts no parameter for the startScan() method. This is, indeed, an
important inefficiency compared with other solutions. Dedicated applications,
like the ones based on RFID technologies, do not really require a full scan since
transmitter and receiver can be designed to exchange data only in a preset fre-
quency band. Despite it defines seven channels of 10 MHz bandwidth, the 802.11p
standard solves the scan-latency problem restricting the number of channels to
discover devices to only one, which is dedicated to periodical dissemination of
this control information [9].

Another possible method that could potentially overcome this issue is a sim-
ilar approach to the one used by the passive RFID solutions. The transceiver
does not broadcast periodic frames, but it sends the relevant information for
connection after receiving the request from the receiver. A similar method is
included in the 802.11 specification with the name of active scanning. Like the
single-channel scanning, this service is supported by the wpa supplicant and the
analysed drivers, but not by the Android API. The problem has been previously
studied for a different application in [11]. Unfortunately the proposed solution
inevitably means a more complicated installation process, including in some cases
root access to the system. These enhancements can discourage potential users
from adopting this technology, which goes against one of our main objectives.
We should, therefore, accept that the use of an Android device as an alternate
platform implies a maximum scan delay that is determined by Eq. (2).

After analysing this limitation we can state that the integrity of the system
could be affected by the vehicle speed. The maximum value that guarantees the
information prompted before the traffic sign is overtaken can be defined as:

smax = R× tmax (3)

Although we have initially considered a constant value for R, the experience
shows that the maximum distance to establish a safe and durable connection
between the smartphone and the traffic sign is significantly reduced when the
experiment is carried out in an urban environment. We have actually moved
from 100-meters communication ranges in open spaces, like a highway, to a
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maximum distance of 40 m in narrow streets with presence of different obsta-
cles (e.g. tall buildings, parked vehicles, trees, etc.). Despite these limitations,
when we consider that the maximum speed allowed in urban areas is 50 km/h,
our solution is still able to exchange information before the vehicle overtakes
the transceiver. Applying Eq. 3 to the highway conditions, the maximum speed
obtained is approximately 96 km/h, which means that the reliability of the sys-
tem can be compromised above that vehicle speed.

On a different theme, we consider that the smartphone is not a dedicated
piece of equipment and our solution must avoid any adverse effect on the usual
device performance. In order to have a better picture of how our proposal per-
forms on a smartphone, we have run a second experiment with each of the other
applications installed on the device and collected the following indicators: CPU
usage, memory allocated and battery status. The test consisted of a one-hour
trip on an itinerary that was 30 % urban and 70 % freeway, covering approxi-
mately a distance of 50 km. We aimed to establish whether the application could
have negative effects on the smartphone performance.

Fig. 7. GT-I9195 1.7 GHz dual-core CPU utilisation by application.

From the captured data, the two applications that use the camera for sign
detection are the ones making the most extensive use of the CPU as we can
see on Fig. 7. The other two, Michelin Navigation and our proposal, rely on the
network interface as the main input. Unlike the camera, the network adapter
is used based on the application demand, and not continuously, hence the CPU
load should be in general less uniform, but lower than the camera-based systems.
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Fig. 8. GT-I9195 RAM usage by application.

As a result the battery consumed during the test trial was also more represen-
tative on applications that use the in-build camera than on network-based ones.
In particular myDriveAssist had already consumed 44 % of the battery charge

Fig. 9. Real discharge for the Li-Ion 1900 mAh removable battery by application.
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after one hour, while our application was still showing an 86 % of the battery
available (see Fig. 9). Regarding the memory requirements, on Fig. 8 the highest
figures are registered by our application; however taking the maximum value
recorded, it does only represent the 16 % of the available RAM memory of the
smartphone, and hence we can conclude that it would slightly affect negatively
the device performance.

The experiment shows that our proposal of applying wireless technologies to
traffic sign recognition does not only offer a more versatile solution than camera
or data-map based systems, but also performs better on a resource-constrained
device like the smartphone used.

6 Conclusion

In this paper we presented an architecture that aims to facilitate the introduc-
tion and deployment of digital sign-posts based on low cost devices and the
integration of smartphones as an alternative in-vehicle user-interface. Wireless
communications based on IEEE 802.11 is used for the basic connectivity require-
ments.

Analysis of the data obtained shows that there are major reasons for fur-
ther studies about the opportunity of using smartphones to expand the number
of potential users of this technology. With a low budget we have implemented
an application that is able to run for a long time on any Android device with-
out potential CPU or memory capacity issues and reliably detect traffic signs
equipped with our wireless solution at any vehicle speed up to 96 km/h.

The main limitations we have discovered during the implementation are intro-
duced by the APIs involved in wireless communication for Android. The Wifi-
Manager class, which handles most of the interaction between the application
and the Wi-Fi controllers, is very limited compared with other operating systems.
Moreover the scanning and association phases are not very well documented in
the official Android reference, and most of premises we have followed during the
implementation are based on our own experience. Nevertheless Android is an
on-going project and these limitation might be overcome in the future, which
would enhance the system response and, therefore, increase the effective maxi-
mum vehicle speed.

Despite its current limitations, we have compared our solution with others
Android applications based on different strategies, and this proposal proves the
benefits of using wireless technologies among the other exploit techniques under-
lined in this document. Our system does not only offer the possibility of detecting
a wider range of traffic signs and have additional capabilities like providing live
information from the area, but also we have verified that makes a more efficient
use of the smartphone resources like battery or CPU.
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Abstract. In this paper we consider the gathering of oblivious mobile
robots in a n-node ring. In this context, the single class of configurations
left open in the most recent study [2] is SP4 (a special class of configu-
rations with only four robots).

We present an algorithm to solve some of the most intricate configu-
rations in SP4, those that can lead to a change of the axis of symmetry.
Our approach lays the methodological bases for closing the remaining
open cases for SP4 solvability.

1 Introduction

The Distributed Computing community, motivated by the variety of tasks that
can be performed by autonomous robots and their complexity, started recently
to propose formal models for these systems and to design and prove protocols in
these models. The seminal paper by Suzuki and Yamashita [16] proposes a robot
model, two execution models, and several algorithms (with associated correct-
ness proofs) for gathering and scattering a set of robots. In their model, robots
are identical and anonymous (they execute the same deterministic algorithm and
they cannot be distinguished using their appearance), robots are oblivious (they
have no memory of their past actions) and they have neither a common sense
of direction, nor a common handedness (chirality). Furthermore robots do not
communicate in an explicit way. However they have the ability to sense the envi-
ronment and see the position of the other robots, which lets them find their way
in their environment. Also, robots execute three-phase cycles: Look, Compute
and Move. During the Look phase robots take a snapshot of the other robots’
positions. The collected information is used in the Compute phase in which
robots decide to move or to stay idle. In the Move phase, robots may move
to a new position computed in the previous phase. The two execution mod-
els are denoted (using recent taxonomy [8]) FSYNC, for fully synchronous and
SSYNC, for semi-synchronous. In the SSYNC model, an arbitrary non-empty
subset of robots execute the three phases synchronously and atomically. In the
FSYNC model all robots execute the three phases synchronously. Since the ini-
tial introduction of this distributed computing model, an asynchronous model
(denoted by ASYNC) has also been suggested [8]. In the ASYNC model there is
c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 311–324, 2016.
DOI: 10.1007/978-3-319-40509-4 22
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no synchronization between the various phases that are executed by the robots
(that is, a robot may be looking while the other is moving).

A recent trend, motivated by practical applications such that exploration
or surveillance, is the study of robots evolving in a discrete space with a finite
number of locations. This discrete space is modeled by a graph, where nodes
represent locations or sites, and edges represent the possibility for a robot to
move from one site to the other.

One of the benchmarking [8] problems for mobile robots evolving in a dis-
crete space is that of gathering. Regardless of their initial positions, robots have
to move in such a way that they are eventually located on the same location,
not known beforehand, and remain there thereafter. The case of ring networks
is especially intricate, since its regular structure introduces a number of possible
symmetric situations, from which the limited abilities of robots make it difficult
to escape. A particular disposal (or configuration) of robots in the ring is sym-
metrical if there exists an axis of symmetry, that maps single robots into single
robots, multiplicities (a.k.a. towers, more than one robot on the same node) into
multiplicities, and empty nodes into empty nodes. A symmetric configuration
can be edge-edge, node-edge or node-node symmetrical if the axis goes through
two edges, through one node and one edge, or through two nodes, respectively.
A periodic configuration is a configuration that is invariant by non-trivial rota-
tion. Configurations that are neither symmetrical nor periodic are called rigid.

On the negative side, it was shown in [13] that gathering is impossible when
the algorithm run by every robot is deterministic and there are only two robots,
or if the initial configurations are periodic, or edge-edge symmetric, or if the
ability for a robot to detect multiple robots on a single location (denoted as
multiplicity detection) is not available. Running a probabilistic algorithm [15]
permits to start from an arbitrary initial configuration (including periodic and
edge-edge symmetric) but still requires multiplicity detection and the SSYNC
execution model.

On the positive side, a number of deterministic ring gathering algorithms
have been proposed in the literature [1–5,7,9–13] for the cases left open by
impossibility results, focusing on the problem solvability for different initial con-
figurations and different values for the size of the ring and the number of robots.
The first two solutions [12,13] are complementary: [13] is based on breaking the
symmetry whereas [12] takes advantage of symmetries. Nevertheless, the case of
an even number of robots proved difficult [3,11] as more symmetric situations
must be taken into account. When multiplicity detection is only available on the
current position of each robot, more involved and specific approaches [5,9–11]
are needed. When the robots are able to detect whether there is one or multiple
robots in each location (capability known as global weak multiplicity), a unified
deterministic strategy is available [1,2] for the most general execution model,
ASYNC.
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1.1 Motivation

Our work is motivated by the recent unified results proposed in [2]. Following
their taxonomy, the set I of possible initial configurations (i.e. configurations
without multiplicities) can be partitioned into the following three sets:

– NG, Non-Gatherable configurations; configurations that are non gatherable
(two robots, periodic configurations, edge-edge symmetrical configurations),

– SP4, SPecial configurations with four robots (defined below),
– A = I\(NG ∪ SP4), Admissible configurations that are known to be gather-

able; there exists a unified deterministic algorithm [2] that allows to solve the
gathering problem provided that the initial configuration is in A.

In [2] the configurations in SP4 are defined as: “symmetric configurations of
type node-edge with 4 robots and the odd interval cut by the axis bigger than the
even one, with an interval being a maximal set of empty consecutive nodes.”

Figure 1 represents the configurations in SP4 where the odd block is of size
b, the even block is of size c, and b > c.

Fig. 1. SP4 configuration (a, b, a, c); b is odd, c is even, and b > c.

Notation. In the remaining of the paper, SP4 configurations will be uniquely
represented by quadruplets (a, b, a, c) where b is odd, c is even, and b > c.

Remark. For any configuration of SP4, according to the definition, the size n of
the ring satisfies the equation n = 4 + 2a + b + c where b and c are respectively
odd and even. Therefore all configurations of SP4 contain four robots on a ring
of odd size.

Specificity of SP4 Configurations. The only case that it is still open, with respect
to the gathering problem, is the set of configurations SP4. The difficulty of
addressing the class SP4 is stated in [2] as follows: “The main difficulty faced
when dealing with configurations in SP4 comes from the fact that among the
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two intervals cut by the axis, the odd one is bigger than the even one. Intuitively
the middle node of the odd interval is the only possible candidate to finalize the
gathering [. . . ]. Hence, when robots move towards such a node to make a mul-
tiplicity, it may happen that only one of the two symmetric robots allowed to
move effectively moves. The subsequent configuration contains now two intervals
of even size corresponding to those intervals originally cut by the axis of symme-
try. Possibly they can be of the same size and hence they may induce different
symmetries with respect to the original one.”

In the following we exemplify the above statement starting from the config-
uration depicted in Fig. 1 where we try to move the two upper robots towards
the top. If only one of them moves (per scheduler choice), the system reaches
the configuration depicted in Fig. 2 that contains a new symmetrical axis.

Fig. 2. Why it is complex to solve SP4 configurations.

1.2 Contributions

In this paper we investigate the gathering problem in rings of size n with n odd
and n > 5, k = 4 robots in the standard settings (ASYNC execution model,
global weak1 multiplicity detection). More precisely, we investigate the open
class SP4. For some of the most problematic configurations C ∈ SP4 (those
that may introduce a change of the symmetry axis), we propose an algorithm
that gathers robots when starting in C.

Remark. A recent study proves that SP4 configurations are ungatherable for
rings of size 7 or 9, and also conjectures that these configurations are ungather-
able for any size of ring [6]. This is not a contradiction with our proposed results.
In that paper, configurations are considered globally, while here we try to analyze
each of them independently. Note that, even if it was possible to solve indepen-
dently each of them (which is probably not true), it would not imply a possible
solution to solve all of them globally.
1 In our context of four robots, strong and weak multiplicity are equivalent. Given

the knowledge of four robots, when observing a tower (multiple robots on the same
node), one can always deduce the exact number of robots.
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1.3 Roadmap

Section 2 defines the model. Section 3 describes and proves an algorithm solving
the gathering problem when the initial configuration is known. Section 4 explains
how to combine algorithms of Sect. 3, when it is possible. Section 5 concludes the
paper. In AppendixA we instantiate the results for some rings.

2 Model

2.1 Robots on Graphs

We consider an undirected n-sized ring-shaped graph. The graph is anonymous,
that is, there exists no labeling to distinguish nodes or edges. The robots are
identical, i.e., they cannot be distinguished and all execute the same protocol.
Moreover, the robots are oblivious and disoriented, meaning that they have no
memory of past actions, and they share no common handedness, i.e., they do not
agree on a common right (or, left) side. Robots are placed on the graph nodes,
and a link between two nodes denotes the ability for a robot to move from one
node to the other. Several robots can be located at the same node concurrently
and they form a tower.

The robots cannot explicitly communicate, but have the ability to sense their
environment and see the position of the other robots, in their local coordinate
system. The sensing capabilities of the robots permits them to know whether
there is one or multiple robots in each location (that is, we use the global weak
multiplicity detection model).

Robots operate in cycles of three deterministic phases: Look, Compute, and
Move. During its Look phase a robot takes a snapshot of the graph together with
all robots’ positions. The collected information (position of the other robots in
the egocentric view) is used in the Compute phase during which the robot may
decide to move or stay. In the Move phase, the robot may move to one of the
adjacent nodes, as computed in the previous phase.

The computational model we consider is the ASYNC model [8] in a discrete
setting. It means that, the start and duration of each Look-Compute phases and
the start of each Move phase of each robot are arbitrary and determined by
an adversary. However, when a robot takes a snapshot of the graph and other
robots’ positions, it sees the other robots on nodes only (that is, we assume that
the move phases are instantaneous). In particular, this execution model permits
a robot to make a move based on a previously observed configuration (e.g. if its
Look phase occured before the Move phase of another robot). A configuration
at a given time is defined by the positions of all robots at that time.

2.2 The Gathering Problem

The general problem considered in our work is the gathering problem, where
starting from any arbitrary gatherable configuration (that is, a configuration
from which gathering is not proved impossible by a deterministic algorithm),
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k robots have to gather in one location not known in advance before stopping
there forever.

In this paper, we focus on the remaining open case for gathering with 4
robots, starting from an initial configuration in SP4.

3 Gathering from a Known Initial Configuration of SP4

In this section, we propose an algorithm that solves the gathering problem from
a known initial configuration. The given algorithm is parametrized by this initial
configuration. In Sect. 4, we combine these specific algorithms to obtain a unified
algorithm. Using the same notations as in Fig. 1, let us define the subset SP4g
of SP4 as the gatherable SP4 configurations:

SP4g =

⎧⎨
⎩(a, b, a, c) ∈ SP4 such that

∣∣∣∣∣∣
a is odd
c = b − 1
a �= b − 2

⎫⎬
⎭

We do not claim that SP4g contains all gatherable configurations of SP4,
but it contains all the ones that we solve in this paper. Note that there are
already an infinite number of configurations in SP4g.

From any configuration of SP4g, it is possible to gather robots and our
algorithm works in two phases. In Phase 1 starting from a configuration in SP4g
the algorithm (described in Fig. 3) brings the system in a not SP4 configuration.
In Phase 2, the algorithm (described in Fig. 5) starts in a configuration output
of Phase 1 and brings the system in the gathered configuration (i.e. all robots
share the same position).

3.1 Phase 1: Leaving SP4

Figure 3 describes the first phase of our algorithm. It explains how to reach a
“good” symmetrical configuration from a configuration of SP4g. The dotted
lines in Fig. 3 depict the symmetrical axes that exist. Black arrows correspond
to the moves that should be computed by robots if they look at the current
configuration (note that symmetrical robots have always symmetrical moves).
Let us emphasize that our algorithm is entirely represented by these black arrows.
Other arrows (explained in next paragraph) describe only possible executions of
this algorithm.

Dashed arrows correspond to potential pending moves (computed from a
previous configuration). Double arrows indicate all possible transitions between
the configurations. Due to the ASYNC model assumption, only a subset of robots
can be scheduled to move; all cases are considered and distinguished with labels
“both” (two robots move), “one” (a single robot moves), “dashed” (a single robot
moves according to a pending move), “both bold” (two robots move according
to currently computed moves), ...

From the initial configuration of SP4g (top-left), the system always reaches
a configuration outside of SP4 (top-right or bot-mid) which does not contain
any potential pending move.
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Fig. 3. Algorithm – Phase 1: leaving SP4.

Notation. Let us denote L1 the list2 of configurations used during this phase 1.
L1 includes all configurations depicted on Fig. 3.

Specific values of a or b. Figure 3 is inaccurate for the following cases, but can
be easily adapted:

– b = 1; Instead of having b − 2 empty nodes, there should be a tower.
– a = 1; Instead of having a − 2 empty nodes, there should be a tower.
– b = a; The two final configurations are identical.

Remark. The constraints defining SP4g are vital for the well behavior of our
algorithm. It will appear clearly in the proof, but is already noticeable from the
algorithm description:
2 We use here the word list instead of set because we do not assume uniqueness of

each configuration. The uniqueness is proved in Theorem 1.
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– If a is not odd, the bot-mid configuration belongs to SP4.
– If a = b−2, the two configurations reachable from the initial configuration are

isomorphic but the proposed moves are different (i.e. mid-left and top-mid).

3.2 Phase 2: Gathering

According to Fig. 3, Phase 1 of our algorithm brings the system in one of the
two configurations of Fig. 4. From these configurations, we first gather the two
symmetrical robots separated by the odd block (see Fig. 5), and then the two
remaining robots (not on Fig. 5 but trivial as soon as a single tower exists).
Figure 5 represents the case b = 7 (hence b− 6 = 1). It can easily be generalized
for general case, as done in the proof (Sect. 3.3).

Fig. 4. Two final configurations reached after phase 1.

Fig. 5. Algorithm – phase 2: Gathering.

3.3 Proof of Correctness

First, we prove that the configurations in Phase 1 (algorithm described in Fig. 3)
are all different, hence the execution has no loop and no conflict (incoherent
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moves computed for the same configuration). Then we prove that the configu-
rations in Phase 2 (algorithm described in Fig. 5) are unique and all different
from the ones of the Phase 1. That is, there is no loop and no conflict between
configurations of Phase 1 and Phase 2 and also no loop and no conflict inside the
set of configurations used by the Phase 2 algorithm. It follows that the system
always converges to a final configuration. Finally we prove that from the two
final configurations, it is always possible to gather the robots to a single node.

Theorem 1. The configurations of L1 (the ones depicted in Fig. 3) are unique.

Proof. There are two classes of configurations: asymmetrical and symmetrical.

– Asymmetrical configurations. There are only two asymmetrical configu-
rations, (b − 2, a + 1, b, a) and (b − 1, a − 1, b, a + 1).3 Since a and b are both
odd; the first configuration contains three blocks of odd size and one block of
even size, while the second configuration contains one block of odd size and
three blocks of even size. These configurations cannot therefore be the same.

– Symmetrical configurations. There are five symmetrical configurations.
Contrarily to asymmetrical configurations, it is now possible to order the
sequence of blocks; starting, for example, from the odd block crossed by the
symmetrical axis: (b, a, b − 1, a), (b − 2, a + 1, b − 1, a + 1), (b − 2, a, b + 1, a),
(a, b − 1, a + 1, b − 1), (a − 2, b, a + 1, b).

• The first configuration is the only one belonging to SP4.
• The third and fifth configurations contain both three odd blocks and a

single even block; they correspond to the very same configuration when
a = b. As mentioned earlier, it simply means that the two final configu-
rations are in fact the same configuration.

• The second and fourth configurations contain both a single odd block and
three even blocks; they correspond to the very same configuration when
a = b − 2. From the assumption, a �= b − 2 so these configurations are
different. ��

In the following we examine the configurations generated by the execution of
the second phase of the algorithm described in Fig. 5. Phase 2 uses the following
configurations:

– When Phase 2 starts from the configuration (b − 2, a, b + 1, a):
• Symmetrical configurations without tower (b− 4, a+ 1, b+ 1, a+ 1), (b−

6, a + 2, b + 1, a + 2), . . . , (1, a + b−3
2 , b + 1, a + b−3

2 ). More generally it
corresponds to configurations:

∀i ∈
{

1, . . . ,
b − 3

2

}
(b − 2i − 2, a + i, b + 1, a + i)

3 The order of blocks is arbitrarily chosen.
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• Asymmetrical configurations without tower (b − 3, a + 1, b + 1, a), (b −
5, a + 2, b + 1, a + 1), . . . , (0, a + b−3

2 + 1, b + 1, a + b−3
2 ). More generally

it corresponds to configurations:

∀i ∈
{

0, . . . ,
b − 3

2

}
(b − 2i − 3, a + i + 1, b + 1, a + i)

– When Phase 2 starts from the configuration (a − 2, b, a + 1, b):
• Symmetrical configurations without tower (a− 4, b+ 1, a+ 1, b+ 1), (a−

6, b + 2, a + 1, b + 2), . . . , (1, b + a−3
2 , a + 1, b + a−3

2 ). More generally it
corresponds to configurations:

∀i ∈
{

1, . . . ,
a − 3

2

}
(a − 2i − 2, b + i, a + 1, b + i)

• Asymmetrical configurations without tower (a − 3, b + 1, a + 1, b), (a −
5, b + 2, a + 1, b + 1), . . . , (0, b + a−3

2 + 1, a + 1, b + a−3
2 ). More generally

it corresponds to configurations:

∀i ∈
{

0, . . . ,
a − 3

2

}
(a − 2i − 3, b + i + 1, a + 1, b + i)

Notation. Similarly to L1 for phase 1, let us denote L2 the list of configurations
used during this phase 2. L2 is the union of the four cases described above.

Theorem 2. The configurations of L2 are unique and there is no common con-
figuration in L1 and L2.

Proof. Uniqueness can be checked similarly as done for Theorem 1. It remains
to check that all configurations of L2 are not already in L1. The two inter-
mediate symmetrical configurations of Fig. 3 are (b − 2, a + 1, b − 1, a + 1) and
(a, b−1, a+1, b−1). For both configurations, the difference between the lengths
of the two empty blocks crossed by the symmetrical axis equals one. Conversely,
this difference equals (b+ 1) − (b− 2i− 2) = 2i+ 3 for the symmetrical configu-
rations defined above. Since 2i+3 > 1, there is no overlap between symmetrical
configurations of L1 and L2.

Similarly, for asymmetrical configurations one can observe that the two con-
figurations used in the algorithm of Fig. 3 contain two opposite empty blocks
whose difference of lengths equals 2; b− (b−2) and (a+1)− (a−1). Conversely,
these differences equal either (a+i+1)−(a+i) = 1 or (b+1)−(b−2i−3) = 2i+4
for the asymmetrical configurations defined above. Since 1 �= 2 and 2i + 4 �= 2,
there is no overlap between asymmetrical configurations of L1 and L2. ��

The following theorem states the correctness of the algorithm. The proof is
a direct consequence of Theorems 1 and 2 and Figs. 3 and 5.

Theorem 3. The algorithm described in Figs. 3 and 5 started in a configuration
of SP4g brings the system in a gathered configuration in the ASYNC model of
execution.
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4 Gathering from Initial Configurations of A ∪ SP4g

In the previous section, we assumed that the initial configuration is known and
belongs to SP4g. In the following we assume that this assumption is not sat-
isfied anymore. Recall that A denotes the set of admissible configurations (i.e.
configurations already known to be gatherable).

Let C be a configuration of SP4g. If we restrict the system to start in an
initial configuration belonging to A ∪ {C}, it is possible to solve the gathering
problem by combining our algorithm with algorithms proposed in [2].4

Let C1 and C2 be two configurations of SP4g. In the following we investi-
gate the situations when it is possible to compose our algorithm for C1 with
the algorithm for C2 to solve the gathering problem if the initial configuration
belongs to the set {C1, C2}. The following theorem exhibits the cases when the
composition is not possible.

Theorem 4. Let n be an odd value, let C1 and C2 be two (distinct) configura-
tions of SP4g. Let C1 = (a1, b1, a1, b1 − 1) and C2 = (a2, b2, a2, b2 − 1) such that
2a1 + 2b1 − 1 = n − 4 and 2a2 + 2b2 − 1 = n − 4. The algorithm for C1 cannot
be composed with the algorithm for C2 if and only if a1 + a2 = n−7

2 . In all other
cases, it is possible to compose these algorithms.

Proof. In Sect. 3.3 we listed the configurations that are used in our algorithm:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(b − 1, a − 1, b, a + 1)
(b − 2, a + 1, b, a)

}
Asymmetrical

(b, a, b − 1, a)
(b − 2, a + 1, b − 1, a + 1)
(b − 2, a, b + 1, a)
(a, b − 1, a + 1, b − 1)
(a − 2, b, a + 1, b)

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

Symmetrical

To check if the algorithm for C1 and the algorithm for C2 can be composed,
we need to check if there is an overlap between the above configurations.

– For asymmetrical configurations, as in Sect. 3.3, a simple parity argument
proves that there is an intersection only if a1 = a2 or b1 = b2 which implies
C1 = C2.

– For symmetrical configurations, a pairwise analysis shows an overlap in the
following cases:

• (b1 − 2, a1 + 1, b1 − 1, a1 + 1) = (a2, b2 − 1, a2 + 1, b2 − 1), which implies
a2 = b1 − 2 and b2 = a1 + 2.

• (a1, b1 − 1, a1 + 1, b1 − 1) = (b2 − 2, a2 + 1, b2 − 1, a2 + 1), which implies
a1 = b2 − 2 and b1 = a2 + 2.

• (b1 − 2, a1, b1 + 1, a1) = (a2 − 2, b2, a2 + 1, b2).
• (a1 − 2, b1, a1 + 1, b1) = (b2 − 2, a2, b2 + 1, a2).

4 Informally, if a configuration belongs to L1 or L2, robots decide to move according
to our rules; otherwise they follow rules of [2].
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The two last cases do not raise any problem since only final configurations are
involved. The two first cases raise a problem since both configurations involved
are given different moves in the algorithms. It implies that it is not possible
to combine our algorithm in these cases. Both cases can be summarized in
the single equation a1 + a2 = n−7

2 . Since a1 + b1 = a2 + b2 = n−3
2 , it can

equivalently be rewritten b1 + b2 = n+1
2 . ��

5 Conclusion and Open Problems

We presented an algorithm for oblivious mobile robot gathering on uniform rings,
which focuses on the most intricate of the remaining open cases (the configu-
rations of SP4) that can lead to a change of the axis of symmetry upon robot
movement. While from a quantitative point of view, those initial configuration
represent only a minority of the open cases in SP4, we hope that the remaining
initial configurations could be solved by marginal adjustments of our algorithm,
or proven to be non-gatherable. Another path for future research would be to
apply computer-assisted approaches used in [6] to help solving remaining cases.

There is an obvious analogy between condition based consensus as proposed
by Mostefaoui et al. [14] and condition based gathering as we perform in this
paper. Integrating a complete set of input configurations (that is, all config-
urations that are gatherable) into a unified algorithm is an interesting open
problem.

Acknowledgements. This work was supported in part by LINCS and by JSPS
KAKENHI Grant Number 26870228. The authors would like to thank the anonymous
reviewers for their constructive comments.

A Appendix: Case Studies

In this section we investigate the gathering for some specific values of ring size
n. For each value we identify the configurations for which our algorithm solves
the problem and the configurations that are still open. We consider here only
rings of size n = 4x+ 3. For rings of size n = 4x+ 1, the set SP4g is empty and
therefore we do not solve any SP4 configurations in that case.

A.1 Ring of Size 7

There are 4 towerless configurations (|I| = 4). There is no obviously-non-
gatherable configuration (|NG| = 0). The set of admissible configurations con-
tains 1 asymmetrical and 1 symmetrical (|A| = 1 + 1 = 2). There are therefore
2 configurations of SP4:

– C1 defined by (a1, b1, a1, c1) = (0, 3, 0, 0). C1 �∈ SP4g since c1 �= b1 − 1.
– C2 defined by (a2, b2, a2, c2) = (1, 1, 1, 0). C2 ∈ SP4g.

There is an algorithm solving the gathering problem if the initial configuration
belongs to A ∪ {C2}. The problem is open if the initial configuration is C1.
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A.2 Ring of Size 11

|I| = 20, |NG| = 0, |A| = 10 + 4 = 14, and |SP4| = 6 partitioned as follows:

– C1 defined by (a1, b1, a1, c1) = (0, 7, 0, 0). C1 �∈ SP4g since c1 �= b1 − 1.
– C2 defined by (a2, b2, a2, c2) = (1, 5, 1, 0). C2 �∈ SP4g since c2 �= b2 − 1.
– C3 defined by (a3, b3, a3, c3) = (0, 5, 0, 2). C3 �∈ SP4g since c3 �= b3 − 1.
– C4 defined by (a4, b4, a4, c4) = (2, 3, 2, 0). C4 �∈ SP4g since c4 �= b4 − 1.
– C5 defined by (a5, b5, a5, c5) = (3, 1, 3, 0). C5 ∈ SP4g.
– C6 defined by (a6, b6, a6, c6) = (1, 3, 1, 2). C6 �∈ SP4g since a6 = b6 − 2.

There is an algorithm solving the gathering problem if the initial configura-
tion belongs to A ∪ {C5}. The problem is open if the initial configuration is C1,
C2, C3, C4, or C6.

A.3 Ring of Size n = 4x + 3 for x ∈ {1, 2, 3, . . .}

|I| = (n2−1)(n−3)
48 , |NG| = 0, |A| = (n−1)(n−3)(n−5)

48 + (n−3)2

16 = (n−4)(n−3)(n+5)
48 ,

and |SP4| = (n−3)(n+1)
16 are partitioned as follows:

– Cb,c defined by (n−4−b−c
2 , b, n−4−b−c

2 , c) for b ∈ {1, 3, 5, 7, . . . , n − 4} and c ∈
{0, 2, 4, . . . , b − 1}.
All Cb,c for c �= b − 1 do not belong to SP4g.

– Depending on the parity of x, there exists or not a configuration Cb,c such
that c = b − 1 and n−4−b−c

2 = a = b − 2:
• If x is odd; there is no such configuration. There are x configurations in

SP4g:
Cb = Cb,b−1 defined by (n−3

2 −b, b, n−3
2 −b, b−1) for b ∈ {1, 3, . . . , 2x−1}.

• If x is even; there is a unique such configuration Cb,c for b = x+1. There
are x − 1 configurations in SP4g:
Cb = Cb,b−1 defined by (n−3

2 −b, b, n−3
2 −b, b−1) for b ∈ {1, 3, 5, 7, . . . , 2x−

1}\{x + 1}.

Note that two of our algorithms for Cb and Cb′ are incompatible if b + b′ =
n+1
2 = 2x+2. In conclusion there is an algorithm solving the gathering problem

if the initial configuration belongs to the set:

– A ∪ {C1} ∪ {C3 or C2x−1} ∪ {C5 or C2x−3} ∪ {C7 or C2x−5} ∪ . . . ∪
{Cx or Cx+2}, if x is odd.

– A ∪ {C1} ∪ {C3 or C2x−1} ∪ {C5 or C2x−3} ∪ {C7 or C2x−5} ∪ . . . ∪
{Cx−1 or Cx+3}, if x is even.

The problem is open if the initial configurations belong to {Cb,c} for c �=
b − 1, or if two incompatible configurations are included in the set of initial
configurations (such as the set {C3, C2x−1}).
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Abstract. Mobile robots such as automated guided vehicles become increas-
ingly important in industry as they can greatly increase efficiency. For their
operation such robots must rely on wireless communication, typically realized
by connecting them to an existing enterprise network. In this paper we motivate
that such an approach is not always economically viable or might result in
performance issues. Therefore we propose a flexible and configurable mixed
architecture that leverages on mesh capabilities whenever appropriate. Through
experiments on a wireless testbed for a variety of scenarios, we analyse the
impact of roaming, mobility and traffic separation and demonstrate the potential
of our approach.

1 Introduction

Industry is continuously looking for ways to further automate processes, improve
efficiency, reduce energy consumption, increase economic benefits etc. This ongoing
evolution is often referred to as Industry 4.0 [1], where everything becomes connected
to a network (e.g., the Internet or a private factory network) by means of communi-
cation infrastructure. This not only involves field devices or machines, but also
involves mobile robots such as Automated Guided Vehicles (AGVs) [2]. Automated
Guided Vehicles (AGVs) facilitate transporting various types of goods automatically
and handling materials in automated manufacturing systems. The earliest AGVs were
essentially line following mobile robots, but more recent solutions consist of autono-
mously guided robots that act based on information about where they are and which
destinations to reach.

A key technology enabling such autonomously operating robot systems is wireless
communication. Wireless communication between robots or between robots and a
controller system is crucial for their operation, but challenging at the same time. As
robots may move around quite fast through the network area, communication paths
may change frequently. On top of this, some of the communication pertains to the
real-time coordination of robots and requires sufficiently low latency. Further, radio
wave propagation in industrial environments is generally vulnerable and may result in
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communication in industrial environments is challenging and may result in network
coverage problems or packet loss.

Within this challenging context, robust and reliable wireless communication must
be realized. In practice, such robots are very often foreseen to become part of the
enterprise wireless network, a network consisting of multiple access points that aims to
provide coverage on the entire production or warehouse floor. In this paper, we discuss
the potential problems that might arise in such a wireless setting, taking the require-
ments from a real-life use case. We motivate the potential benefit of adding mesh
capabilities to the mobile robots. The resulting mixed architecture aims to provide
maximal flexibility and configurability in order to be able to meet the performance and
quality requirements for a wide range of scenarios.

The outline of the paper is as follows. Section 2 further details the potential
problems that might arise when solely relying on the presence of a wireless infras-
tructure network and motivates our decision of adding meshing capabilities. Section 3
discusses related work in this domain, whereas Sect. 4 presents our resulting node and
network architecture. In Sect. 5, we illustrate through experiments using a wireless
testbed the potential performance issues in infrastructure networks and show how our
combined solution can deliver improved performance and flexibility. Finally in Sect. 6
conclusions are formulated together with potential improvements and future work.

2 Problem Statement

It is no surprise that the communication solution used by mobile robots such as AGVs
to communicate with each other and with other actors in their environment must be a
wireless one. In today’s deployments, IEEE 802.11 is typically used as the underlying
communication technology as it is widely adopted, is able to offer sufficient throughput
and allows connecting to an enterprise infrastructure already present. However, a
number of particular challenges arise when relying solely on already available wireless
infrastructure, i.e. a network consisting of multiple access points providing coverage on
the entire floor.

First of all it is very reasonable to assume that in some situations no wireless
infrastructure is present at the factory floor or in a warehouse. This implies that the
solution provider that delivers the mobile robots must enforce its customers to make
significant investments in order to rollout a wireless network that provides decent
coverage across the entire floor. Even if wireless infrastructure is in place, it might not
be allowed to make use of it in order not to interfere with ongoing processes that
already make use of this infrastructure, in particular when the mobile robot commu-
nication heavily relies on broadcast traffic. If wireless infrastructure is present and can
be used, another problem may arise. In many situations coverage will not be perfect
because of the challenging wireless environment with a lot of metal, reflections, etc.
These coverage holes may lead to malfunctioning of the system, e.g. in case mobile
robots require permanent connectivity to the wireless network and, in lack of con-
nectivity, stop moving as safety cannot be guaranteed.

Thirdly, mobile robots can drive at reasonably fast speeds (0-2 m/s). Considering a
challenging wireless environment that requires a multitude of access points to provide
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decent coverage, this will result in very frequent handovers. Such handovers signifi-
cantly contribute to the communication latency. For the particular real-life use case we
consider here, frequent time-critical broadcast exchanges between mobile robots are
required for their distributed coordination, next to less time-critical, but reliable unicast
traffic to and from controllers. More specifically, broadcast packets have a strict upper
bound to the latency of 20 ms in order to arrive in time at nearby mobile robots. Every
handover involves a series of packet exchanges, which consumes valuable time. Hence,
frequent handovers may have a detrimental impact on the required performance, as we
will show in Sect. 5. Finally, as requirements to the mobile robot system may change
over time, e.g. when scaling up the network, it must be possible to dynamically adapt
the communication behavior.

The above observations and performance requirements, lead to a challenging set of
functional requirements for our mobile robot system, which we have summarized in
Table 1. Based on the above requirements, it is clear that we need to target a design that
is capable of connecting either to existing enterprise networks (RQ2), to create its own
mesh network (RQ1) or to do both (RQ3). This requires the incorporation of two
wireless network interfaces in every mobile robot. Next to this, also the other
requirements have to be fulfilled, requiring sufficient intelligence and flexibility in
order for the system to be deployed in a variety of scenarios, with minimal configu-
ration, having sufficient performance and with the possibility of future extensions.

These requirements have resulted in a modular and configurable communication
system for mobile robots, consisting of 2 wireless interfaces that can either operate in
ad hoc or infrastructure mode and offering the possibility to control in a fine-grained
way how traffic is being handled. As such the system can support a variety of different
networking architectures, potentially combining both infrastructure communication and
mesh communication and supporting the separation or duplication of different traffic
streams according to configuration settings. From an application point of view, no
changes need to be made as everything is handled in a transparent way. The design of
the system and the supported network architectures are discussed in more detail in
Sect. 4, whereas the advantages of our architecture for our particular use case at hand
are experimentally evaluated in Sect. 5.

Table 1. Functional requirements for our mobile robot system

RQ1. Function in the absence of fixed wireless infrastructure (network of APs)
RQ2. Exploit the presence of available fixed infrastructure
RQ3. Deal with occasional/sudden coverage holes in wireless infrastructure
RQ4. Reliably deliver unicast traffic
RQ5. Timely deliver frequent broadcast traffic (< 20 ms)
RQ6. Deal with mobility (0–2 m/s)
RQ7. Adapt to future needs
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3 Related Work

Systems consisting of multiple mobile robots form an interesting research domain that
is gaining importance in manufacturing in order to improve performance and increase
automation. An survey of mobile robots in manufacturing is given in [3], highlighting
localization problems, coverage problems up to communication technologies and
environment hardships in manufacturing environments as important open research
issues. In [4] a survey is presented regarding the coordination in multi-robot systems,
including here also the communication technologies. The authors highlight the
importance of explicit communication, i.e. direct message exchanges between robots,
to ensure accuracy of the information, opposed to implicit communication by per-
ceiving a change in the environment through the use of sensors.

During the last years, mobile robot communication experienced an evolution in
their application as well as in protocol used. Many works put forward ad-hoc or mesh
communication as a promising solution for realizing inter-robot communication. For
instance, [5] gives an overview of network and MAC layer protocols for ad-hoc robot
wireless networks. They motivate the use of ad-hoc networking for mobile robot
communication due to the fact that most of the robots most likely are equipped with
wireless transceivers that do not allow them to communicate directly with the data
collection point. This is true even in industrial environments, but for another reason,
namely due to coverage problems from access points. For instance, [6] illustrates how
an infrastructure network can be extended with multi-hop relaying functionality. We
also recognize this as one of the key requirements for our communication solution, but
we also consider direct ad-hoc or mesh communication between all mobile robots. So
far, most research into multi robot communication has focused on ad hoc networking.
For instance, in [7] four different routing protocols for ad-hoc networks are compared
for realizing mobile robot teleoperation. Many other works studied how ad hoc routing
protocols could be used and optimized for ad-hoc robot communication. A hybrid
communication solution that is capable of combining both mesh and infrastructure
communication and offering flexibility to distribute traffic has not been considered so
far for such systems.

In addition, in industrial settings, it is also important to be able to meet the per-
formance and latency requirements as we have indicated in Sect. 2. For meeting
real-time requirements a routing algorithm should not provide just the next neighbor to
forward the packet but has to provide also the additional QoS requirements, such as
guaranteed bandwidth and end-to-end latency. In [8] a routing algorithm for mesh
networks is presented for use in industrial applications. They use a QoS manager
which, after a calibration phase, manages QoS flows based on the requests from sta-
tions on specific QoS flow requirements, Packet Data Unit (PDU) size and destination.
The calibration phase makes the solution more difficult to be deployed in highly
dynamic environments. Again, the possible use of an available infrastructure network
and separation of traffic according to the requirements is not considered. Finally, [9]
describes a solution for wireless mesh network infrastructure with extended mecha-
nisms to foster QoS support for industrial applications. Like in [8] they propose a mesh
network with a central admission unit to decide for the communication flows requested
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by different applications. They could offer with their solution streams with RTT less
then 100 ms. Again, the mechanisms are only applied to a mesh case, whereas we
believe that a mixed solution such as the one we propose can offer additional benefits,
especially when further extended with more advanced QoS mechanisms.

4 Communication System and Network Architecture

In the following subsections we will describe the designed mobile robot communica-
tion system and potential network architectures that can be realized.

4.1 Mobile Robot Communication System Architecture

In Sect. 2 we motivated our decision to design a communication solution that makes
use of 2 wireless communication interfaces. Each of these interfaces can either operate
in ad hoc mode for establishing mesh communication or in infrastructure mode in order
to connect to an existing enterprise network. From an application point of view it
should not matter which interface is being used for transmitting packets or how this
interface has been configured. Similarly, external components, such as a controller, that
want to communicate with a particular mobile robot, should also not be bothered with
underlying communication details. To this end, we have designed an abstraction layer
that transparently manages and dynamically configures the underlying network inter-
faces on the mobile robot. Towards the local applications running on the robot, a single
virtual interface with one IP is being offered. This way, all communication to and from
the mobile robots makes use of a single IP independent of whether the resulting traffic
will flow via a mesh network or an infrastructure network.

The latter also implies that additional logic for routing and traffic management is
needed that is able to take into account the specifics of the underlying physical
interfaces. Unicast and broadcast routing over a mesh network is completely different
from routing over an infrastructure network. Unicast mesh routing requires a routing
protocol that can establish forwarding paths over multiple hops, together with neighbor
discovery and link break detection mechanisms in order to deal with mobility and
trigger route recovery. Broadcasting requires appropriate mechanisms in order to stop
the propagation of the broadcasts inside the network. Regarding traffic management,
the node design foresees a number of traffic classification components that can be
dynamically configured. According to their configuration, unicast and broadcast traffic
streams can be separated and directed to different interfaces or traffic can be even
duplicated for redundancy purpose.

Figure 1 gives an overview of the high-level architecture we designed for the
communication system of the mobile robot. The modular Click router framework [10,
11] in addition with our own proprietary extension for event handling and dynamic
interface management was used for the communication system. In terms of imple-
mentation, all components have been realized as separate modules in order to support
future extensions or the replacement of existing modules with more advanced versions
or different implementations (RQ7). Finally, the whole system can be configured
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dynamically, enabling administrators to define the behavior in a single configuration
file (e.g. configuration of interface, how traffic must be distributed, timing values, etc.).

At this moment, a basic implementation of the DYMO routing protocol is being
used for unicast mesh routing together with blind flooding for broadcast traffic. Next to
this, two different neighbor discovery methods are being considered in order to rec-
ognize the occurrence of link breaks within the mesh network. The first one relies on
the generation of beacons every Nms seconds, the second one also takes into account
the generated traffic as beacons in order to suppress real beaconing traffic. Given the
fact that our particular use case heavily relies on broadcast messages, this might reduce
the network load in case the same wireless interface is being used for unicast traffic as
well.

4.2 Network Architecture

Depending on the particular configuration of the mobile robot communication archi-
tecture, several resulting networking architectures can be realized. This way, the
solution is able to deal with the wide variety of contexts the mobile robots might have
to operate in. In this subsection, we discuss a number of potential network architectures
that can be easily realized by the proposed design through simple parameter recon-
figurations and which are shown in Fig. 2.

Figure 2a shows a first architecture that can be realized in case no fixed wireless
infrastructure is present or when fixed wireless infrastructure cannot be used (RQ1).
Both wireless interfaces can then operate in ad-hoc mode, forming a mesh network
with parallel links that operate on different frequencies. In case wireless infrastructure
is present and can be used, a mixed network can be established as shown in Fig. 2b
(RQ2). One of the interfaces is used to connect to the existing network, whereas the
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other interface is used to form a mesh network. Depending on additional configuration
settings, it can be further decided how traffic is distributed over the different interfaces.
This is shown in Fig. 2c for the case of a multi-mesh configuration, where one of the
interfaces is used for unicast traffic and the other interface is used for broadcast traffic.
Finally, Fig. 2d shows how the communication can be configured in order to tackle
coverage problems by making use of mesh functionality in the specific area that
experiences these coverage problems (RQ3).

5 Performance Analysis

It is clear that the proposed communication system enables several networking
topologies. Combined with the flexibility on how to distribute the traffic it is interesting
to investigate how this flexibility can be exploited in order to deal with the other
requirements that are specific for our targeted use case (RQ4–6). For this, we conducted
a set of experiments on the w.iLab.t wireless testbed [12], which are now discussed in
the following subsections. Hostapd and wpa-supplicant are used as user space daemon

Fig. 2. Potential network architectures that can be realized by reconfiguring the designed mobile
robot communication system (Color figure online)
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to run access point and client, respectively. The mobile robots have on top of them
Zotac nodes which are running Linux and our Click Router implementation presented
in Sect. 4. The access points are static Zotac nodes running Linux. The Wi-Fi cards of
all devices have Atheros AR93 chips.

5.1 Wireless Infrastructure Network Only

In this scenario, we assume the presence of fixed access points and do not make use of
any meshing capabilities. Every mobile robot is connected to an access point and
selection of the most suitable access point is based on signal strength. Mobile robots
move around the environment covered by access points and get attached and detached
to/from access points. As mobile robots can drive at relatively high speeds, such
handovers may take place frequently and will affect the communication performance.
To quantify this effect on the performance of unicast and broadcast traffic, we set up an
experiment in the w.iLab.t testbed as shown in Fig. 3.

Three non-overlapping channels (1, 6 and 11) in the frequency of 2.4 GHz have
been used. To enforce handovers from one access point to another access point, we
remotely control the transmit powers of the access points. The mobile robots are limited
to scan only over the mentioned channels to prevent time and energy consuming
procedure for scanning all available channels. During the experiment, both mobile
robots are communicating with each other via the infrastructure wireless network.

Figure 4 shows the latency distribution of 10000 unicast packets during a run of
200 s. Unicast packets are exchanged every 20 ms and the frequency of roaming
among access points is configured to be 10, 20 and 30 s. As can be seen, in most cases
the latency is lower than 4 ms, which is close to the median amount. However, it can
become as high as 78 ms during the roaming procedure. Further, the more frequent
roaming happens among the access points, the higher the packet latency can become.
The reason behind this is that every time a client performs a handover between access
points, it gets dissociated, has to look for stronger signal strength and needs to associate
to a new access point. Table 2 shows the latency statistics plot, presenting the first and
third quartile of the results shown in Fig. 4.

Wired backbone 

Channel 1 Channel 6 

Channel 11 

Fig. 3. Experimental setup to assess the impact of handovers on the communication
performance. Three APs and two mobile robots are used.
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Figure 5 presents the latency of 10000 broadcast packet transmission within the
same 200 s time period. Again, the roaming procedure happens every 10, 20 and 30 s.
As it is shown in Table 3, in contrast to the unicast latency, the broadcast latency is not
mostly around the median number but around the third quartile number. The results
also show a much more profound negative impact of handovers on the broadcast
latencies, due to the way broadcasts are disseminated through the network. Every
broadcast from a mobile robot needs to be rebroadcast to other devices connected to the
same access point as well as to all other devices connected to the other access points.
This is visible in Fig. 6 where every time the mobile robots were connected to the same
access point the latency was around 5 ms while when roaming took place the latency
increased up to 100 ms. It is clear that even in this simple setup our mobile robot
solution will never be able to meet the envisioned latency requirements (< 20 ms) of
broadcast traffic.

5.2 Mesh Network Only

In this scenario, only a mesh network is being used as shown in Fig. 2a. As mentioned,
unicast traffic uses a simple reactive routing protocol, whereas broadcast traffic uses

Table 2. Unicast latency statistics plot considering min, max and median (in ms)

Statistics 10 s roaming freq. 20 s roaming freq. 30 s roaming freq.

Median 3.45 3.42 3.39
1st quartile 3.21 3.18 3.13
Min 2.13 2.12 2.09
Max 78 73 73.8
3rd quartile 3.75 3.66 3.66

Fig. 4. Latency of unicast traffic for different roaming frequencies
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blind flooding with duplicate detection. Using this setup we again measure the impact
of mobility of mobile robots on the latency of packet transmissions. In order to be able
to mimic a variety of speeds and thus link breaks, we used a forced mobility approach,
where MAC filtering is being used to artificially change the mesh topology as showing
in Fig. 7. Nodes c1 and c5 are communicating. While communicating, c1 establishes a
new link with node c2, c3, c4 and c5 respectively, breaking the old link and gradually
changing the number of hops over which the packets need to travel.

Fig. 5. Latency of broadcast traffic for different roaming frequencies

Table 3. Broadcast latency statistics plot considering min, max and median (in ms)

Statistics 10 s roaming freq. 20 s roaming freq. 30 s roaming freq.

Median 6 4.89 4.97
1st quartile 4.44 4.18 4.46
Min 3.06 3.17 3.26
Max 381 275 288
3rd quartile 54.5 19.2 20.6

Fig. 6. Latency of broadcast traffic for a roaming frequency of 10 s (Color figure online)
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Figure 8 presents the impact of link breaks and the resulting change in topology
and hop count on unicast and broadcast packet transmissions with transmissions being
generated every second. In this experiment, latency for unicast and broadcast traffic
varies between 17.2 ms/19.9 ms and 2.62 ms/3.04 ms and is directly related on the
number of hops between the sender and receiver, which decreases from 4 to 1.

The performance of unicast traffic however, is also strongly affected by the link
break detection and routing mechanism. In the scenario shown in Fig. 8, the beacon
interval was set to a very small value (20 ms), making it possible to very quickly react
to link breaks in this small topology. In addition, with traffic only being generated
every second, no significant unicast packet losses occurred, illustrating only the impact
of hop count on latency in a mesh setting.

In reality the protocol might react slower, traffic generation can happen more
frequently or the topology is more complex. These first two aspects are shown in
Fig. 9, where unicast traffic is being generated every 120 ms. Keep-alive beacons are
sent less frequently, every 500 ms, with the detection of a link break in the absence of
beacons after 2500 ms. Further, upon the detection of a link break, all traffic for a
destination that has become unreachable is being buffered until the route has been
established. This has two consequences. First of all, unicast traffic in the presence of
link breaks in the mesh network exhibits much higher packet losses than in an

Fig. 7. Fully mesh network among mobile robots.

Fig. 8. Latency of broadcast and unicast traffic with link breaks occurring every 20 s. (Color
figure online)
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infrastructure network, with the amount of lost packets directly related to the efficiency
of the underlying link break detection mechanism as shown in Fig. 9. Secondly, route
recovery takes some time, resulting in higher latencies of the packets that were buffered
between the detection of the link break and the moment the route has been recovered.
Broadcast traffic does not experience these drawbacks as it can make use of any
available link and does not depend on route establishment.

5.3 Combined Network

The third scenario being considered is a hybrid setup, where every mobile robot uses 1
interface to connect to the infrastructure network and one interface to set up a mesh
network as shown in Fig. 2b. In order not to overload the wired network with broadcast
traffic, the communication system is configured to send broadcast traffic over the mesh
interfaces. To avoid frequent rerouting inside the mesh network, unicast traffic is
configured to run over the other wireless interface. Again, we measure the latency of
unicast and broadcast traffic in order to investigate the advantages and feasibility of a
hybrid configuration with traffic separation. In this scenario we use three interconnected
access points (as in Fig. 3) and four mobile robots. Two of them are communicating
using unicast traffic via access points while two others are generating broadcast traffic.
All of them are connected to one of the access points. One mobile robot is configured to
reply to the broadcast packets. Channel 6 is used for communication within the mesh
network. The handover and link break frequency in this case are both 10 s.

Figure 10a shows the latency of 10000 unicast transmissions during 200 s, whereas
Fig. 10b shows the latency of 10000 simultaneous broadcast transmissions. As it is
shown in Table 4, the mixed scenario that exploits the possibility to separate different
traffic streams, combines the best of both worlds. Broadcast traffic can meet the strict
latency requirements by using the mesh network, whereas unicast traffic achieves low
latency by avoiding the complexity of ad hoc routing.

Fig. 9. Unicast packet transmission latency in the presence of link breaks every 10 s

336 E.A. Jarchlo et al.



6 Conclusions

Many existing solutions in industrial settings that make use of mobile robots make use
of an available enterprise network. In this paper we discussed the potential drawbacks
of such an approach. For our particular use case at hand, a key requirement was the
ability to delivery broadcast traffic with very low latencies, a requirement that could not
be fulfilled in an enterprise network where handovers take place frequently as shown
on our testbed. Other requirements, such as the ability to function in the absence of
infrastructure of to tackle coverage holes, made it necessary to design a flexible and
modular networking architecture that is able to exploit both the advantages of the
presence of an enterprise network and the advantages of a mesh network. In this paper
we showed the feasibility and a proof-of-concept implementation of this architecture.
The architecture supports a variety of setups and we evaluated three of them, thereby
measuring the impact of mobility on unicast and broadcast traffic. The design and
evaluation clearly shows the advantages of being able to exploit a mixed architecture.

This paper presented the foundations and feasibility of such an architecture, but at
the same time reveals some open issues and possible improvements. More research is
needed to see how unicast routing and blind flooding can be improved. One path that
will be investigated is the incorporation of position information, distributed using the
frequent broadcasts, in order to improve unicast routing performance and to reduce
overhead. For this, connectivity will be analyzed in a realistic industrial environment.

a) Unicast latency b) Broadcast latency

Fig. 10. Unicast and broadcast latency in a mixed scenario with traffic separation

Table 4. Latency statistics of unicast and broadcast packet transmission (in ms)

Statistics Unicast traffic Broadcast traffic

Median 3.33 4.9
1st quartile 3.2 3.4
Min 2.26 2.73
Max 7.98 10.7
3rd quartile 3.49 5.3
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Next to this, additional modules will be foreseen that are capable to deal with the
occurrence of coverage holes. These extensions will make our solution more versatile,
able to optimally deal with the variety of contexts in which mobile robots have to
operate.
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Abstract. Achieving expected level of Quality-of-experience (QoE) at
receiving end during real-time video streaming is a challenging task in
inherently error-prone multihop mobile ad hoc network (MANET). Con-
tinuously fluctuating link conditions, dynamicity in bit rates of trans-
mitted video and topology change due to node mobility are some major
issues in providing required QoE to multimedia traffic in MANETs. In
this paper, we propose a reactive Link Stability Based Routing (LSBR)
protocol. LSBR discover route consisting of links having high lifetime.
The stability of a link is estimated dynamically during the route dis-
covery process using its signal strength and interference along with the
relative mobility of nodes forming the link. A multi-metric mathematical
model has been developed using the aforementioned parameters to select
a link from the candidate links at each intermediate node in such a way
that leads to selection of high lifetime route. To prove effectiveness of
LSBR protocol for real-life video streaming, a hybrid MANET scenario
consisted of simulated nodes and physical machines is designed using
an industry standard emulation tool called EXata-Cyber. Correctness of
LSBR protocol for video streaming is established by simulation, hybrid
testbed as well as users’ experience.

Keywords: Link stability · Mobile networks · Route stability · Quality-
of-Experience · Video streaming · Emulation

1 Introduction

Due to its infrastructure–less, inexpensive and easy–to–deploy nature, mobile
ad-hoc networks (MANETs) are being employed in many diverse fields. On–the–
fly deployment of MANETs is very useful in emergency and rescue operations
required during disasters such as floods, earthquakes and war. For example, in
flooded areas, the rescue team can use live video streaming to relay impact of
disaster to domain experts and decision makers. Based on these video feeds, the
rescue and support teams can assess the extent of damage, decide and monitor
requisite relief operations. MANETs are well suited in such scenarios as these
can be deployed quickly with no infrastructure requirement. These may be only
available option for quick measures where existing infrastructure is either non-
operational or too damaged to be restored quickly.
c© Springer International Publishing Switzerland 2016
N. Mitton et al. (Eds.): ADHOC-NOW 2016, LNCS 9724, pp. 339–353, 2016.
DOI: 10.1007/978-3-319-40509-4 24
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Unlike best effort services, real-time video streaming applications require
quality-of-experience (QoE) [1] which needs to be maintained upto a satisfactory
level. Managing an acceptable level of QoE support in MANETs for real-time
video streaming is a challenging task due to the highly varying characteristics of
wireless channel [2] and transmitting video data [3]. The most widely used mea-
sure to evaluate the quality of multimedia traffic is quality-of-service (QoS) [4].
In QoS evaluation only system factors related to network layer such as through-
put, bandwidth, delay, jitter, error rate etc. are used to evaluate the received
multimedia traffic quality. However, it has been widely accepted that the evalua-
tion of quality of multimedia traffic transmission should be based on the quality
as perceived by the end user i.e., QoE. This is because using network layer
parameters alone for assessing the quality of received multimedia traffic ignores
the subjective aspects of video/audio content related to expectation, sensation
and perception of end user. Due to this, QoE which considers human factors
(e.g., physical and mental constitution, emotional state) as well as wide range of
system factors (e.g., content related, media related, network related and device
related) is considered a metric for overall evaluation of a multimedia service as
perceived by end users subjectively [5,6].

In this paper, we have proposed and evaluated a link-stability based routing
(LSBR) protocol for enhancing the QoE of received video traffic in MANETs.
LSBR uses following constraints during its improved route discovery phase to
estimate link-stability:

– Signal to noise and interference ratio (SINR): SINR over a link provides the
information about the condition of the link in terms of interference, noise and
received signal strength.

– Relative node mobility (ζ): When combined with the SINR, ζ will give an
estimation of the lifetime of the underlying wireless link.

– Traversed route stability (�): Enforces high route stability and low route
length during route selection phase.

A mathematical model that consider the above three parameters to estimate
the link stability as well as route stability is developed in order to select a
stable link at intermediate or destination node from the set of candidate links.
Performance of LSBR has been evaluated using simulation as well as emulation
tools and compared with the existing similar methods proposed in [7,8].

The rest of the paper is organized as follows. In Sect. 2, the related work
done on improving the QoS as well as QoE for multimedia services in MANETs
is presented. The methodology of our LSBR protocol is presented in detail in
Sect. 3 along with the design and implementation of link stability metric. The
emulation setup, design procedure of hybrid emulated network and result analy-
sis for performance evaluation of LSBR protocol during transmission of real-life
video streaming is presented in Sect. 4. Finally, Sect. 5 contains the conclusion
and tentative direction for future work.
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2 Related Work

In this section, we present the existing routing solutions proposed for managing
or enhancing the QoE of video streaming services over MANETs. Subjective
evaluation required for QoE measurement is done with the help of widely used
metric called Mean Opinion Score (MOS) [1]. MOS is calculated by summariz-
ing the responses for perceived video quality collected from various viewers in
laboratory environment. The MOS is represented using an integer value between
one and five, where one is worst and five is excellent.

In [9], authors present an analytical model for the evaluation of QoE of
HTTP video streaming in TCP-based single hop MANETs. Two metrics namely
underflow times (buffer empty times during the playout) and fluency of playout
(ratio of idle watching time to experienced watching time) is used as the QoE
evaluation metrics. The drawbacks are that only simulation results are used to
verify the proposed models effectiveness and its usefulness is limited for single
hop MANETs. In [10], a QoE-aware architecture that uses QoE mapping and
QoE video quality estimator for smooth handover in heterogeneous wireless net-
works (consists of 802.11e and 802.16e specifications) is proposed. It has been
shown through simulation results using the subjective as well as objective metrics
that the proposed architecture provides the best connection and considers the
QoE needs of mobile users and available wireless resources service differentiation
classes of 802.11e and 802.16e.

In order to enhance QoE of perceived video, various QoS metrics needs to be
evaluated. To reduce bandwidth and energy consumption in wireless networks,
the control overhead caused by these QoS metric evaluation processes should
be low. To address this issue, authors in [11] presented a joint utility function
to efficiently characterize the fairness of user’s QoE and power consumption.
Simulation results provided in terms of QoE per power consumption in a mul-
ticell network shows the effectiveness of the proposed scheme. In [12], authors
proposed evaluation of the coverage performance of heterogeneous wireless net-
works for multimedia traffic using SINR and QoE coverage metrics. Based on
the simulation results, authors established that QoE coverage outperforms SINR
coverage by adjusting target QoE thresholds, modulation and coding schemes
with different videos.

A realistic reception model to calculate the threshold SINR (SINRth) based
on bit-error rate (BER) and frame error rate (FER) over a link is proposed in [8].
The SINRth is used during the reactive route discovery process to selectively
forward RREQ messages having SINR greater than the SINRth. Each inter-
mediate node buffers the received RREQ messages for a specified time period.
When the timer expires, the RREQ message with the highest SINR is selected
for forwarding. However, the effect of mobility is not included in the results and
how the end-to-end delay is affected due to increased length of the route (caused
by selecting the highest SINR link) is also not considered. In [7], authors present
a metric called ‘Path Encounter Rate’ (PER) to discover routes consisting of less
congested links having high lifetime. PER employs velocity and direction infor-
mation about neighbors’ movement patterns. The proposed PER based routing
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is effective on networks with moderate mobility but fares poorly in static and
high mobility MANETs. Effects of interference, shadowing and varying multi-
media traffic characteristics are not considered in PER.

Several solutions for improving QoE using QoS provisioning have been pro-
posed in recent years for efficient transmission of multimedia traffic over wireless
networks [13,14]. Most of these solutions deploy simulated synthetic video traffic
to represent real video data [15], due to which the ability of these methods to
handle the dynamics of video traffic remains partially tested. QoS metrics are
used instead of QoE to measure the service level received by the end users which
questions their effectiveness for video streaming applications. In our hybrid net-
work, the source and receiver nodes are real-life video traffic generators and
receivers running on physical devices. To accurately estimate the performance of
our proposed link-stability based routing (LSBR) protocol for video streaming in
MANETs, we have used subjective scores to measure quality of experience (QoE)
using emulation metrics (such as MOS and snapshots from received video) as
well as objective scores to measure QoS using simulation metrics (such as packet
delivery ratio, routing overhead and average route lifetime).

3 Design and Implementation of LSBR Protocol

This section describes the design of our multi-constraint link stability metric
and implementation of proposed reactive link-stability based routing (LSBR)
protocol. The goal of LSBR protocol is to choose a route from the set of possible
routes which has highest lifetime.

3.1 Network Model

A MANET scenario can be represented by an undirected weighted graph G
= {N , L} where N = {N1, N2, N3 ... Nn} is the set of mobile nodes in the
network and L = {l1, l2, l3 ... lm} is the set of bi-directional radio links. The
weight on the links can represent the link bandwidth, delay, stability etc. Each
node has a unique identifier (node id or IP address) so that it can be identified
by routing protocols during the route discovery and data transmission process.
The links connecting the nodes are subjected to establish and broke during the
network lifetime due to network mobility and congestion. Each node creates
and dynamically update (using periodic control messages) a neighbor link table
(NLt) which consists of links that it creates with its neighbor nodes at any
instance of time during the communication process. It is also assumed that each
node is configured with same set of software (i.e., protocols at various layers)
and hardware (i.e., receiving/transmitting circuit, antenna) components.

Let us assume that a route between two random nodes s and d is given by
R(s, d) = {l(s, v1), l(v1, v2), l(v2, v3) ... l(vj , d)}, where v1, v2 ... vj are interme-
diate nodes and j is the length of route in terms of number of hops. As MANET
is an undirected graph, a multihop path selected for routing between any two
nodes is a subset of all the possible routes existing between them. Formally,
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R(s, d) = Ri, where Ri is the route which is selected between nodes s and d
during the route discovery process from the possible k candidate routes {R1,
R2, R3 ... Rk} existing between s and d at current instance of time.

In MANETs, traditional routing protocols uses minimum hop count met-
ric [16,17] to select a candidate route from the available route set. In LSBR
protocol, a link x → y ∈ L during a route discovery process is characterized
using following metrics: (a) signal-to-interference and noise ratio (SINRx→y),
(b) Relative node mobility (ζx→y), (c) route length (i.e., number of hops on route
between node s and y), and d) traversed route stability (�s→y) here s → y is the
current partial route traversed between source node s and intermediate node y.
The method used for the estimation of link stability (LSx→y) metric over a link
will be discussed in following sections. For a route Ri ∈ R(s, d) between nodes s
and d, its route stability (RSi) can be calculated as follows:

RSi =
j∏

n=1

LSln (1)

where ln is the nth link on some candidate route and j is the route length in
number of hops.

3.2 Link-Stability Metric Design

Unlike most of the existing link stability aware routing protocols, our proposed
LSBR protocol selects a stable route between a source-destination pair by consid-
ering link stability as well as the route stability. Using only hop-to-hop stability
to select a stable route may increase the route length. On the other hand, using
route stability alone can not guarantee that all the links on the selected route
are of high stability.

Our goal is to design a link stability metric (�) that can address the afore-
mentioned problems while at the same time also considers the dynamic nature
of MANETs caused by node mobility. The predicated remaining lifetime of a
link can be estimated based on our proposed �. Let’s assume that during the
route discovery process any node (y) have to select a forwarding link based on
their � values from a candidate set of links i.e., Clink

set = {l1, l2, l3 ... li} where
Clink

set ⊆ NLt (y).
To estimate the � of a link (say x → y, where x → y ∈ Clink

set (y)) at any node
y, first y calculate the link stability value called link stability indicator (�) for
link x → y. To estimate the � for x → y at y, following three parameters are
used:

– Signal to noise and interference ratio (SINR): At physical (PHY) layer, when a
node receives a packet (either control or data) from its neighbors, it calculate
the SINR of the received packet. We have calculated the SINR of a received
packet (or signal) at the PHY layer as follows:

SINRx→y =
RSS∑n

i=1 Ipow + Noise
(2)
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where n is the number of interfering signals during the reception of current
signal, RSS is the received signal strength and Ipow is the interference power
of an interfering signal.

– Route length (R�): It is defined as the length of the selected route (partial or
complete) in terms of number of hops.

– Traversed route stability (�): It is defined as the route stability of the partial
route upto the current node from the source node. � at node y is calculated
as follows:

�s→y =
(�s→x · (R�

s→y − 1) + SINRcurr)
R�

s→y

(3)

Here R�
s→y is the length of the route from source node s to current node y and

SINRcurr is the current SINR of link x → y. The value of �s→x is provided
to node y by node x by piggyback it with the recently received packet.

Finally, � of link x → y is calculated using SINRx→y (should be high),
�s→x (should be high) and R�

s→y (should be low) metrics. To incorporate this,
all the above metrics are scaled in range [α · · · β], α > 0, β > 0 and β > α and
named as Ux→y, Vx→y and Wx→y. Computations are as follows:

Ux→y = α + (β − α) × SINRx→y − SINRmin

SINRmax − SINRmin
(4)

Vx→y = α + (β − α) × �s→x − �min

�max − �min
(5)

Wx→y = β − (β − α) × R�
s→x − R�

min

R�
max − R�

min

(6)

�x→y = (w1 · Ux→y) + (w2 · Vx→y) + (w3 · Wx→y) (7)

Here, w1, w2, w3 are the weights (such that w1, w2, w3 ∈ {0, 1};w1 + w2 +
w3 = 1) assigned to the metrics with values 0.25, 0.25 and 0.5 respectively.
Higher weight is given to the number of hops because increase in route length
decreases the route lifetime and increase the end-to-end delay. Before assigning
the weights to all three parameters (i.e., SINR, � and R�), we have mapped
their values on the equal scale (i.e., between 0 to 100 where 0 is least desirable
outcome for each parameter and 100 is most desirable outcome).

Once node y have the � values for all the links in its Clink
set , it calculate

relative node mobility (ζ) of all links in Clink
set to identify whether the nodes

forming the links are moving away or towards each other. To calculate the ζ for
a link x → y ∈ Clink

set (y), we use the previous known SINR (SINRprv) value of
link x → y which is calculated and stored at node y in the resent past with the
help of periodic control messages and use it as follows:

ζx→y = SINRcurr − SINRprv (8)

Here SINRcurr is the current SINR of the received packet at node y. The value
of ζx→y can be positive or negative. ζx→y > 0 indicates that both the nodes are
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moving towards and ζx→y < 0 means both nodes are moving away from each
other.

Node y will remove all the links with negative ζ values from its Clink
set . This

is because even with the highest �, if the nodes on the selected link are moving
away from each other it indicates that link has low lifetime. From the remaining
positive ζ valued links, a link xj → y with the highest link stability metric (�)
is included in rest of the route discovery process. If all the links in Clink

set of node
y has negative ζ values, then a link xi → y with highest � is selected for further
processing. Once a link is selected, Clink

set is removed from the memory of node y.
To estimate the � of a link (say x → y) that belongs to Clink

set of node y, following
equation is used:

�x→y = (β1 · �s→y) + (β2 · ζx→y) (9)

Here β1 and β2 are equal weights. Also, like the values of parameters in Eq., the
values of � and ζ used in Eq. are the values obtained after they are mapped on
similar scale. During the mapping, we have mapped lowest positive and highest
negative ζ values with the higher values on scale. This is because if the distance
between two nodes forming a link is very low as compared to its previous recent
know distance, the probability that they will cross paths and move away from
each other in the near future is high. On the other hand, if the small change in
distance (or SINR) depicts that the both ends of a link are not moving exact
vertically towards each other which increases the probability that the link have
high future lifetime.

3.3 Implementation

The reactive routing protocol which we have used to implement our proposed �
measurements is known as ad-hoc on-demand distance vector (AODV) protocol.
Three types of control messages known as route request (RREQ), route reply
(RREP) and route error (RERR) are used in AODV protocol for route discovery
and rerouting processes. Following two custom data structures are used at all
the nodes for the implementation of �:

– RREQ message buffer table (RREQtable): This table buffers a received
RREQ message received from a neighbor node. Entries in RREQtable of a
node are created and erased during a route discovery process.

– Neighbor link table (NLt): This table is used to store the dynamically
updated SINRprv values for the links that a node forms with its neighbors.
An entry is created or updated in NLt of a node every time it receives a
periodic HELLO message from one of its neighbor node.

Algorithm 1 shows how our proposed LSBR protocol discovers a stable route
between a given source-destination pair by using � measurements during its
route discovery process. When a source node (s) receives a data packet to send
to destination node d and it does not have an active route for node d in its
routing table, node s initiates a route discovery process by broadcasting a RREQ
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message into the network. when a node receives a RREQ message it calculates
the SINRcurr (using Eq. 2) of the link from which RREQ is received. If the
SINRcurr is greater than the SINRmin, node will buffer the RREQ message in
its RREQtable else the RREQ message is discarded. SINRmin is estimated using
the same procedure as given in [8]. If this is the first RREQ message received
for a route discovery process (each route discovery process is identified using a
unique identifier in the network) the receiving node also set a timer (Δ) of τ
milliseconds with it. All the RREQ messages belongs to the same route discovery
phase are buffered until the Δ expires.

The parameter � for all the RREQ messages are calculated upon the expira-
tion of Δ using Eqs. 4, 5 and 6. Based on the values of the �, a RREQ message
which is received from a link with highest � is processed and re-broadcasted. All
the other RREQ messages in the Clink

set of the node are discarded. The traversed
route stability (�) parameter calculated from source to current node using Eq. 3
is also appended with the selected RREQ message before it is re-broadcasted.

Algorithm 1. LSBR protocol route discovery process
INPUT at any node u: Neighbor table (NLt), RREQ Buffer Table (RREQtable)
OUTPUT: A high remaining lifetime link is selected

1: if Node u receives a RREQ message then
2: Calculate SINRcurr using Eq. 2 at PHY layer
3: if SINRcurr < SINRmin then
4: Discard the RREQ
5: end if
6: Create or update an entry in its RREQtable

7: Set Δ, if RREQ received is first for a route discovery phase
8: Buffer the RREQ in RREQtable

9: Update SINRcurr in its NLt with the SINR of the received RREQ message
10: while Δ do
11: if u receives duplicate RREQ message then
12: Repeat steps in line 2 to 6 and 8 to 9
13: end if
14: end while
15: for Each u → vi ∈ RREQtable do
16: Extract �u→vi and calculate �u→vi using Eq. 4
17: Calculate ζu→vi and �u→vi using Eq. 5 and Eq. 6
18: end for
19: Process the link with highest �
20: Calculate � using Eq. 3 and piggyback it with the forwarding RREQ message
21: end if

For better understanding, the working methodology of route discovery process
of our proposed LSBR protocol is explained with the help of Fig. 1. We have shown
the � calculations at node H for the links in its Clink

set (i.e., A → H, G → H and
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J → H). Node S has data to send to node D and it does not have an active route
for node D. Node S initiates a route discovery process by broadcasting the RREQ
message. Figure 1 shows how an intermediate node H handles the received RREQ
messages. When node H receives the first RREQ message (i.e., RREQ1), it creates
an entry in its RREQtable and buffer the RREQ1. After storing RREQ1, node H
associate and initiate Δ. Until the Δ expires H receives RREQ2 and RREQ3

from its neighbor nodes G and J . When Δ is expired, node H traverse the RREQ
packets in its RREQtable entry and calculates the � using Eq. 4 for links A → H,
G → H and J → H. Then with the help of its NLt node H will calculate ζ using
Eq. 5 for all three links. Finally, H will calculate � for the links using Eq. 6 and
select a RREQ message for processing. In this case, node H will select the RREQ
message received from link G → H because the � of G → H link is highest. In
the same way, node K select H → K and node D select K → D which results in
the selection of route S → G → H → K → D for data communication between
nodes S and D.

4 Emulation and Performance Evaluation

In this section, results obtained from extensive emulations are presented and dis-
cussed in order to evaluate the performance of our proposed link-stability based
routing (LSBR) protocol. Emulations are performed using an industry standard
emulator called EXata-Cyber v2.0 [18]. To show the effectiveness of proposed
approach, we compare our LSBR protocol with the previous work known as
link quality aware AODV (LA − AODV ) proposed in [8] and PER [7] routing
protocol. To increase the accuracy of emulation results and perform statistical
analysis, we averaged the results of ten random emulation processes generated
by changing the seed value. Furthermore, to avoid any non-representative singu-
larities, all the presented results are an average of 25 simulation runs (each run
initialized with a random seed) for each evaluated scenario. For each evaluation,
confidence interval level (i.e., 98 %) as well as variance (±0.92) is determined but
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Fig. 3. Target hybrid network scenario setup in laboratory

not included in this paper due to their lower significance values. All emulations
are performed on the network that is modeled using parameters listed in Table 1.

4.1 Emulation Network Design

The emulated hybrid network testbed used for performance analysis of traditional
LA-AODV, PER and LSBR protocols for real-time video streaming in MANETs
is shown in Fig. 3. As seen, our hybrid network testbed scenario consists of two

Table 1. Simulation parameters

Parameters Values

Simulator EXata-Cyber v2.0

Simulation time 5 min

Scenario dimension 1000x1000 sq.meter

Number of nodes 65

Routing protocols LA-AODV [8], PER [7], LSBR

Mobility model Random way-point

Node mobility speed 5 - 25 m/s

Node pause time 5 s

Radio type 802.11a/g

Data rate 24 Mbps

Timer (Δ) Duration 5 ms

Simulation results averaged over 25 runs
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Table 2. Hardware configu-
ration of machines

Parameters Values

Number of machines 7

Hardware configuration Intel-i5, 620@3.2GHz

Local area network 100Mbps ethernet

Third party softwares installed Wireshark, VLC

Table 3. Transmitted video con-
figuration

Parameters Values

Application software VLC-2.1.0 [19]

Transcoding (Active) H.264 + ACC (MP4)

Encapsulation MPEG-PS

Video codec MPEG-4

Streaming bitrate 2028 kbps

Streaming frame rate 15 fps

Transmitted file type MP4

Video run time 4.14min

Video resolution 600 x 312

Receiver VLC Buffer 1 s

types of networks: the real world network (consisting of various desktop/laptops
devices) and the emulated network (consisting of several emulated nodes). The
lines that are connecting the laptops to the virtual nodes in Fig. 3 show the IP
address mapping between these two types of nodes. Once a virtual node is mapped
with some physical device, it can send and receive real world traffic with that
physical machine. The parameters configured at each simulated node in emulated
network are same as given in Table 1. The hardware configuration of physical
machines and transmitted video file along with the details of streaming software
are specified in Tables 2 and 3.

Figure 2 shows the varying characteristics of real-time video traffic that we
have used at source nodes for transmission. As it can be seen from Fig. 2, the
number of bits transmitted at each consecutive second varies largely without
following any pattern. Due to this, provisioning QoS while transmitting such
traffic is a difficult task. The QoS guarantees provided at the time of admission
are violated due to these highly fluctuating transmission rates.

4.2 Result Analysis

In this section, results obtained from various emulations that are performed
using LA-AODV, PER and LSBR protocols against increasing network mobility
are discussed. For performance evaluation and comparison of proposed LSBR
protocol, results are collected using various metrics such as packet delivery ratio
(PDR), routing overhead (RO), route transmission efficiency (�) and mean opin-
ion score (MOS). In the MANET scenario the number of video source-destination
pairs are kept constant (i.e., 3) and network mobility is increased by 5 m/s.

Figure 4 shows the effect on average PDR for LA-AODV, PER and LSBR
protocols with increase in network mobility. As it can be depicted from Fig. 4 that
our proposed LSBR protocol is highly unaffected with the increase in network
mobility when compared with the LA-AODV and PER protocols. This is because
the route discovery process of LSBR uses relative mobility information before
selecting a link. Due to this, LSBR ignore the links that are formed by the nodes
which will move away from each other in near future, thus ensuring high route
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lifetime. The lower PDR values for LA-AODV and PER protocols are clearly
identified by the end users in the perceived video and same is reflected in the
MOS values given by them (referring to Fig. 5). Following are the effects reported
by the end users that are caused by decreased PDR in the received video file:
(a) jitter in received video/audio, (b) gaps in the live received video feed and,
(c) grainy images.

Figure 6 shows snapshots from the received video files for LA-AODV, PER
and LSBR protocols with 25 m/s network mobility. The distortion in the received
image can be seen when it is compared with the original image which is taken
from the source video file. As it can be seen from Fig. 6, the degradation in
received image quality of LSBR protocol is very low with respect to other com-
paring protocols.

Figure 7 shows the average time Ubt during the emulation process in which
the VLC buffer remains underflow with increasing network mobility. As the
underflow time increases for a communication session, the number of pauses and
distortion in frames of the received video at the end-user increases. As we can
see from Fig. 7 that the Ubt for LSBR is lower as compared to the LA-AODV
and PER protocols, the reason behind this behavior is the use of node mobility
information along with the minimum number of hops during the route discovery
process of LSBR. The high lifetime and low delay of selected routes decreases
the Ubt in LSBR.

The effect of mobility on user satisfaction ratio (Usr) for all the comparing
protocols is shown in Fig. 8. The Usr of a video session is the received video
percentage for which user’s MOS is more than three (i.e., good). This metric
provides indication of user satisfaction for the perceived video stream. Better
the value of this metric, it indicates happiness of end user regarding the quality
of received video. As it can be seen from Fig. 8 that LSBR has higher Usr when
compared to the LA-AODV and PER protocols. This is because the route sta-
bility metric used for route selection in LSBR keeps the number of fluctuations
lower, thus higher MOS.

Effect of increase in network mobility for LA-AODV, PER and LSBR pro-
tocols on routing overhead (RO) is shown in Fig. 9. As it can be observed from
Fig. 9, the RO of LSBR protocol is lower than LA-AODV and PER protocols
because LSBR has lower number of route breaks during the transmission process.
This is due to the fact that LSBR uses multi-parameter based link stability
metric (�) during its route discovery process. To prefer the selection of routes
that includes less intermediate hops and high lifetime links in LSBR proto-
col decreases re-routing processes. Finally, the effect on average lifetime of the
routes selected for data transmission in all three comparing routing protocols
with increasing network mobility is shown in Fig. 10. We have measured the
lifetime of a route in terms of the amount of traffic it can transmit before it is
broken so, we are able to measure the lifetime of a selected route in terms of
both, time as well as the amount of traffic carried to the destination.
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5 Conclusion and Future Work

In this paper, we have presented a multi-parameter based link stability estima-
tion method for enhancing the QoE for perceived video quality in MANETs. The
emulation results show that the proposed link stability based routing (LSBR)
protocol dynamically adapts the changing network topology and varying trans-
mitted video data rates. To show the effectiveness of our proposed protocol, it
is evaluated on real time video streaming which is done on a hybrid MANET
scenario that is designed using an emulation process. It has been observed during
the reception of live video at destination that the small delay and delay varia-
tions are flawlessly handled by the VLC buffer as long as the packet losses are
very low. But, the high data packet drops are clearly visible to the end users due
to missing images and lack of synchronization (that causes fluctuations) in the
received video. These fluctuations are more visible, if audio is also considered
along with the video in the received video traffic.

References

1. TD 109rev2 (PLEN/12), ITU - International Telecommunication Union, Definition
of Quality of Experience (QoE) (2008)

2. Lindeberg, M., Kristiansen, S., Plagemann, T., Goebel, V.: Challenges and tech-
niques for video streaming over mobile ad hoc networks. Multimedia Syst. 17,
51–82 (2011)

3. Anand, P.S., Dutta, V., Arya, J., Kurose, M., Chetlur, S., Kalyanaraman, S.: On
managing quality of experience of multiple video streams in wireless networks.
Mobile Comput. 14, 619–631 (2015)

4. ITU-T Recommandation, p.10/g.100. Vocabulary for Performance and Quality of
Service (QoE) (2008)

5. Hewage, C.T.E.R., Martini, M.G.: Quality of experience for 3D video streaming.
IEEE Commun. Mag. 51(5), 101–107 (2013)



Improving QoE Using Link Stability for Video Streaming in MANETs 353

6. Fiedler, M., Hossfeld, T., Tran-Gia, P.: A generic quantitative relationship between
quality of experience and quality of service. IEEE Netw. 24(2), 36–41 (2010)

7. Son, T.T., Le Minh, H., Sexton, G., Aslam, N.: A novel encounter-based metric
for mobile ad-hoc networks routing. Ad Hoc Netw. 14, 2–14 (2014)

8. Moh, S.: Link quality aware route discovery for robust routing and high perfor-
mance in mobile ad hoc networks. In: 11th IEEE International Conference on High
Performance Computing and Communications, HPCC 2009, pp. 281–288 (2009)

9. Zhou, H., Li, B., Qu, Q., Yan, Z.: An analytical model for quality of experience of
http video streaming over wireless ad hoc networks. In: 2013 IEEE International
Conference on Signal Processing, Communication and Computing (ICSPCC), pp.
1–5, August 2013

10. Jailton, J., Carvalho, T., Valente, W., Natalino, C., Frances, R., Dias, K.: A quality
of experience handover architecture for heterogeneous mobile wireless multimedia
networks. IEEE Commun. Mag. 51(6), 152–159 (2013)

11. Shao, H., Jing, W., Wen, X., Lu, Z., Zhang, H., Chen, Y., Ling, D.: Joint opti-
mization of quality of experience and power consumption in OFDMA multicell
networks. IEEE Commun. Lett. 20(2), 380–383 (2016)

12. Shao, H., Lu, Z., Wen, X., Zhang, H., Chen, Y., Hong, Y.: Content-aware video
qoe coverage analysis in heterogeneous wireless networks. Wirel. Pers. Commun.,
1–16 (2015)

13. Macit, M., Gungor, V.C., Tuna, G.: Comparison of QoS-aware single-path vs.
multi-path routing protocols for image transmission in wireless multimedia sensor
networks. Ad Hoc Netw. 19, 132–141 (2014)

14. Sanchez-Iborra, R., Cano, M.-D., Garcia-Haro, J.: performance evaluation of bat-
man routing protocol for voip services: a QoE perspective. IEEE Trans. Wirel.
Commun. 13(9), 4947–4958 (2014)

15. Van der Auwera, G., David, P.T., Reisslein, M.: Traffic, quality characterization of
single-layer video streams encoded with the h.264, mpeg-4 advanced video coding
standard, scalable video coding extension. IEEE Trans. Broadcast. 54(3), 698–718
(2008)

16. http://tools.ietf.org/html/draft-ietf-manet-olsrv2-11
17. Perkins, C.E., Royer, E.M.: Ad-hoc on-demand distance vector routing. In:

Proceedings of Second IEEE Workshop on Mobile Computing Systems and Appli-
cations, WMCSA 1999, pp. 90–100, February 1999

18. SCALABLE NETWORK TECHNOLOGIES. http://www.scalable-networks.com
19. VLC MEDIA PLAYER. http://www.videolan.org/vlc/index.html

http://tools.ietf.org/html/draft-ietf-manet-olsrv2-11
http://www.scalable-networks.com
http://www.videolan.org/vlc/index.html


Author Index

Alagha, Khaldoun 124
Alexandrou, Panagiotis 187
Ali, Saima 141
Angelopoulos, Constantinos Marios 187
Assis, Flávio 65

Barthel, Dominique 47
Batista, Marcos Aurélio 169
Bonnet, François 311

Calafate, Carlos T. 156, 294
Cano, Juan-Carlos 156, 294

Dalcé, Réjane 79
David, Pierre 251

Evangelatos, Orestis 187

Felea, Violeta 111
Fernandes, João 187
Fernandez-Laguia, Carlos 294
Filios, Gabriel 187
Fofana, Nezo Ibrahim 79
Frey, Hannes 229

Gaillard, Guillaume 47
Gialagkolidis, Iakovos 32
Guérin-Lassous, Isabelle 93

Hamdi, Mohamed 263
Haxhibeqiri, Jetmir 325
Hayouni, Haythem 263
Hernández-Orallo, Enrique 156
Herrera-Tapia, Jorge 156
Hoebeke, Jeroen 325

Jarchlo, Elnaz Alizadeh 325

Karagiannis, Marios 187

Lal, Chhagan 339
Laube, Alexandre 124
Livolant, Erwan 17

Louail, Lemia 111
Loumis, Nikolaos 187
Lu, Jia-Liang 3

Malaspina, Mathilde 3
Manzoni, Pietro 156, 294
Marin, Eduard 237
Martin, Steven 124
Minet, Pascale 17
Moerman, Ingrid 325
Montavont, Julien 202
Montavont, Nicolas 202
Moreira, Edson D.S. 279
Moreira, Waldir 169
Mustafa, Mustafa A. 237

Neumann, Florentin 229
Nguyen, Quang-Duy 202
Nikoletseas, Sotiris 187
Noël, Thomas 202, 251

Ockenfeld, Frank 229
Oliveira-Jr., Antonio 169
Oueis, Jad 215

Papavassiliou, Symeon 32
Pittoli, Philippe 251
Potop-Butucaru, Maria 311
Preneel, Bart 237

Quadri, Dominique 124

Radak, Jovan 229
Rankov, Aleksandra 187
Raptis, Theofanis P. 187
Reynaud, Laurent 93
Ribeiro, João B. 279
Rolim, José 187

Santos, Luz M. 279
Sharma, D.P. 339
Sharma, Lokesh 339
Singelée, Dave 237



Souroulagkas, Alexandros 187
Stanica, Razvan 215

Theoleyre, Fabrice 3, 47
Tixeuil, Sebastien 311
Tomas, Andrés 156
Tsiropoulou, Eirini Eleni 32

Ullah, Kifayat 279

Val, Thierry 79
Valois, Fabrice 47, 215
Vamvakas, Panagiotis 32

van den Bossche, Adrien 79
Vivas Estevao, Daniel 229

Watteyne, Thomas 17
Willig, Andreas 141
Wu, Min-You 3

Yang, Fan 3

Zou, Mengchuan 3

356 Author Index


	Preface
	Organization
	Contents
	Resource Allocation
	Distributed Scheduling of Enhanced Beacons for IEEE802.15.4-TSCH Body Area Networks
	1 Introduction
	2 Related Work
	2.1 IEEE802.15.4-2015
	2.2 Neighbor Discovery

	3 Collision-Free Schedule of Multiple BANs
	3.1 Problem Statement
	3.2 Problem Formulation
	3.3 Optimization Function
	3.4 Reduction to the Maximum-Weight Independent Set Problem

	4 Enhanced Beacon Advertising Scheduling (EBAS)
	4.1 Division: Dealing with Different EB Periods
	4.2 Initialization: Assigning Timeslots to Each Device
	4.3 Collision Resolution in the Same Group - Linear Time Scanning
	4.4 Backtracking: Group Change
	4.5 Analysis

	5 Performance Evaluation
	6 Conclusion
	References

	The Cost of Installing a 6TiSCH Schedule
	1 Introduction
	2 Approaches to Install the Schedule
	2.1 Notation
	2.2 CoAP and CoMI: A Standards-Based Approach
	2.3 OCARI, a Custom Protocol

	3 Recommended Optimizations
	3.1 Use Short MAC Addresses
	3.2 More Efficient CellId Representation
	3.3 Shorter PATCH Operators

	4 Conclusion
	References

	Resource Allocation in Visible Light Communication Networks: NOMA vs OFDMA Transmission Techniques
	Abstract
	1 Introduction
	2 System Model and Transmission Techniques
	2.1 VPAN System Model
	2.2 Transmission Techniques in VPAN

	3 User’s QoS Requirements and Utility Function
	4 Optical Access Point Selection
	5 Resource Allocation in the Uplink of VPAN
	5.1 Resource Blocks Association in OFDMA-Based VPANs
	5.2 Power Allocation

	6 Non-Cooperative OAP Selection and Resource Allocation Algorithm (NOAPRA Algorithm)
	7 Numerical Results
	8 Conclusions and Future Work
	References

	Kausa: KPI-aware Scheduling Algorithm for Multi-flow in Multi-hop IoT Networks
	1 Introduction
	2 Related Work
	2.1 Technical Background: A General Vision of 6TiSCH
	2.2 SLA-aware Scheduling

	3 Network Model and Properties
	3.1 Node Model
	3.2 Radio Link Model
	3.3 Flow Model

	4 An Overview of Kausa
	5 Detailing Kausa: An SLA-aware FTDMA Scheduler
	5.1 Ordering the Flows
	5.2 Building the Paths
	5.3 Computing the Hop-by-Hop Number of Allocations
	5.4 Allocating the Messages
	5.5 Conditions of a Cell Allocation
	5.6 The Link-Level Backtracking Procedure
	5.7 The Flow-Level Backtracking Procedure

	6 Performance Evaluation
	6.1 Scenario and Simulation Setup
	6.2 Results

	7 Conclusion and Future Work
	References


	Theory and Communications
	An Algorithm for k-Connectivity Under Pure SINR Model
	1 Introduction
	2 Related Work
	3 System Model and Notation
	4 The NN Scheme for Computing k-Connected Subgraphs
	5 Algorithm
	5.1 Overview
	5.2 Description of the Algorithm
	5.3 Correctness and Complexity

	6 Conclusion
	References

	An Original Correction Method for Indoor Ultra Wide Band Ranging-Based Localisation System
	Abstract
	1 Introduction
	2 Related Work
	2.1 Ranging Protocols
	2.2 Testbeds for Evaluating Protocols Performance in Real Conditions

	3 Problem Statement
	4 Preliminary Measurements Based on Testbed
	4.1 Implementation and Comparison of TWR and SDS-TWR
	4.2 Discussion

	5 Artificial Delays and TWR Performance
	6 Proposed Error Mitigation Method
	6.1 Principle of the Correction
	6.2 Evaluation

	7 Conclusion
	References

	Physics-Based Swarm Intelligence for Disaster Relief Communications
	1 Introduction
	2 Scenario
	3 Protocol Design
	3.1 Related Works
	3.2 Virtual Force-Based System
	3.3 Beacon-Based Protocol Design

	4 Performance Evaluation
	4.1 Simulation Parameters
	4.2 Simulation Results

	5 Conclusion
	References


	PHY/MAC/Routing in Sensors/IoT
	Routing and TDMA Joint Cross-Layer Design for Wireless Sensor Networks
	1 Introduction
	2 State of the Art
	3 IDeg-Routing&MAC
	4 Simulations Configuration
	5 Performance Evaluation
	6 Theoretical Upper Bound of the Schedule Length
	7 Conclusion and Future Work
	References

	Optimal Flow Aggregation for Global Energy Savings in Multi-hop Wireless Networks
	1 Introduction
	2 Related Work
	3 Models Used
	3.1 Network Model
	3.2 Interference Model

	4 Solution
	4.1 Aggregation
	4.2 Network Coding

	5 Results
	6 Conclusion and Perspectives
	References


	DTN/Opportunistic Networks
	ONRECT: Scheduling Algorithm for Opportunistic Networks
	1 Introduction
	2 Background
	3 System Model
	4 The ONRECT Scheme
	4.1 Calculation of Remaining Contact Time
	4.2 Vaccination Mechanism
	4.3 ONRECT Algorithm

	5 Performance Analysis
	5.1 Simulation Setup
	5.2 Results

	6 Related Work
	7 Conclusions
	References

	Improving Message Delivery Performance in Opportunistic Networks Using a Forced-Stop Diffusion Scheme
	1 Introduction
	2 Related Works
	3 Forced-Stop: A New Message Diffusion Approach
	3.1 Contact Based Message Diffusion Schemes
	3.2 ONE Simulator Modifications

	4 Performance Evaluation
	4.1 Description of Experiments
	4.2 Evaluation

	5 Conclusions and Future Work
	References

	CIMPL: A Public Safety Tool Based on Opportunistic Communication
	1 Introduction
	2 Related Work
	3 CIMPL Implementation
	4 Evaluation of Opportunistic Dissemination Solutions
	4.1 Evaluation Methodology
	4.2 Experimental Settings 
	4.3 Result Analysis
	4.4 Small-Scale Experiment

	5 Conclusions and Future Work
	References


	Sensors/IoT
	A Service Based Architecture for Multidisciplinary IoT Experiments with Crowdsourced Resources
	1 Introduction
	2 Resource Handling
	2.1 Resource Description
	2.2 Diverse Resource Types

	3 Experiment Composition and Execution
	3.1 Experiment Composition
	3.2 Experiment Execution
	3.3 Crowd Interactions

	4 Engaging the Crowd
	4.1 Incentives Framework
	4.2 Reputation Mechanisms

	5 Architecture Scalability
	6 Practical Applications
	7 Conclusions
	A Appendix
	References

	RPL Border Router Redundancy in the Internet of Things
	1 Introduction
	2 Problem Statement
	3 Related Work
	4 Contribution
	4.1 Bootstrap Operations
	4.2 Failover Operations

	5 Experimentation Campaign and Results
	5.1 Implementation and Platform Specifications
	5.2 Experimentation Results

	6 Conclusions and Future Work
	References

	Linking the Environment, the Battery, and the Application in Energy Harvesting Wireless Sensor Networks
	1 Introduction
	2 General Objective
	3 The Environment Characterization
	3.1 Energy Collection Model
	3.2 Use Cases

	4 The Battery Characterization
	4.1 Battery Model
	4.2 Use Cases

	5 The Application Characterization
	5.1 Energy Consumption Model
	5.2 Application Classes
	5.3 Use Cases

	6 Outage Intolerant Applications
	6.1 Outdoor
	6.2 Indoor

	7 Non-operational Time in Outage Tolerant Applications
	7.1 Outdoor
	7.2 Indoor

	8 Duty Cycle Dimensioning in Outage Tolerant Applications
	8.1 Outdoor
	8.2 Indoor

	9 Conclusion
	References

	Short Paper: Structural Network Properties for Local Planarization of Wireless Sensor Networks
	1 Introduction
	2 Generalization of Redundancy and Coexistence
	3 Empirical Analysis
	3.1 Simulation Setup and Testbed Data
	3.2 Results

	4 Conclusion
	References


	Security
	A Privacy-Preserving Remote Healthcare System Offering End-to-End Security
	1 Introduction
	2 Related Work
	2.1 Security and Privacy in Remote Monitoring Systems
	2.2 Key Establishment Protocols

	3 Design Preliminaries
	3.1 System Model
	3.2 Threat Model and Assumptions
	3.3 Design Requirements

	4 The Protocol
	4.1 System Initialisation
	4.2 Medical Data Reporting Stage
	4.3 PM Reprogramming Stage

	5 Security Analysis
	6 Conclusions
	References

	DTLS Improvements for Fast Handshake and Bigger Payload in Constrained Environments
	1 Introduction
	2 Overview of DTLS
	2.1 Handshake
	2.2 Application Data

	3 IoT Application: Key Sharing, Encryption, Certificates
	4 Improvement: Handshake Message Removal
	5 Improvements: Redundancy During the Application Data Exchange
	6 Experiment Environment
	6.1 Hardware Platform
	6.2 IEEE 802.15.4 and CSMA-CA
	6.3 Network and Transport Layers

	7 Hardware Encryption
	8 Measured Performances
	8.1 Flash Memory and RAM
	8.2 Handshake Performances
	8.3 Data Exchange Performances

	9 Related Work
	10 Conclusion and Future Work
	References

	A Novel Algorithm for Securing Data Aggregation in Wireless Sensor Networks
	1 Introduction
	2 Related Work
	3 System Model and Assumptions
	3.1 Network Model
	3.2 Adversary Model
	3.3 Assumptions

	4 Proposed Scheme
	4.1 Key Generation
	4.2 Encrypt-Sign Process
	4.3 Aggregate Process
	4.4 Verify Process

	5 Security Analysis
	5.1 Security Requirements
	5.2 Security Against Attacks

	6 Numerical Results and Discussion
	6.1 Communication Overhead
	6.2 Energy Consumption

	7 Conclusions and Future Work
	References


	VANET and ITS
	SADP: A Lightweight Beaconing-Based Commercial Services Advertisement Protocol for Vehicular Ad Hoc Network
	1 Introduction
	2 Related Work
	3 Service Advertisement Protocol (SADP)
	3.1 Based on IEEE WAVE Architecture
	3.2 Beaconing-Based Technology
	3.3 Multi-channel Environment
	3.4 Advertisement Beacon (AB) Packet Format

	4 System Modelling
	4.1 Business Owner (BO)
	4.2 Service Advertising Agency (SAA)
	4.3 Service Provider (SP)
	4.4 Service User (SU)

	5 Simulation Setup
	5.1 Simulation Scenario
	5.2 Simulation Tools
	5.3 Simulation Parameters

	6 Results and Discussions
	6.1 Evaluation of AB Packets in a High-Speed Vehicles Scenario
	6.2 Evaluation of AB Packets in a Medium-Speed Vehicles Scenario
	6.3 Evaluation of AB Packets in a Low-Speed Vehicles Scenario

	7 Conclusion and Future Work
	References

	Experimental Evaluation of a Low-Cost Digital Sign-Posts Architecture for ITS Applications
	1 Introduction
	2 Related Work
	3 Proposed Architecture
	4 Experimental Set-Up
	5 Results
	6 Conclusion
	References


	Robots and MANETs
	Asynchronous Gathering in Rings with 4 Robots
	1 Introduction
	1.1 Motivation
	1.2 Contributions
	1.3 Roadmap

	2 Model
	2.1 Robots on Graphs
	2.2 The Gathering Problem

	3 Gathering from a Known Initial Configuration of SP4
	3.1 Phase 1: Leaving SP4 
	3.2 Phase 2: Gathering
	3.3 Proof of Correctness

	4 Gathering from Initial Configurations of ASP4g
	5 Conclusion and Open Problems
	A Appendix: Case Studies
	A.1 Ring of Size 7
	A.2 Ring of Size 11
	A.3 Ring of Size n=4x+3 for x{1,2,3,�}

	References

	To Mesh or not to Mesh: Flexible Wireless Indoor Communication Among Mobile Robots in Industrial Environments
	Abstract
	1 Introduction
	2 Problem Statement
	3 Related Work
	4 Communication System and Network Architecture
	4.1 Mobile Robot Communication System Architecture
	4.2 Network Architecture

	5 Performance Analysis
	5.1 Wireless Infrastructure Network Only
	5.2 Mesh Network Only
	5.3 Combined Network

	6 Conclusions
	References

	Improving QoE Using Link Stability for Video Streaming in MANETs
	1 Introduction
	2 Related Work
	3 Design and Implementation of LSBR Protocol
	3.1 Network Model
	3.2 Link-Stability Metric Design
	3.3 Implementation

	4 Emulation and Performance Evaluation
	4.1 Emulation Network Design
	4.2 Result Analysis

	5 Conclusion and Future Work
	References


	Author Index



