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# Restricted-Parameter-Space Estimation Problems 

Admissibility and Minimaxity Properties

Constance van Eeden

To the memory of Jan Hemelrijk (1918-2005), who, in the early 1950s, encouraged me to work on restricted-parameter-spaces-inference problems and was very supportive during the preparation of my 1958 PhD thesis on the subject.

## Preface

This monograph is addressed to anyone interested in the subject of restricted-parameter-space estimation, and in particular to those who want to learn, or bring their knowledge up to date, about (in)admissibility and minimaxity problems for such parameter spaces.

The coverage starts in the early 1950s when the subject of inference for restricted parameter spaces began to be studied and ends around the middle of 2004. It presents known, and also some new, results on (in)admissibility and minimaxity for nonsequential point estimation problems in restricted finitedimensional parameter spaces. Relationships between various results are discussed and open problems are pointed out. Few complete proofs are given, but outlines of proofs are often supplied. The reader is always referred to the published papers and often results are clarified by presenting examples of the kind of problems an author solves, or of problems that cannot be solved by a particular result.

The monograph does not touch on the subject of testing hypotheses in restricted parameter spaces. The latest books on that subject are by Robertson, Wright and Dykstra (1988) and Akkerboom (1990), but many new results in that area have been obtained since.

The monograph does have a chapter in which questions about the existence of maximum likelihood estimators are discussed. Some of their properties are also given there as well as some algorithms for computing them. Most of these results cannot be found in the Robertson, Wright, Dykstra book.

The author's long familiarity with the subject of this monograph combined with her 14-year General Editorship of Statistical Theory and Method Abstracts make it very unlikely that she missed any published results on the subject.

The author thanks her co-author and good friend Jim Zidek for proposing she write a monograph on estimation in restricted parameter spaces and for his encouragement and help during the writing.

A large part of the work on this monograph was done while the author was spending fall semesters at the Department of Statistics at The University of British Columbia. Many thanks for the support and the hospitality.

Also, many thanks to the librarians of CWI (Centrum for Wiskunde en Informatica, Amsterdam, The Netherlands) for their help in locating copies of needed publications.

Finally, my thanks to several anonymous reviewers for their helpful comments, as well as to the staff at Springer's editorial and production departments - in particular to John Kimmel, Statistics Editor, - for their help in getting this monograph in final form.
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## Introduction: Some history and some examples

Sometime in the early 1950s somebody came to the Statistical Consulting Service of the Mathematical Center in Amsterdam with a practical problem which led to the following theoretical question. Suppose $X_{i} \sim^{i n d} \operatorname{Bin}\left(n_{i}, \theta_{i}\right)$, $i=1,2$, and suppose that it is known that $\theta_{1} \leq \theta_{2}$. How does one estimate $\theta=\left(\theta_{1}, \theta_{2}\right)$ ? The client was given the maximum likelihood estimator (MLE) $\hat{\theta}=\left(\hat{\theta}_{1}, \hat{\theta}_{2}\right)$, where $\hat{\theta}_{i}=X_{i} / n_{i}, i=1,2$ if $X_{1} / n_{1} \leq X_{2} / n_{2}$ and $\hat{\theta}_{1}=\hat{\theta}_{2}=\left(X_{1}+X_{2}\right) /\left(n_{1}+n_{2}\right)$ if not.

This led to the study of the $k$-sample problem where $X_{i, j}, j=1, \ldots, n_{i}, i=$ $1, \ldots, k, k \geq 2$, are independent random variables and, for $i=1, \ldots, k$, the $X_{i, j}$ have distribution function $F_{i}\left(x ; \theta_{i}\right), \theta_{i} \in R^{1}$. The parameter space $\Theta$ for $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ was determined by inequalities among the $\theta_{i}$ and bounds on them. The inequalities among them were either a simple ordering, i.e., $\Theta=\left\{\theta \mid \theta_{1} \leq \ldots \leq \theta_{k}\right\}$, or an incomplete one such as, e.g., $k=3$ and $\Theta=\left\{\theta \mid \theta_{1} \leq \theta_{2}, \theta_{1} \leq \theta_{3}\right\}$. Conditions for the existence of the MLE of $\theta$ were obtained as well as algorithms for finding MLEs (see van Eeden, 1956, 1957a - c, 1958). The MLE for the simply ordered binomial case was also obtained by Ayer, Brunk, Ewing, Reid and Silverman (1955). Further, Brunk (1955, 1958) considered the $k$-sample problem where the $X_{i, j}$ have a one-parameter exponential-family distribution.

Many of these and related results concerning MLEs for ordered parameters can be found in Barlow, Bartholomew, Bremner and Brunk (1972) and in Robertson, Wright and Dykstra (1988). These books do not discuss properties like admissibility or minimaxity. In fact, in the early days of the development of restricted-parameter-space inference there does not seem to have been much interest, if any, in the properties of the MLE, nor for that matter in looking for other, possibly better, estimators. It seems that it was not known that estimators which have "good" properties in unrestricted spaces lose many of these properties when the parameter space is restricted. As an example, for
$X \sim \mathcal{N}(\theta, 1)$ and squared error loss, the MLE of $\theta$ for the parameter space $\{\theta \mid-\infty<\theta<\infty\}$ is unbiased, admissible, minimax and has a normal distribution. For the parameter space $\{\theta \mid \theta \geq 0\}$ the MLE is biased and inadmissible (see Sacks, 1960, 1963), but still minimax (see Katz, 1961). It does not have a normal distribution and for $\theta=0$ it is, for a sample $X_{1}, \ldots, X_{n}$, not even asymptotically normal. But, there are cases where the MLE does not lose its admissibility property when the parameter space is restricted. For example, when $X \sim \operatorname{Bin}(n, \theta)$ with $\theta \in[0, m]$ for some known $m \in(0,1)$ and $n \geq 2$, the MLE of $\theta$ is admissible for squared error loss when $0<m n \leq 2$ (see Charras and van Eeden, 1991a).

Examples of other problems addressed in the restricted-parameter-spaceestimation literature are: (i) finding (admissible) dominators for inadmissible estimators, (ii) finding "good" estimators (admissible minimax, e.g.) and (iii) when do "good" properties of an estimator of a vector parameter carry over to its components? All of these properties depend, of course, on the loss function used. Most authors use (scale-invariant) squared-error loss, but other loss functions are being used and questions of universal admissibility (in the sense of Hwang, 1985) are studied by some authors. Finally, problems with nuisance parameters can give interesting and curious results. In such cases, restrictions imposed among the nuisance parameters (or between the nuisance parameters and the parameters of interest) can lead to improved estimation of the parameters of interest.

As will be seen, not very much is known about the question of how much "better" (risk-function-wise) dominators are than their inadmissible counterparts. Nor is much known about the possible improvements which can be obtained by restricting a parameter space. The numerical results on these two questions indicate that gains in the minimax value from restricting the parameter space can be very substantial when the restricted space is bounded. However, for unbounded restricted parameter spaces, the minimax value for the restricted space is often equal to the one for the unrestricted one. As far as gains from dominators is concerned, any gain one finds for a particular problem is only a lower bound on possible gains for that problem, unless one can show that there is no "better" dominator. And the obtained results on these lower bounds are very model dependent.

In this monograph, known (as well as some new) results on the abovementioned aspects of estimation in restricted parameter spaces are described and discussed for the case of non-sequential point estimation in $R^{k}$. Relationships between the results of various authors, as well as open problems, are pointed out. Essential errors are reported on.

A general statement of the problem, as well as the notation and some definitions, are given in Chapter 2. Chapters 3 and 4 contain, respectively, results on
admissibility and minimaxity when the problem does not contain any nuisance parameters. Results for the case where nuisance parameters are present are presented in Chapter 5 and results for the linear model are given in Chapter 6. Several other properties of and questions about restricted-parameter-space estimators, such as, e.g., robustness to misspecification of the parameter space and unbiasedness can be found in Chapter 7. Also given in that chapter are relationships with Hu and Zidek's weighted likelihood estimation (see F. Hu, 1994, 1997 and Hu and Zidek, 2002).

The last chapter, Chapter 8, contains existence results for maximum likelihood estimators under order-restrictions on the parameters as well as some of their properties and some algorithms to compute them. It is hoped that these results will help the reader better understand some of the presented results concerning maximum likelihood estimators in restricted parameter spaces.

An extensive bibliography concludes the monograph.

## A statement of the problem, the notation and some definitions

Consider a probability space $(\mathcal{X}, \mathcal{A})$, a family of distributions

$$
\mathcal{P}_{o}=\left\{P_{\theta, \lambda}, \theta=\left(\theta_{1}, \ldots, \theta_{M}\right), \lambda=\left(\lambda_{1}, \ldots, \lambda_{K-M}\right),(\theta, \lambda) \in \Omega_{o} \subset R^{K}\right\}
$$

defined over it and a random vector $X \in R^{n}$ defined on it, where $M \geq 1$, $K-M \geq 0$ and $\Omega_{o}$ is closed and convex with a non-empty interior. Assume that $P_{\theta, \lambda}$ has a density, $p_{\theta, \lambda}$, with respect to a $\sigma$-finite measure $\nu$. Then the problem considered in this monograph is the estimation, based on $X$, of $\theta$ when it is known that $(\theta, \lambda) \in \Omega$, where $\Omega$ is a known closed, convex proper subset of $\Omega_{o}$ with a non-empty interior. When $K-M \geq 1, \lambda$ is a vector of nuisance parameters.

Let

$$
\left.\begin{array}{rl}
\Theta_{o} & =\left\{\theta \in R^{M} \mid(\theta, \lambda) \in \Omega_{o} \text { for some } \lambda \in R^{K-M}\right\}  \tag{2.1}\\
\Theta & =\left\{\theta \in R^{M} \mid(\theta, \lambda) \in \Omega \text { for some } \lambda \in R^{K-M}\right\}
\end{array}\right\}
$$

Then the set $\Theta$ is a known closed, convex subset of $\Theta_{o}$ with a non-empty interior.

For a definition of what, in this monograph, is considered to be an estimator of $\theta$ and to see its relationship to definitions used by other authors, first look at the case where
the support of $P_{\theta, \lambda}$ is independent of $(\theta, \lambda)$ for $(\theta, \lambda) \in \Omega_{o}$.
Then estimators $\delta$ of $\theta$ based on $X$ satisfy

$$
\begin{equation*}
P_{\theta, \lambda}(\delta(X) \in \Theta)=1 \text { for all }(\theta, \lambda) \in \Omega \tag{2.3}
\end{equation*}
$$

This class of estimators is denoted by

$$
\begin{equation*}
\mathcal{D}=\{\delta \mid(2.3) \text { is satisfied }\} \tag{2.4}
\end{equation*}
$$

As examples of this kind of model, let $X_{1}$ and $X_{2}$ be independent random variables with $X_{1} \sim \mathcal{N}(\theta, 1)$ and $X_{2} \sim \mathcal{N}(\lambda, 1)$. Suppose $\theta$ and $\lambda$ are unknown, but it is known that $\theta \leq \lambda \leq 1$. Then $K=2, M=1, \Omega_{o}=R^{2}$, $\Omega=\{(\theta, \lambda) \mid \theta \leq \lambda \leq 1\}, \Theta_{o}=R^{1}$ and $\Theta=\{\theta \mid \theta \leq 1\}$. In this case the problem is the estimation of $\theta$ based on $X=\left(X_{1}, X_{2}\right)$ by an estimator $\delta(X)$ satisfying $P_{\theta, \lambda}(\delta(X) \leq 1)=1$ for all $(\theta, \lambda) \in \Omega$. For the case where $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\theta_{i}, 1\right), i=1,2$, with $\theta_{1}$ and $\theta_{2}$ unknown and $\theta_{1} \leq \theta_{2}$, $K=M=2$ and $\theta=\left(\theta_{1}, \theta_{2}\right)$ is to be estimated based on $X=\left(X_{1}, X_{2}\right)$. Here $\Theta_{o}=\Omega_{o}=R^{2}, \Theta=\Omega=\left\{\theta \mid \theta_{1} \leq \theta_{2}\right\}$ and estimators $\delta(X)=$ $\left(\delta_{1}(X), \delta_{2}(X)\right)$ satisfy $P_{\theta}\left(\delta_{1}(X) \leq \delta_{2}(X)\right)=1$ for all $\theta \in \Theta$. As another example, let $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\theta, \lambda_{i}\right), i=1, \ldots, k$ with all parameters unknown and $0<\lambda_{1} \leq \ldots \leq \lambda_{k}$. Then $\theta$ is to be estimated based on $X=\left(X_{1}, \ldots, X_{k}\right)$. Here $K=k+1, M=1, \Omega_{o}=\left\{\left(\theta, \lambda_{1}, \ldots, \lambda_{k}\right) \mid-\infty<\theta<\infty, \lambda_{i}>0, i=1, \ldots, k\right\}$, $\Omega=\left\{\left(\theta, \lambda_{1}, \ldots, \lambda_{k}\right) \mid-\infty<\theta<\infty, 0<\lambda_{1} \leq \ldots \leq \lambda_{k}\right\}$, and $\Theta_{o}=\Theta=R^{1}$.

Not every author on the subject of estimation in restricted parameter spaces restricts his estimators of $\theta$ to those satisfying (2.3). Some authors ask, for some or all of their estimators, only that they satisfy

$$
\begin{equation*}
P_{\theta, \lambda}\left(\delta(X) \in \Theta_{o}\right)=1 \text { for all }(\theta, \lambda) \in \Omega \tag{2.5}
\end{equation*}
$$

Others do not say what they consider to be an estimator, but their definition can sometimes be obtained from the properties they prove their estimators to have. A summary of opinions on whether estimators should satisfy (2.3) can be found in Blyth (1993). Here I only quote Hoeffding (1983) on the subject of restricting estimators of $\theta$ to those in $\mathcal{D}$. He calls such estimators "rangepreserving" and says "The property of being range-preserving is an essential property of an estimator, a sine qua non. Other properties, such as unbiasedness, may be desirable in some situations, but an unbiased estimator that is not range-preserving should be ruled out as an estimator." - a statement with which I agree.

Let $L(d, \theta)$ be the loss incurred when $d \in \Theta$ is used to estimate $\theta$ and $\theta \in \Theta$ is the true value of the parameter to be estimated. It is assumed that $L$ is of the form

$$
\begin{equation*}
L(d, \theta)=\sum_{i=1}^{M} L_{i}\left(d_{i}, \theta_{i}\right) \tag{2.6}
\end{equation*}
$$

where, for each $i=1, \ldots, M$, all $y=\left(y_{1}, \ldots, y_{M}\right) \in \Theta$ and all $\left(\theta_{1}, \ldots, \theta_{M}\right) \in$ $\Theta$,

$$
\left.\begin{array}{l}
\text { i) } L_{i}\left(y_{i}, \theta_{i}\right) \text { is bowl-shaped in } \theta_{i}  \tag{2.7}\\
\text { ii) } L_{i}\left(y_{i}, \theta_{i}\right) \geq 0 \text { and } L_{i}\left(\theta_{i}, \theta_{i}\right)=0 \\
\text { iii) } L_{i}\left(y_{i}, \theta_{i}\right) \text { is convex in } y_{i} .
\end{array}\right\}
$$

These properties of the loss function, together with the convexity of $\Theta$, imply that the class of non-randomized estimators is essentially complete in the class of all estimators with respect to $\Omega$ in the sense that, for every randomized estimator $\delta$, there exists a non-randomized one $\delta^{\prime}$ with $\mathcal{E}_{\theta, \lambda} L\left(\delta^{\prime}(X), \theta\right) \leq L(\delta(X), \theta)$ for all $(\theta, \lambda) \in \Omega$. So one can restrict oneself to non-randomized estimators.

Examples of loss functions of the form (2.6) with the properties (2.7) are

1) the class of weighted $p^{t h}$-power loss functions where

$$
L(d, \theta)=\sum_{i=1}^{M}\left|d_{i}-\theta_{i}\right|^{p} w_{i}(\theta)
$$

Here $p \geq 1$ and the $w_{i}(\theta)$ are known functions of $\theta$ which are, for each $i=1, \ldots, M$, strictly positive on $\Theta$. Special cases of this loss function are (i) squared-error loss with $p=2$ and $w_{i}(\theta)=1$ for all $i=1, \ldots, M$ and (ii) scale-invariant squared-error loss with $p=2$ and $w_{i}(\theta)=1 / \theta_{i}^{2}$, which can be used when $\theta_{i}>0$ for all $\theta \in \Theta$, as is, e.g., the case in scale-parameter estimation problems;
2) the class of linex loss functions where

$$
L(d, \theta)=\sum_{i=1}^{M}\left(e^{w_{i}(\theta)\left(d_{i}-\theta_{i}\right)}-w_{i}(\theta)\left(d_{i}-\theta_{i}\right)-1\right) .
$$

Here the $w_{i}(\theta)$ are known functions of $\theta$ with, for each $i=1, \ldots, M$, $w_{i}(\theta) \neq 0$ for all $\theta \in \Theta$.

In problems with $M \geq 2$ quadratic loss is sometimes used. It generalizes squared-error loss and is given by

$$
\begin{equation*}
L(d, \theta)=(d-\theta)^{\prime} A(d-\theta), \tag{2.8}
\end{equation*}
$$

where $A$ is a known $M \times M$ positive definite matrix. For instance, when $X \sim \mathcal{N}_{M}(\theta, \Sigma), \Sigma$ known and positive definite, with the vector $\theta$ to be estimated, taking $A=\Sigma^{-1}$ is equivalent to estimating the vector $\Sigma^{-1 / 2} \theta$ with squared-error loss based on $Y=\Sigma^{-1 / 2} X$.

The risk function of an estimator $\delta$ of $\theta$ is, for $(\theta, \lambda) \in \Omega$, given by $R(\delta,(\theta, \lambda))=\mathcal{E}_{\theta, \lambda} L(\delta(X), \theta)$ and estimators are compared by comparing their risk functions. An estimator $\delta$ is called inadmissible in a class $\mathcal{C}$ of estimators for estimating $\theta$ if there exists an estimator $\delta^{\prime} \in \mathcal{C}$ dominating it on $\Omega$, i.e., if there exists an estimator $\delta^{\prime} \in \mathcal{C}$ with

$$
\begin{aligned}
& R\left(\delta^{\prime},(\theta, \lambda)\right) \leq R(\delta,(\theta, \lambda)) \text { for all }(\theta, \lambda) \in \Omega \text { and } \\
& \quad R\left(\delta^{\prime},(\theta, \lambda)\right)<R(\delta,(\theta, \lambda)) \text { for some }(\theta, \lambda) \in \Omega
\end{aligned}
$$

and an estimator $\delta$ is admissible when it is not inadmissible. Further, an estimator $\delta$ of $\theta$ is called minimax in a class $\mathcal{C}$ of estimators of $\theta$ if it minimizes, among estimators $\delta^{\prime} \in \mathcal{C}, \sup _{(\theta, \lambda) \in \Omega} R\left(\delta^{\prime},(\theta, \lambda)\right)$.

In the literature on estimation in restricted parameter spaces two definitions of admissibility and minimaxity are used. In each of the definitions the risk functions of estimators of $\theta$ are compared on $\Omega$. However, in one definition the estimators under consideration (i.e., the above class $\mathcal{C}$ ) are those in $\mathcal{D}$, while in the other definition the estimators are those in $\mathcal{D}_{o}=\{\delta \mid(2.5)$ is satisfied $\}$. Or, to say this another way, by the first definition an estimator $\delta(\in \mathcal{D})$ is inadmissible when there exists an estimator $\delta^{\prime} \in \mathcal{D}$ which dominates $\delta$ on $\Omega$. And an estimator $\delta(\in \mathcal{D})$ is minimax when it minimizes, among estimators in $\mathcal{D}, \sup \{R(\delta,(\theta, \lambda)) \mid(\theta, \lambda) \in \Omega\}$. By the second definition, an estimator $\delta$ $\left(\in \mathcal{D}_{o}\right)$ is inadmissible if there exists an estimator $\delta^{\prime} \in \mathcal{D}_{o}$ which dominates it on $\Omega$. And an estimator $\delta\left(\in \mathcal{D}_{o}\right)$ is minimax if it minimizes, among the estimators in $\mathcal{D}_{o}, \sup \{R(\delta,(\theta, \lambda)) \mid(\theta, \lambda) \in \Omega\}$. It is hereby assumed, for the second pair of definitions, that the loss function (2.6)

$$
\left.\begin{array}{l}
i) \text { is defined for } \theta \in \Theta \text { and } d \in \Theta_{o}  \tag{2.9}\\
i i) \text { satisfies }(2.7) \text { with } \theta \in \Theta \text { and }\left(y_{1}, \ldots, y_{M}\right) \in \Theta_{o} .
\end{array}\right\}
$$

These two notions of admissibility and minimaxity will be called, respectively, $(\mathcal{D}, \Omega)$ - and $\left(\mathcal{D}_{o}, \Omega\right)$-admissibility and minimaxity and the corresponding estimation problems will be called, respectively, the ( $\mathcal{D}, \Omega$ )- and the ( $\mathcal{D}_{o}, \Omega$ )problems. In this monograph estimators satisfy (unless specifically stated otherwise) (2.3) and admissibility and minimaxity mean ( $\mathcal{D}, \Omega$ )-admissibility and minimaxity.

The following relationships exist between $(\mathcal{D}, \Omega)$ - and ( $\mathcal{D}_{o}, \Omega$ )-admissibility and minimaxity:

$$
\begin{equation*}
\delta \in \mathcal{D}, \delta \text { is }\left(\mathcal{D}_{o}, \Omega\right) \text {-admissible } \Longrightarrow \delta \text { is }(\mathcal{D}, \Omega) \text {-admissible. } \tag{2.10}
\end{equation*}
$$

Further,

$$
\delta \in \mathcal{D}, \delta \text { is }\left(\mathcal{D}_{o}, \Omega\right) \text {-minimax } \Longrightarrow\left\{\begin{array}{l}
\delta \text { is }(\mathcal{D}, \Omega) \text {-minimax },  \tag{2.11}\\
M(\mathcal{D}, \Omega)=M\left(\mathcal{D}_{o}, \Omega\right)
\end{array}\right.
$$

where $M(\mathcal{D}, \Omega)$ and $M\left(\mathcal{D}_{o}, \Omega\right)$ are the minimax values for the classes $\mathcal{D}$ and $\mathcal{D}_{o}$ and the parameter space $\Omega$.

Now note that, for weighted squared-error loss, the class of estimators $\mathcal{D}$ is essentially complete in $\mathcal{D}_{o}$ with respect to the parameter space $\Omega$ in the sense that, for every $\delta \in \mathcal{D}_{o}, \delta \notin \mathcal{D}$ there exists a $\delta^{\prime} \in \mathcal{D}$ dominating it on $\Omega$. This dominator is obtained by minimizing, for each $x \in \mathcal{X}, L(\delta(x), \theta)$ in $\theta$ for
$\theta \in \Theta$. This essential completeness also holds for a rectangular $\Theta$ when the loss function is given by (2.6) and satisfies (2.9). Further, one can dominate $\delta$ by using what Stahlecker, Knautz and Trenkler (1996) call the "minimax adjustment technique". Their dominator $-\delta^{\prime}$, say - is obtained by minimizing, for each $x \in \mathcal{X}$,

$$
H(d)=\sup _{\theta \in \Theta}(L(d, \theta)-L(\delta(x), \theta))
$$

for $d \in \Theta$. When $\delta(x) \in \Theta, H(d) \geq 0$ because
i) $H(\delta(x))=0$, so $\inf _{d \in \Theta} H(d) \leq 0$;
ii) $\inf _{d \in \Theta} H(d)<0$ contradicts the fact that, for each $d \in \Theta$,

$$
\begin{aligned}
H(d) & =\sup _{\theta \in \Theta}(L(d, \theta)-L(\delta(x), \theta)) \\
& \geq L(d, \delta(x))-L(\delta(x), \delta(x))=L(d, \delta(x)) \geq 0
\end{aligned}
$$

So, when $\delta(x) \in \Theta, d=\delta(x)$ is a minimizer of $H(d)$. When $\delta(x)$ is not in $\Theta$, assume that a minimizer exists. Then we have, for all $\theta \in \Theta$ and all $x \in \mathcal{X}$,

$$
\left.\begin{array}{l}
L\left(\delta^{\prime}(x), \theta\right)-L(\delta(x), \theta)=  \tag{2.12}\\
\inf _{d \in \Theta} \sup _{\theta \in \Theta}(L(d, \theta)-L(\delta(x), \theta))= \\
\sup _{\theta \in \Theta} \inf _{d \in \Theta}(L(d, \theta)-L(\delta(x), \theta))= \\
\sup _{\theta \in \Theta}(-L(\delta(x), \theta))=-\inf _{\theta \in \Theta} L(\delta(x), \theta) \leq 0,
\end{array}\right\}
$$

where it is assumed that inf and sup can be interchanged.
Essential completeness of $\mathcal{D}$ in $\mathcal{D}_{o}$ with respect to $\Omega$, together with (2.10) gives

$$
\begin{equation*}
\delta \text { is }(\mathcal{D}, \Omega) \text {-admissible } \Longleftrightarrow \delta \in \mathcal{D}, \delta \text { is }\left(\mathcal{D}_{o}, \Omega\right) \text {-admissible. } \tag{2.13}
\end{equation*}
$$

Further, using (2.11) and the essential completeness of $\mathcal{D}$ in $\mathcal{D}_{o}$ with respect to $\Omega$, one obtains

$$
\left.\begin{array}{rl}
\delta \text { is }(\mathcal{D}, \Omega) \text {-minimax } & \Leftrightarrow \delta \in \mathcal{D}, \delta \text { is }\left(\mathcal{D}_{o}, \Omega\right) \text {-minimax. }  \tag{2.14}\\
M(\mathcal{D}, \Omega) & =M\left(\mathcal{D}_{o}, \Omega\right)
\end{array}\right\}
$$

From (2.13) and (2.14) it is seen that studying the ( $\left.\mathcal{D}_{o}, \Omega\right)$-problem can be very helpful for finding admissibility and minimaxity results for the ( $\mathcal{D}, \Omega$ )problem.

Another problem whose admissibility and minimaxity results can be helpful for our problem is the "unrestricted problem" where estimators of $\theta$ are restricted to $\Theta_{o}$ and compared on $\Omega_{o}$. Then we have (still assuming that (2.2) holds)

$$
\delta \in \mathcal{D}_{o} \Longrightarrow P_{\theta, \lambda}\left(\delta(X) \in \Theta_{o}\right)=1 \text { for all }(\theta, \lambda) \in \Omega_{o}
$$

so that this estimation problem can, and will, be called the ( $\mathcal{D}_{o}, \Omega_{0}$ )-problem. Obviously,

$$
\begin{equation*}
\delta \in \mathcal{D}_{o}, \delta \text { is }\left(\mathcal{D}_{o}, \Omega\right) \text {-admisible } \Longrightarrow \delta \in \mathcal{D}_{o}, \delta \text { is }\left(\mathcal{D}_{o}, \Omega_{o}\right) \text {-admissible. } \tag{2.15}
\end{equation*}
$$

Also, because $\Omega \subset \Omega_{o}$,

$$
\begin{equation*}
M\left(\mathcal{D}_{o}, \Omega\right) \leq M\left(\mathcal{D}_{o}, \Omega_{o}\right) \tag{2.16}
\end{equation*}
$$

which, together with (2.14), gives

$$
\begin{equation*}
M(\mathcal{D}, \Omega)=M\left(\mathcal{D}_{o}, \Omega\right) \leq M\left(\mathcal{D}_{o}, \Omega_{o}\right) \tag{2.17}
\end{equation*}
$$

One can now ask the question: when does

$$
\begin{equation*}
M\left(\mathcal{D}_{o}, \Omega\right)=M\left(\mathcal{D}_{o}, \Omega_{o}\right) \tag{2.18}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
M(\mathcal{D}, \Omega)=M\left(\mathcal{D}_{o}, \Omega_{o}\right) \tag{2.19}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
M(\mathcal{D}, \Omega)=M\left(\mathcal{D}_{o}, \Omega\right)=M\left(\mathcal{D}_{o}, \Omega_{o}\right) \tag{2.20}
\end{equation*}
$$

hold? Or - are there cases where restricting the parameter space does not reduce the minimax value of the problem?

Examples where (2.2) and (2.20) hold can be found in Chapter 4, sections 4.2, 4.3 and 4.4. Those in the sections 4.3 and 4.4 are examples where either all the $\theta_{i}$ are lower-bounded or $\Theta=\left\{\theta \mid \theta_{1} \leq \ldots, \leq \theta_{k}\right\}$. In the example in Section 4.2, $X \sim \operatorname{Bin}(n, \theta)$ with $\theta \in[m, 1-m]$ for a small known $m \in(0,1 / 2)$.

An example where (2.2) is satisfied but (2.20) does not hold is the estimation of a bounded normal mean with $\Theta_{o}=(-\infty, \infty)$, squared-error loss and known variance. When $\Theta=[-m, m]$ for some positive known $m$, Casella and Strawderman (1981) give the values of $M(\mathcal{D}, \Omega)$ for several values of $m$. For example, for $m=.1, .5,1$ and a normal distribution with variance 1 , the minimax risks are, respectively $.010, .199, .450$, while, of course, $M\left(\mathcal{D}_{o}, \Omega_{o}\right)=1$, showing that restricting the parameter space to a compact set can give very substantial reductions in the minimax value of the problem. These results are discussed in Chapter 4, Section 4.2 together with other cases where the three minimax values are not equal.

As already noted, the above relationships between admissibility and minimaxity results for the $(\mathcal{D}, \Omega)$ - and $\left(\mathcal{D}_{o}, \Omega\right)$-problems show that solving a $\left(\mathcal{D}_{o}, \Omega\right)$ problem can be very helpful toward finding a solution to the corresponding $(\mathcal{D}, \Omega)$-problem. But authors who publish results on a ( $\left.\mathcal{D}_{o}, \Omega\right)$-problem are not always clear about why they do so. Is it as a help for solving the corresponding ( $\mathcal{D}, \Omega$ )-problem, or do they consider statistics not satisfying (2.3) to be estimators and are not really interested in the corresponding ( $\mathcal{D}, \Omega$ )-problem? In this monograph some papers are included which look at ( $\mathcal{D}_{o}, \Omega$ )-problems. Their results are clearly identified as such, but their relationship to the corresponding ( $\mathcal{D}, \Omega$ )-problems is not always commented on.

Remark 2.1. Note that, when $\delta \in \mathcal{D}_{o}$ is $\left(\mathcal{D}_{o}, \Omega_{o}\right)$-minimax and $\delta^{\prime} \in \mathcal{D}$ dominates $\delta$ on $\Omega$, one cannot conclude that $\delta^{\prime}$ is $(\mathcal{D}, \Omega)$-minimax. But Dykstra (1990) seems, in his Example 3, to draw this conclusion.

Remark 2.2. The above definition of the minimax adjustment technique is not the one used by Stahlecker, Knautz and Trenkler (1996). They minimize, for each $x \in \mathcal{X}, H(d)$ for $d \in R^{k}$. Such a minimizer is not necessarily constrained to $\Theta$. But assuming they meant to minimze over $\Theta$, their reasoning is incorrect.

In most papers on restricted-parameter-space estimation the models considered satisfy (2.2), but several models where this condition is not satisfied are rather extensively studied. Three examples are the $k$-sample problems where $X_{i, 1}, \ldots, X_{i, n_{i}}, i=1, \ldots, k$, are independent and $X_{i, j}, j=1, \ldots, n_{i}$ have either a $\mathcal{U}\left(0, \theta_{i}\right)$ distribution or a $\mathcal{U}\left(\theta_{i}-1, \theta_{i}+1\right)$ distribution or an exponential distribution on $\left(\theta_{i}, \infty\right)$. Suppose, in the first uniform case, that $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ is to be estimated when $\theta \in \Theta$, where $\Theta$ is a closed convex subset of $R_{+}^{k}$ with a non-empty interior. Then $M=k=K, \Omega_{o}=\Theta_{o}=R_{+}^{k}$ and $\Omega=\Theta$. Given that we know for sure, i.e., with $P_{\theta}=1$ for all $\theta \in R_{+}^{k}$, that $Y_{i}=\max _{1 \leq j \leq n_{i}} X_{i, j} \leq \theta_{i}, i=1, \ldots, k$, estimators $\delta$ of $\theta$ "should", in addition to being restricted to $\Theta$, satisfy the "extra" restriction that $\delta_{i}(Y) \geq Y_{i}$, $i=1, \ldots, k$, where $Y=\left(Y_{1}, \ldots, Y_{k}\right)$. To say it more precisely, $\delta$ should satisfy

$$
\begin{equation*}
P_{\theta}\left(\delta(Y) \in \Theta_{Y}\right)=1 \text { for all } \theta \in \Theta \tag{2.21}
\end{equation*}
$$

where

$$
\Theta_{Y}=\left\{\theta \in \Theta \mid \theta_{i} \geq Y_{i}, i=1, \ldots, k\right\} .
$$

Let $\mathcal{D}^{\prime}$ be the class of estimators satisfying (2.21) and let the ( $\mathcal{D}^{\prime}, \Theta$ )-problem be the problem where estimators are in $\mathcal{D}^{\prime}$ and are compared on $\Theta$. The unrestricted problem in this case is the problem where estimators satisfy

$$
\begin{equation*}
P_{\theta}\left(\delta(Y) \in \Theta_{o, Y}\right)=1 \text { for all } \theta \in R_{+}^{k}, \tag{2.22}
\end{equation*}
$$

where

$$
\Theta_{o, Y}=\left\{\theta \in R_{+}^{k} \mid \theta_{i} \geq Y_{i}, i=1, \ldots, k\right\}
$$

and estimators are compared on $R_{+}^{k}$. Call this problem the ( $\mathcal{D}_{o}^{\prime}, R_{+}^{k}$ )-problem. And then there is the problem studied by those who do not insist that their estimators are restricted to $\Theta$, i.e., the ( $\mathcal{D}_{o}^{\prime}, \Theta$ )-problem where estimators satisfy (2.22) and are compared on $\Theta$.

From the above definitions it follows that $\Theta_{Y} \subset \Theta_{o, Y}$ with $P_{\theta}=1$ for all $\theta \in \Theta$ and that $\Theta_{Y}$ and $\Theta_{o, Y}$ are both closed and convex with a non-empty interior. So, $\mathcal{D}^{\prime} \subset \mathcal{D}_{o}^{\prime}$ and, under the same conditions on the loss function as before, $\mathcal{D}^{\prime}$ is essentially complete in $\mathcal{D}_{o}^{\prime}$ with respect to $\Theta$. This shows that (2.13) and (2.14) hold with $\mathcal{D}$ (resp. $\mathcal{D}_{o}$ ) replaced by $\mathcal{D}^{\prime}\left(\right.$ resp. $\left.\mathcal{D}_{o}^{\prime}\right)$. With these same replacements, (2.15) holds for the $\left(\mathcal{D}_{o}^{\prime}, R_{+}^{k}\right)$ - and the ( $\left.\mathcal{D}_{o}^{\prime}, \Theta\right)$-problems so that (see (2.17)),

$$
\begin{equation*}
M\left(\mathcal{D}^{\prime}, \Theta\right)=M\left(\mathcal{D}_{o}^{\prime}, \Theta\right) \leq M\left(\mathcal{D}_{o}^{\prime}, R_{+}^{k}\right) \tag{2.23}
\end{equation*}
$$

An example where these three minimax values are equal is given in Chapter 4, Section 4.3.

Similar remarks and results hold for the other uniform case and for the exponential case, as well as for cases with nuissance parameters.

In order to simplify the notation, $(\mathcal{D}, \Omega),\left(\mathcal{D}_{o}, \Omega\right)$ and $\left(\mathcal{D}_{o}, \Omega_{o}\right)$ are used for the three problems (with the $\Omega$ 's replaced by $\Theta$ 's in case there are no nuissance parameters), whether (2.2) is satisfied or not: i.e., the primes are left off for cases like the uniform and exponentail ones above. And " $\delta$ satisfies (2.3)" stands for " $\delta$ satisfies (2.3) or (2.21)", as the case may be.

Quite a number of papers on such uniform and exponential models are discussed in this monograph. In most of them the "extra" restriction is taken into account but, as will be seen in Chapter 5, Sections 5.2 and 5.3 , in two cases authors propose and study estimators which do not satisfy it.

Two more remarks about admissibility and minimaxity for the three problems: (i) if $\delta$ is ( $\mathcal{D}, \Omega$ )-inadmissible as well as ( $\mathcal{D}, \Omega$ )-minimax, then every $\delta^{\prime} \in \mathcal{D}$ which dominates $\delta$ on $\Omega$ is also $(\mathcal{D}, \Omega)$-minimax. This also holds with $(\mathcal{D}, \Omega)$ replaced by $\left(\mathcal{D}_{o}, \Omega\right)$ as well with $(\mathcal{D}, \Omega)$ replaced by $\left(\mathcal{D}_{o}, \Omega_{o}\right)$; (ii) if $\delta$ is $\left(\mathcal{D}_{o}, \Omega\right)$-minimax and $\mathcal{D}$ is essentially complete in $\mathcal{D}_{o}$ with respect to $\Omega$ then there exists a $\delta^{\prime} \in \mathcal{D}$ which is $(\mathcal{D}, \Omega)$-minimax, because the essential completeness implies that $M(\mathcal{D}, \Omega)=M\left(\mathcal{D}_{o}, \Omega\right)$.

Universal domination is another criterion for comparing estimators. It was introduced by Hwang (1985) for the case where $\Theta=\Omega=R^{k}$ and by this criterion an estimator $\delta^{\prime}$ universally dominates an estimator $\delta$ on the parameter space $\Theta$ with respect to a class $\mathcal{C}$ of loss functions $L$ if

$$
\mathcal{E}_{\theta} L\left(\delta^{\prime}(X), \theta\right) \leq \mathcal{E}_{\theta} L(\delta(X), \theta) \quad \text { for all } \theta \in \Theta \text { and all } L \in \mathcal{C}
$$

and, for a particular loss function $\in \mathcal{C}$, the risk functions are not identical. An estimator $\delta$ is called universally admissible if no such $\delta^{\prime}$ exists.

Hwang (1985) takes the class $\mathcal{C}$ to be the class of all nondecreasing functions of the generalized Euclidean distance $|d-\theta|_{D}=\left((d-\theta)^{\prime} D(d-\theta)\right)^{1 / 2}$ where $D$ is a given non-negative definite matrix. This implies, as he shows, that $\delta^{\prime}$ universally dominates $\delta$ if and only if $\delta^{\prime}$ stochastically dominates $\delta$, i.e. if and only if

$$
\begin{array}{ll}
P_{\theta}\left(\left|\delta^{\prime}(X)-\theta\right|_{D} \geq c\right) \leq P_{\theta}\left(|\delta(X)-\theta|_{D} \geq c\right) & \text { for all } c>0 \text { and all } \theta \in \Theta \\
P_{\theta}\left(\left|\delta^{\prime}(X)-\theta\right|_{D} \geq c\right)<P_{\theta}\left(|\delta(X)-\theta|_{D} \geq c\right) \quad \text { for some }(c, \theta), c>0, \theta \in \Theta .
\end{array}
$$

He further shows that, if $\delta$ is admissible with respect to a particular loss function $L_{o}$ which is a strictly increasing function of $|d-\theta|_{D}$ and the risk function of $\delta$ for this loss function is finite for all $\theta \in \Theta$, then $\delta$ is universally admissible for this $D$ and $\Theta$. Equivalently, if $\delta$ is universally inadmissible with respect to a $D$ and $\Theta$, then $\delta$ is inadmissible under any strictly increasing loss $L_{o}\left(|d-\theta|_{D}\right)$ with a risk which is finite for all $\theta \in \Theta$.

Still another criterion for comparing estimators is Pitman closeness (also called Pitman nearness). For two estimators $\delta_{1}$ and $\delta_{2}$ of $\theta \in \Theta \subset R^{1}$, Pitman (1937) defines, for cases where $K=M$, their closeness by

$$
\begin{equation*}
P_{\theta}\left(\left|\delta_{1}(X)-\theta\right|<\left|\delta_{2}(X)-\theta\right|\right) \quad \theta \in \Theta . \tag{2.24}
\end{equation*}
$$

Then, assuming that $P_{\theta}\left(\left|\delta_{1}(X)-\theta\right|=\left|\delta_{2}(X)-\theta\right|\right)=0$ for all $\theta \in \Theta, \delta_{1}$ is Pitman-closer to $\theta$ than $\delta_{2}$ when (2.24) is $\geq 1 / 2$. Pitman (1937) notes that Pitman closeness comparisons are not necessarily transitive. For three estimators $\delta_{i}, i=1,2,3$, one can have $\delta_{1}$ Pitman-closer to $\theta$ than $\delta_{2}, \delta_{2}$ Pitman-closer to $\theta$ than $\delta_{3}$ and $\delta_{3}$ Pitman-closer to $\theta$ than $\delta_{1}$. It is also well-known that Pitman-closeness comparisons do not necessarily agree with risk-function comparisons. One can have, e.g., $\delta_{1}$ Pitman-closer to $\theta$ than $\delta_{2}$ while $\delta_{2}$ dominates $\delta_{1}$ for squared-error loss. In Chapter 5, Section 5.3, several Pitman-closeness comparisons in restricted parameter spaces are presented and compared with risk-function comparisons. Much more on Pitman closeness, in particular on its generalization to $k \geq 2$, can be found in Keating, Mason and Sen (1993).

One of the various estimators discussed in this monograph is the so-called Pitman estimator. The name comes from Pitman (1939). He proposes and studies Bayes estimators with respect to a uniform prior. His parameters are either location parameters $\theta \in \Theta_{o}=(-\infty, \infty)$, for which he uses squarederror loss and a uniform prior on $\Theta$, or scale parameters $\theta \in \Theta_{o}=(0, \infty)$, for which he uses scale-invariant-squared-error loss and a uniform prior for $\log \theta$ on $(-\infty, \infty)$. But the name "Pitman estimator" is now used by many authors, and is used in this monograph, for any Bayes estimator with respect
to a uniform prior for $\theta$ or for a function $h(\theta)$ for $\theta \in \Theta$ or $\Theta_{o}$. Some of the properties of the original Pitman estimators are summarized in Chapter 4, Section 4.1.

In many restricted-parameter-space estimation problems considered in the literature the problem does not contain any nuisance parameters, the problem is a $k$-sample problem with independent samples from distributions $F_{i}\left(x, \theta_{i}\right)$, $i=1, \ldots, k$ and $\Theta(=\Omega)$ is determined by inequalities among the components $\theta_{i}$ of $\theta$. The most common examples are the simple-order restriction where $\Theta=\left\{\theta \mid \theta_{1} \leq \ldots \leq \theta_{k}\right\}$, the simple-tree-order restriction with $\Theta=\left\{\theta \mid \theta_{1} \leq\right.$ $\left.\theta_{i}, i=2, \ldots, k\right\}$, the umbrella-order restriction with $\Theta=\left\{\theta \mid\right.$ for some $i_{o}, 1<$ $i_{o}<k, \theta_{i} \leq \theta_{i_{o}}$ for all $\left.i \neq i_{o}\right\}$ and the loop-order restriction with, for $k=4$ e.g., $\Theta=\left\{\theta \mid \theta_{1} \leq \theta_{2} \leq \theta_{4}, \theta_{1} \leq \theta_{3} \leq \theta_{4}\right\}$. The simple-tree-order restriction is a special case of the rooted-tree-order restriction where each $\theta_{i}$, except one of them ( $\theta_{1}$, say, the root), has exactly one immediate predecessor and the root has none. Here, $\theta_{j}$ is an immediate predecessor of $\theta_{i}(i \neq j)$ when $\theta \in \Theta$ implies $\theta_{j} \leq \theta_{i}$ but there does not exist an $l, l \neq i, l \neq j$, with $\theta_{j} \leq \theta_{l} \leq \theta_{i}$. So, the simple-tree order is a tree order where all $\theta_{i}$ have the root as their unique immediate predecessor. Another $\Theta$ for which results have been obtained is the upper-star-shaped restriction, also called the increasing-in-weighted-average restriction, where

$$
\Theta=\left\{\theta \mid \theta_{1} \leq \bar{\theta}_{2} \leq \ldots \leq \bar{\theta}_{k}\right\}
$$

with $\bar{\theta}_{i}=\sum_{j=1}^{i} w_{j} \theta_{j} / \sum_{j=1}^{i} w_{j}$ for given positive weights $w_{i}$. Note that this $\Theta$ is equivalent to

$$
\Theta=\left\{\theta \mid \bar{\theta}_{i} \leq \theta_{i+1}, i=1, \ldots, k-1\right\} .
$$

Finally, when $\theta_{1}, \ldots, \theta_{k}$ are order-restricted, $\theta_{i}$ is a node when, for each $j \neq i$, $\theta_{j} \leq \theta_{i}$ or $\theta_{j} \geq \theta_{i}$. For instance, when $k=5$ and

$$
\Theta=\left\{\theta \mid \theta_{j} \leq \theta_{3}, j=1,2, \theta_{l} \geq \theta_{3}, l=4,5\right\}
$$

$\theta_{3}$ is the only node and when

$$
\Theta=\left\{\theta \mid \theta_{j} \leq \theta_{3}, j=1,2, \theta_{3} \leq \theta_{4} \leq \theta_{5}\right\}
$$

then $\theta_{3}, \theta_{4}$ and $\theta_{5}$ are nodes, but $\theta_{1}$ and $\theta_{2}$ are not. Nodes are important for some estimation problems presented in Chapter 5.

## 3

## (In)admissibility and dominators

In this chapter results are presented on (in)admissibility of estimators of $\theta$ (satisfying (2.3)) for the case where the problem does not contain any nuisance parameters. So, in the notation of Chapter $2, M=K, \Omega_{o}=\Theta_{o}$ and $\Omega=\Theta$ and the notation $M$ for the number of parameters to be estimated is changed to $k$. Some of these results give sufficient conditions for inadmissibility of estimators of $\theta$ for a particular family of distributions. For example, when is an estimator of the expectation parameter in a one-dimensional exponential-family distribution inadmissible, when $\Theta$ is a closed, convex subset of the (open) natural parameter space and the loss is squared error? Other results are for particular estimators: e.g., is the MLE of $\theta$, when $X$ has a logistic distribution with mean $\theta$, inadmissible for squared error loss when $\Theta=\left\{\theta \mid m_{1} \leq \theta \leq m_{2}\right\}$ for known $m_{1}$ and $m_{2}$ with $-\infty<m_{1}<m_{2}<\infty$ ? Dominators for some of the inadmissible estimators are given.

### 3.1 Results for the exponential family

We start with what is possibly the earliest result on inadmissiblity in restricted parameter spaces. It can be found in Hodges and Lehmann (1950). Let $X \sim$ $\operatorname{Bin}(1, \theta)$ with $1 / 3 \leq \theta \leq 2 / 3$ and let the loss be squared error. Then Hodges and Lehmann show that the MLE of $\theta$ is inadmissible and dominated by every estimator $\delta$ satisfying $1 / 3 \leq \delta(0) \leq \delta(1)=1-\delta(0) \leq 2 / 3$. Another early result can be found in Sacks (1960, 1963 (p. 767)). Let $X \sim \mathcal{N}(\theta, 1)$, where we know that $\theta \geq 0$ and let the loss for estimating $\theta$ be squared error. Then the MLE $(=\max (0, X))$ is inadmissible. This result is a special case of a much more general result proved by Sacks. The same kind of result can be found in Brown (1986, Theorem 4.23) and we will state it in the form Brown gives it. The setting is a one-parameter exponential family with density

$$
\begin{equation*}
p_{\xi}(x)=C(\xi) \exp (x \xi) \tag{3.1}
\end{equation*}
$$

with respect to a $\sigma$-finite measure $\nu$. The natural parameter space $N$ is open, the loss is squared error and the expectation parameter $\theta=\eta(\xi)=\mathcal{E}_{\xi} X$ is to be estimated. Brown shows that, when $\xi$ is restricted to $\Xi$, a closed convex subset of the natural parameter space, then an admissible estimator $\delta$ of $\theta$ is non-decreasing. Further, if

$$
\left.\begin{array}{l}
I_{\delta}=  \tag{3.2}\\
\left\{x \mid \nu\left(\left\{y \mid y>x, \delta(y) \in S^{o}\right\}\right)>0, \nu\left(\left\{y \mid y<x, \delta(y) \in S^{o}\right\}\right)>0\right\}
\end{array}\right\}
$$

where $S^{\circ}$ is the interior of $S$, the closed convex support of $\nu$, and $\delta$ is admissible, then there exists a finite measure $V$ on $\Xi$ such that, for all $x \in I_{\delta}$,

$$
\begin{equation*}
\delta(x)=\frac{\int \frac{\eta(\xi)}{1+|\eta(\xi)|} e^{x \xi} d V(\xi)}{\int \frac{1}{1+|\eta(\xi)|} e^{x \xi} d V(\xi)} \tag{3.3}
\end{equation*}
$$

Obviously, Sack's (1963) result for the lower-bounded normal mean follows from this result of Brown.

There are many other cases where Brown's Theorem 4.23 can be used to prove inadmissibility of estimators for restricted-parameter-space problems. Some examples are:
i) $X \sim \mathcal{N}(\theta, 1)$ with $\theta=\xi, N=\{\xi \mid-\infty<\xi<\infty\}$ and $\Theta=\left\{\theta \mid m_{1} \leq \theta \leq\right.$ $\left.m_{2}\right\},-\infty<m_{1}<m_{2}<\infty ;$
ii) $X \sim \Gamma(\alpha, \theta)$ for known $\alpha>0, \xi=\theta^{-1}, \alpha \theta=\mathcal{E}_{\alpha, \theta} X, N=\{\xi \mid \xi>0\}$ and $\Theta=\left\{\theta \mid m_{1} \leq \theta \leq m_{2}\right\}$ with $0<m_{1}<m_{2} \leq \infty ;$
iii) $X \sim \operatorname{Bin}(n, \theta)$ with $\xi=\log (\theta /(1-\theta)), N=\{\xi \mid-\infty<\xi<\infty\}$ and $\Theta=\left\{\theta \mid m_{1} \leq \theta \leq m_{2}\right\}$ for $0<m_{1}<m_{2}<1$.

In each of these cases $m_{1}$ and $m_{2}$ are known, the loss is squared error and the expectation parameter is to be estimated. Then the MLE is an example of an estimator which is "not smooth enough" to satisfy Brown's necessary condition for admissibilty, but there are of course many others.

Further, any of these results can be extended to the case where $X_{1}, \ldots, X_{k}$ are independent and, for $i=1, \ldots, k, X_{i}$ has density (3.1) with $\xi$ replaced by $\xi_{i}$. Restricting $\left(\xi_{1}, \ldots, \xi_{k}\right)$ to a closed rectangular subset of $N^{k}$ and using squarederror loss, the inadmissibility of, e.g., the MLE of the vector of the expectation parameters then follows from Brown's Theorem 4.23. This theorem of Brown cannot be applied when $\Theta$ is not a rectangle, but for the case where, e.g., $X \sim \mathcal{N}_{k}(\xi, I)$ with $\xi$ restricted to a closed, convex subset of $R^{k}$ and squarederror loss, inadmissibility of the MLE of the vector $\xi$ follows from Theorem 4.16 of Brown (1986). In this theorem Brown gives necessary conditions for the admissibility of an estimator of the canonical parameter of a $k$-parameter exponential family with density

$$
\begin{equation*}
p_{\xi}\left(x_{1}, \ldots, x_{k}\right)=C_{1}(\xi) \exp \left(\sum_{i=1}^{k} x_{i} \xi_{i}\right) \tag{3.4}
\end{equation*}
$$

where $\xi=\left(\xi_{1}, \ldots, \xi_{k}\right)$. He shows that $\delta$ is an admissible estimator of $\xi$ when $\xi$ is restricted to $\Xi$, a closed convex subset of $\bar{N}$, only if there exits a measure $H$ on $\Xi$ such that

$$
\begin{equation*}
\delta(x)=\frac{\int \xi e^{x \xi} d H(\xi)}{\int e^{x \xi} d H(\xi)} \quad \text { for } x \in S^{o} \text { a.e. } \nu \tag{3.5}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{k}\right)$. An example of this normal-mean result is the case where $X_{1}, \ldots, X_{k}$ are independent with $X_{i} \sim \mathcal{N}\left(\xi_{i}, 1\right), i=1, \ldots, k$ and $\xi_{1} \leq \ldots \leq \xi_{k}$.

There are cases within the exponential family where Brown's Theorem 4.23 can not be used, but where (in)admissibility results have been obtained. For instance:

1) The case where $X_{1}, \ldots, X_{k}, k \geq 2$, are independent with, for $i=1, \ldots, k$, $X_{i} \sim \operatorname{Bin}\left(n_{i}, \theta_{i}\right)$ and $\Theta=\left\{\theta \mid \theta_{1} \leq \ldots \leq \theta_{k}\right\}$, where $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$. Sackrowitz and Strawderman (1974) show that, for squared-error loss, the MLE of $\theta$ is admissible if and only if

$$
\sum_{i=1}^{k} n_{i}<7 \text { or }\left(k=2, n_{i}=1 \text { for some } i \in\{1,2\}\right) \text { or }\left(k=3, n_{1}=n_{3}=1\right)
$$

They also have results for weighted squared-error loss;
2) As already mentioned in the Introduction, Charras and van Eeden (1991a) show that, for $X \sim \operatorname{Bin}(n, \theta)$ with $\theta \in[0, m]$ for some known $m \in(0,1)$ and squared-error loss, the MLE of $\theta$ is admissible when $n \geq 2$ and $0<$ $n m \leq 2$. Funo (1991, Theorem 3.1) shows inadmissibility of the MLE when $n m>2$. Funo also has results for the estimation of restricted multinomial parameters. He bases his proofs on a complete class theorem of Brown (1981) which is concerned with inference problems when the sample space is finite and the parameter space might be restricted;
3) For the case where $X$ has a Poisson distribution with mean $\theta \in[0, m]$, $0<m<\infty$, Charras and van Eeden (1991a) show, among other things, that an estimator $\delta$ with

$$
\delta(0)=0<\delta(1) \leq m \text { and } \delta(x)=m \text { for } x \geq 2
$$

is admissible for estimating $\theta$ with squared error loss;
4) Shao and Strawderman (1994) consider the estimation, for squared-error loss, of the mean of a power-series distribution under restrictions on the parameter space. They give admissibility results for the MLE and note that some of the above-given results of Charras and van Eeden (1991a) for the binomial and Poisson cases overlap with theirs.

In the first example above, Brown's Theorem 4.23 does not apply because $k \geq 2$ and $\Theta$ is not a rectangle. In each of the examples in 2) - 4) this theorem of Brown does not apply because $\Theta$ is not a closed convex subset of the (open) natural parameter space.

Remark 3.1. The phenomenon seen in 1) and 2) above that an estimator is admissible for small sample sizes and inadmissible for larger ones also occurs in unrestricted parameter spaces. Brown, Chow and Fong (1992), for example, show that, for $X \sim \operatorname{Bin}(n, \theta)$, the $M L E$ of $\theta(1-\theta)$ is, for squared-error loss, admissible for $n \leq 5$ and inadmissible for $n \geq 6$.

Remark 3.2. My above statements of Brown's theorems 4.23 and 4.16 are not identical to Brown's in that I added the condition that the parameter space is a closed, convex subset of $N$ for Theorem 4.23 and of $\bar{N}$ for Theorem 4.16conditions Brown uses in his proofs, but apparently forgot to mention in the statements of his theorems.
Further, Brown's proofs - in particular his proof of his Theorem 4.23 - are not complete and need more precision in some places. But, at the moment, I am convinced that they can be fixed and that these theorems as I state them are correct.

### 3.2 Results of Moors

Moors (1981, 1985) considers the general problem as described at the beginning of Chapter 2. He estimates $h(\theta)$ for a given $h$ taking values in $R^{k}$. His results are presented here for the special case where $h(\theta)=\theta$ for all $\theta \in \Theta_{o}$.

Moors uses squared-error loss and assumes that the problem of estimating $\theta$ is invariant with respect to a finite group of transformations from $\mathcal{X}$ to $\mathcal{X}$. He also assumes that the induced group $\tilde{G}$ satisfies
$\tilde{g}\left(\alpha d_{1}+\beta d_{2}\right)=\alpha \tilde{g}\left(d_{1}\right)+\beta \tilde{g}\left(d_{2}\right) \quad$ for all $\alpha, \beta \in R$, all $d_{1}, d_{2} \in \Theta$, all $\tilde{g} \in \tilde{G}$, that all $g \in G$ are measure-preserving (i.e., $\nu\left(g^{-1}(A)\right)=\nu(A)$ for all $A \in \mathcal{A}$ and all $g \in G$ ) and that $\tilde{G}$ is commutative. He then gives sufficient conditions for estimators $\delta$ of $\theta$ to be inadmissible. He does this by explicitely constructing, for each $x \in \mathcal{X}$, a closed, convex subset $\Theta_{x}$ of $\Theta$ such that

$$
\left[P_{\theta}\left(\delta(X) \notin \Theta_{X}\right)>0 \text { for some } \theta \in \Theta\right] \Longrightarrow[\delta \text { is inadmissible }] .
$$

Further, he shows that the estimator $\delta_{o}$ defined, for each $x$, as the projection of $\delta(x)$ unto $\Theta_{x}$ dominates $\delta$. Of course, when $\Theta_{x}=\Theta$ for all $x \in \mathcal{X}$ nothing can be concluded concerning the (in)admissibility of $\delta$.

The sets $\Theta_{x}$ are defined as follows. Let $G=\left(g_{1}, \ldots, g_{p}\right)$ and let, for $x \in \mathcal{X}$ and $\theta \in \Theta$ (see Moors, 1985, p. 43),

$$
\alpha\left(x, \bar{g}_{j}(\theta)\right)=\frac{p_{\bar{g}_{j}(\theta)}(x)}{S(x ; \theta)}, \quad j=1, \ldots, p
$$

when $S(x ; \theta)=\sum_{i=1}^{p} p_{\bar{g}_{i}(\theta)}(x)>0$. Further, let

$$
t_{x}(\theta)= \begin{cases}\sum_{i=1}^{p} \alpha\left(x, \bar{g}_{i}(\theta)\right) \tilde{g}_{i}(\theta) & \text { when } S(x ; \theta)>0 \\ \theta & \text { when } S(x ; \theta)=0\end{cases}
$$

Then $\Theta_{x}$ is the convex closure of the range of $t_{x}(\theta)$.
Moors gives examples of estimation problems in randomized response models, in the simple linear regression problem with a restriction on the slope parameter as well as in the estimation of a restricted binomial parameter. To illustrate Moors' results, let $X \sim \operatorname{Bin}(1, \theta)$ with $\Theta=[m, 1-m]$ for some known $m \in(0,1 / 2)$. This problem is invariant with respect to the group $G=\left(g_{1}, g_{2}\right)$, where $g_{1}(x)=x$ and $g_{2}(x)=1-x$. The sets $\Theta_{x}$ are given by

$$
\Theta_{x}=\left\{\begin{array}{l}
{\left[\frac{1-\phi}{2}, 1 / 2\right] \text { when } x=0} \\
{\left[1 / 2, \frac{1+\phi}{2}\right] \text { when } x=1}
\end{array}\right.
$$

where $\phi=(2 m-1)^{2}$. This means that any estimator $\delta$ for which

$$
\begin{equation*}
\delta(0) \notin[2 m(1-m), 1 / 2] \quad \text { or } \quad \delta(1) \notin[1 / 2,1-2 m(1-m)] \tag{3.6}
\end{equation*}
$$

is inadmissible and dominated by its projection on the interval $[2 m(1-m), 1-$ $2 m(1-m)]$. A particular case of such an inadmissible estimator is the MLE, which is given by

$$
\operatorname{MLE}(X)=\left\{\begin{array}{c}
m \quad \text { when } X=0 \\
1-m \text { when } X=1
\end{array}\right.
$$

Of course, this inadmissibility result, but not the dominators, can be obtained from Brown's (1986) Theorem 4.23. Another example where Moors (1985, p. 94-96) shows inadmissibility for a large class of estimators (with dominators) is the case of Simmons' unrelated-question randomized-response model (see Greenberg, Abul-Ela, Simmons and Horvitz, 1969). In this case $X_{1}$ and $X_{2}$ are independent with $X_{i} \sim \operatorname{Bin}\left(n_{i}, \theta_{i}\right), i=1,2$ and

$$
\begin{equation*}
\theta_{i}=\left(1-m_{i}\right) \pi_{A}+m_{i} \pi_{Y}, \quad i=1,2 \tag{3.7}
\end{equation*}
$$

for known $m_{i} \in(0,1), i=1,2$. The vector $\left(\pi_{A}, \pi_{Y}\right)$ is to be estimated under the restrictions imposed by (3.7). In this case Brown does not apply, because the parameter space is not a closed rectanglar subset of the natural parameter
space $(0,1) \times(0,1)$.
As a third example, let $X \sim \mathcal{N}(\theta, 1)$ with $\theta \in[-m, m]$. This problem is invariant with respect to the group $G=\left(g_{1}, g_{2}\right)$, where $g_{1}(x)=x$ and $g_{2}(x)=$ $-x$. The sets $\Theta_{x}$ are given by

$$
\Theta_{x}=\{\theta \mid-m \tanh (m|x|)<\theta<m \tanh (m|x|)\}
$$

So, any $\delta$ satisfying

$$
P_{\theta}\left(\delta(X) \in \Theta_{X}\right)<1 \quad \text { for some } \theta \in[-m, m]
$$

is inadmissible and dominated by its projection unto $\Theta_{X}$. The MLE is of course such an estimator.

Kumar and Sharma (1992) show that Moors' results hold under weaker conditions on the group $G$ than those of Moors. It does not need to be finite locally compact is sufficient. Moors and van Houwelingen (1993) further extend Moors' $(1981,1985)$ results. They consider the linear model $X=Z \theta+\varepsilon$, where $X=\left(X_{1}, \ldots, X_{n}\right)^{\prime}$ with the $X_{i}$ independent normal with known variances and $Z$ an $n \times k$ known matrix and show that $\tilde{G}$ does not need to be commutative and that $g$ does not need to be measure-preserving. The restrictions on the unknown $k \times 1$ vector of parameters $\theta$ are either of the form $m_{1} \leq A \theta \leq m_{2}$ for known $k \times 1$ vectors $m_{1}$ and $m_{2}$ and known $k \times k$ matrix $A$ and with the inequalities componentwise, or of the form $\theta^{\prime} B \theta \leq m$ for a known diagonal $k \times k$ matrix $B$ and a known positive $m$. More on these Moors and van Houwelingen results can be found in Chapter 6, Section 6.3.

### 3.3 Results of Charras and van Eeden

Charras and van Eeden (1991a,b, 1994) consider, like Moors (1981, 1985), the general case as described at the beginning of Chapter 2. Their loss is squared error and $\Theta$ is closed and convex. These authors give sufficient conditions for inadmissibility of so-called "boundary estimators" (terminology introduced by Moors (1985)), i.e., estimators satisfying

$$
\text { there exists } A_{o} \in \mathcal{A} \text { such that }\left\{\begin{array}{l}
i) \delta\left(A_{o}\right) \subset B(\Theta)  \tag{3.8}\\
\text { ii) } \nu\left(A_{o}\right)>0
\end{array}\right.
$$

where $B(\Theta)$ is the boundary of $\Theta$ and $\delta\left(A_{o}\right)=\left\{\delta(x) \mid x \in A_{o}\right\}$.
The first of their results (Charras and van Eeden, 1991a) holds for compact parameter spaces. They use Wald's (1950, Theorem 5.9) condition

$$
\begin{equation*}
\lim _{\theta \rightarrow \theta_{o}} \int_{\mathcal{X}}\left|p_{\theta}(x)-p_{\theta_{o}}(x)\right| d \nu(x)=0 \quad \text { for all } \theta_{o} \in \Theta \tag{3.9}
\end{equation*}
$$

Under this condition, admissible estimators are Bayes when the parameter space is compact. So, sufficient conditions for an estimator $\delta$ to be non-Bayes are then sufficient conditions for $\delta$ to be inadmissible.

We first illustrate their results by means of some examples. Let $X$ have a logistic distribution with density

$$
p_{\theta}(x)=\frac{\exp (-(x-\theta))}{\left(1+\exp (-(x-\theta))^{2}\right.} \quad-\infty<x<\infty
$$

and let $\theta \in\left[m_{1}, m_{2}\right]$ with $-\infty<m_{1}<m_{2}<\infty$. Let $\delta_{1}$ be an estimator of $\theta$ such that there exists measurable sets $A_{1}$ and $A_{2}$ with $\nu\left(A_{i}\right)>0, i=1,2$, $A_{1} \subset\left(-\infty, m_{1}\right), A_{2} \subset\left(m_{2}, \infty\right), \delta_{1}\left(A_{1}\right)=m_{1}$ and $\delta_{1}\left(A_{2}\right)=m_{2}$. The MLE is an example of such an estimator. If this $\delta_{1}$ is Bayes with respect to some prior on the interval $\left[m_{1}, m_{2}\right]$, the posterior distribution has support $\left\{m_{1}\right\}$ when $x \in A_{1}$ and support $\left\{m_{2}\right\}$ when $x \in A_{2}$. But the posterior and the prior distributions have the same support, so this $\delta_{1}$ can not be Bayes. Another estimator of the mean of a logistic distribution which is inadmissible is given by

$$
\delta_{2}(x)=\left\{\begin{array}{cl}
m_{1} & \text { when } x \leq m_{1} \\
\delta(x) \in\left[m_{1}+\varepsilon, m_{2}-\varepsilon\right] & \text { when } x>m_{1}
\end{array}\right.
$$

where $0<\varepsilon<\left(m_{2}-m_{1}\right) / 2$. For this case, note that, for $x \in A_{1}$, the support of the posterior, and therefore of the prior, is $\left\{m_{1}\right\}$. But this contradicts the fact that, for $x \in A_{2}, \delta_{2} \geq m_{1}+\varepsilon$. These results for the logistic distribution can not be obtained from Brown's (1986) Theorem 4.23 nor from his Theorem 4.16 because the logistic is not an exponential-family distribution.

As a second example of the results of Charras and van Eeden (1991a), let $X \sim$ $\operatorname{Bin}(n, \theta)$ with $0 \leq \theta \leq m$ for some $m \in(0,1)$. Let $n \geq 2$ and let $\delta_{3}$ be the following boundary estimator

$$
\left\{\begin{array}{l}
\delta_{3}(0)=0<\delta_{3}(1)  \tag{3.10}\\
\delta_{3}(x)=\mathrm{m} \text { for } x \geq 2
\end{array}\right.
$$

This estimator is the MLE of $\theta$ when $\left(1 \leq n m \leq 2, n \delta_{3}(1)=1\right)$ or $\left(n m<1, \delta_{3}(1)=m\right)$ and, as already noted above, Charras and van Eeden (1991a) show that this MLE is admissible. In the more general case where $\delta_{3}$ is not necessarily the MLE, it is easy to see that (3.10) is (non-unique) Bayes with respect to the prior with support $\{0\}$, which tells us nothing about its admissibility. But Charras and van Eeden (1991a, p. 128) show that this $\delta_{3}$ is admissible, which shows that not every boundary estimator is inadmissible.

The above two examples are special cases of the following general results of Charras and van Eeden (1991a, Theorems $3.1-3.3$ ). Let $\delta$ be a boundary estimator and let, for $x$ such that $\delta(x) \in B(\Theta)$,

$$
\begin{equation*}
G(x)=\operatorname{face}(\delta(x)) \cup \overline{\left\{\theta \in \Theta \mid p_{\theta}(x)=0\right\}} \tag{3.11}
\end{equation*}
$$

and let

$$
\begin{equation*}
\Theta^{*}=\left\{\theta \in \Theta \mid \theta \in G(x) \text { for } \nu \text {-almost all } x \in A_{o}\right\} \tag{3.12}
\end{equation*}
$$

where $A_{o}$ is defined in (3.8) and, for $\theta \in B(\Theta)$, face $(\theta)$ is the intersection of $\Theta$ with the intersection of all its tangent planes at $\theta$. Then, if $\delta$ is Bayes the support of its prior is contained in $\Theta^{*}$. From this it follows that a boundary estimator for which $\Theta^{*}$ is empty is inadmissible. The above estimator $\delta_{1}$ of the logistic mean is an example of such a boundary estimator.

Further, Charras and van Eeden (1991a) prove that, if $\Theta^{*}$ is not empty and there exists $A^{*} \in \mathcal{A}$ such that

$$
\begin{cases}\text { i) } & \nu\left(A^{*}\right)>0  \tag{3.13}\\ \text { ii) } & \delta\left(A^{*}\right) \cap \overline{c o}\left(\Theta^{*}\right) \text { is empty } \\ \text { iii) } & p_{\theta}(x)>0, \text { for all } x \in A^{*}, \text { and all } \theta \in \Theta^{*}\end{cases}
$$

where $\overline{c o}\left(\Theta^{*}\right)$ is the convex hull of $\Theta^{*}$, then $\delta$ is again inadmissible. The estimator $\delta_{2}$ in the above logistic example satisfies these conditions.

A second result of Charras and van Eeden can be found in their (1991b) paper. It is concerned with inadmissibility of boundary estimators when $\Theta \subset R^{k}$ is closed and convex, but not necessarily compact and $k \geq 2$. The authors put conditions on the shape of the boundary of $\Theta$ as well as some (rather weak) ones on the family of densities. Examples of when these conditions are satified are the case where $\Theta$ is strictly convex, $X_{1}, \ldots, X_{k}$ are independent and, for $i=1, \ldots, k, X_{i}$ has density $p_{\theta_{i}}(x)$ which is positive for each $x \in \mathcal{X}$ and $\theta \in \Theta$ and bounded on $\Theta$ for each $x \in \mathcal{X}$. The authors give conditions on the estimators under which they are inadmissible. This result can be used, e.g., to show that, when $k=2$ and the $X_{i}$ have logistic distributions with means $\theta_{i}$, the MLE of $\theta=\left(\theta_{1}, \theta_{2}\right)$ when these parameters are restricted to $\Theta=\left\{\theta \mid \theta_{2} \geq c \theta_{1}^{2}\right\}$ for a known $c>0$ is inadmissible.

A third result of Charras and van Eeden, to be found in their 1994 paper, is concerned with the inadmissibility of boundary estimators when $\Theta=\{\theta \mid \theta \geq$ $\left.m_{1}\right\}$ for some $m_{1}<\infty$. The authors suppose that the estimators $\delta$ are such that there exists sets $A_{1}$ and $A_{2}$ in $\mathcal{A}$ and an $m_{2}>m_{1}$ with

$$
\left.\begin{array}{ll}
\text { i) } \delta(x)=m_{1} & \text { when } x \in A_{1}  \tag{3.14}\\
\text { ii) } \delta(x) \geq m_{2} & \text { when } x \in A_{2} \\
\text { iii) } 0<\nu\left(A_{i}\right)<\infty, i=1,2 . &
\end{array}\right\}
$$

They show that their further conditions, which are non-trivial conditions on the family of distributions, are satisfied for gamma and logistic scale families. That these conditions are also satisfied for a scale family of F distributions was proved by van Eeden and Zidek (1994a,b). Examples of estimators which satisfy (3.14) for these three families of distributions are the MLE of $\theta^{p}, p>0$.

### 3.4 Dominators

In this section dominators are presented for estimators which are inadmissible but satisfy (2.3).The dominators do not necessarily satisfy (2.3).

As already said above, for each one of Moors' $(1981,1985)$ inadmissible estimators, dominators are known, because Moors proves inadmissibility by constructing dominators - and his dominators satisfy (2.3).

Charras and van Eeden (1991a), using squared-error loss, give two classes of dominators for some of their inadmissible boundary estimators. They suppose that $\Theta=\left\{\theta \mid m_{1} \leq \theta \leq m_{2}\right\},-\infty<m_{1}<m_{2}<\infty$, and that $\delta$ is such that both $P_{\theta}\left(\delta(X)=m_{1}\right)$ and $P_{\theta}\left(\delta(X)=m_{2}\right)$ are positive for all $\theta \in\left[m_{1}, m_{2}\right]$. One of these classes of dominators of an inadmissible estimator $\delta$ consists of estimators of the form

$$
\delta^{*}(X)=\left\{\begin{array}{c}
m_{1}+\varepsilon_{1} \quad \text { when } \delta(X)=m_{1}  \tag{3.15}\\
\delta(X) \quad \text { when } m_{1}<\delta(X)<m_{2} \\
m_{2}-\varepsilon_{2} \quad \text { when } \delta(X)=m_{2}
\end{array}\right.
$$

where $\varepsilon_{1}+\varepsilon_{2}<m_{2}-m_{1}$. This dominator was proposed by a referee of their (1991a) paper and his proof goes as follows. Let, for $t \in\left[m_{1}, m_{2}\right]$,

$$
\begin{aligned}
& p_{1}(t)=\min \left\{P_{\theta}(\delta(X)=t) \mid m_{1} \leq \theta \leq m_{2}\right\} \\
& p_{2}(t)=\max \left\{P_{\theta}(\delta(X)=t) \mid m_{1} \leq \theta \leq m_{2}\right\}
\end{aligned}
$$

Then the following three cases are possible:

$$
\begin{aligned}
& \varepsilon_{1} p_{2}\left(m_{1}\right)<\varepsilon_{2} p_{1}\left(m_{2}\right) \\
& \varepsilon_{1} p_{2}\left(m_{1}\right) \geq \varepsilon_{2} p_{1}\left(m_{2}\right) \text { and } \varepsilon_{1} p_{1}\left(m_{1}\right) \leq \varepsilon_{2} p_{2}\left(m_{2}\right) ; \\
& \varepsilon_{1} p_{1}\left(m_{1}\right)>\varepsilon_{2} p_{2}\left(m_{2}\right)
\end{aligned}
$$

and, in each of these three cases, it can easily be seen that there exist $\varepsilon_{1}$ and $\varepsilon_{2}$ such that the estimator (3.15) dominates $\delta$. Note that $\delta^{*}$ is, in general, not monotone and, if not monotone, inadmisible when $X$ has an exponentialfamily distribution with mean $\theta$. (see Brown, 1986, Theorem 4.23).

The other class of dominators of van Eeden and Charras (1991a) is of the form

$$
\delta^{* *}(X)=\left\{\begin{array}{l}
m_{1}^{\prime} \text { when } \delta(X)<m_{1}^{\prime}  \tag{3.16}\\
\delta(X) \text { when } m_{1}^{\prime} \leq \delta(X) \leq m_{2}^{\prime} \\
m_{2}^{\prime} \text { when } \delta(X)>m_{2}^{\prime}
\end{array}\right.
$$

where $m_{1}<m_{1}^{\prime}<m_{2}^{\prime}<m_{2}$. The proof that there exist $m_{1}^{\prime}$ and $m_{2}^{\prime}$ for which $\delta^{* *}$ dominates $\delta$ can be found in Charras (1979). His proof goes as follows: Let $a(t)$ and $b(t)$ be two functions defined on $[0,1]$ with $a(0)=m_{1}, b(0)=$ $m_{2}, a(1)=b(1), a(t)$ non-decreasing and $b(t)$ non-increasing. Then under regularity conditions on $a(t), b(t)$ and the distribution of $\delta$, he shows that there exist $t_{o} \in(0,1)$ such that $\delta^{* *}$ with $m_{1}^{\prime}=m_{1}+a\left(t_{o}\right)$ and $m_{2}^{\prime}=m_{2}-b\left(t_{o}\right)$ dominates $\delta$.

Note that the estimator (3.16) is, often, the MLE of $\theta$ for the parameter space [ $m_{1}^{\prime}, m_{2}^{\prime}$ ].

As an example of the dominators (3.15), consider the case where $X \sim$ $\operatorname{Bin}(n, \theta), m \leq \theta \leq 1-m, \varepsilon_{1}=\varepsilon_{2}=\varepsilon$ and $n=1$ or 2 . Then the Charras-van Eeden (1991a) conditions on $m$ and $\varepsilon$ to dominate the MLE become

$$
\begin{equation*}
0<\varepsilon \leq \min \left(2 m(1-2 m), \frac{1-2 m}{2}\right) \quad \text { when } n=1 \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
0<\varepsilon \leq \min \left(\frac{2 m^{2}(1-2 m)}{2 m^{2}-2 m+1}, \frac{1-2 m}{2}\right) \quad \text { when } n=2 \tag{3.18}
\end{equation*}
$$

When $m \geq 1 / 4$ and $n=1$, the condition (3.17) gives $m<\delta^{*}(0) \leq 1 / 2$, implying that every symmetric estimator dominates the MLE. As already mentioned above, Hodges and Lehmann (1950) proved this for the case where $m=1 / 3$. When $m<1 / 4$ the condition (3.17) gives $m<\delta^{*}(0)<m(3-4 m)$ implying that, as expected, the MLE can not be improved upon very much when $m$ is close to zero. These classes of Charras-van Eeden dominators of the MLE for this binomial example are not those of Moors. When $n=1$ and $m<1 / 4$, e.g., Moors' dominator, $\delta_{M}$ say, satisfies (see (3.6)) $m<\delta_{M}(0) \leq 2 m(1-2 m)$. Given that $2 m(1-2 m)<m(3-4 m)$ when $0<m<1 / 2$, the Charras-van Eeden class is larger than than the Moors class.

Still for this binomial example with $n=1$ or $n=2$ and with $\varepsilon_{1}=\varepsilon_{2}=$ $\varepsilon>0$ satisfying (3.17) when $n=1$ and (3.18) when $n=2$, Marchand and MacGibbon (2000) show, in their Theorem 4.2, that the dominators (3.15) are, for squared-error loss, unique Bayes with respect to a symmetric prior on $[m, 1-m]$. This implies that they are admissible. Further, Marchand and MacGibbon (2000, p. 144) state that dominators of the form (3.15) may not be admissible, but they do not relate this statement to the consequences of their Theorem 4.2. What is happening here is that the dominators (3.15) are not necessarily monotone and, when they are not monotone, they are inadmissible in the exponential-family setting of Brown (1986, Theorem 4.23). But for the above binomial cases - where Brown's theorem does apply - the dominators of the form (3.15) are monotone, so there is no contradiction.

Remark 3.3. Marchand and MacGibbon (2000, Theorem 4.2) forgot to mention a necessary condition on $(m, \varepsilon)$, namely, $m+\varepsilon \leq 1 / 2$.

More about dominators when $X \sim \operatorname{Bin}(n, \theta)$ with $m \leq \theta \leq 1-m$ for a known $m \in(0,1 / 2)$ can be found in Perron (2003). He uses squared-error loss and gives sufficient conditions for an estimator to dominate the MLE. For Moors' (1985) dominator of the MLE Perron shows that it is the Bayes estimator with respect to a symmetric prior om $\{m, 1-m\}$ if and only if $1-2 m$ is $\leq 1 / \sqrt{n}$ when $n$ is odd and $\leq 1 /(\sqrt{n-1})$ when $n$ is even. For the Charras-van Eeden dominators (3.16) of the MLE Perron gives an algorithm for finding $\left(m_{1}^{\prime}, m_{2}^{\prime}\right)$ when $m_{1}^{\prime}+m_{2}^{\prime}=1$. He also proposes a new estimator, namely the Bayes estimator with respect to a prior proportional to $(\theta(1-\theta))^{-1}$ and shows that it dominates the MLE for some $n$, but not for all. For Perron's graphical comparisons between these estimators, see Section 3.6.

Remark 3.4. Ali and Woo (1998) also look at the case where $\theta$ is to be estimated with squared-error loss when $X \sim \operatorname{Bin}(n, \theta)$ with $m \leq \theta \leq 1-m$ for a known $m \in(0,1 / 2)$. They have four estimators, namely, $\check{\theta}=(1-2 m) X / n+m$, the MLE $\hat{\theta}$ and two Bayes estimators each with a truncated beta prior, $\tilde{\theta}$ with squared-error loss and $\theta^{*}$ with a linex loss function.
Some of their results are incorrect. For instance, their statement that the MSE of $\check{\theta}$ is strictly increasing in $m$ as $m$ increases from $1 /(2(1+\sqrt{n})$ to $1 / 2$.
Further, they make comparisons between the risk functions only numerically for very small numbers of values of $n, \theta, m$ and the parameters of the priors, but conclude, e.g., (on the basis of one such set of values) that $\hat{\theta}$ is worse than $\dot{\theta}$ in the sense of MSE.
And finally, in comparing $\tilde{\theta}$ with $\theta^{*}$, they use squared-error loss for $\tilde{\theta}$ and linex loss $L\left(\theta^{*}, \theta\right)=e^{\theta^{*}-\theta}-\left(\theta^{*}-\theta\right)-1$ for $\theta^{*}$, i.e., the loss function used for the Bayes estimator $\theta^{*}$. But the same Bayes estimator would have been obtained from the loss function $c L\left(\theta^{*}, \theta\right)$ for any positive $c$ with a different comparison result.

Other cases where dominators are known are, for example,

1) The case studied by Sackrowitz and $\operatorname{Strawderman}$ (1974) where $X_{1}, \ldots, X_{k}$, $k \geq 2$, are independent with, for $i=1, \ldots, k, X_{i} \sim \operatorname{Bin}\left(n_{i}, \theta_{i}\right), \quad \Theta=$ $\left\{\theta \mid \theta_{1} \leq \ldots \leq \theta_{k}\right\}$ and the loss function is of the form $\sum_{i=1}^{k} W\left(\left|d_{i}-\theta_{i}\right|\right)$ with $W$ strictly convex. Sackrowitz (1982) obtains dominators for the inadmissible MLE's;
2) The case of the lower-bounded mean of a normal distribution, as well as the case of a lower-bounded scale parameter of a gamma distribution. For each of these cases Shao and Strawderman (1996a,b) give a class dominators when the loss is squared error. For the normal-mean case they dominate the MLE and say they believe, but have not proved, that some of their dominators are admissible. For the gamma-scale case they dominate truncated linear estimators. Among their results is the interesting case of an estimator which is admissible for the non-restricted parameter space, takes values in the restricted space only and is inadmissible for the restricted parameter space;
3) Shao and Strawderman (1994), among their already earlier mentioned power series distribution results, give dominators for squared-error loss for the MLE of the mean when the parameter space is restricted;
4) And lastly in this list of results on dominators, the case of the multivariate normal mean (and, more generally, the multivariate location problem). For $X \sim \mathcal{N}_{k}(\theta, I)$ it is well known from Stein (1956) that, for squared-error loss, $X$ is inadmissible as an estimator of $\theta$ when $k \geq 3$ and $\Theta=R^{k}$. Dominators are known, the James-Stein (1961) estimator, for instance. For restricted spaces (and I am restricting myself here, as in the rest of this monograph, to closed convex subsets of $R^{k}$ ) quite a number of dominators have been obtained for various inadmissible estimators.

Chang (1991) looks at $X=\left(X_{1,1}, X_{1,2}, \ldots, X_{k, 1}, X_{k, 2}\right) \sim \mathcal{N}_{2 k}(\theta, I)$ where

$$
\theta=\left(\theta_{1,1}, \theta_{1,2}, \ldots, \theta_{k, 1}, \theta_{k, 2}\right)
$$

satisfies $\theta_{i, 1} \leq \theta_{i, 2}, i=1, \ldots, k$. He estimates $\theta$ under squared-error loss. For this case it is known that, for estimating $\theta_{i}=\left(\theta_{i, 1}, \theta_{i, 2}\right)$ based on $X_{i}=\left(X_{i, 1}, X_{i, 2}\right)$ alone, the Pitman estimator (i.e., the Bayes estimator with respect to the uniform prior on $\Theta_{i}=\left\{\left(\theta_{i, 1}, \theta_{i, 2}\right) \mid \theta_{i, 1} \leq\right.$ $\left.\theta_{i, 2}\right\}$ ) is admissible (see Chapter 4, Section 4.4). Chang (1991) shows that, analogous to Stein's (1956) result, the vector of these Pitman estimators is inadmissible for estimating $\theta$ when $k \geq 2$. One of his two classes of James-Stein-type dominators is given by $(1-c / S) \delta_{P}(X)$, where $\delta_{P}(X)=\left(\delta_{P, 1}\left(X_{1}\right), \ldots, \delta_{P, k}\left(X_{k}\right)\right)$ is the vector of Pitman estimators, $S=\sum_{i=1}^{k}\left(\delta_{P, i}\left(X_{i}\right)\right)^{2}$ and $0<c \leq 4(k-1)$. He has a second class of dominators for the case where $k \geq 3$.

Chang (1982) looks at the case where $\Theta=\left\{\theta \mid \theta_{i} \geq 0, i=1, \ldots, k\right\}$ with squared error loss and $X \sim \mathcal{N}_{k}(\theta, I)$. Here, as we have seen, the MLE
of $\theta_{i}$ based on $X_{i}$ alone is inadmissible (and minimax) for estimating $\theta_{i}$ and, as will be seen in Chapter 4, Section 4.3, Katz's estimator $\delta_{K, i}\left(X_{i}\right)=$ $X_{i}+\phi\left(X_{i}\right) / \Phi\left(X_{i}\right)$ is admissible for estimating $\theta_{i}$, where $\phi$ and $\Phi$ are, respectively, the standard normal density and distribution function. Chang (1982) shows that, again analogous to Stein (1956), the vector of Katz estimators is inadmissible for estimating $\theta$ when $k \geq 3$. One of his classes of James-Stein-type dominators is given by $\delta(X)=\left(\delta_{1}(X), \ldots, \delta_{k}(X)\right)$, with, for $i=1, \ldots, k$,

$$
\delta_{i}(X)=\left\{\begin{array}{l}
\delta_{K, i}\left(X_{i}\right)-\frac{c X_{i}}{\sum_{j=1}^{k} X_{j}^{2}} \text { when } X_{l} \geq 0, l=1, \ldots, k \\
\delta_{K, i}\left(X_{i}\right) \quad \text { otherwise }
\end{array}\right.
$$

with $0<c<2(k-2)$. A second class is given by

$$
\delta_{i}^{*}(X)=\delta_{K, i}\left(X_{i}\right)-\frac{c \delta_{K, i}\left(X_{i}\right)}{\sum_{j=1}^{k} \delta_{K, j}^{2}\left(X_{j}\right)}, \quad i=1, \ldots, k
$$

again with $0<c<2(k-2)$. Chang (1982) also shows that replacing, in these dominators, $\delta_{K, i}$ by the MLE of $\theta_{i}$ based on $X_{i}$ alone gives a dominator of the vector of MLEs. Chang (1981), again using squarederror loss, dominates the MLE of $\theta$ when $X \sim \mathcal{N}_{k}(\theta, I), \Theta=\{\theta \mid A \theta \geq 0\}$ for a known $p \times k$ matrix $A$ of $\operatorname{rank} k, p \leq k, k \geq 3$ and $A \theta \geq 0$ denotes the componentwise inequalities. An example of his dominators is the James-Stein-type estimator

$$
\delta(X)= \begin{cases}\left(1-\frac{c}{\sum_{i=1}^{k} X_{i}^{2}}\right) X & \text { when } A X \geq 0  \tag{3.19}\\ \text { the MLE of } \theta & \text { otherwise }\end{cases}
$$

where $0<c<2(k-2)$.
Sengupta and Sen (1991) consider $X \sim N_{k}(\theta, \Sigma)$ with $\Sigma$ positive definite, known or unknown, $k \geq 3, \theta$ restricted to a closed, convex subset of $R^{k}$ and loss function $(d-\theta)^{\prime} \Sigma^{-1}(d-\theta)$. In particular, they consider the suborthant model where $\Theta=\Theta_{k_{1}}^{+}=\left\{\theta \mid \theta_{i} \geq 0, i=1, \ldots, k_{1}\right\}$ for some $k_{1} \in\{1, \ldots, k\}$. They define restricted Stein-rule MLEs $\hat{\theta}_{R S}$ and positive restricted Stein-rule MLEs $\hat{\theta}_{P R S}$ of $\theta$ for $\theta \in \Theta_{k_{1}}^{+}$. One of their results states that $\hat{\theta}_{P R S}$ dominates $\hat{\theta}_{R S}$ which dominates the (restricted) MLE. On the relationship of their work with that of Chang (1981, 1982) Sengupta and Sen say that the full impact of shrinkage has not been incorporated in the estimators considered by Chang and they give dominators of Chang's (1982) dominators.

Still for this multivariate location problem, Kuriki and Takemura (2000, Section 3.3) weaken the conditions on $\Theta$ for one of Sengupta and Sen's (1991) domination results and Ouassou and Strawderman (2002) and Fourdrinier, Ouassou and Strawderman (2003) generalize and extend the Chang $(1981,1982)$ and Sengupta and Sen (1991) results to spherically symmetric distributions.

In none of the above-quoted papers concerning multivariate location problems do the authors mention the question of whether their dominators satisfy (2.3). Those of Chang (1981, 1982, 1991) do not, nor do Sengupta and Sen's (1991) dominators of Chang's (1982) dominators. As far as the other results are concerned, I do not know whether their dominators satisfy (2.3). But (see Chapter 2), given that the class of estimators $\mathcal{D}$ is essentially complete in the class $\mathcal{D}_{o}$ with respect to $\Theta$, an estimator which does not satisfy (2.3) can be replaced by one which does satisfy (2.3) and dominates it on $\Theta$.

Sengupta and Sen (1991) give two examples of models which can be reduced to their suborthant model: namely, the ordered model where $X_{i, j} \sim^{\text {ind }} \mathcal{N}\left(\theta_{i}, \sigma^{2}\right), j=1, \ldots, n_{i}, i=1, \ldots, k$ with $\Theta=\left\{\theta \mid \theta_{1} \leq \ldots, \theta_{r}\right\}$ for some $r \in\{2, \ldots, k\}$ and the two-way layout where $X_{i, j}=\mu_{i}+\theta_{j}+\varepsilon_{i, j}$, $j=1, \ldots, n, i=1, \ldots, n, \varepsilon_{i, j} \sim^{i n d} \mathcal{N}\left(0, \sigma^{2}\right)$ and the same $\Theta$ as for the ordered alternative model. They also note that each of these are particular cases of some linear model. More on (normal) linear models with restricted parameter spaces can be found in Chapter 6.

Remark 3.5. Some of the James-Stein dominators presented above only hold for the case where $\sigma^{2}=1$. Of course, when $\sigma^{2}$ is known, one can, without loss of generality, take it to be $=1$. However, this might lead to mistakes if somebody whose $\sigma^{2}$ is $\neq 1$ uses the results without realizing that $\sigma^{2}=1$ is assumed in deriving the results. So, in (3.19), e.g., I would prefer to write $c \sigma^{2}$ (with $0<c \sigma^{2}<2(k-2)$ ) instead of $c$.

A multivariate location problem with constraints on the norm can be found in Marchand and Perron (2001). Let $X_{1}, \ldots, X_{k}$ be independent with $X_{i} \sim$ $\mathcal{N}\left(\theta_{i}, 1\right), i=1, \ldots, k$, and $\sum_{i=1}^{k} \theta_{i}^{2} \leq m^{2}$ for a known, positive constant $m$. Marchand and Perron (2001) consider the problem of finding dominators for the MLE of $\theta$ for squared-error loss. One of their results says that the Bayes estimator with respect to the uniform prior on the boundary of $\Theta$ dominates the MLE when $m \leq \sqrt{k}$. Casella and Strawderman (1981) prove this for $k=1$. A generalization of their results to spherical symmetric distributions, in particular to the multivariate student distribution, can be found in Marchand and Perron (2005).

Remark 3.6. Chang (1982) quotes and uses Katz's (1961) unproven results concerning admissible estimators for the lower-bounded scale parameter of a
gamma distribution, as well as those for a lower-bounded mean of a Poisson distribution. Katz's proofs are incorrect for these cases (see Remark 4.4).

Remark 3.7. The three papers by Charras and van Eeden (1991a,b, 1994), as well as a fourth one (Charras and van Eeden, 1992) not discussed in this monograph, are based on results obtained by Charras in his 1979 PhD thesis.

### 3.5 Universal domination and universal admissibility

Hwang's (1985) universal domination and universal admissibility have been applied, mostly with $D=I$, to various problems in restricted-parameter-space estimation. An example of the kind of results that have been obtained can be found in Cohen and Kushary (1998). They show the universal admissibility of the MLE of $\theta$ for, e.g., (i) the case where $X \sim \mathcal{N}_{k}(\theta, I), k \geq 2, \theta$ is restricted to a polyhedral cone and the class of estimators consists of those which are nonrandomized and continuous; (ii) the case where $X$ has a discrete (possibly multivariate) distribution and the MLE is unique and takes a finite number of values; (iii) the bounded normal mean case with known variance. In this last case, the universal admissibility of the MLE also follows from Hwang's (1985) results and the fact that the MLE of $\theta$ is admissible for absolute error loss, as was shown by Iwasa and Moritani (1997).

Further results on universal domination and universal admissibility in restricted parameter spaces are presented in later chapters.

### 3.6 Discussion and open problems

As seen above, although the three main results on inadmissibility of estimators $\delta \in \mathcal{D}$ - those of Brown, of Moors and of Charras and van Eeden - cover quite a lot of situations, many questions remain open. Moreover, almost all known results are only for squared-error loss.

What would be a great help in filling the gaps in our knowledge would be an extension of Brown's (1986) Theorem 4.23 to $k(k \geq 1)$ dimensions and $\Theta$ an arbitrary closed convex subset of $N^{k}$. That would solve many inadmissibility questions for the exponential family. An example of an open problem of this kind is the question of whether, for squared-error loss, the MLE of the largest of $k \geq 3$ ordered scale parameters of a gamma distributions is admissible. Another open problem for restricted exponential-family parameters is the one mentioned in Hoferkamp and Peddada (2002). They have $X \sim \mathcal{N}_{k}(\theta, \Sigma)$ with $\Sigma$ diagonal, $\theta_{1} \leq \ldots \leq \theta_{k}$ and $\sigma_{1}^{2} \leq \ldots \leq \sigma_{k}^{2}$ and note that it seems to be unknown whether the MLE of $\left(\theta_{1}, \ldots, \theta_{k}, \sigma_{1}^{2}, \ldots, \sigma_{k}^{2}\right)$ is admissible. Another
very useful addition would be a version of the results of Charras and van Eeden (1991a,b, 1994) with weaker conditions on the parameter space.

A problem not touched upon in this chapter is the question of "how inadmissible" the inadmissible estimators are, i.e., how large (or small) is the improvement of a dominator (preferably an admissible dominator) over the estimator it dominates. For some models numerical results have been obtained. Examples of such results can be found in Shao and Strawderman (1996b), as well as in Perron (2003). Shao-Strawderman's tables on the improvement of their dominators over the MLE for a lower-bounded normal mean give a maximum improvement of $\approx .0044 \sigma$. This is not much of an improvement over the risk function of the MLE, which varies from $\sigma / 2$ to $\sigma$ over the interval $[0, \infty)$. For the binomial case where $X \sim \operatorname{Bin}(n, \theta)$ with $\theta \in[m, 1-m]$, Perron gives graphs of the risk functions of the MLE, of its Charras-van Eeden dominator (3.16), of its Moors' dominators and of (see Section 3.4) Perron's Bayes estimator with respect to a prior proportional to $(\theta(1-\theta))^{-1}$. From these graphs one can get an (approximate) idea of the absolute as well as the relative improvements over the MLE of these dominators. For $n=10$ (for which Perron's Bayes estimator does dominate the MLE) and $m=.40$, e.g., the maximum improvements vary, for the three dominators, from $\approx .005$ to $\approx .007$. The corresponding relative improvements are (again approximately) $75 \%, 68 \%$ and $95 \%$ for, respectively, the Charras-van Eeden, the Moors and the Perron dominator. For $m=.4$ and $n=25$ and 100, e.g., Perron finds not only that his Bayes estimator dominates the MLE on almost the whole parameter space (in fact on $\approx(.42 \leq \theta \leq .58))$, but that, for these same $\theta$ 's, it dominates both Moors' and Charras and van Eeden's dominator (3.16) of the MLE. (In the caption of Perron's Figure 3, the $n=10$ should be $n=1000$ ). Further, for $n=1000$, there is, essentially, no difference between the risk functions of the MLE, Moors's dominator and Charras and van Eeden's dominator (3.16), while Perron's Bayes estimator dominates these three on $\approx(.41 \leq \theta \leq .59)$. So, for the binomial case with $m \leq \theta \leq 1-m$, much "better" dominators are available than for the lower bounded normal mean case.

More such numerical results are presented in Chapter 7, Section 7.2 .
Finding dominators is clearly a very difficult problem. Look at the time it took - from the early 1960s until 1996 - to find a dominator for the MLE of a lowerbounded normal mean. And look at how few cases have been solved, other than under the (rather restrictive) conditions of Moors (1981, 1985). Further, very few admissible dominators have been found. One example, estimating $\theta \in[m, 1-m]$ with squared-error loss when $X \sim \operatorname{Bin}(n, \theta)$ with $n=1$ or $=2$, is mentioned above. More examples of admissible estimators (not necessarily dominators) can be found in later chapters, in particular in Chapter 4, Section 4.4, where (admissible) minimax estimators are presented. One very special case where an admissible dominator has been obtained can be found in Parsian
and Sanjari Farsipour (1997). They consider estimating $\theta$ on the basis of a sample $X_{1}, \ldots, X_{n}$ from a distribution with density $e^{-(x-\theta) / \sigma} / \sigma, x>\theta$, with known $\sigma$ and the restriction $\theta \leq 0$. They use the linex loss function $L(d, \theta)=e^{a(d-\theta)}-a(d-\theta)-1$ for a known nonzero constant $a<n / \sigma$. For the unrestricted case, the Pitman estimator is given by (see Parsian, Sanjari Farsipour and Nematollahi, 1993) $\min \left(X_{1}, \ldots, X_{n}\right)-\log (n /(n-a \sigma)) / a$ and Parsian and Sanjari Farsipour (1997) show that replacing $\min \left(X_{1}, \ldots, X_{n}\right)$ by $\min \left(c, \min \left(X_{1}, \ldots, X_{n}\right)\right)$ gives the Pitman estimator for the restricted $\theta$. This estimator clearly satisfies (2.3) and the authors show it to be admissible. Whether this estimator is minimax seems to be unknown (see Chapter 4, Section 4.3). Note that neither estimator is scale-equivariant, unless $a \sigma=a^{*}$ for some nonzero constant $a^{*}<n$.

## Minimax estimators and their admissibility

In this chapter, results on minimax estimation of $\theta$ in restricted parameter spaces are given for the case where the problem does not contain any nuisance parameters, i.e., (in the notation of Chapter 2): $K=M, \Omega_{o}=\Theta_{o}$ and $\Omega=\Theta$ and we change the notation $M$ for the number of parameters to be estimated to $k$. The results are presented in the sections $4.2,4.3$ and 4.4 , where, respectively, $\Theta$ is bounded, $\Theta$ is not bounded with $k=1$ and $\Theta$ is not bounded with $k>1$. In the introductory Section 4.1 some known results which are useful for solving minimax problems are given. Most of these results apply to restricted as well as to unrestricted parameter spaces. The last section of this chapter contains some comments and open problems.

### 4.1 Some helpful results

The lemmas 4.1 and 4.2 can be found, e.g., in Lehmann (1983, pp. 249 and 256), in Lehmann and Casella (1998, pp. 310 and 316) and in Berger (1985, p. 350):

Lemma 4.1 Suppose that $\pi_{o}$ is a prior for $\theta \in \Theta$ such that, for a given loss function, the Bayes risk $r_{\pi_{o}}$ of the Bayes rule $\delta_{\pi_{o}}$ satisfies

$$
r_{\pi_{o}}=\sup _{\theta \in \Theta} R\left(\delta_{\pi_{o}}, \theta\right)
$$

Then, for that loss function, $\delta_{\pi_{o}}$ is minimax and, if $\delta_{\pi_{o}}$ is unique Bayes, it is unique minimax. Finally, the prior $\pi_{o}$ is least favourable, i.e., $r_{\pi_{o}} \geq r_{\pi}$ for all priors $\pi$ on $\Theta$.

The conditions of Lemma 4.1 imply that the statistical problem has a value, i.e.,

$$
\begin{equation*}
\sup _{\pi} \inf _{\delta} r_{\pi}(\delta)=\inf _{\delta} \sup _{\theta} R(\delta, \theta) \tag{4.1}
\end{equation*}
$$

or, equivalently

$$
r_{\pi_{o}}=\inf _{\delta} \sup _{\theta} R(\delta, \theta)
$$

which says that the maximum Bayes risk equals the minimax value.
Lemma 4.2 Let $\pi_{n}, n=1,2, \ldots$, be a sequence of priors for $\theta \in \Theta$ and let, for a given loss function, $r_{\pi_{n}} \rightarrow r$ as $n \rightarrow \infty$. Further suppose that there exists an estimator $\delta$ such that

$$
\sup _{\theta \in \Theta} R(\delta, \theta)=r .
$$

Then, for that loss function, $\delta$ is minimax and the sequence $\pi_{n}$ is least favourable, i.e., it satisfies

$$
r \geq \int_{\Theta} R\left(\delta_{\pi}, \theta\right) d \pi(\theta) \quad \text { for all priors } \pi \text { on } \Theta
$$

The following lemma can be helpful for obtaining minimax estimators of a vector when minimax extimators of its components are known. The proof is obvious and omitted.

Lemma 4.3 Let $X_{i} \sim^{\text {ind }} F_{i}\left(x ; \theta_{i}\right), i=1, \ldots, k$ and let $\Theta=\left\{\theta \mid m_{i, 1} \leq\right.$ $\left.\theta_{i,} \leq m_{i, 2}, i=1, \ldots, k\right\}$ for known constants $\left(m_{i, 1}, m_{i, 2}\right),-\infty \leq m_{i, 1}<$ $m_{i, 2} \leq \infty, i=1, \ldots, k$. Then, if for $i=1, \ldots, k, \pi_{n, i}, n=1,2, \ldots$, is a least-favourable sequence of piors for estimating $\theta_{i} \in\left[m_{i, 1}, m_{i, 2}\right]$ based on $X_{i}$ with a loss function $L_{i}\left(d, \theta_{i}\right), \prod_{i=1}^{k} \pi_{n, i}, n=1,2, \ldots$, is a least-favourable sequence of priors for estimating $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \prod_{i=1}^{k}\left[m_{i, 1}, m_{i, 2}\right]$ based on $\left(X_{1}, \ldots, X_{k}\right)$ with the loss function $\sum_{i=1}^{k} L_{i}\left(d_{i}, \theta_{i}\right)$.

A further useful result on minimax estimation can be found in Blumenthal and Cohen (1968b). Before stating their results, more needs to be said about the Pitman (1939) estimator of location mentioned in Chapter 2. This is an estimator of the parameter $\theta \in R^{1}$ based on a sample $X_{1}, \ldots, X_{n}$ from a distribution with Lebesgue density $f(x-\theta)$. When it has a finite risk function, it is the minimum-risk-equivariant estimator of $\theta$ for squared-error loss, as well as the Bayes estimator for squared-error loss with respect to the uniform distribution on $(-\infty, \infty)$. An explicit expression for the estimator is (see Pitman, 1939; Lehmann, 1983, p. 160; Lehmann and Casella, 1998, p. 154; or Berger, 1985, p. 400)

$$
\begin{equation*}
\delta_{P}\left(X_{1}, \ldots, X_{n}\right)=\frac{\int_{-\infty}^{\infty} u \prod_{i=1}^{n} f\left(x_{i}-u\right) d u}{\int_{-\infty}^{\infty} \prod_{i=1}^{n} f\left(x_{i}-u\right) d u} \tag{4.2}
\end{equation*}
$$

For the case of estimating a vector $\theta$ of location parameters based on independent samples $X_{i, 1}, \ldots, X_{i, n}, i=1, \ldots, k$, from distributions with Lebesgue densities $f\left(x-\theta_{i}\right)$, define the Pitman estimator $\delta_{P}$ of $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ as the Bayes estimator of $\theta$ for squared error loss with respect to the uniform prior on $R^{k}$. Then the $i$-th element, $i=1, \ldots, k$, of the vector $\delta_{P}$ is the Pitman estimator of $\theta_{i}$ based on the $i$-th sample. Further, for any $k \geq 1$ and
squared-error loss, the Pitman estimator of $\theta$ is minimax if its components have finite risk functions. A proof of this minimaxity for $k=1$ can be found in Lehmann (1983, pp. 282-284) and in Lehmann and Casella (1998, pp. 340342 ). These authors use a sequence of priors with uniform densities on $(-n, n)$, $n=1,2, \ldots$, and show it to be a least-favourable sequence of priors for estimating $\theta$. They then use Lemma 4.2 to prove minimaxity. The minimaxity of the Pitman estimator when $k>1$ follows from Lemma 4.3.

We are now ready to state the Blumenthal-Cohen results.
Lemma 4.4 For $k \geq 1$ independent samples of equal size from distributions with Lebesgue densities $f\left(x-\theta_{i}\right), i=1, \ldots, k$, consider the estimation of $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Theta \subset R^{k}$ with squared-error loss. Let $\Theta$ be such that there exists a sequence of $k$-tuples of numbers $\left\{a_{n, 1}, \ldots, a_{n, k}\right\}, n=1,2, \ldots$ for which

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}\left\{\theta \mid\left(\theta_{1}+a_{n, 1}, \ldots, \theta_{k}+a_{n, k}\right) \in \Theta\right\}=R^{k} \tag{4.3}
\end{equation*}
$$

Let $\delta_{o}$ be an estimator of $\theta$ for $\theta \in R^{k}$ and satisfying

$$
\begin{equation*}
R\left(\delta_{o}, \theta\right) \leq M \quad \text { for all } \theta \in \Theta \tag{4.4}
\end{equation*}
$$

where $M$ is the constant risk (assumed to be finite) of the Pitman estimator of $\theta$ for $\theta \in R^{k}$. Then

$$
\sup _{\theta \in \Theta} R\left(\delta_{o}, \theta\right)=M
$$

What this result tells us is that, under the stated conditions, $M\left(\mathcal{D}_{o}, \Theta\right)=$ $M\left(\mathcal{D}_{o}, \Theta_{o}\right)$. This implies (by (2.17)) that $M(\mathcal{D}, \Theta)=M\left(\mathcal{D}_{o}, \Theta_{o}\right)$, i.e., the minimax values for the restricted and the unrestricted estimation of $\theta$ are equal and equal to the risk of the unrestricted Pitman estimator.

Blumenthal and Cohen (1968b) state and prove Lemma 4.4 for the special case where $k=2$ but remark that a generalization to $k$ dimensions is obvious - and it is. Kumar and Sharma (1988), apparently not having seen this Blumenthal-Cohen remark, state the generalization as a theorem.

A result similar to the Blumenthal-Cohen result holds for scale parameter estimation when $X_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, k$ are independent and the $X_{i, j}, j=1, \ldots, n_{i}$ have Lebesgue density $f\left(x / \theta_{i}\right) / \theta_{i}, i=1, \ldots, k$. Using scaleinvariant squared-error loss, the Pitman estimator of $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right) \in R_{+}^{k}$ is, when it has a finite risk function, the minimum-risk-equivariant estimator and also the Bayes estimator for the uniform prior for $\log \theta$ on $(-\infty, \infty)^{k}$. The $i$-th element, $i=1, \ldots, k$, of this Pitman estimator is the Pitman estimator of $\theta_{i}$ based on $X_{i, 1}, \ldots, X_{i, n_{i}}$ which is given by (see, e.g., Lehmann, 1983, p. 177; or Lehmann and Casella, 1998, p. 170)

$$
\begin{equation*}
\delta_{i}\left(X_{1, i}, \ldots, X_{i, n_{i}}\right)=\frac{\int_{0}^{\infty} t^{n_{i}} \prod_{j=1}^{n_{i}} f\left(t X_{i, j}\right) d t}{\int_{0}^{\infty} t^{n_{i}+1} \prod_{j=1}^{n_{i}} f\left(t X_{i, j}\right) d t} \tag{4.5}
\end{equation*}
$$

This estimator, being scale-equivariant, has a constant risk function. It is minimax for estimating $\theta \in R_{+}^{k}$ with scale-invariant squared-error loss. By Lemma 4.3 it is sufficient to show that this minimaxity holds for $k=1$. And for this case the method of proof used by Lehmann (1983, pp. 282-284) and by Lehmann and Casella (1998, pp. 340-342) for the minimaxity in location problems with squared-error loss can easily be adapted to the scale-estimation case. The only condition is that the estimator has a finite risk function.

The analogue for scale estimation of the Blumenthal-Cohen result for location estimation is contained in the following lemma.

Lemma 4.5 For $k \geq 1$ independent samples of equal size from distributions with Lebesgue densities $f\left(x / \theta_{i}\right) / \theta_{i}, \theta_{i}>0, i=1, \ldots, k$, consider the estimation of $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ with scale-invariant squared-error loss when $\theta$ is restricted to $\Theta \subset R_{+}^{k}$. Assume $\Theta$ is such that there exists a sequence of $k$-tuples of positive numbers $\left\{a_{1, n}, \ldots, a_{k, n}\right\}$ with

$$
\liminf _{n \rightarrow \infty}\left\{\theta \in R_{+}^{k} \mid\left(a_{1, n} \theta_{1} \ldots, a_{k, n} \theta_{k}\right) \in \Theta\right\}=R_{+}^{k}
$$

Then, if $\delta_{o}$ is an estimator of $\theta$ for $\theta \in R_{+}^{k}$ and satisfying

$$
\begin{equation*}
R\left(\delta_{o}, \theta\right) \leq M \quad \text { for all } \theta \in \Theta \tag{4.6}
\end{equation*}
$$

where $M$ is the constant risk of the Pitman estimator (assumed to be finite) for estimating $\theta \in R_{+}^{k}$, then

$$
\sup _{\theta \in \Theta} R\left(\delta_{o}, \theta\right)=M
$$

Proof. We have not been able to find this result in the literature, but it follows easily from the scale-equivariance and minimaxity of the Pitman estimator and the techniques used by Blumenthal and Cohen (1968b) in their proof for the location case.
As in the location case, this result proves that, under the stated conditions, $M(\mathcal{D}, \Theta)=M\left(\mathcal{D}_{o}, \Theta_{o}\right)$, i.e., the minimax values for the restricted and unrestricted cases are equal and equal to the risk of the unrestricted Pitman estimator.

If the estimators $\delta_{o}$ of Lemma 4.4 satisfy (2.3), they are minimax for the restricted problem. In case they do not satisfy (2.3), they can (by the essential completeness of $\mathcal{D}$ in $\mathcal{D}_{o}$ with respect to $\Theta$ ) be dominated on $\Theta$ by an estimator which does satisfy it. Such a dominator is then minimax for the restricted problem. The same remark holds for the estimator $\delta_{o}$ of Lemma 4.5. This proves the following corollary to the lemmas 4.4 and 4.5 .

Corollary 4.1 Under the conditions of Lemma 4.4, as well as under the conditions of Lemma 4.5, there exists, by the essential completeness of $\mathcal{D}$ in $\mathcal{D}_{o}$ with respect to $\Theta$, a minimax estimator for estimating $\theta$ for $\theta \in \Theta$.

Another useful result can be found in Hartigan (2004). For $X \sim \mathcal{N}_{k}(\theta, I), \Theta$ a closed, convex proper subset of $R^{k}$ with a non-empty interior and squarederror loss, he shows that the Pitman estimator $\delta_{P}$ of $\theta$ satisfies $R\left(\delta_{P}, \theta\right) \leq k$ with equality if and only if $\theta$ is an apex of $\Theta$, i.e., any $\theta \in \Theta$ with the property that all tangent hyperplanes to $\Theta$ contain it. This result implies, e.g., that for estimating $\theta$ when $k=1$ and $\Theta=[-m, m]$, the minimax value for squarederror loss, is less than 1 .

Another set of useful results for solving problems of (admissible) minimax estimation consists of using lower bounds for the risk function of the problem. We mention some general results here. An example of how such bounds can be used in particular cases is described in Section 4.3.

A well-known lower bound for the risk function of an estimator $\delta$ can, when $\theta \in$ $R^{1}$ and $h(\theta)$ is to be estimated, be obtained from the information inequality which says that, under regularity conditions (see, e.g., Lehmann, 1983, p. 122; or Lehmann and Casella, 1998, pp. 120-123),

$$
\begin{equation*}
\mathcal{E}_{\theta}(\delta(X)-h(\theta))^{2} \geq b_{\delta}^{2}(\theta)+\frac{\left(h^{\prime}(\theta)+b_{\delta}^{\prime}(\theta)\right)^{2}}{I(\theta)} \tag{4.7}
\end{equation*}
$$

where $b_{\delta}(\theta)=\mathcal{E}_{\theta}(\delta(X)-h(\theta))$ is the bias of the estimator $\delta$ of $h(\theta), I(\theta)$ is the Fisher information

$$
I(\theta)=\mathcal{E}_{\theta}\left(\frac{\partial}{\partial \theta} \log p_{\theta}(X)\right)^{2}
$$

and the primes denote derivatives with respect to $\theta$.
For the case where $\Theta=\{\theta \mid m \leq \theta<\infty\}$, Gajek and Kałuszka (1995, Section 3) present a class of lower bounds for the risk function of estimators of $h(\theta)$ with loss function $L(d, \theta)=(d-h(\theta))^{2} w(\theta)$, where $0<w(\theta)<\infty$ for all $\theta \in \Theta$. The estimator is based on $X \in R$ with Lebesgue density $f_{\theta}(x)$ and their estimators are not necessarily restricted to $\mathcal{H}=\{h(\theta) \mid \theta \in \Theta\}$. They suppose $h$ to be a diffeomorphism and show that, for any function $H(x, \theta)$ and under the condition that $H(x, \theta) f_{\theta}(x)$ is, almost everywhere $\nu$, absolutely continuous in $\theta$ on finite intervals (the authors ask only for continously differentiable which is not enough for their proof to work)

$$
\left.\begin{array}{l}
\sup _{\theta \geq m} \mathcal{E}_{\theta}(\delta(X)-h(\theta))^{2} w(\theta)  \tag{4.8}\\
\geq \frac{\left[\lim _{\theta \rightarrow \infty} h^{\prime}(\theta) \int_{-\infty}^{\infty} H(x, \theta) f_{\theta}(x) d x\right]^{2}}{\lim _{\theta \rightarrow \infty}\{w(\theta)\}^{-1} \int_{-\infty}^{\infty} \frac{\left[\frac{\partial}{\partial \theta}\left(H(\theta, x) f_{\theta}(x)\right)\right]^{2}}{f_{\theta}(x)} d x},
\end{array}\right\}
$$

provided the limits in the right-hand side exist.
Note that this bound does not depend on the estimator and is independent of $m$.

The special case where $H(x, \theta)$ is independent of $x$ gives

$$
\begin{equation*}
\sup _{\theta \geq m} \mathcal{E}_{\theta}(\delta(X)-h(\theta))^{2} w(\theta) \geq \lim _{\theta \rightarrow \infty} w(\theta) \frac{\left(h^{\prime}(\theta) g(\theta)\right)^{2}}{I(\theta) g^{2}(\theta)+\left(g^{\prime}(\theta)\right)^{2}} \tag{4.9}
\end{equation*}
$$

where $g(\theta)=H(x, \theta)$. This inequality generalizes the following one which was proved by Gajek (1987)

$$
\begin{equation*}
\sup _{\theta \geq m} \mathcal{E}_{\theta}(\delta(X)-h(\theta))^{2} w(\theta) \geq \lim _{\theta \rightarrow \infty}(h(\theta))^{2} w(\theta) \frac{\left(h^{\prime}(\theta)\right)^{2}}{I(\theta) h^{2}(\theta)+\left(\left(h^{\prime}(\theta)\right)^{2}\right.}, \tag{4.10}
\end{equation*}
$$

obtained by taking $g(\theta)=h(\theta)$.
For the case where $h(\theta)=\theta$ and $w(\theta)=1$ for all $\theta \in \Theta,(4.10)$ gives

$$
\sup _{\theta \geq m} \mathcal{E}_{\theta}(\delta(X)-\theta)^{2} \geq \lim _{\theta \rightarrow \infty} \frac{1}{I(\theta)+\theta^{-2}}=\lim _{\theta \rightarrow \infty} \frac{1}{I(\theta)}
$$

a result which can also be found in Sato and Akahira (1995).
Gajek and Kałuszka (1995) say that, when $f_{\theta}(x)=f(x-\theta)$ as well as when $f_{\theta}(x)=f(x / \theta) / \theta$, their bounds are attainable. They prove this result for the case where $h(\theta)=\theta$ with $w(\theta)=1$ for the location case and $w(\theta)=\theta^{-2}$ for the scale case. For the location case this gives (see their page 118)

$$
\begin{equation*}
\sup _{\theta \geq m} \mathcal{E}_{\theta}(\delta(X)-\theta)^{2} \geq \int_{-\infty}^{\infty}(x-\bar{\theta})^{2} f(x) d x \tag{4.11}
\end{equation*}
$$

where $\bar{\theta}=\int_{-\infty}^{\infty} x f(x) d x$. Their conditions reduce in this case to existence of the second moment of $X$ and the absolute continuity of $f(x)$. For the scale case their inequality becomes (see their page 121)

$$
\begin{equation*}
\sup _{\theta \geq m} \mathcal{E}_{\theta}\left(\frac{\delta(X)}{\theta}-1\right)^{2} \geq 1-\frac{\left(\int_{0}^{\infty} x f(x) d x\right)^{2}}{\int_{0}^{\infty} x^{2} f(x) d x} \tag{4.12}
\end{equation*}
$$

where their conditions reduce to existence of

$$
\int_{0}^{\infty} \frac{\left(\int_{0}^{y} z\left(z a_{1} / a_{2}-1\right) f(z) d z\right)^{2}}{y^{4} f(y)} d y
$$

and absolute continuity of $x f(x)$, where $a_{s}=\int_{0}^{\infty} x^{s} f(x) d x$. These lower bounds are attained by, respectively,

$$
\delta_{L}(x)=x \quad \text { and } \quad \delta_{S}(x)=x \frac{\int_{0}^{\infty} y f(y) d y}{\int_{0}^{\infty} y^{2} f(y) d y}
$$

But, $\delta_{L}$ and $\delta_{S}$ are the Pitman estimators for estimating location and scale, respectively, when the parameter space is not restricted (see (4.2) and (4.5)). Note also that the $\Theta$ 's satisfy the conditions of Lemma 4.4 and Lemma 4.5, respectively, implying that the restricted and unrestricted minimax values are equal. So, the inequalities (4.11) and (4.12) can also be obtained from these lemmas, but for these lemmas the only condition needed is the finiteness of the risk function of the Pitman estimator.

There are also lower bounds $B_{\pi}$, say, for the Bayes risk for estimating $h(\theta)$ with respect to a prior $\pi$ on $\Theta$. Such bounds imply that the minimax value for the problem is at least $B_{\pi}$ for all $\pi$ for which the bound holds. One lowerbound for the Bayes risk is the van Trees inequality (van Trees, 1968; see also, e.g., Gill and Levit, 1995 and Ruymgaart, 1996) which says that, under regularity conditions,

$$
\begin{equation*}
\mathcal{E}(\delta(X)-h(\theta))^{2} \geq \frac{\left(\mathcal{E} h^{\prime}(\theta)\right)^{2}}{\mathcal{E} I(\theta)+I(\pi)} \tag{4.13}
\end{equation*}
$$

where $\mathcal{E}$ stands for expectation with respect to the joint distribution of $X$ and $\theta$ and $I(\pi)=\mathcal{E}\left(\pi^{\prime}(\theta) / \pi(\theta)\right)$, with $\pi(\theta)$ the Lebesgue density of the prior. Other lower bounds for the Bayes risk can, e.g., be found in Borovkov and Sakhanienko (1980), in Brown and Gajek (1990), in Vidakovic and DasGupta (1995) and in Sato and Akahira (1996). Sato and Akahira (1995) use the Borovkov and Sakhanienko (1980) and the Brown and Gajek (1990) results to obtain lower bounds for the minimax value.

Further, Hodges and Lehmann (1951) use the information inequality to prove (for the special case where $h(\theta)=\theta$ for all $\theta$ ) the following result, where $\operatorname{CRB}_{\delta}(\theta)$ denotes the right-hand side of (4.7).

Lemma 4.6 For squared-error loss, if $\delta_{o}$ is an estimator of $\theta$ with equality in (4.7), if (4.7) holds for all estimators $\delta$, then, if

$$
\left\{C R B_{\delta}(\theta) \leq C R B_{\delta_{o}}(\theta) \quad \text { for all } \theta \in \Theta\right\} \Longrightarrow\left\{b_{\delta}(\theta) \equiv b_{\delta_{o}}(\theta)\right\}
$$

the estimator $\delta_{o}$ is admissible. If, moreover, $\delta_{o}$ has a constant risk function then it is minimax.

In restricted parameter spaces, minimax estimators do, typically, not have a constant risk function. So, Lemma 4.6 does not really help if one wants to check the minimaxity of a given estimator $\delta_{o}$. However, in cases where $M\left(\mathcal{D}_{o}, \Theta_{o}\right)=M(\mathcal{D}, \Theta)$ and $\delta_{o}$ is an estimator satisfying (2.5) with a constant risk function on $\Theta_{o}$, Lemma 4.6 can help find the minimax value. The same kind of comment applies to the corollary to Lemma 4.1 which implies that, if
a Bayes estimator has a constant risk function, then it is minimax.
A result which can be useful for proving the admissibility of a(n) (minimax) estimator is Blyth's (1951) method, which can be formulated as follows (see, e.g., Lehmann, 1983, pp. 265-266; Lehmann and Casella, 1998, p. 380; or Berger, 1985, pp. 547-548).

Lemma 4.7 Suppose that, for each estimator $\delta$, the risk function $R(\delta, \theta)$ is continuous in $\theta$ for $\theta \in \Theta$. Then an estimator $\delta_{o}$ is admissible if there exists a sequence $\pi_{n}$ of (possibly improper) measures on $\Theta$ such that
a) $r_{\pi_{n}}\left(\delta_{o}\right)<\infty$ for all $n$;
b) for any non-empty convex set $\Theta^{*} \subset \Theta$, there exists a constant $C>0$ and an integer $N$ such that

$$
\int_{\Theta^{*}} d \pi_{n}(\theta) \geq C \quad \text { for all } n \geq N
$$

c) $r_{\pi_{n}}\left(\delta_{o}\right)-r_{\pi_{n}}\left(\delta_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.

Finally, note that if $\delta_{o}$ is inadmissible minimax, then all of its dominators are minimax.

### 4.2 Minimax results when $\Theta$ is bounded

Minimax problems in restricted parameter spaces are difficult to solve - even more difficult than in unrestricted spaces and particularly when $\Theta$ is bounded. One reason for this is that, as already mentioned in Section 4.1, mimimax estimators in restricted parameter spaces, typically, do not have a constant risk function. So, looking for a Bayes estimator with a constant risk function very seldom helps. Further, for bounded $\Theta$ (restricted or not), there exists (see Wald (1950, Theorem 5.3)) a least favourable prior on $\Theta$ with finite support and a minimax estimator which is Bayes with respect to this prior. The number of points in this support increases with the "size" of $\Theta$. The problem of finding these points and the prior probabilities can only seldom be solved analytically. As will be seen below, when $k=1$ and $\theta=\left[m_{1}, m_{2}\right]$, analytical results have been obtained for small values of $m_{2}-m_{1}$ or $\left(m_{2} / m_{1}\right)-1$ for particular cases. For other particular cases, numerical results are available.

Concerning the result of Wald (1950, Theorem 5.3) quoted above, note that least favourable priors are not necessarily unique, i.e., a unique minimax estimator can be Bayes with respect to more than one least favourable prior. This will be shown in an example later in the present chapter, where a unique minimax estimator has an infinity of least favourable priors, some of which have finite support and some a Lesbegue density. So, Wald's result says that,
under his conditions, at least one of the priors must have finite support.
The following result (see, e.g., Robert, 1997, pp. 60-61; Berger, 1985, p.353; or Kempthorne, 1987) sheds light on the relationship between constancy of the risk function of a Bayes estimator and the finiteness of the support of the priors.

Lemma 4.8 Under the conditions of Lemma 4.1, if $\Theta \subset R^{1}$ is compact and the risk function of the minimax estimator $\delta_{\pi_{o}}$ is an analytic function of $\theta$, either the least favourable prior $\pi_{o}$ has finite support or the risk function of $\delta_{\pi_{o}}$ is constant.

This lemma needs, in my opinion, to be reworded. Given that least favourable priors are not necessarily unique, "the least favourable prior" needs to be replaced by "all least favourable priors". Then the lemma implies that, if the conditions of Lemma 4.1 are satisfied, if $\Theta \subset R^{1}$ is compact and $\delta_{\pi_{o}}$ does have an analytic risk function which is not constant, then all least favourable priors have finite support.

The first minimax estimator for a bounded parameter space when $\Theta_{o}=$ $(-\infty, \infty)$ was, it seems, obtained by Zinzius $(1979,1981)$ and Casella and Strawderman (1981). They consider (for squared-error loss) the case where $X \sim \mathcal{N}(\theta, 1)$ with $\theta \in[-m, m]$ for some known $m>0$. They show that there exists an $m_{o}>0$, such that, when $m \leq m_{o}$,

$$
\delta_{m}(X)=m \tanh (m X)
$$

is a unique minimax estimator of $\theta$ and it is admissible.
They prove this result by taking a prior for $\theta$ with support $\{-m, m\}$ and choosing this prior in such a way that the corresponding Bayes estimator $\delta_{m}$ of $\theta$ satisfies $R\left(\delta_{m},-m\right)=R\left(\delta_{m}, m\right)$. This prior puts equal mass on $\{-m\}$ and $\{m\}$. In order for $\delta_{m}$ to be minimax, and thus the prior to be least favourable, it is sufficient (see Lemma 4.1) that

$$
R\left(\delta_{m}, \theta\right) \leq R\left(\delta_{m}, m\right) \quad \text { for all } \theta \in[-m, m]
$$

Casella and Strawderman first show that

$$
\max _{\theta \in[-m, m]} R\left(\delta_{m}, \theta\right)=\max \left(R\left(\delta_{m}, 0\right), R\left(\delta_{m}, m\right)\right)
$$

They then study the function $g(m)=R\left(\delta_{m}, 0\right)-R\left(\delta_{m}, m\right)$ and show, using Karlin's (1957) Theorem 3 and Corollary 2 , that $g(m)$ changes sign only once when $m$ moves from 0 to $\infty$. This change of sign is from negative to positive, which implies that there exists a unique $m_{o}>0$ such that $g(m) \leq 0$ when $m \leq m_{o}$. And this proves their result. Numerically they find $m_{o} \approx 1.056742$.

They also show that, for $m>m_{o}$, the estimator $\delta_{m}$ is not minimax.
Zinzius studies the second derivative of the risk function of $\delta_{m}$ and finds an $m_{o}>0$ such that a lower bound for this derivative is positive for all $\theta \in[-m, m]$ when $m \leq m_{o}$. This gives him, numerically, $2 m_{o} \approx 1.20$. So, Zinzius's $m_{o}$ is not best possible in the sense that there are $m$ 's larger than his $m_{o}$ for which his Bayes estimator is minimax. Zinzius also has numerical results for $2 m \leq 2.1$, i.e., for values of $m$ less than the 1.056742 of Casella and Strawderman. An improvement on the Zinzius result was obtained by Eichenauer, Kirschgarth and Lehn (1988), but their result is weaker than the Casella-Strawderman one, i.e., also not best-possible.

These same two techniques were later used to solve many other mimimax problems for the case where $\Theta$ is a "small" closed convex subset of $R^{k}$. The minimax estimators are Bayes with respect to a prior for $\theta$ whose support is contained in the boundary $B(\Theta)$ of $\Theta$. It is chosen in such a way that this Bayes estimator, $\delta_{m}$, has a risk function which is constant on $B(\Theta)$. Then it is shown that, for "small enough" $\Theta$, the risk function of $\delta_{m}$ attains its maximum value on $\Theta$ for (a) value(s) of $\theta \in B(\Theta)$. In most cases the maximum "size" of $\Theta$ can only be obtained by numerical methods. The techniques used are, in most cases, the one used by Zinzius and in those cases the $m_{o}$ obtained is not best possible.

We will not discuss these results in detail, but list them and make comments on some of them.

1) The bounded normal mean problem where $-m \leq \theta \leq m$ for a given $m>0$ was generalized by using the loss function $|d-\theta|^{p}$ by Bischoff and Fieger (1992) for $p \geq 2$ and by Eichenauer-Herrmann and Ickstadt (1992) for $p>1$. For the special case where $p=2$, their result is weaker than the Casella-Strawderman one, but an improvement over the one of Zinzius. This can be seen from the results of computations of their $m_{o}(p)$ (results which can also be found in Bischoff and Fieger, 1992). EichenauerHerrmann and Ickstadt (1992) study the problem of finding the minimax estimator also numerically and find, up to numerical accuracy, the best possible $m_{o}(p)$. For $p=2$ these numerical results give the (best-possible) result of Casella-Strawderman.

Extensions to general location problems where $X$ has Lebesgue density $f(x-\theta)$ with the loss function $|\theta-d|^{p}, p>1$ can be found in EichenauerHerrmann and Ickstadt (1992). They also show there that, when $p=1$, no two-point prior can be least favourable for this problem.

Results for the normal mean problem with $X \sim \mathcal{N}\left(\theta, \sigma^{2}\right), \sigma^{2}$ known, $\theta \in$ $[-m, m]$, and the linex loss function $e^{a(d-\theta) / \sigma}-a(d-\theta) / \sigma-1$, where $a \neq 0$
is a known constant, can be found in Bischoff, Fieger and Wulfert (1995). They show that, when $0<m / \sigma \leq m_{o}=\min \{a(\sqrt{3}+1) / 2, \log 3 /(2 a)\}$, there exists a unique two-point prior with mass $\pi$ on $\{-m\}$ and $1-\pi$ on $\{m\}$ for which the Bayes estimator is minimax. This estimator is given by

$$
\delta_{m}(X)=\frac{\sigma}{a} \log \frac{g_{m}(X)}{g_{m}(X-a \sigma)},
$$

where $g_{m}(x)=\pi e^{-m x / \sigma^{2}}+(1-\pi) e^{m x / \sigma^{2}}$. That this $m_{o}$ is not best-possible can be seen from their proof as well as from their numerical results where they give (among other things) the maximum value of $m$ for which $\delta_{m}$ is minimax. For $a=.5$ and $\sigma=1$, e.g., this maximum value is 1.0664 , while $m_{o}=.1830$. (There is a misprint in the author's formula for $m_{o}$. They give $\left.m_{o}=\min \{a(\sqrt{3}-1) / 2, \log 3 /(2 a)\}\right)$;
2) The above-mentioned result of Bischoff, Fieger and Wulfert (1995) has been extended to the general case of a sample $X_{1}, \ldots, X_{n}$ from a distribution $P_{\theta}, \theta \in\left[m_{1}, m_{2}\right], m_{1}<m_{2}$, by Wan, Zou and Lee (2000). They apply their results to minimax estimation of a Poisson mean $\theta$ when $\theta \in[0, m]$ and $L(d, \theta)=e^{a(d-\theta)}-a(d-\theta)-1$ for a known constant $a \neq 0$. They give an $m_{o}>0$ such that, when $0<m<m_{o}$, there exists a two-point prior with mass $\pi$ on $\{0\}$ and mass $1-\pi$ on $\{m\}$ which is least favourable. The Bayes estimator with respect to this prior is then a minimax estimator. It is given by

$$
\delta\left(X_{1}, \ldots, X_{n}\right)= \begin{cases}\frac{1}{a} \log \frac{\pi+(1-\pi) e^{-n m}}{\pi+(1-\pi) e^{-(n+a) m}} & \text { when } \sum_{i=1}^{n} X_{i}=0 \\ m & \text { when } \sum_{i=1}^{n} X_{i}>0\end{cases}
$$

This result is not best-possible;
3) The exponential location problem where $X$ has density $e^{-(x-\theta)}, x>\theta$ and $\theta$ is to be estimated with squared-error loss was solved by Eichenauer (1986). For the parameter interval $[0, m]$, he proves that $m \leq m_{o}$, where $m_{o} \approx .913$, is necessary and sufficient for the two-point prior with

$$
\operatorname{mass} \frac{1}{1+e^{-m / 2}} \text { on }\{0\} \text { and mass } \frac{e^{-m / 2}}{1+e^{-m / 2}} \text { on }\{m\}
$$

to be least favourable. The minimax estimator is then given by

$$
\delta_{m}(X)=\frac{m}{1+e^{-m / 2}} I(X \geq m)
$$

As Eichenauer notes, his result can be extended to the case where a sample $X_{1}, \ldots, X_{n}$ is available. In that case $X=\min \left(X_{1}, \ldots, X_{n}\right)$ is sufficient for $\theta$ and has density $n e^{-n(x-\theta)} I(x>\theta)$. This Eichenauer (1986) result can also be found in Berry (1993);
4) For a sample from a distribution with a Lebesgue density with support $[\theta, \theta+1], \theta \in[0, m]$, and with a convex loss function, Eichenauer-Herrmann and Fieger (1992) give sufficient conditions on the loss function, on $m$ and on the two-point prior on $\{0, m\}$ to be least favourable. As an example of their results they take $L(d, \theta)=|d-\theta|$ and $X_{1}, \ldots, X_{n}$ a sample form a uniform distribution on $[\theta, \theta+1]$. They show that, for each $n \geq 1$, there exists an $m_{n}^{*} \in(0,1)$ such that, for $0<m<m_{n}^{*}$, the Bayes estimator with respect to the uniform prior on $\{0, m\}$ is minimax. This estimator is given by

$$
\delta_{m}(X)=\left\{\begin{array}{lll}
0 & \text { when } & X \in[0,1]^{n} \backslash[m, 1]^{n} \\
m & \text { when } & X \in[m, m+1]^{n} \backslash[m, 1]^{n} \\
m / 2 \text { otherwise, } &
\end{array}\right.
$$

where $X=\left(X_{1}, \ldots, X_{n}\right)$. They also provide a table giving the values of $m_{n}^{*}$ for several values of $n$. As a second example they mention the case where the $X_{i}$ have density $(e-1) e^{\theta+1-x} I(\theta \leq x \leq \theta+1)$;
5) For a sample $X_{1}, \ldots, X_{n}$ from a uniform distribution on the interval $\left[-\alpha \theta^{\gamma}, \beta \theta^{\gamma}\right]$, where $\alpha, \beta$ and $\gamma$ are known with $\alpha, \beta \geq 0$ and $\alpha+\beta, \gamma>0$, Chen and Eichenauer (1988) use squared-error loss for estimating $\theta$ when it is restricted to the interval $[c, c m]$ with $c>0$ and $m>1$. They show that, given $\alpha, \beta, \gamma, c$, and $n$, there exists an $m^{*}>1$ such that, for $1<m<m^{*}$, the Bayes estimator of $\theta$ with respect to the two-point prior with

$$
\text { mass } \frac{1}{1+m^{\gamma n / 2}} \text { on }\{c\} \text { and mass } \frac{m^{\gamma n / 2}}{1+m^{\gamma n / 2}} \text { on }\{c m\}
$$

is minimax. This estimator is given by

$$
\delta_{m}(X)= \begin{cases}c \frac{m^{\gamma n / 2}+m}{m^{\gamma n / 2}+1} & \text { when } X \in\left[-\alpha c^{\gamma}, \beta c^{\gamma}\right]^{n} \\ c m & \text { otherwise }\end{cases}
$$

where $X=\left(X_{1}, \ldots, X_{n}\right)$;
6) Several papers study the estimation of $h(\theta)$ when $X$ has Lebesgue density $f(x / \theta) / \theta$ with $\theta$ restricted to the interval $[c, c m]$, for $c>0$ and $m>1$. Eichenauer-Herrmann and Fieger (1989) use squared-error loss and suppose $h$ to be twice continuously differentiable with $h^{\prime}(\theta) \neq 0$ for $\theta \geq c$. Bischoff (1992) uses the loss function $|d-h(\theta)|^{p}$ with $p \geq 2$. He supposes $h$ to be strictly monotone. For estimating $\theta$, van Eeden and Zidek (1999) use scale-invariant squared-error loss. Each of these papers gives sufficient conditions for the Bayes estimator with respect to a prior on the boundary of $\Theta$ to be minimax. In van Eeden and Zidek (1994b) the (at that date still unpublished) results of van Eeden and Zidek (1999) are used for the special case of the F distribution;
7) Several results have been obtained for the case where $X$ is $\mathcal{N}_{k}(\theta, I)$. Berry (1990) takes $\Theta$ to be a sphere or a rectangle and uses squared-error loss to estimate $\theta$. For the case of a rectangle he remarks, as is also remarked above, that the minimax estimator of the vector is the vector of minimax estimators of the components. So for this case the results of Zinzius (1979, 1981) and of Casella and Strawderman (1981) can be used to obtain minimax estimators of the vector parameter when the rectangle is "small". For the case of a sphere of radius $m$, Berry (1990) shows that there exists an $m_{o}(k)>0$ such that, when $0<m \leq m_{o}(k)$, the Bayes estimator $\delta_{m}$ with respect to the uniform distribution on the boundary of $\Theta$ is minimax. For $k \in\{2,3\}$, he obtains explicit expressions for the minimax estimator. Numerically he finds $m_{o}(2) \approx 1.53499$ and $m_{o}(3) \approx 1.90799$. Berry's results are, like the ones of Casella and Strawderman, best-possible, i.e., his estimators are not minimax when $m>m_{o}(k)$. Marchand and Perron (2002) generalize the Berry (1990) results for the sphere to $k(k \geq 4)$ dimensions and show that $m_{o}(k) \geq \sqrt{k}$. This result then implies that $m_{o}(k) \geq \sqrt{k}$ for all $k \geq 1$. Bischoff, Fieger and Ochtrop (1995) take $k=2$, squared error loss and $\theta$ restricted to an equilateral triangle. Their result that for a small enough triangle there exists a unique minimax estimator of the vector $\theta$ is not best-possible;
8) In a very general setting, Bischoff and Fieger (1993) investigate whether, for absolute-error loss, there exists a two-point least favourable prior on the boundary of $\Theta$. They give examples of existence as well as of non-existence of such priors;
9) Another example where minimax estimators for "small" parameter spaces have been obtained is the case where $X \sim \operatorname{Bin}(n, \theta)$ with $\theta \in\left[m_{1}, m_{2}\right]$ with $0 \leq m_{1}<m_{2}<1$ ). Marchand and MacGibbon (2000) use squared-error loss as well as the normalized loss function $(d-\theta)^{2} /(\theta(1-\theta))$ and give necessary and sufficient conditions on $m_{1}$ and $m_{2}$ for the Bayes estimator with respect to a prior on $\left\{m_{1}, m_{2}\right\}$ to be minimax. For normalized loss they also have results for "moderate" values of $m$;
10) DasGupta (1985) considers, in a very general setting, the estimation, under squared-error loss, of a vector $h(\theta)$ when $\theta$ is restricted to a small bounded convex subset $\Theta$ of $R^{k}$. He gives sufficient conditions under which the Bayes estimator with respect to the least favourable prior on the boundary of $\Theta$ is minimax for estimating $h(\theta)$. In one of his examples he gives minimax estimators of $\theta$ for the case where $X \sim U(\theta-1 / 2, \theta+1 / 2), \theta \in[-m, m]$, $m \leq 1 / 4$ and for the case where $X \sim U(0, \theta), \theta \in\left[m_{1}, m_{2}\right], m_{2} / m_{1} \leq$ $2 /(\sqrt{5}-1)$. Two other examples are $X \sim \mathcal{N}(\theta, 1)$ with $|\theta| \leq m$ and $X \sim \operatorname{Bin}(n, \theta)$ with $|\theta-1 / 2| \leq m$ for a known $m<1 / 2$. The abovementioned results on the existence of a minimax estimator for "small" $\Theta$ when the loss is squared error can be obtained from DasGupta's (1985) results and most authors do refer to him. Chen and Eichenauer (1988) note that DasGupta's result for the $\mathcal{U}(0, \theta)$ distribution is the special case of their result with $\alpha=0$ and $\beta=\gamma=n=1$. Further, the minimax
estimator obtained by Eichenauer-Herrmann and Fieger (1992, p. 34) for estimating a bounded $\theta$ with absolute-error loss when $X \sim \mathcal{U}(\theta, \theta+1)$ is, for $n=1$, the same as the minimax estimator DasGupta obtains for the same $X$ with squared-error loss and the maximum sizes of $\Theta$ for which their results hold are also the same. For the bounded-normal-mean case DasGupta finds that $m \leq .643$ is sufficient for the Bayes estimator with respect to a uniform prior on the boundary of $\Theta$ to be minimax. This result is slightly better than Zinzius's $(1979,1981)$ result. For his binomial example DasGupta finds that for any $\Theta$ no larger than [.147, .853] the Bayes estimator with respect to a uniform prior on the boundary of $\Theta$ is minimax;
11) A result unifying many of the above ones can be found in Bader and Bischoff (2003). They have $X$ with Lesbegue density $f(x ; \theta), \theta \in\left[m_{1}, m_{2}\right]$ and a loss function of the form $L(d, \theta)=l(d-\theta)$. They then give conditions on $l$ and the densities for a two-point prior on $\left\{m_{1}, m_{2}\right\}$ to be least favourable.

Remark 4.1. Most of the above scale-parameter results, i.e., those in 5), 6) and 10), are derived for loss functions which are not scale-invariant. The only exception is the result of van Eeden and Zidek (1994b). They use scaleinvariant squared-error loss.
Remark 4.2. It can easily be seen that, in each of the above problems where the support of the distribution of $X$ depends on $\theta$ (i.e., those in 3) - 5) and the uniform cases of DasGupta), the estimator of $\theta$ satisfies (see Chapter 2) the "extra" restriction that the probability that $X$ is in its estimated support equals 1 for each $\theta \in \Theta$.

For a binomial parameter restricted to the interval $[m, 1-m]$, as well as for a Poisson mean restricted to the interval $[0, m]$, analytical as well as numerical results have been obtained for abitrary $m$.

For the case where $X$ has a $\operatorname{Bin}(n, \theta)$ distribution and $\theta \in[m, 1-m]$, $0<m<1 / 2$, Moors (1985) gives the minimax estimator and all its least favourable priors for $n=1,2$ and 3 for squared-error as well as for normalized loss. For larger values of $n$, up to 16 , he has numerical results. Moors also shows, for squared-error loss, that there exists a least favourable prior with $\leq[(n+3) / 4]+1$ points in its support.

Berry (1989), using an approach different from the one of Moors, gives the minimax estimators and least favourable priors for squared-error loss for $n=1,2, \ldots, 6$. However, for $n=5,6$, Berry's results hold only for small $m$.

In the special case where $n=1$ the results of Moors (1985) and Berry (1989) imply that, when $(2-\sqrt{2}) / 4 \leq m<1 / 2$, the estimator $\delta(0)=2 m(1-m)$,
$\delta(1)=1-\delta(0)$ is minimax. This result was also obtained by DasGupta (1985). The complete results for $n=1$ and $n=2$ can also be found in Zou (1993). (This article by Zou is written in Chinese. My thanks to (Xiaogang) Steven Wang for the translation.)

An interesting result, mentioned by Moors and by Berry as well as by Zou, is that for small enough $m$, the unique mimimax estimator for the parameter space $[0,1]$ is minimax for the parameter space $[m, 1-m]$. A sufficient condition for this result to hold is (as Moors shows) that $(n+\sqrt{n} / 2)(n+\sqrt{n}) \leq 1-m$ and that there exists a prior on $[m, 1-m]$ whose moments $\mu_{i}$ satisfy

$$
\mu_{i+1}=\frac{i+\sqrt{n} / 2}{i+\sqrt{n}} \mu_{i} \quad i=0,1, \ldots, n
$$

Zubrzycki (1966) mentions that Dzo-i (1961) has this same result. It is an example of a case where a minimax estimator for a restricted parameter space has a constant risk function. It is also an example where the least favourable distribution is not unique, because, given that it is minimax for $\theta \in[0,1]$, it is Bayes with respect to the $\operatorname{Beta}((\sqrt{n}) / 2,(\sqrt{n}) / 2)$ prior on $[0,1]$ and, given that it is minimax for $\theta \in[m, 1-m]$, it is Bayes with respect to some prior on $[m, 1-m]$, which, of course, is a prior on $[0,1]$. For $n=1$, e.g., Moors shows that, when $m \leq(2-\sqrt{2}) / 4$, there exist two symmetric discrete priors on $[m, 1-m]$, each giving the same Bayes estimator which is minimax for the parameter space $[m, 1-m]$ as well as for the parameter space $[0,1]$. These priors are given by

$$
\pi_{1} \text { with mass } \frac{1}{2} \text { on each of } \frac{2 \pm \sqrt{2}}{4}
$$

and
$\pi_{2}$ with mass $\frac{1}{4(2 m-1)^{2}}$ on each of $m$ and $1-m$
and the rest of the mass on $1 / 2$.
The Bayes estimator takes the values $1 / 4$ for $x=0$ and $3 / 4$ for $x=1$ and this estimator is also Bayes with respect to the Beta $(1 / 2,1 / 2)$ prior. This example with the prior $\pi_{1}$ can also be found in Berry (1989).

The fact that, for the binomial case with squared-error loss, the least favourable prior is not necessarily unique is not surprising given that (see Moors, 1985, Section 5.5) the Bayes risk for a given prior is determined by the first $n$ of its moments.

For $X$ a random variable with a Poisson distribution with mean $\theta \in[0, m]$, Johnstone and MacGibbon (1992) use the loss function $(d-\theta)^{2} / \theta$ and give
minimax estimators and least favourable priors for $0<m \leq m_{o}$, where $m_{o} \approx 1.27$. For $m \leq m_{1}$, where $m_{1} \approx .57$ the least favourable prior has $\{0\}$ as its support and for $m_{1}<m \leq m_{o}$ the prior is a two-point prior with support $\{0, m\}$. They use numerical methods to obtain the minimax estimator and least favourable priors for selected values of $m$ between .100 and 11.5. As already mentioned above, Wan, Zou and Lee (2000) consider this Poisson problem with the linex loss function.

For $X \sim \mathcal{N}(\theta, 1)$ with $|\theta| \leq m$ for a known positive $m$, Zeytinoglu and Mintz (1984) obtain an admissible minimax estimator $\delta_{m}$ of $\theta$ for the loss function

$$
\begin{equation*}
L(d, \theta)=I(|d-\theta|>e) \tag{4.14}
\end{equation*}
$$

where $e>0$ is known and $m>e$. For the case where $e<m \leq 2 e$, e.g., they show the estimator

$$
\delta_{m}(X)=\left\{\begin{array}{l}
-(m-e) \text { when } X \leq-(m-e) \\
X \quad \text { when }-(m-e)<X<m-e \\
m-e \quad \text { when } X \geq m-e
\end{array}\right.
$$

to be admissible minimax for estimating $\theta$ when $\theta$ is restricted to the interval $[-m, m]$. It is Bayes with respect to the (least favourable) prior $I(\theta \in[-m, m-2 e) \cup(2 e-m, m])(m-e) / 4$. It is also the MLE of $\theta$ when $\theta$ is restricted to the interval $[-(m-e), m-e]$.

Finally, some remarks on a paper by Towhidi and Behboodian (2002). They claim to have a minimax estimator of a bounded normal mean under the so-called reflected-normal loss function which is given by

$$
L(d, \theta)=1-e^{-(d-\theta)^{2} /\left(2 \gamma^{2}\right)}
$$

where $\gamma$ is known and $-m \leq \theta \leq m$. They start with a prior on $\{-m, m\}$ and find that, when $\gamma>2 m$, the Bayes estimator $\delta$ of $\theta$ based on $X \sim \mathcal{N}(\theta, 1)$ is the solution to the equation

$$
\begin{equation*}
(m-\delta(x)) p(x) e^{2 m \delta(x) / \gamma^{2}}=(m+\delta(x))(1-p(x) \tag{4.15}
\end{equation*}
$$

where $p(x)=P(\theta=m \mid X=x)$. However, they do not say anything about the number of roots to (4.15). This problem with their results can, however, be solved. It is not difficult to see that (4.15) has exactly one solution and that this solution is the Bayes estimator when $\gamma>2 m$. A much more serious problem with this paper of Towhidi and Behboodian is that their proof that this Bayes estimator is minimax is incorrect. In fact, they incorrectly apply Karlin's (1957) theorem on the relationship between the number of changes
of sign of an integral and the number of changes of sign of its integrand. I do not know how to correct this mistake and extensive correspondence with the authors about this problem has not resolved it. The proofs of their theorems concerning the analogous problem of minimax estimation of a bounded scale parameter contain the same errors.
Remark 4.3. Kałuszka (1986) has results for minimax estimation, with scaleinvariant squared-error loss, of the scale parameter $\theta$ of a gamma distribution when $\theta \in(0, m]$ for a known positive $m$. These results are presented in Section 4.3 together with his results for the case where $\theta \geq m$ for a known positive $m$.

### 4.3 Minimax results when $k=1$ and $\Theta$ is not bounded

In this section we look at the problem of minimax estimation of $\theta$ when $\Theta_{o}=\left[m^{\prime}, \infty\right)$ and $\Theta=[m, \infty)$ with $-\infty \leq m^{\prime}<m$.

There are few results for this case and, among these, many only give estimators for the $\left(\mathcal{D}_{o}, \Theta\right)$ problem. Of course, as mentioned before, such estimators can (when $\mathcal{D}$ is complete in $\mathcal{D}_{o}$ ) be replaced by estimators satisfying (2.3) which dominate them on $\Theta$. Such dominators are minimax for the $(\mathcal{D}, \Theta)$ problem.

Further, when the risk function of a $\left(\mathcal{D}_{o}, \Theta_{o}\right)$-minimax estimator is constant on $\Theta_{o}$, this estimator is $\left(\mathcal{D}_{o}, \Theta\right)$-minimax, making the $\left(\mathcal{D}_{o}, \Theta\right)$-minimax problem trivial if the only purpose is to find a minimax estimator. However, a careful study of the minimax problems for $\left(\mathcal{D}_{o}, \Theta_{o}\right)$ and $\left(\mathcal{D}_{o}, \Theta\right)$, might still be useful because it might provide a class of $\left(\mathcal{D}_{o}, \Theta\right)$-minimax estimators some of which are $(\mathcal{D}, \Theta)$-minimax. As we will see below, for the case of a lowerbounded scale parameter of a gamma distribution, several authors have obtained $(\mathcal{D}, \Theta)$-minimax estimators this way, although none of them explicitely states which minimax problem they are solving, nor do they indicate which of their estimators satisfy (2.3).

Below known results and (outlines of) their proofs on (admissible) minimax estimation with $\Theta_{o}$ and $\Theta$ as given above are presented for the case where
(i) $\theta$ is a normal mean; (ii) $\theta$ is a scale parameter of a gamma distribution, a transformed $\chi^{2}$-distribution (as introduced by Rahman and Gupta, 1993), or an F-distribution; (iii) $\theta$ is a location parameter of a uniform distribution; (iv) $\theta$ is a scale parameter of a uniform distribution and (v) $\theta$ is an exponential location parameter. For this last case, results for the case where $\theta$ is upperbounded are also presented. Finally, some new results for a lower-bounded mean of a Poisson distribution are given.

First, let $X \sim \mathcal{N}(\theta, 1)$ with $\theta \geq 0$ and squared-error loss. The earliest result for this case is by Katz (1961), who gives

$$
\delta_{K}(X)=X+\frac{\phi(X)}{\Phi(X)}
$$

as an admissible minimax estimator of $\theta$, where $\phi$ and $\Phi$ are, respectively, the density and distribution function of $X-\theta$. This estimator is easily seen to be the Pitman estimator of $\theta$ under the restriction $\theta \geq 0$, i.e. the Bayes estimator of $\theta$ for the uniform prior on $[0, \infty)$. For a proof of the minimaxity of his estimator Katz uses Lemma 4.2 with

$$
\lambda_{n}(\theta)=\frac{1}{n} e^{-\theta / n} I(\theta \geq 0) \quad \theta \geq 0, n=1,2, \ldots
$$

as the sequence of prior densities for $\theta$. He then needs to prove that $R\left(\delta_{K}, \theta\right) \leq$ $r$ for all $\theta \geq 0$, where $r$ is the limit of the sequence of Bayes risks. He shows that $r=1$ and what then needs to be shown is that

$$
\begin{equation*}
\mathcal{E}_{\theta}\left(\delta_{K}(X)-\theta\right)^{2} \leq 1 \quad \text { for all } \theta \geq 0 \tag{4.16}
\end{equation*}
$$

His proof of (4.16) is not correct. However, simple, somewhat lenghty, algebra shows that

$$
2 \mathcal{E}_{\theta}(X-\theta) \frac{\phi(X)}{\Phi(X)}+\mathcal{E}_{\theta}\left(\frac{\phi(X)}{\Phi(X)}\right)^{2}=-\theta \int_{-\infty}^{\infty} \frac{\phi(x)}{\Phi(x)} \phi(x-\theta) d x \leq 0 \text { for } \theta \geq 0
$$

from which the result follows. Note that Katz's result also shows that $M\left(\mathcal{D}_{o}, \Theta_{o}\right)=M(\mathcal{D}, \Theta)$ and that their common value is 1.

There is however an easier way to prove the minimaxity of $\delta_{K}$. First note that $X$, the Pitman estimator of the unrestricted $\theta$, has a risk function which is constant on $\Theta_{o}$. So, by Lemma 4.4 it is sufficient to prove only (4.16) and no sequence of priors needs to be guessed at. A very simple proof of (4.16) can be obtained by using Kubokawa's (1994b) integral-expression-ofrisk method. This method, applied to location problems, gives sufficient conditions for $\delta(X)=X+\psi(X)$ to dominate $X$. Assuming $\psi$ to be absolutely continuous with $\psi(x) \rightarrow 0$ as $x \rightarrow \infty$, he writes

$$
(x-\theta)^{2}-(x-\theta+\psi(x))^{2}=-\frac{1}{2} \int_{x}^{\infty}(x-\theta+\psi(t)) \psi^{\prime}(t) d t
$$

This gives

$$
\mathcal{E}_{\theta}(X-\theta)^{2}-\mathcal{E}_{\theta}(X-\theta+\psi(X))^{2}=-\frac{1}{2} \int_{-\infty}^{\infty} \psi^{\prime}(t) \int_{-\infty}^{t}(x-\theta+\psi(t)) f(x-\theta) d x
$$

where $f(x-\theta)$ is the density of $X$. Then, assuming $\psi$ to be nonincreasing, a sufficient condition for $\delta$ to dominate $X$ on $[0, \infty)$ is that

$$
\int_{-\infty}^{t-\theta}(x+\psi(t)) f(x) d x \leq 0 \quad \text { for all } t \text { and all } \theta \geq 0
$$

which is equivalent to

$$
\psi(t) \int_{-\infty}^{t-\theta} f(x) d x \geq-\int_{-\infty}^{t-\theta} x f(x) d x \quad \text { for all } t \text { and all } \theta \geq 0
$$

For our normal means case this condition becomes

$$
\psi(t) \geq \frac{\phi(t)}{\Phi(t)} \quad \text { for all } t
$$

which proves (4.16), because $\phi(t) / \Phi(t)$ satisfies the conditions imposed on $\psi$.
A possibly still easier way to show that $\delta_{K}$ is minimax is to use Lemma 4.4 and Hartigan (2004) as follows. Because the risk function of $X$ (the unrestricted Pitman estimator) equals 1, Lemma 4.4 tells us that it is sufficient to show that $R\left(\delta_{K}, \theta\right)<1$ for $\theta>0$ and $=1$ for $\theta=0$. And that is exactly what Hartigan (2004) shows.

But, of course, neither the Blumenthal-Cohen, the Kubokawa, nor the Hartigan results were available to Katz.

Katz (1961) proves the admissibility of $\delta_{K}$ by using Blyth's (1951) method (Lemma 4.7).

Remark 4.4. We note here that Katz's (1961) paper also contains results on admissible minimax estimation of a lower-bounded expectation parameter for the more general case of an exponential-family distribution. However, he does not verify whether his Bayes estimators have finite Bayes risk and, in fact, in general they do not. So, for such cases, his proofs are incorrect. (See van Eeden, 1995, for a specific example.) As already mentioned in Remark 3.6, Chang (1982) also quotes and uses, without any comments, the possibly incorrect admissibility results of Katz (1961) for a lower-bounded gamma scale parameter, as well as for a lower-bounded mean of a Poisson distribution.

Still for the lower-bounded normal mean case with squared-error loss, the MLE of $\theta$ is the projection of $X$ unto $\Theta=[0, \infty)$. So the MLE dominates $X$ on $\Theta$ and the fact that $M\left(\mathcal{D}_{o}, \Theta_{o}\right)=M(\mathcal{D}, \Theta)$, then implies that the MLE is minimax. As already seen in Chapter 3, Section 3.1, the MLE for the lowerbounded normal mean is inadmissible for squared-error loss. Its minimaxity then implies that all its dominators, e.g., the ones obtained by Shao and Strawderman (1996b), are also minimax.

The next case we look at is the minimax estimation of a lower-bounded scale parameter of a gamma distribution. Let $X$ have density

$$
f_{\theta}(x)=\frac{1}{\theta^{\alpha} \Gamma(\alpha)} x^{\alpha-1} e^{-x / \theta} \quad x>0
$$

where $\alpha>0$ is known and $\theta \geq m$ or $\theta \in(0, m]$ for a known $m>0$. The loss function is scale-invariant squared-error loss, i.e., $L(d, \theta)=((d / \theta)-1)^{2}$.

Minimax estimators as well as admissible estimators have been obtained for this case by Kałuszka $(1986,1988)$. He estimates $\theta^{\rho}$ for a given $\rho \neq 0$ when $\theta \geq m$, as well as when $\theta \in(0, m]$, for a given $m>0$. Going through his proofs, it can be seen that he solves the $\left(\mathcal{D}_{o}, \Theta\right)$-problem, i.e. his estimators do not satisfy (2.3) and he compares them on $\Theta$. He first shows that, when $-\rho<\alpha / 2, \rho \neq 0$,

$$
V_{\rho}=1-\frac{\Gamma^{2}(\alpha+\rho)}{\Gamma(\alpha) \Gamma(\alpha+\rho)}
$$

is an upper bound on the $\left(\mathcal{D}_{o}, \Theta\right)$-minimax values for these two problems. He obtains this result by using Lemma 4.2 with truncated generalized gamma densities for a sequence of priors for $\theta^{\rho}$. Then, by obtaining estimators whose minimax risk equals $V_{\rho}$, he shows that $V_{\rho}$ is the minimax value for each of the two problems. By the essential completeness of $\mathcal{D}$ in $\mathcal{D}_{o}$ with respect to $\Theta, V_{\rho}$ is also the minimax value for the $(\mathcal{D}, \Theta)$-problem.

His minimax estimators are given by

$$
\delta(X)=\frac{\Gamma(\alpha+\rho)}{\Gamma(\alpha+2 \rho)} X^{\rho}+b
$$

where $b=0$ when $0<\theta \leq m, \rho>0$ and also when $\theta \geq m, 0<-\rho<\alpha / 2$. These estimators clearly do not satisfy (2.3). However, when $0<\theta \leq m$, $0<-\rho<\alpha / 2$ and also when $\theta \geq m, \rho>0$, the condition on $b$ for $\delta$ to be minimax becomes

$$
0 \leq b \leq 2 m^{\rho}\left(1-\frac{\Gamma^{2}(\alpha+\rho)}{\Gamma(\alpha) \Gamma(\alpha+2 \rho)}\right)
$$

and then, if $\Gamma^{2}(\alpha+\rho) /(\Gamma(\alpha) \Gamma(\alpha+2 \rho)) \leq 1 / 2$, there exist $b$ such that $\delta$ is minimax and is in $\mathcal{D}$. However this condition is rather restrictive. For $\rho=1$, e.g., we are estimating $\theta$ and the condition on $\alpha$ becomes $2<\alpha \leq 3$.

Kałuszka (1986) does not say anything about the admissibility of his minimax estimators other than to give conditions under which they are admissible (for squared-error loss) among estimators of the form $a X^{\rho}+b$.

Kałuszka (1986) also gives admissible estimators for each of his problems. These estimators satisfy (2.3). This is difficult to see from their formulas. It follows, however, directly from the fact that they are admissible, because (given that $\mathcal{D}$ is essentially complete in $\mathcal{D}_{o}$ with respect to $\Theta$ ) estimators which do not satisfy (2.3) are inadmissible for the $(\mathcal{D}, \Theta)$ problem.

Katuszka does not say whether his admissible estimators are minimax or not. Katuszla's (1988) generalizes his results to the problem of minimax estimation of functions $h(\theta)$.

For the special cases where $\rho=1$ and $\rho=-1$, Zubrzycki (1966) has Kałuszla's (1986) minimax results. Further, Ghosh and Singh (1970) take $\rho=-1, \alpha=3$ and have results for $0<\theta \leq m$ as well as for $\theta \geq m$. They solve the $\left(\mathcal{D}_{o}, \Theta\right)$ estimation problem with scale-invariant squared-error loss for these $\Theta$ 's. This gives them the minimax value $M(\mathcal{D}, \Theta)\left(=M\left(\mathcal{D}_{o}, \Theta\right)\right)$. Their minimax estimator does not satisfy (2.3), but any dominator of it which is in $\mathcal{D}$ is a minimax estimator for the $(\mathcal{D}, \Theta)$ problem.

For the case where $\rho=1$ and $\theta \geq m>0$, van Eeden (1995) gives an admissible minimax estimator for scale-invariant squared-error loss. Her results were obtained independently of those of Kałuszka (1986, 1988), but her estimator is a special case of his admissible estimators, of which (as already said) he does not prove minimaxity. This admissible minimax estimator is given by

$$
\delta_{v E}(X)=\frac{X}{\alpha+1}\left(1+\frac{g_{\alpha+2}(X / m)}{G_{\alpha+2}(X / m)}\right)
$$

where $g_{\beta}(x)=x^{\beta-1} e^{-x}$ and $G_{\beta}(x)=\int_{0}^{x} t^{\beta-1} e^{-t} d t$. This estimator is easily seen to be the Pitman estimator $\delta_{P}$ of $\theta$ under the restriction $\theta \geq m$, i.e. the Bayes estimator of $\theta$ with respect to a uniform prior for $\log \theta$ on $[\log m, \infty)$. For the proof of the minimaxity of $\delta_{v E}$, van Eeden uses Lemma 4.2 with a sequence of priors with densities $m^{1 / n} /\left(n \theta^{1+(1 / n)}\right), \theta \geq m, n=1,2, \ldots$ She proves the admissibility of her estimator by using Blyth's (1951) method (see Lemma 4.7).

Note that van Eeden (1995) could have proved the minimaxity of her estimator by using Lemma 4.5 which says that the minimax value of the restricted problem equals the one for the unrestricted problem which equals $1 /(1+\alpha)$. So, all that needs to be shown is that $\sup _{\theta \geq \theta_{o}} R\left(\delta_{P}, \theta\right)=1 /(1+\alpha)$ and no sequence of priors needs to be guessed at.

I do not know whether any of Katuska's other admissible estimators are minimax, nor whether any of his minimax estimators are admissible.

Jafari Jozani, Nematollahi and Shafie (2002) extend the results of van Eeden (1995) to the following exponential-family setting. Let $X=\left(X_{1}, \ldots, X_{n}\right)^{\prime}$ have Lebesgue density

$$
\begin{equation*}
p_{\theta}(x)=c(x, n) \tau^{-r \rho} e^{T(x) / \tau^{r}}\left(x_{i}>0, i=1, \ldots, n\right) \tag{4.17}
\end{equation*}
$$

where $x=\left(x_{1}, \ldots, x_{n}\right), \rho>0$ and $r \neq 0$ are known and $T(x)$ is a sufficient statistic for $\theta=\tau^{r}$ with a $\Gamma(\rho, \theta)$ distribution. The family (4.17)
is a scale parameter family of distributions when $T(a x)=a^{r} T(x)$ and $c(a x, n)=a^{r \rho-n} c(x, n)$ for all $a>0$ and all $x$. The authors show that, for estimating $\theta$ under the restriction $\theta \geq m$ with scale-invariant squared-error loss, van Eeden's proofs can be adapted to their case and that

$$
\delta(X)=\frac{T(x)}{\rho+1}\left(1+\frac{\left(\frac{T(X)}{m}\right)^{\rho+1} e^{-T(X) / m}}{\int_{0}^{T(X) / m} x^{\rho+1} e^{-x} d x}\right)
$$

is an admissible minimax estimator of $\theta$. They note that their results solve this minimax problem for scale parameter estimation in a lognormal, an exponenial, a Rayleigh, a Pareto, a Weibull, a Maxwell and an inverse normal distribution. Here too, minimaxity can be proved by using Lemma 4.5 and showing that the risk function of $\delta$ is, for $\theta \in \Theta$, upper-bounded by the minimax value for the unrestricted problem.

The problem of minimax estimation of a lower-bounded scale parameter of an F distribution was considered by van Eeden and Zidek (1994a,b) and by van Eeden (2000). Let $X$ have density

$$
f_{\theta}(x)=\frac{\Gamma(\alpha+n-1)}{\Gamma(n) \Gamma(\alpha-1)} \frac{\theta^{\alpha-1} x^{n-1}}{(\theta+x)^{(\alpha+n-1)}} \quad x>0
$$

where $n>0$ and $\alpha>3$ are given constants and where $\theta \geq m$ for a given $m>0$. Among many other things, van Eeden and Zidek show that the estimator

$$
\delta_{v E Z}(X)=\max \left\{\frac{\alpha-3}{n+1} X, m\right\}
$$

is the unique minimax estimator of $\theta$ in the class of truncated linear estimators $\mathcal{C}=\{\delta \mid \delta(X)=\max \{a X, m\}\}$. They also show that the minimax value for this class is given by $(\alpha+n-2) /((\alpha-2)(n+1))$. That this estimator is also minimax among all estimators was shown by van Eeden (2000). She used the results of Gajek and Kałuszka (1995, Section 3) discussed in Section 4.1, to obtain the minimax value for the problem. However, as already mentioned above in the discusssion of these Gajek and Kałuszka results, the minimax value for estimating a lower-bounded scale parameter can be obtained from Lemma 4.5. What is needed is that the Pitman estimator of the unrestricted scale parameter has finite (constant) risk $M$ and that there exists an estimator of $\theta \in R_{+}^{1}$ with a risk function $\leq M$ for all $\theta \geq m$. Now, it can easily be seen that this Pitman estimator equals $((\alpha-3) /(n+1)) X$ and that its (constant) risk function equals $(\alpha+n-2) /((\alpha-2)(n+1))$. This method of proof avoids having to check the Gajek-Kałuszka condition on the density $f_{\theta}$.

This estimator does not solve the minimaxity problem for the lower-bounded scale parameter of an F distribution in a satisfactory manner in the sense
that our minimax estimator is inadmissible. This inadmissibility was proved by van Eeden and Zidek (1994a,b) by using results of Charras and van Eeden (1994). I do not know of any result giving an admissible minimax estimator for this case.

Now look at the case where $X_{i} \sim^{\text {ind }} \mathcal{U}(\theta-1, \theta+1), i=1, \ldots, n$, with $\theta \geq$ 1 and squared-error loss. Then the unrestricted Pitman estimator $\delta_{o}$ for estimating $\theta \in R^{1}$ is given by $\left(Y_{1}+Y_{2}\right) / 2$, where $Y_{1}=\min _{1 \leq i \leq n} X_{i}$ and $Y_{2}=\max _{1 \leq i \leq n} X_{i}$. Its risk function is independent of $\theta$ and is given by $2 /((n+1)(n+2))$. It is minimax for the unrestricted problem. The Pitman estimator is

$$
\delta_{P}(Y)=\frac{\int_{\max \left(Y_{2}-1,1\right)}^{Y_{1}+1} t d t}{\int_{\max \left(Y_{2}-1,1\right)}^{Y_{1}+1} d t}=\left\{\begin{array}{l}
\frac{1}{2}\left(Y_{1}+Y_{2}\right) \text { when } Y_{2} \geq 2 \\
\frac{1}{2}\left(Y_{1}+2\right) \text { when } Y_{2}<2
\end{array}\right.
$$

where $Y=\left(Y_{1}, Y_{2}\right)$. By Lemma 4.4, the minimax values for the restricted and the unrestricted problems are equal. Further, note that $P_{\theta}\left(\delta_{o}(Y)=\delta_{P}(Y)\right)=$ 1 for $\theta \geq 3$, so for those $\theta$ the estimators have the same risk. When $1 \leq \theta<3$,

$$
R\left(\delta_{o}, \theta\right)-R\left(\delta_{P}, \theta\right)=\frac{(3-\theta)^{n+2}}{2 n(n+1)(n+2)} \geq 0
$$

which shows the minimaxity of the Pitman estimator for the restricted problem.

For the uniform distribution where $X_{i} \sim^{\text {ind }} \mathcal{U}(0, \theta), i=1, \ldots, n, n>1$, with $\theta \geq 1$ and scale-invariant squared-error loss, the unrestricted Pitman estimator $\delta_{o}$ is $n Y /(n-1)$, where $Y=\max _{1 \leq i \leq n} X_{i}$. It is minimax for the parameter space $\theta>0$ and its risk function is given by $\left(n^{2}-n+2\right) /(n-1)^{2}(n+$ 1) $(n+2)$. The Pitman estimator is easily seen to be given by $n \max (1, Y) /(n-$ 1). It is minimax for the restricted problem because

$$
\begin{aligned}
R\left(\delta_{o}, \theta\right)-R\left(\delta_{P}, \theta\right) & =\frac{n}{\theta^{n}}\left(\frac{1}{n+2}-\frac{2 \theta}{n+1}+\frac{s \theta-1}{n}\right) \\
& =\frac{2}{\theta^{n}}\left(\frac{\theta}{n+1}-\frac{1}{n+2}\right) \geq 0 \Longleftrightarrow \theta \geq \frac{n+1}{n+2} .
\end{aligned}
$$

Two more problems for which admissible minimax estimators are known are the case of a lower-bounded and of an upper-bounded location parameter of an exponential distribution. Let $X$ have density

$$
f_{\theta}(x)=e^{-(x-\theta)} \quad x>\theta
$$

where $\theta \leq 0$ or $\theta \geq 0$. Berry (1993) obtains admissible minimax estimators of $\theta$ for squared error loss for these problems. For the case where $\theta \leq 0$, he uses Lemma 4.2 with the sequence of prior densities $e^{\theta / \nu} / n, \theta \leq 0, \nu=1,2, \ldots$ to show that $\min \{0, x\}-1$ is minimax. He notes that it is Bayes with respect to the uniform prior on $(-\infty, 0]$, i.e. it is the Pitman estimator. The risk function is given by $1+2 \theta e^{\theta} \leq 1$ with strict inequality if and only if $\theta<0$. Berry uses Farrell's (1964) Theorem 7 for its admissibility. When $\theta \geq 0$, Berry uses Farrell's (1964) theorems 6 and 7 with the uniform prior on $(0, \infty)$ to conclude that $x /\left(1-e^{-x}\right)-1$ is admissible minimax. Note that each of these estimators satisfies (2.3).

These results of Berry (1993) can easily be extended to the case of a sample $X_{1}, \ldots, X_{n}$ from their distribution because $Y=\min _{1 \leq i \leq n} X_{i}$ is sufficient for $\theta$ and has density $e^{-(y-\theta) / n} / n, y>\theta$. Further, the minimax values for these two problems are known from Lemma 4.4, which says that they are equal to the minimax value for the unrestricted problem. So, here again, all that needs to be shown is that risk functions of the estimators are upper-bounded on $\Theta$ by the minimax values for the unrestricted problems.

For this problem of estimating an upper-bounded location parameter of an exponential distribution, based on a sample $X_{1}, \ldots, X_{n}$, Parsian and Sanjari Farsipour (1997) use the linex loss function $e^{a(d-\theta)}-a(d-\theta)-1$ with $a<n$, $a \neq 0$ and $\theta \leq 0$. They show (see Chapter 3, Section 3.6) that, with respect to this loss function, the Pitman estimator $\delta_{P}$ of $\theta$ is admissible. They also show that the risk function of the unrestricted Pitman estimator $\delta_{o}$ (still with respect to their loss function) is a constant and that $R\left(\delta_{P}, \theta\right) \leq R\left(\delta_{o}, \theta\right)$ with equality if and only if $\theta=0$. But this does not prove that $\delta_{P}$ is minimax: Lemma 4.4 does not apply here because the loss function is not squared-error.

The theorems of Farrell (1964) used by Berry (1993) are concerned with minimaxity and admissibility of generalized Bayes estimators of location parameters when $X_{1}, \ldots, X_{n}$ are independent with common Lebesgue density $f(x-\theta)$. Farrell's loss functions are strictly convex. In particular he looks at the case where $\theta \geq 0$ and thus gets Katz's (1961) result for a lower-bounded normal mean as a special case. Another example he mentions is the case where, for $m$ an even integer $\geq 4$,

$$
\begin{equation*}
f(x)=\frac{m-1}{x^{m}} I(x \leq-1) \tag{4.18}
\end{equation*}
$$

He notes that, when $\theta \geq 0$, the Pitman estimator $\delta_{P}$ with respect to squarederror loss has a surprising property. It is, for $n=1$, given by

$$
\delta_{P}(x)=\left\{\begin{array}{c}
\frac{-x}{m-2} \quad \text { when } x \leq-1 \\
x+\frac{m-1}{m-2} \text { when } x>-1
\end{array}\right.
$$

i.e., according to Farrell's (1964) theorems 7 and 8 this Pitman estimator is admissible and minimax, but it is also non-monotone.

A special case of the density (4.18), namely the case where $m=4$, is considered by Blumenthal and Cohen (1968b) for the case of two independent samples with ordered location parameters. They have (see Section 4.4) numerical evidence that for squared-error loss the Pitman estimator of the vector is, for that distribution, not minimax.

Remark 4.5. Note that, for each of the above two uniform cases, as well as for the exponential location case and for Farrell's density (4.18), the Pitman estimator satisfies the "extra" restriction (see Chapter 2), i.e., the probability that $X$ is in its estimated support is 1 for all $\theta \in \Theta$.

Finally, suppose that $X$ has a Poisson distribution with mean $\theta$ where $\theta \geq m$ for a known $m>0$ and that we use the loss function $(d-\theta)^{2} / \theta$. Then the minimax value for the unrestricted problem is well known to be equal to 1 and the minimax estimator for that case is $X$. This estimator has a constant risk function. In this case neither Lemma 4.4 nor Lemma 4.5 applies because $\theta$ is neither a location parameter, nor a scale parameter. Moreover, $X$ does not have a Lebesgue density. In Theorem 4.1 the information inequality (4.7) is used to show that $X$ is $\left(\mathcal{D}_{o}, \Theta\right)$-miminax. The proof of this theorem is analogous to the one given by Lehmann (1983, pp. 267-268) (see also Lehmann and Casella, 1998, p. 327) for the case of a lower-bounded mean of a normal distribution.

Theorem 4.1 For estimating a Poisson mean $\theta$ when $\theta \geq m$ for a known $m>0$ with loss function $(d-\theta)^{2} / \theta$ the unrestricted maximum likelihood estimator is $\left(\mathcal{D}_{o}, \Theta\right)$-minimax.

Proof. Suppose that $X$ is not $\left(\mathcal{D}_{o}, \Theta\right)$-minimax. Then there exists a statistic $\delta(X)$ and an $\varepsilon \in(0,1)$ such that

$$
\begin{equation*}
\mathcal{E}_{\theta} \frac{(\delta(X)-\theta)^{2}}{\theta} \leq 1-\varepsilon \quad \text { for all } \theta \geq m \tag{4.19}
\end{equation*}
$$

From (4.7) and (4.19) it follows that there exists an $\varepsilon \in(0,1)$ such that

$$
\frac{b^{2}(\theta)}{\theta}+\left(b^{\prime}(\theta)+1\right)^{2} \leq 1-\varepsilon \quad \text { for all } \theta \geq m
$$

which implies that, for all $\theta \geq m$,

$$
\begin{align*}
& -\sqrt{1-\varepsilon}-1 \leq b^{\prime}(\theta) \leq \sqrt{1-\varepsilon}-1 \\
& -\sqrt{\theta(1-\varepsilon)} \leq b(\theta) \leq \sqrt{\theta(1-\varepsilon)} \tag{4.20}
\end{align*}
$$

Further, the first inequality in (4.20) gives

$$
\left.\begin{array}{l}
\frac{d}{d \theta}(b(\theta)+\sqrt{\theta(1-\varepsilon)})=b^{\prime}(\theta)+\frac{\sqrt{1-\varepsilon}}{2 \sqrt{\theta}} \leq  \tag{4.21}\\
\sqrt{1-\varepsilon}-1+\frac{\sqrt{1-\varepsilon}}{2 \sqrt{\theta}} \quad \text { for all } \theta \geq m
\end{array}\right\}
$$

Now let $\theta^{*}$ satisfy

$$
\theta^{*}>\max \left(m, \frac{\sqrt{1-\varepsilon}}{1-\sqrt{1-\varepsilon}}\right)
$$

then, by (4.21),

$$
\begin{aligned}
& \frac{d}{d \theta}(b(\theta)+\sqrt{\theta(1-\varepsilon)})< \\
& -(1-\sqrt{1-\varepsilon})+\frac{1-\sqrt{1-\varepsilon}}{2}=-\frac{1-\sqrt{1-\varepsilon}}{2}>0 \quad \text { for all } \theta>\theta^{*}
\end{aligned}
$$

But this contradicts (see the second line of (4.20)) the fact that

$$
b(\theta)+\sqrt{\theta(1-\varepsilon)} \geq 0 \quad \text { for all } \theta \geq m
$$

So $X$ is $\left(\mathcal{D}_{o}, \Theta\right)$-minimax and the minimax value for this $\left(\mathcal{D}_{o}, \Theta\right)$ estimation problem equals 1 .

This theorem has the following corollary.
Corollary 4.2 The minimax value for estimating a lower-bounded mean $\theta$ of a Poisson distribution with loss function $(d-\theta)^{2} / \theta$ equals 1 and the restricted maximum likelihood estimator $\max \left\{X, \theta_{o}\right\}$ is an inadmissible minimax estimator.

Proof. From Theorem 4.1 it follows that $M\left(\mathcal{D}_{o}, \Theta_{o}\right)=M\left(\mathcal{D}_{o}, \Theta\right)=1$. Further, by the completeness of $\mathcal{D}$ in $\mathcal{D}_{o}$ with respect to $\Theta, M\left(\mathcal{D}_{o}, \Theta\right)=M(\mathcal{D}, \Theta)$, proving the first result. That $\max \left\{X, \theta_{o}\right\}$ is minimax then follows from the fact that $\max \left\{X, \theta_{o}\right\}$ dominates $X$ on $\theta$ and the inadmissibility of $\max \left\{X, \theta_{o}\right\}$ follows from Brown (1986, Theorem 4.23).

This leaves us, once again, with only an inadmissible minimax estimator. It seemed to me that the Bayes estimator with respect to the uniform prior on $[m, \infty)$ might be an admissible minimax estimator. The reason behind this idea is that I thought that what works for the lower-bounded normal mean and for the lower-bounded gamma scale parameter, would also work for the lower-bounded Poisson mean. That is, using the truncated version of the prior which gives the unique minimax estimator for the case when $\theta$ is not restricted gives a minimax estimator for the restricted case. However, this is not the case as is shown by the following reasoning of Strawderman (1999). First note that the Bayes estimator with respect to the uniform prior on $[m, \infty)$ is given
by $\delta(X)=\left(\mathcal{E} \theta^{-1} \mid X\right)^{-1}$, where the expectation is taken with respect to the posterior distribution of $\theta$. This gives

$$
\delta(X)=X+\frac{m^{X} e^{-X}}{\int_{m}^{\infty} t^{X-1} e^{-t} d t}=X+\psi(X)
$$

where

$$
\psi(x)=\frac{m^{x} e^{-m}}{\int_{m}^{\infty} t^{x-1} e^{-t} d t}=\frac{1}{\int_{1}^{\infty} t^{x-1} e^{-m(t-1)} d t}
$$

In order to show that this estimator is not minimax, we need to show that there exists a $\theta \geq m$ for which $\Delta R(\theta)=\mathcal{E}_{\theta}(\delta(X)-\theta)^{2}-\mathcal{E}_{\theta}(X-\theta)^{2}>0$. Now note that $\psi(x) \rightarrow 0$ as $x \rightarrow \infty$. So, using Kubokawa's (1994b) intergral-expression-of-risk method, gives, for $t$ an integer $\geq 0$,

$$
\begin{aligned}
& (X-\theta+\psi(t))^{2}-(X-\theta)^{2}= \\
& -\sum_{i=t}^{\infty}\left[(X-\theta+\psi(i+1))^{2}-(X-\theta+\psi(i))^{2}\right]= \\
& -2 \sum_{i=t}^{\infty}(\psi(i+1)-\psi(i))\left(X-\theta+\frac{\psi(i+1)+\psi(i)}{2}\right) .
\end{aligned}
$$

This gives

$$
\begin{aligned}
\Delta R(\theta) & =-2 \sum_{x=0}^{\infty} \frac{e^{-\theta} \theta^{x}}{x!} \sum_{i=x}^{\infty}(\psi(i+1)-\psi(i))\left(x-\theta+\frac{\psi(i+1)+\psi(i)}{2}\right) \\
& =-2 \sum_{i=0}^{\infty}(\psi(i+1)-\psi(i)) \sum_{x=0}^{i} \frac{e^{-\theta} \theta^{x}}{x!}\left(x-\theta+\frac{\psi(i+1)+\psi(i)}{2}\right)
\end{aligned}
$$

where, because $\psi(x)$ is strictly decreasing in $x, \psi(i+1)-\psi(i)<0$ for all $i=1,2, \ldots$. Further, for $\theta=m$,

$$
\frac{\psi(i+1)+\psi(i)}{2}>\psi(i+1)=\frac{m^{i+1} e^{-\theta_{o}}}{\int_{m}^{\infty} t^{i} e^{-t} d t}>\frac{m^{i+1} e^{-m}}{i!}=-\sum_{x=0}^{i} \frac{m^{x} e^{-m}}{x!}(x-m)
$$

which shows that $\Delta R\left(\theta_{o}\right)>0$ and thus that $\delta(X)$ is not minimax.

### 4.4 Minimax results when $k>1$ and $\Theta$ is not bounded

Very few minimaxity results have been obtained for the case where $k>1$ and $\Theta$ is not bounded. Of course, minimaxity results for estimating $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ when the $\theta_{i}$ are lower- or upper-bounded can be obtained from Lemma 4.3
when minimax estimators of the components of $\theta$ based on independent samples are known. Otherwise, the only results I have been able to find are for the case where the loss is squared error and
i) the $\theta_{i}$ are location parameters, $k=2$ and $\Theta=\left\{\theta \mid \theta_{1} \leq \theta_{2}\right\}$;
ii) $X_{i} \sim \mathcal{N}\left(\theta_{i}, \sigma_{i}^{2}\right), i=1, \ldots, k$, with the $\sigma_{i}^{2}$ 's known but not necessarily equal and $\Theta=\left\{\theta \mid \theta_{1} \leq \ldots \leq \theta_{k}\right\} ;$
iii) $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\theta_{i}, 1\right), i=1, \ldots, k$ and $\Theta$ is a closed, convex subset of $R^{k}$ with an apex;
iv) $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\theta_{i}, \sigma_{i}^{2}\right), i=1,2, \Theta=\left\{\theta| | \theta_{2}-\theta_{1} \mid \leq c\right\}$ for a given positive constant $c$ and known $\sigma_{i}^{2}$.
Results concerning point i) have been obtained by Blumenthal and Cohen (1968b) for the case where $X_{i}, i=1,2$ are independent and $X_{i}$ has Lebesgue density $f\left(x-\theta_{i}\right), i=1,2$. This is a case where the conditions of $\Theta$ of Lemma 4.4 are satisfied, so the restricted and unrestricted mimimax values are equal. They give sufficient conditions on $f$ for the Pitman estimator to be minimax. The normal, uniform and exponential densities satisfy these conditions. Their sufficient conditions for the Pitman estimator to be admissible are satisfied by the normal and exponential densities. And for the density $f(x)=\left(3 / x^{4}\right) I(x \leq$ $-1)$ they have numerical evidence that the Pitman estimator is not minimax. The Blumenthal-Cohen (1968b) proofs, which are rather complicated, are based on results of Blumenthal and Cohen (1968a), Farrell (1964) and James and Stein (1961).

Remark 4.6. The density $f(x)=\left(3 / x^{4}\right) I(x \leq-1)$ is a member of the family (4.18) for which Farrell (1964) finds (see Section 4.3) that, for squarederror loss, the Pitman estimator of a lower-bounded location parameter is non-monotone, admissible and minimax.

Results concerning point ii) above have been obtained by Kumar and Sharma (1988, 1989, 1993). Most of their results hold for the case where $X_{i} \sim \mathcal{N}\left(\theta_{i}, 1\right)$, $i=1, \ldots, k, k \geq 2$, squared-error loss and $\theta_{1} \leq \ldots \leq \theta_{k}$. This is again a case where the conditions on $\Theta$ of Lemma 4.4 are satisfied and they show the Pitman estimator to be minimax. Further, for $k=2$, they define so-called mixed estimators, which are given by

$$
\delta\left(X_{1}, X_{2}\right)=\left\{\begin{array}{cl}
\binom{X_{1}}{X_{2}} & \text { when } X_{1} \leq X_{2} \\
\binom{\alpha X_{1}+(1-\alpha) X_{2}}{(1-\alpha) X_{1}+\alpha X_{2}} & \text { when } X_{1}>X_{2}
\end{array}\right.
$$

where $0 \leq \alpha \leq 1$. These estimators are in $\mathcal{D}$ if and only if $\alpha \leq 1 / 2$. Kumar and Sharma, in their 1988 paper, show those for $\alpha \leq 1 / 2$ to be admissible among themselves. They claim to show that the mixed estimators are inadmissible by showing that they are not generalized Bayes, but in fact they only
show that they are not generalized Bayes with respect to a prior which has a Lebesgue density. Kumar and Sharma also consider the case where the $X_{i}$ are normal but do not necessarily have the same variance, as well as the more general case where the densities of the $X_{i}$ do not necessarily have the same shape. In their (1993) paper they state (see their p. 233) that the Pitman estimator is inadmissible. But Blumenthal and Cohen (1968b) show it to be admissible when $k=2$. Maybe Kumar and Sharma (1988) forgot to say $k \geq 3$.

For the normal-mean case with $k=2$ and $\theta_{1} \leq \theta_{2}$, Katz (1963) gives proofs of the admissibility and minimaxity of the Pitman estimator of $\left(\theta_{1}, \theta_{2}\right)$. But, as both Blumenthal and Cohen (1968b) and Kumar and Sharma (1988) note, these proofs are "inadequate" - a statement with which I agree.

Concerning point iii) above, Hartigan (2004) shows that, for $X \sim \mathcal{N}_{k}(\theta, I)$ and squared-error loss, the Pitman estimator $\delta_{P}$ satisfies $R\left(\delta_{P}, \theta\right) \leq k$ for all $\theta \in \Theta$ with equality if and only if $\theta$ is an apex of $\Theta$. Then, if the conditions on $\Theta$ of Lemma 4.4 are satisfied, $\delta_{P}$ is minimax. And the parameter spaces of Blumenthal-Cohen and Kumar-Sharma do have an apex, so their minimaxity results for $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\theta_{i}, 1\right), i=1, \ldots, k$ follow from this Hartigan result.

Concerning point iv) above, a new result on minimax estimation of restricted normal means is contained in the following theorem. It is a case where the conditions of Lemma 4.4 are not satisfied.

Theorem 4.2 Let $X_{1}$ and $X_{2}$ be independent random variables with, for $i=1,2, X_{i} \sim \mathcal{N}\left(\theta_{i}, \sigma_{i}^{2}\right)$ where the $\sigma_{i}$ are known and $\left|\theta_{2}-\theta_{1}\right| \leq c$ for a known $c>0$ satisfying $c \leq m_{o} \sqrt{\sigma_{1}^{2}+\sigma_{2}^{2}}$, where $m_{o} \approx 1.056742$ is the Casella-Strawderman constant. Then, for squared-error loss, a minimax estimator $\delta\left(X_{1}, X_{2}\right)=\left(\delta_{1}\left(X_{1}, X_{2}\right), \delta_{2}\left(X_{1}, X_{2}\right)\right)$ of the vector $\theta=\left(\theta_{1}, \theta_{2}\right)$ is given by

$$
\begin{aligned}
& \delta_{1}\left(X_{1}, X_{2}\right)=\frac{1}{1+\tau}\left(\tau X_{1}+X_{2}-c \tanh \left(\frac{c}{\sigma^{2}}\left(X_{2}-X_{1}\right)\right)\right) \\
& \delta_{2}\left(X_{1}, X_{2}\right)=\frac{1}{1+\tau}\left(\tau X_{1}+X_{2}+\tau c \tanh \left(\frac{c}{\sigma^{2}}\left(X_{2}-X_{1}\right)\right)\right)
\end{aligned}
$$

where $\tau=\sigma_{2}^{2} / \sigma_{1}^{2}$ and $\sigma^{2}=\sigma_{1}^{2}+\sigma_{2}^{2}$.
The minimax value for the problem is given by

$$
\frac{2 \sigma_{1}^{2} \sigma_{2}^{2}}{\sigma^{2}}+\left(1+\frac{\sigma_{2}^{4}}{\sigma_{1}^{4}}\right) \frac{\sigma_{1}^{4}}{\sigma^{2}} \sup _{|\Delta| \leq m} \mathcal{E}(m \tanh m Z-\Delta)^{2}
$$

where $Z \sim \mathcal{N}(\Delta, 1)$ and $m=c / \sigma$. Note that, from Hartigan (2004), we know that when $\sigma_{1}^{2}=\sigma_{2}^{2}=\lambda^{2}$, this minimax value is $<2 \lambda^{2}$.

Proof. The proof presented here uses a technique used by van Eeden and Zidek (2004). They study the problem of estimating $\theta_{1}$ based on $\left(X_{1}, X_{2}\right)$ when $\left|\theta_{2}-\theta_{1}\right| \leq c$. As will be seen in the next chapter, they obtain for this model an estimator of $\theta_{1}$ based on $\left(X_{1}, X_{2}\right)$, which is admissible and minimax. In their proof they use the following rotation technique of Blumenthal and Cohen (1968a) (see also Cohen and Sackrowitz, 1970). Let

$$
\begin{array}{ll}
Y_{1}=\frac{\tau X_{1}+X_{2}}{1+\tau} & Y_{2}=\frac{-X_{1}+X_{2}}{1+\tau} \\
\mu_{1}=\mathcal{E}_{\theta} Y_{1}=\frac{\tau \theta_{1}+\theta_{2}}{1+\tau} & \mu_{2}=\mathcal{E}_{\theta} Y_{2}=\frac{-\theta_{1}+\theta_{2}}{1+\tau} \tag{4.22}
\end{array}
$$

Then $\left|\theta_{2}-\theta_{1}\right| \leq c$ if and only if $\left|\mu_{2}\right| \leq c /(1+\tau)$ and $\mu_{1}$ is unrestricted. Further note that

$$
\begin{array}{ll}
X_{1}=Y_{1}-Y_{2} & X_{2}=Y_{1}+\tau Y_{2}  \tag{4.23}\\
\theta_{1}=\mu_{1}-\mu_{2} & \theta_{2}=\mu_{1}+\tau \mu_{2}
\end{array}
$$

and that $Y_{1}$ and $Y_{2}$ are independent normal random variables. So, finding a minimax estimator of $\theta$ based on $\left(X_{1}, X_{2}\right)$ under the restriction $\left|\theta_{2}-\theta_{1}\right| \leq c$ is equivalent to finding a minimax estimator of ( $\mu_{1}-\mu_{2}, \mu_{1}+\tau \mu_{2}$ ) based on $\left(Y_{1}, Y_{2}\right)$ under the restriction $\left|\mu_{2}\right| \leq c /(1+\tau)$. To solve this problem, take a sequence $\lambda_{n}, n=1,2, \ldots$, of priors for $\mu=\left(\mu_{1}, \mu_{2}\right)$ where, for each $n, \mu_{1}$ and $\mu_{2}$ are independent, with $\mu_{1} \sim \mathcal{N}(0, n)$ and the prior for $\mu_{2}$ with mass $1 / 2$ on each of $\pm c /(1+\tau)$. The independence of $\mu_{1}$ and $\mu_{2}$ combined with the conditional, given $\mu$, independence of $Y_{1}$ and $Y_{2}$ implies that, for $i=1,2$, the Bayes estimator $\delta_{n, i}\left(Y_{1}, Y_{2}\right)$ of $\mu_{i}$ depends on $Y_{i}$ only and

$$
\begin{aligned}
\delta_{n, 1}\left(Y_{1}, Y_{2}\right)=\delta_{n, 1}\left(Y_{1}\right) & =\frac{Y_{1}}{1+\left(\gamma^{2} / n\right)} \\
\delta_{n, 2}\left(Y_{1}, Y_{2}\right) & =\delta_{2}\left(Y_{2}\right)
\end{aligned}=\frac{c}{1+\tau} \tanh \left(\frac{c}{\sigma_{1}^{2}} Y_{2}\right), ~ \$, ~
$$

where $\gamma^{2}=\operatorname{Var}\left(Y_{1}\right)=\sigma_{1}^{2} \sigma_{2}^{2} / \sigma^{2}$. The components $\delta_{n, B, i}\left(Y_{1}, Y_{2}\right), i=1,2$, of the Bayes estimator $\delta_{n, B}\left(Y_{1}, Y_{2}\right)$ of $\left(\mu_{1}-\mu_{2}, \mu_{1}+\tau \mu_{2}\right)$ are then given by (see 4.23)

$$
\delta_{n, B, 1}\left(Y_{1}, Y_{2}\right)=\frac{Y_{1}}{1+\left(\gamma^{2} / n\right)}-\frac{c}{1+\tau} \tanh \left(\frac{c}{\sigma_{1}^{2}} Y_{2}\right)
$$

and

$$
\delta_{n, B, 2}\left(Y_{1}, Y_{2}\right)=\frac{Y_{1}}{1+\left(\gamma^{2} / n\right)}+\frac{\tau}{1+\tau} c \tanh \left(\frac{c}{\sigma_{1}^{2}} Y_{2}\right) .
$$

Because of the independence of the $Y_{i}$, the MSE of $\delta_{n, B}$ as an estimator of ( $\mu_{1}-\mu_{2}, \mu_{1}+\tau \mu_{2}$ ) is given by is given by

$$
\begin{equation*}
2\left(\frac{2 \sigma_{1}^{2} \sigma_{2}^{2} / \sigma^{2}}{\left(1+\left(\gamma^{2} / n\right)\right)^{2}}+\mu_{1}^{2} \frac{\gamma^{4}}{\left(\gamma^{2}+n\right)^{2}}\right)+\left(1+\tau^{2}\right) \mathcal{E}_{\mu_{2}}\left(\delta_{2}\left(Y_{2}\right)-\mu_{2}\right)^{2} \tag{4.24}
\end{equation*}
$$

By Casella and Strawderman (1981) we know that, when $c \leq m_{o} \sigma$, the Bayes risk of $\delta_{2}\left(Y_{2}\right)$ as an estimator of $\mu_{2}$ based on $Y_{2}$ under the restriction $\left|\mu_{2}\right| \leq c /(1+\tau)$ equals $\sup \left(\mathcal{E}_{\mu_{2}}\left(\delta_{2}\left(Y_{2}\right)-\mu_{2}\right)^{2}| | \mu_{2} \mid \leq c /(1+\tau)\right)$. Further, given that the prior for $\mu_{1}$ is $\mathcal{N}(0, n)$, the Bayes risk of the second factor in the first term of (4.24) converges, as $n \rightarrow \infty$, to $\sigma_{1}^{2} \sigma_{2}^{2} / \sigma^{2}$, which is the (constant) risk function of $Y_{1}$. The minimaxity then follows from Lemma 4.2 and (4.22).

From (4.24) the minimax value for the problem is found to be

$$
2 \frac{\sigma_{1}^{2} \sigma_{2}^{2}}{\sigma^{2}}+\left(1+\tau^{2}\right) r_{2}
$$

where

$$
\begin{aligned}
r_{2} & =\sup \left(\left.\mathcal{E}_{\mu_{2}}\left(\frac{c}{1+\tau} \tanh \left(\frac{c}{\sigma_{1}^{2}} Y_{2}\right)-\mu_{2}\right)^{2}| | \mu_{2} \right\rvert\, \leq c /(1+\tau)\right) \\
& =\sup _{\left|\theta_{2}-\theta_{1}\right| \leq c} \mathcal{E}_{\theta}\left(\frac{c}{1+\tau} \tanh \frac{c}{\sigma^{2}}\left(X_{2}-X_{1}\right)-\frac{\theta_{2}-\theta_{1}}{1+\tau}\right)^{2} \\
& =\frac{\sigma_{1}^{4}}{\sigma^{2}} \sup _{|\Delta| \leq c / \sigma} \mathcal{E}\left(\frac{c}{\sigma} \tanh \left(\frac{c}{\sigma} Z\right)-\Delta\right)^{2},
\end{aligned}
$$

where $Z \sim \mathcal{N}(\Delta, 1)$. This proves the result concerning the minimax value. $\checkmark$

Remark 4.7. For $X \sim \mathcal{N}_{k}(\theta, \Sigma)$ with $\theta_{i} \geq 0, i=1, \ldots, k$, Sengupta and Sen (1991, Theorem 4.2) seem to say that the MLE of $\theta$ is minimax. I do agree with this when $\Sigma$ is diagonal (see Lemma 4.3). However, I do not see why this is true when $\Sigma$ is not diagonal.

### 4.5 Discussion and open problems

It is clear from the above that (admissible) minimax estimators have been found only for relatively few cases of restricted parameter spaces and mostly only for (scale-invariant) squared-error loss. When $\Theta$ is bounded, most results hold only for "small" parameter spaces. When $\Theta$ is not bounded, the known minimax estimators are often inadmissible.

Given how difficult it is to find minimax estimators, one wonders whether they are "worth the trouble": i.e., can one with less effort find estimators which are "almost as good"? Some, mostly numerical, results have been obtained to help answer this question. For the bounded-normal-mean problem
with $X \sim \mathcal{N}(\theta, 1)$ and $-m \leq \theta \leq m$, Gatsonis, MacGibbon and Strawderman (1987) compare, among other things, the Casella-Strawderman-Zinzius minimax estimator of $\theta$ with the (admissible) Pitman estimator $\delta_{P}$. For $m=.5$, e.g., the minimax value for the problem is $\sim .199$ (see Casella and Strawderman, 1981; or Brown and Low, 1991), while from their graphs one sees that the maximum difference between the two risk functions is $\sim .05$. Similar results hold for the other two values of $m$ they have results for, namely, $m=.75$ and $m=1.5$. Further, in each of these three cases, numerical results show that $\delta_{P}$ dominates the minimax estimator over a large part of the interval $[-m, m]$, while the authors show that the MLE dominates the minimax estimator over an interval of the form $\left[-m^{*}, m^{*}\right]$ with numerical evidence that $m^{*} \approx .75 \mathrm{~m}$. They moreover show that the risk function of the Pitman estimator is $\leq 1$, the minimax value $M\left(\mathcal{D}_{o}, \Theta_{o}\right)$ for the unrestricted problem, a result that is generalized by Hartigan (2004) to $k \geq 1$ with $\Theta$ a closed, convex subset of $R^{k}$ with a non-empty interior. He shows (as already mentioned in Section 4.1) that for that case equality holds if and only if $\theta$ is an apex of $\Theta$. Note that all the above risk-function values from the Gatsonis, MacGibbon and Strawderman (1987) paper have been read off their graphs and are thus very approximate.

A class of "nearly minimax" estimators considered for the bounded-normalmean problem with $X \sim \mathcal{N}(\theta, 1),-m \leq \theta \leq m$ and squared-error loss, is the class of linear minimax estimators, i.e., estimators which are minimax among linear estimators. Results for this problem have been obtained by Donoho, Liu and MacGibbon (1990). They show that the linear minimax estimator is given by $\delta_{L}(X)=\left(m^{2} /\left(m^{2}+1\right)\right) X$ and that the minimax linear risk is given by $\rho_{L}(m)=m^{2} /\left(m^{2}+1\right)$. They study the properties of $\lambda(m)=\rho_{L}(m) / \rho(m)$, where $\rho(m)$ is the minimax value for the problem. One of their (many) results says that $\lambda(m) \leq 1.25$ for all $m$ and they quote numerical results of Feldman from his unpublished thesis stating that $1.246 \leq \lambda(m) \leq 1.247$. Further, Gourdin, Jaumard and MacGibbon (1990) show that $\lambda(m) \in[1.246408,1,246805]$. So, risk-function-wise this estimator is not a bad alternative to the minimax estimator. Donoho, Liu and MacGibbon (1990) also study the estimator $\delta^{*}(X)=X I(m \geq 1)$, which has $\sup _{-m \leq \theta \leq m} R\left(\delta^{*}, \theta\right)=\min \left(m^{2}, 1\right)$ and $\max _{m>0}\left(\min \left(m^{2}, 1\right)\right) / \rho(m) \approx 2.22$. So, risk-function-wise, $\delta_{L}$ is to be preferred over $\delta^{*}$. The authors also have many results for the case where $k \geq 2$ for various $\Theta$.

Another class of "nearly minimax" estimators for the above bounded-normalmean problem can be found in Vidakovic and DasGupta (1996). They consider so-called $\Gamma$-minimax linear estimators. In the $\Gamma$-minimax approach one specifies a class $\Gamma$ of priors (in this case the authors took all symmetric unimodal ones on $\Theta$ ). Then a $\Gamma$-minimax estimator minimizes $\sup _{\gamma \in \Gamma} r_{\gamma}(\delta)$, where $r_{\gamma}(\delta)$ is the Bayes risk of the estimator $\delta$ for the prior $\gamma$ - all of this of course for a given loss function which in the present case is squared-error. For more on this $\Gamma$-minimax approach, see, e.g., Berger (1984). Vidakovic and DasGupta (1996)
use this approach but restrict themselves to linear estimators and show that $\delta_{L}^{*}(X)=\left(m^{2} /\left(m^{2}+3\right)\right) X$ with corresponding $\Gamma$-minimax risk $m^{2} /\left(m^{2}+3\right)$. This $\Gamma$-minimax risk satisfies $\rho_{L}(m) / \rho(m) \leq 1.074$, showing that $\delta^{*}$ is better that $\delta_{L}$ in the minimax sense. The difference is surprising, given how close the estimators are for large $m$. These authors also have results for $k \geq 2$.

Linear minimax estimators have also been studied for the case where $X \sim$ Poisson with mean $\theta, \theta \in[0, m]$ and loss function $L(d, \theta)=(d-\theta)^{2} / \theta$. Johnstone and MacGibbon (1992) show that this estimator is given by $\delta^{* *}(X)=(m /(m+1)) X$ with linear minimax value $m /(m+1)$. From numerical results they find that $\lambda(m) \leq 1.251$, while Gourdin, Jaumard and MacGibbon (1990) show that $\lambda \in[1.250726,1.250926]$. Johnstone and MacGibbon (1992) comment on the surprising similarity of these bounds with those for the bounded-normal-mean case.

Marchand and MacGibbon (2000) make comparisons between various estimators for the binomial case with $\theta \in[m, 1-m]$ for $0<m<1 / 2$, as well as with $\theta \in[0, b]$ with $0<b<1$. For estimating $\theta$ they have results for squarederror loss and for the loss function $(\theta-d)^{2} /(\theta(1-\theta))$. One of the estimators they consider is the linear minimax estimator. Their numerical results are presented in the form of graphs of the risk function.

Remark 4.8. The above linear minimax estimators are not estimators in the sense of this monograph - they do not satisfy (2.3). The only comment I have been able to find about this is in Vidakovic and DasGupta (1996). They give, for the bouded-normal-mean problem, numerical values of the infimum over $\Theta$ of the probability that their estimator is in $\Theta$. For $k=1$, e.g., they find $\approx .84$ for $m=3$ and $\approx .52$ for $m=50$. They also derive estimators of the form $\delta(X)=c X$ for which this infimum is $\geq 1-\alpha$ for a given $\alpha$. But none of the above proposers of linear minimax estimators seem to look at the properties of dominators of their linear estimators which satisfy (2.3).

On the question of how much can be gained minimax-wise: as has been seen already, nothing can be gained when $k=1$ and $\theta$ is a lower-bounded location or scale parameter and, more generally, when $k>1$ and $\Theta$ satisfies the conditions of Lemma 4.4 or of Lemma 4.5. Another case where the two minimax values are equal is a symmetrically truncated binomial parameter when the difference between $\Theta_{o}$ and $\Theta$ is small. Note that these two situations are very different. In the case of location and scale parameters, the two minimax estimators $\delta_{o}$ and $\delta$ of $\theta$ for, respectively, the parameter spaces $\Theta_{o}$ and $\Theta$ are different but have $\sup _{\theta \in \Theta_{o}} R\left(\delta_{o}, \theta\right)=\sup _{\theta \in \Theta} R(\delta, \theta)$. In the binomial case, the minimax estimator for $\left(\mathcal{D}_{o}, \Theta_{o}\right)$ satisfies (2.3) and has a constant risk function so that it is also $(\mathcal{D}, \Theta)$-minimax.

On the question of how different $M\left(\mathcal{D}_{o}, \Theta_{o}\right)$ and $M(\mathcal{D}, \Theta)$ are when they are not equal, numerical results have been obtained for the bounded-normal-mean
problem as well as for a symmetrically restricted binomial probability.
For $X \sim \mathcal{N}_{k}(\theta, I)$ with squared-error loss and $\Theta=\left\{\theta \mid \sum_{i=1}^{k} \theta_{i}^{2} \leq m^{2}\right\}$, minimax values have been obtained by Casella and Strawderman (1981) and by Brown and Low (1991) for $k=1$. Their results are summarized in Tab 4.1.

Table 4.1. Minimax values, $X \sim \mathcal{N}(\theta, 1),|\theta| \leq m$.

| $m$ | .100 | .200 | .300 | .400 | .500 | .600 | .700 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M(\mathcal{D}, \Theta)$ | .010 | .038 | .083 | .138 | .199 | .262 | .321 |


| $m$ | .800 | .900 | 1.00 | 2.00 | 3.00 | .500 | 10.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M(\mathcal{D}, \Theta)$ | .374 | .417 | .450 | .645 | .751 | .857 | .945 |

Results from Berry (1990) for this normal-mean problem for $k=2$ and for $k=3$ are given in Tab 4.2 and Tab 4.3, respectively. The starred values in the Berry tables are (approximately) the largest $m$ for which the Bayes estimator with respect to the uniform prior on the boundary of $\Theta$ is minimax and the value .260 for $k=3$ and $m=.800$ might well be incorrect.

Table 4.2. Minimax values, $X \sim \mathcal{N}_{k}(\theta, 1), \sum_{i=1}^{k} \theta_{i}^{2} \leq m^{2}, k=2$.

| $m$ | .200 | .400 | .600 | .800 | 1.00 | 1.20 | 1.40 | $1.53499^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M(\mathcal{D}, \Theta)$ | .039 | .148 | .305 | .482 | .655 | .806 | .927 | .989 |

Table 4.3. Minimax values, $X \sim \mathcal{N}_{k}(\theta, I), \sum_{i=1}^{k} \theta_{i}^{2} \leq m^{2}, k=3$.

| $m$ | .200 | .400 | .600 | .800 | 1.00 | 1.20 | 1.40 | 1.60 | 1.80 | $1.90799^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M(\mathcal{D}, \Theta)$ | .039 | .152 | .321 | .260 | .746 | .961 | 1.158 | 1.330 | 1.473 | 1.538 |

All values in these three tables are of course $<k$ and, for fixed $k$, increasing in $m$. Further, the relative gain in minimax value from restricting the parameter
space increases in $k$ for fixed $m$. Clearly, substantial gains can be made.
For $X \sim \mathcal{N}_{k}(\theta, I)$ with $\Theta=\left\{\theta \mid \theta_{i} \in\left[-m_{i}, m_{i}\right], i=1, \ldots, k\right\}$, the minimax value equals the sum of the minimax values for the component problems. This implies, e.g., that the relative gain in minimax value for $\operatorname{such} \Theta$ is independent of $k$ when $m_{i}$ is independent of $i$.

Brown and Low (1991) also give lower bounds for $M(\mathcal{D}, \Theta)$. One of these bounds says that $M(\mathcal{D}, \Theta) \geq\left(1+\left(\pi^{2} / m^{2}\right)\right)^{-1}$, a bound which was earlier obtained by Klaassen (1989) from his spread-inequality.

For the binomial case many minimax values have been obtained, for squarederror loss as well as for the normalized loss function $(d-\theta)^{2} /(\theta(1-\theta))$. Tab 4.4 contains some of those values for squared-error loss, $\Theta_{o}=[0,1]$ and $m \leq \theta \leq 1-m$. They are taken from Moors (1985).

Table 4.4. Minimax values, $X \sim \operatorname{Bin}(n, \theta), m \leq \theta \leq 1-m$.

| $m$ | .35 | .15 | .05 | .00 |
| :---: | :---: | :---: | :---: | :---: |
| $n=3$ | .0173 | .0329 | .0335 | .0335 |
| $n=10$ | .0104 | .0143 | .0144 | .0144 |
| $n=15$ | .0078 | .0104 | .0105 | .0105 |

For each of the values of $n$ in Tab 4.4 we have $(n+\sqrt{n} / 2) /(n+\sqrt{n}) \leq 1-m$ for $m=.05$, implying, as already mentioned above, that the minimax value for this value of $m$ equals the minimax value for $m=0$, namely, $\left(4(1+\sqrt{n})^{2}\right)^{-1}$. That is, for this case the minimax value reaches its maximum over $m$ for a $\Theta$, which is smaller than $\Theta_{o}$. For $n$ and $m$ such that $(n+\sqrt{n} / 2) /(n+\sqrt{n})>1-m$, the minimax value is strictly decreasing in $m$ and in $n$ and the gain in minimax value as a percentage of $M\left(\mathcal{D}_{o}, \Theta_{o}\right)$ increases in $m$ and decreases in $n$ - all this in accord with intuition.

## Presence of nuisance parameters

In this chapter results are presented on (in)admissibility and minimaxity when nuisance parameters are present. In almost all of the published results on this problem the following models are considered. Let $X_{i, j}, j=1, \ldots, n_{i}, i=$ $1, \ldots, k$, be independent random variables where, for $i=1, \ldots, k$, the $X_{i, j}$ are identically distributed with distribution function $F_{i}\left(x ; \mu_{i}, \nu_{i}\right)$. Then the estimation problem is one of the following:
i) $\nu=\left(\nu_{1}, \ldots, \nu_{k}\right)$ is known, $\mu=\left(\mu_{1}, \ldots, \mu_{k}\right)$ is unknown, restrictions are imposed on $\mu$ and, for a given $i_{o} \in\{1, \ldots, k\}, \theta_{1}=\mu_{i_{o}}$ is to be estimated with $\lambda=\left(\mu_{i}, i \neq i_{o}\right)$ as a vector of nuisance parameters. In the notation of Chapter $2, M=1$ and $K=k$;
ii) $\mu$ and $\nu$ are both unknown, restrictions are imposed on $\mu$ and, for a given $i_{o} \in\{1, \ldots, k\}, \theta_{1}=\mu_{i_{o}}$ is to be estimated with $\lambda=\left(\nu, \mu_{i}, i \neq i_{o}\right)$ as a vector of nuisance parameters. In the notation of Chapter $2, M=1$ and $K=2 k$;
iii) $\mu$ and $\nu$ are both unknown, restrictions are imposed on $(\mu, \nu)$ and, for a given $i_{o} \in\{1, \ldots, k\},\left(\mu_{i_{o}}, \nu_{i_{o}}\right)$ is to be estimated with $\lambda=\left(\left(\mu_{i}, \nu_{i}\right), i \neq i_{o}\right)$ as a vector of nuisance parameters. In the notation of Chapter $2, M=2$ and $K=2 k$.

In some cases where the above models are studied, a linear combination of the parameters of interest is the estimand. Various other variations on the above models are also studied.

In all cases, the resulting parameter space is denoted by $\Omega, \Theta$ is defined as in (2.1), estimators are based on $X=\left\{X_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, k\right\}$ and satisfy (2.3).

For the models described in i) - iii), many results have been obtained on comparisons between estimators based on $X^{*}=\left\{X_{i, j} \mid j=1, \ldots, n_{i}, i=i_{o}\right\}$ and those based on $X$. As will be seen, it is often possible to find estimators based on $X$ which dominate a "best" one based on $X^{*}$. For instance, when
$X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, 1\right), i=1,2$, with $\mu_{1} \leq \mu_{2}$ and squared-error loss is used to estimate $\theta_{1}=\mu_{1}$ with $\mu_{2}$ as a nuisance parameter, the MLE of $\mu_{1}$ based on $X=\left(X_{1}, X_{2}\right)$ (i.e., the first component of the MLE of $\left(\mu_{1}, \mu_{2}\right)$ under the restriction $\left.\mu_{1} \leq \mu_{2}\right)$ dominates $X^{*}=X_{1}$ on $\Omega=\left\{\left(\mu_{1}, \mu_{2}\right) \mid \mu_{1} \leq \mu_{2}\right\}$. So, using both $X_{1}$ and $X_{2}$ to estimate $\mu_{1} \in \Theta=R^{1}$ leads to an improved estimator of the parameter of interest. As a second example, suppose that the $X_{i, j}$ are $\mathcal{N}\left(\mu, \nu_{i}^{2}\right)$ with $\mu$ the parameter of interest and the $\nu_{i}^{2}$ unknown and satisfying $\nu_{1}^{2} \leq \ldots \leq \nu_{k}^{2}$. Then, as will be seen later, the so-called Graybill-Deal estimator of $\mu \in \Theta=R^{1}$ is universally inadmissible (with respect to the class of loss functions which are nondecreasing in $|d-\mu|)$ on $\Omega=\left\{\mu, \nu_{1}^{2}, \ldots, \nu_{k}^{2} \mid-\infty<\mu<\infty, \nu_{1}^{2} \leq \ldots \leq \nu_{k}^{2}\right\}$. This is an example of a case where putting restrictions only on the nuisance parameters makes it possible to improve on the estimation of the parameter of interest. In each of these two examples $\Theta$ is the real line.

Another question that is considered for this kind of problem is whether the improved estimators are themselves admissible and, if not, are (admissible, minimax) dominators available?

For solving the above-described kinds of problems, some authors use the techniques of Brewster and Zidek (1974). These techniques can be described as follows. Under very general conditions on the family of distributions $\mathcal{F}=\left\{F_{\gamma} \mid \gamma \in \Gamma\right\}$ of an observable random vector $X$ and for a strictly bowl-shaped loss function, Brewster and Zidek give three ways of obtaining dominators of an equivariant estimator $\delta$ of (a subvector of) $\gamma$. In their first method they condition on an appropriately chosen statistic $T=T(X)$ and obtain dominators by studying $\mathcal{E}_{\gamma}\left[\mathcal{E}_{\gamma}(L(\delta, \gamma) \mid T)\right]$ as a function of $\delta$ and $\gamma$ for $\gamma \in \Gamma$. Their second method consists of taking the limit of an appropriately chosen sequence of testimators, while their third method is a modification of their second method as described on page 34 (lines -8 to -5 ) of their paper. Brewster and Zidek (1974) give several examples of their techniques, among which are two where $\Gamma$ is a restricted parameter space. Both examples are concerned with simply-tree-ordered parameters. In the first of these examples these parameters are normal means; in the second one they are normal variances. Later in this chapter, these Brewster-Zidek dominators are compared with results of other authors for these two problems and, as will be seen, some authors obtain the Brewster-Zidek dominators by a different method, but do not refer to the Brewster-Zidek results.

For several of the above-described problems, authors only consider the ( $\mathcal{D}_{o}, \Omega$ )case, implying that some their "estimators" satisfy (2.5), but not (2.3), while they compare their "estimators" on $\Omega$. Solutions to such problems are presented in this chapter because, as already noted earlier, such results are often useful for solving related ( $\mathcal{D}, \Omega$ )-problems.

Results for the case where $\nu=\left(\nu_{1}, \ldots, \nu_{k}\right)$ is known are given in Section 5.1 for location problems and in Section 5.2 for scale problems. Those for the case where $\nu$ is unknown can be found in Section 5.3. In each of these three sections $\Omega$ is, with a few exceptions, defined by inequalities among the parameters. Section 5.4 contains results for restrictions in the form of more general cones, in particular polygonal cones, orthant cones and circular cones. Some (admissible) minimax estimators are given in Section 5.5.

### 5.1 Location parameter estimation with known $\nu$

In this section we suppose that $\nu=\left(\nu_{1}, \ldots, \nu_{k}\right)$ is known and location parameters are to be estimated.

We first consider the case where $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right)$ with known $\nu_{i}^{2}$ 's, $\Omega=$ $\left\{\mu \mid \mu_{1} \leq \ldots \leq \mu_{k}\right\}$ and squared-error loss. Let, for some given $i \in\{1, \ldots, k\}$, $\theta_{1}=\mu_{i}$ be the parameter of interest. Then $\Theta=R^{1}$ and for squared-error loss the best estimator based on $X_{i}$ alone is of course $X_{i}$. But, as Lee (1981) shows, the MLE $\hat{\mu}_{i}$ of $\mu_{i}$ (i.e., the $i$-th component of the MLE $\hat{\mu}=\left(\hat{\mu}_{1}, \ldots, \hat{\mu}_{k}\right)$ of $\mu$ ) dominates $X_{i}$. A stronger result was obtained by Kelly (1989). He shows that, with respect to the class of loss functions which are non-constant and non-decreasing in $\left|d-\mu_{i}\right|, \hat{\mu}_{i}$ universally dominates $X_{i}$ and this result was, for $k=2$, proved by Kushary and Cohen (1989) for more general location families. However (see Garren, 2000), the Kelly result does not hold when the $\nu_{i}^{2}$ 's are unknown and, in the MLE of $\mu_{i}, \nu_{1}^{2}, \ldots, \nu_{k}^{2}$ are replaced by their unrestricted MLEs. In fact, Garren shows that $X_{i}$ and this "plug-in" estimator are noncomparable for squared-error loss. But Hwang and Peddada (1994) show that when the $\nu_{i}^{2}=\nu^{2}, i=1, \ldots, k$ with $\nu^{2}$ unknown, then Kelly's universal domination result still holds when, in the MLE of $\mu_{i}, \nu^{2}$ is replaced by its usual pooled estimator. Also, Lee's result does not imply that $c^{\prime} \hat{\mu}$ dominates $c^{\prime} X$ as an estimator of $c^{\prime} \mu$ for vectors $c \neq(0, \ldots, 0,1,0, \ldots, 0)$. In fact, Fernández, Rueda and Salvador (1999) show that, when $c$ is the so-called central direction of the cone $\Omega$, then, for large enough $k, c^{\prime} X$ has a smaller mean-squared error than $c^{\prime} \hat{\mu}$ when $\mu_{1}=\ldots=\mu_{k}=0$. This central direction of a cone (see Abelson and Tukey, 1963) is the direction which minimizes the maximum angle with the directions in the cone. Further, Gupta and Singh (1992) show that, when $k=2$ and $\nu_{1}=\nu_{2}, \hat{\mu}_{i}$ dominates $X_{i}$, for $i=1,2$, also by the Pitman-closeness criterion.

Remark 5.1. For $k=2$, Lee's (1981) result, as well as Kelly's (1989) result for loss functions which are strictly increasing in $\left|d-\mu_{i}\right|$, are special cases of Brewster and Zidek's (1974) Theorem 2.2.1. Neither Lee nor Kelly seems to have been aware of this Brewster-Zidek result.

The above results of Lee and Kelly for simply ordered normal means do not necessarily hold for incomplete orderings like, e.g., the simple-tree ordering
given by $\mu_{1} \leq \mu_{i}, i=1, \ldots, k$. For this ordering Lee (1988) considers the case where $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right), i=1, \ldots, k$ with squared-error loss and the $\nu_{i}^{2}$ known. He compares $X_{i}$ with the MLE $\hat{\mu}_{i}$ of $\mu_{i}$ and shows that, for $i \geq 2, \hat{\mu}_{i}$ dominates $X_{i}$ on $\Omega=\left\{\mu \mid \mu_{1} \leq \mu_{i}, i=2, \ldots, k\right\}$ when $\nu_{1} \leq \nu_{i}, i=2, \ldots, k$. However, for estimating $\mu_{1}$, Lee shows that, when $\mu_{i}$ and $\nu_{i}$ are, respectively, upper- and lower-bounded as $k \rightarrow \infty, X_{1}$ has a smaller MSE than $\hat{\mu}_{1}$ for $k$ large enough, whereas for $\mu_{1}, \ldots, \mu_{k}$ and $\nu_{2}, \ldots, \nu_{k}$ fixed, $\hat{\mu}_{1}$ has a smaller MSE than $X_{1}$ for small enough $\nu_{1}^{2}$. A related result for this normal-mean problem can be found in Fernández, Rueda and Salvador (1999). For the simple-tree order, e.g., they show that when $\nu_{1}=\ldots=\nu_{k}$ and the $\mu_{i}$ are bounded as $k \rightarrow \infty, c^{\prime} X$ has a smaller MSE than $c^{\prime} \hat{\mu}$ for sufficiently large $k$ when $c$ is the central direction of the cone $\Omega$, i.e. $c=(-(k-1), 1, \ldots, 1)$ (see, e.g., Robertson, Wright and Dykstra, 1988, p. 181).

Three other examples (none of them a location problem) where a component of the restricted MLE does not dominate the corresponding component of the unrestricted one, are Poisson, uniform and binomial cases with a simple ordering of the parameters and $k=2$.

Kushary and Cohen (1991) obtain results for $X_{i} \sim^{\text {ind }} \operatorname{Poisson}\left(\mu_{i}\right), i=1,2$, with $0<\mu_{1} \leq \mu_{2}$ and squared-error loss. They show that for estimating $\mu_{1}, X_{1}$ is dominated by the MLE of $\mu_{1}$, whereas for estimating $\mu_{2}$, if $\delta\left(X_{2}\right)$ is admissible among estimators based on $X_{2}$ alone, it is admissible among estimators based on ( $X_{1}, X_{2}$ ). Parsian and Nematollahi (1995) show that this Kushary-Cohen result concerning the estimation of $\mu_{2}$ holds for the more general case of a strictly convex loss function. For the estimation of $\mu_{1}$ Parsian and Nematollahi show that, for the entropy loss function $L(d, \mu)$, which for estimating a Poison mean $\mu$, satisfies $\mu L(d, \mu)=d / \mu-\log (d / \mu)-1, X_{1}+1$ (which is admissible for estimating $\mu_{1}$ when $X_{2}$ is not observed) is inadmissible when $X_{2}$ is observed.

For the case where $X_{i, j} \sim^{\text {ind }} \mathcal{U}\left(0, \mu_{i}\right), j=1, \ldots, n_{i}, i=1,2, \mu_{1} \leq \mu_{2}$, the restricted and unrestricted MLEs of $\mu_{1}$ are equal, while, for estimating $\mu_{2}$, the restricted MLE dominates the unrestricted one (see Section 5.2).

For the binomial case with $X_{i} \sim^{\text {ind }} \operatorname{Bin}\left(n_{i}, \mu_{i}\right), i=1,2$ and $\mu_{1} \leq \mu_{2}$, Hengartner (1999) shows that, for estimating $\mu_{2}, X_{2} / n_{2}$ and the MLE $\hat{\mu}_{2}$ are noncomparable for squared-error loss. For $n_{1}=1$, e.g., he shows that

$$
\mathcal{E}_{\mu}\left(\frac{X_{2}}{n_{2}}-\mu_{2}\right)^{2}>\mathcal{E}_{\mu}\left(\hat{\mu}_{2}-\mu_{2}\right)^{2} \Longleftrightarrow \frac{n_{2}}{3 n_{2}+1}<\mu_{2}<1
$$

Remark 5.2. Sampson, Singh and Whitaker (2003) say (their p. 300) that Kushary and Cohen (1991) establish that Lee's (1981) result holds for es-
timating ordered Poisson means. They correct this statement in their 2006 correction note.

However, there are many cases where Lee-Kelly-like results do hold and we present them below, starting with location parameter cases in this section and scale parameter ones in the next section.

First we go back to the Lee (1988) result for normal means. As seen above, he shows that, for the simple-tree order, the MLE $\hat{\mu_{i}}$ of $\mu_{i}$ dominates $X_{i}$ for squared-error loss when $i \neq 1$ and $\nu_{1} \leq \nu_{i}$ for $i \geq 2$. This result has been generalized by Fernández, Rueda and Salvador (1998). They suppose that $X=\left(X_{1}, \ldots, X_{k}\right)$ has an elliptically symmetric density defined by

$$
\begin{equation*}
f(x-\mu)=g\left((x-\mu)^{\prime} \Sigma^{-1}(x-\mu)\right), \tag{5.1}
\end{equation*}
$$

with $g(u)$ is non-increasing in $u$. Then, for $\Sigma$ known and diagonal, they show that, for the simple-tree order with $\mu_{1} \leq \mu_{i}, i=2, \ldots, k$,
$P_{\mu}\left(\left|X_{i}-\mu_{i}\right| \leq t_{i}, i=1, \ldots, k\right) \leq P_{\mu}\left(\left|\hat{\mu}_{i}-\mu_{i}\right| \leq t_{i}, i=1, \ldots, k\right) \quad$ for all $\mu \in \Omega$
provided $0 \leq t_{i} \leq t_{1}, i=2, \ldots, k$. This result implies that, for $i \neq 1$, $P_{\mu}\left(\left|X_{i}-\mu_{i}\right| \leq t\right) \leq P_{\mu}\left(\hat{\mu}_{i}-\mu_{i} \mid \leq t\right)$ for all $t>0$ and all $\mu \in \Omega$, which implies that, for $i \neq 1, \hat{\mu}_{i}$ universally dominates $X_{i}$ with respect to the class of loss functions which are non-decreasing in $\left|d-\mu_{i}\right|$. Fernández, Rueda and Salvador (1998) obtain this result from their more general result, which says that, when $\Omega$ is such that there does not exist an $i \neq 1$ with $\mu_{i} \leq \mu_{1}, \hat{\mu}_{i}$ universally dominates $X_{i}$ for $i \neq 1$.

Next, let $X_{i, 1}, \ldots, X_{i, n_{i}}, i=1, \ldots, k$, be independent with densities

$$
\frac{1}{\nu_{i}} e^{-\left(x-\mu_{i}\right) / \nu_{i}} \quad x>\mu_{i},
$$

where the $\nu_{i}$ are known. Then, based on the $i$ th sample alone, $X_{i}=$ $\min \left(X_{i, 1} \ldots, X_{i, n_{i}}\right)$ is sufficient for $\mu_{i}$ and its density is given by

$$
\frac{n_{i}}{\nu_{i}} e^{-n_{i}\left(x-\mu_{i}\right) / \nu_{i}} \quad x>\mu_{i} .
$$

Using squared-error loss, the best (i.e., minimum-risk location-equivariant) estimator (MRE) of $\mu_{i}$ based on $X_{i}$ alone is $X_{i}-\nu_{i} / n_{i}, i=1, \ldots, k$. This is a case where estimators $\delta_{i}$ of $\mu_{i}$ should (see Chapter 2) satisfy the "extra" restriction that, for each $i=1, \ldots, k, \delta_{i}(X) \leq X_{i}$ with probability 1 for all $\mu \in \Omega$. As will be seen, not all of the estimators proposed in the literature satisfy this restriction. In cases where it is not satisfied this will be explicitely mentioned.

Vijayasree, Misra and Singh (1995) assume that $\mu_{1} \leq \ldots \leq \mu_{k}$ and consider, for a given $i \in\{1, \ldots, k\}$, estimators of $\theta_{1}=\mu_{i}$. These estimators are of the form $\hat{\mu}_{i, \phi_{i}}(X)=X_{i}-\nu_{i} / n_{i}+\phi_{i}\left(Y_{i}\right)$, with $Y_{i}=\left(Y_{i, 1} \ldots, Y_{i, i-1}, Y_{i, i+1}, \ldots, Y_{i, k}\right)$, $Y_{i, j}=X_{i}-X_{j}, i \neq j$. They use squared-error loss and Brewster-Zidek's (1974) first method to obtain explicit dominators of $\hat{\mu}_{i, \phi_{i}}(X)$. As an example of their results, they show that $X_{i}-\nu_{i} / n_{i}$, as an estimator of $\mu_{i}$, is dominated by

$$
\delta_{i}(X)=\left\{\begin{array}{l}
\min \left(X_{i}-\frac{\nu_{i}}{n_{i}}, \hat{\mu}_{i}(X)-\frac{1}{q}\right) \quad \text { when } i=1, \ldots, k-1  \tag{5.2}\\
\max \left(X_{k}-\frac{\nu_{k}}{n_{k}}, \hat{\mu}_{i}(X)-\frac{1}{q}\right) \text { when } i=k,
\end{array}\right.
$$

where $q=\sum_{j=1}^{k}\left(n_{j} / \nu_{i}\right)$ and $\hat{\mu}_{i}(X)=\min \left(X_{i}, \ldots, X_{k}\right)$ is the MLE of $\mu_{i}$. Garren (2000) shows that, for $i=1$, the estimator (5.2) even universally dominates (with respect to the class of loss functions which are non-decreasing in $\left.\left|d-\theta_{i}\right|\right)$ the MRE on the larger space defined by the simple tree ordering. Further, from the results of Vijayasree, Misra and Singh (1995) it also follows that the MLE $\hat{\mu}_{i}$ of $\mu_{i}$ is dominated by $\hat{\mu}_{i}^{*}(X)=\min \left(X_{i}, \ldots, X_{k}\right)-1 / q$. Garren (2000) generalizes this result to arbitrary orderings among the parameters as follows. As described in Chapter 8, Section 8.1, an arbitrary ordering among the parameters $\mu_{1}, \ldots, \mu_{k}$ can be defined by

$$
\begin{equation*}
\Omega=\left\{\mu \mid \alpha_{i, j}\left(\mu_{i}-\mu_{j}\right) \leq 0,1 \leq i<j \leq k\right\} \tag{5.3}
\end{equation*}
$$

where the $\alpha_{i, j}$ are either 0 or 1 and $\alpha_{i, h}=\alpha_{h, j}=1$ for some $h$ with $i<$ $h<j$ implies that $\alpha_{i, j}=1$. Then, for $\mu \in \Omega$, the MLE of $\mu_{i}$ is, for this exponential location problem given by $\hat{\mu}_{i}(X)=\min \left\{X_{j} \mid j \in U_{i}\right\}$, where $U_{i}=\{i\} \cup\left\{j \mid \alpha_{i, j}=1\right\}$ and Garren (2000) proves that, when $\mu_{i}$ is a node, $\hat{\mu}_{i}(X)-(1 / q)$ dominates $\hat{\mu}_{i}(X)$ for squared-error loss, but does not universally dominate it.

For the particular case where $k=2$ and $\mu_{1} \leq \mu_{2}$, Pal and Kushary (1992) also obtain dominators of the MREs of $\mu_{1}$ and $\mu_{2}$ for squared-error loss. For example, for estimating $\mu_{1}$ they show that

$$
\delta_{1}(X)=\left\{\begin{array}{l}
X_{1}-\frac{\nu_{1}}{n_{1}} \text { when } X_{1}-X_{2} \leq \beta \\
X_{2}-\gamma \text { when } X_{1}-X_{2}>\beta
\end{array}\right.
$$

where $\beta$ and $\gamma$ are constants satisfying $\beta \geq\left(\nu_{1} / n_{1}\right)-\gamma \geq 0$ and

$$
\left(\beta+\gamma-\frac{\nu_{1}}{n_{1}}\right)^{2}+2(\beta+\gamma)\left(\frac{\nu_{1}}{n_{1}}-\gamma+\frac{\nu_{1} \nu_{2}}{n_{1} \nu_{1}+n_{2} \nu_{2}}\right) \geq 0
$$

dominates the MRE of $\mu_{1}$ based on $X_{1}$ alone, i.e. $X_{1}-\left(\nu_{1} / n_{1}\right)$. Vijayasree, Misra and $\operatorname{Singh}$ (1995) note that, for $i=1$ and $k=2$, (5.2) is a member of
this Pal-Kushary class of dominators. Further, Kushary and Cohen's (1989) dominator for squared-error loss of $X_{1}-\left(\nu_{1} / n_{1}\right)$ as an estimator of $\mu_{1}$ is also a member of this class.

An example of Pal and Kushary's dominators of $X_{2}-\nu_{2} / n_{2}$ as estimators of $\mu_{2}$ is given by

$$
\left\{\begin{array}{c}
X_{2}-\frac{\nu_{2}}{n_{2}} \text { when } X_{2}-X_{1} \geq \beta \\
X_{1}-\gamma \text { when } X_{2}-X_{1}<\beta
\end{array}\right.
$$

where $\beta$ and $\gamma$ satisfy $\beta \geq \nu_{2} / n_{2}-\gamma>0$ and

$$
\begin{aligned}
& 2\left(\left(\beta_{o}-\frac{\nu_{1}}{n_{1}}\right) e^{n_{1} \beta_{o} / \nu_{1}}+\frac{\nu_{1}}{n_{1}}\right)\left(\left(\frac{n_{1}}{\nu_{1}}+\frac{n_{2}}{\nu_{2}}\right)^{-1}+\left(\frac{\nu_{1}}{n_{1}}-\frac{\nu_{2}}{n_{2}}\right)\right) \\
& -\beta_{o}^{2} e^{n_{1} \beta_{o} / \nu_{1}} \geq 0
\end{aligned}
$$

where $\beta_{o}=\beta-\nu_{2} / n_{2}+\gamma$. This dominator does not satisfy the condition that it is less than $X_{2}$ with probability 1 for all $\mu \in \Omega$. But the author's dominator of $X_{2}-\nu_{2} / n_{2}$ as an estimator of $\mu_{2}$ given by

$$
\left\{\begin{array}{c}
X_{2}-\frac{\nu_{2}}{n_{2}} \text { when } X_{2}-X_{1} \geq \beta \\
X_{2}-\gamma \text { when } X_{2}-X_{1}<\beta
\end{array}\right.
$$

with $\beta \geq 0$ and $\gamma$ satisfying

$$
2\left(\gamma-\frac{\nu_{2}}{n_{2}}\right)\left(\frac{n_{1}}{\nu_{1}}+\frac{n_{2}}{\nu_{2}}\right)^{-1}-\left(\gamma^{2}-\frac{\nu_{2}^{2}}{n_{2}^{2}}\right)>0
$$

does satisfy this condition when $\gamma \geq 0$. The authors note that the optimal $\gamma$ is $\gamma_{o p t}=\left(n_{1} / \nu_{1}+n_{2} / \nu_{2}\right)^{-1}$.

A class of so-called mixed estimators of $\mu_{i}$ when $k=2$ and $\mu_{1} \leq \mu_{2}$ is considered by Misra and Singh (1994). For $i=1$ these are given by
$\delta_{1, \alpha}(X)= \begin{cases}X_{1}-\frac{\nu_{1}}{n_{1}} & \text { when } X_{1}-\frac{\nu_{1}}{n_{1}}<X_{2}-\frac{\nu_{2}}{n_{2}} \\ \alpha\left(X_{1}-\frac{\nu_{1}}{n_{1}}\right)+(1-\alpha)\left(X_{2}-\frac{\nu_{2}}{n_{2}}\right) & \text { when } X_{1}-\frac{\nu_{1}}{n_{1}} \geq X_{2}-\frac{\nu_{2}}{n_{2}} .\end{cases}$
For squared-error loss these authors show that, when $p=\nu_{2} n_{1} /\left(\nu_{1} n_{2}\right) \leq 1$, $\delta_{1, \alpha}$ dominates $\delta_{1, \alpha^{\prime}}$ when $\alpha^{*} \leq \alpha<\alpha^{\prime}$, where $\alpha^{*}=p^{2} /(2(p+1))(\leq .25)$. For $p>1$ they show that $\delta_{1, \alpha}$ dominates $\delta_{1, \alpha^{\prime}}$ when $\alpha^{* *} \leq \alpha<\alpha^{\prime}$ where

$$
\alpha^{* *}=1-\frac{1-\frac{p^{2}}{(1+p)^{2}} e^{(1-p) / p}}{1+p^{2}-\frac{2 p^{3}}{1+p} e^{(1-p) / p}}(<1)
$$

Given that, for all $\mu \in \Omega$,

$$
P_{\mu}\left(\delta_{1, \alpha}(X) \leq X_{1}\right)\left\{\begin{array}{l}
=1 \text { when } \alpha \leq 1 \\
<1 \text { when } \alpha>1
\end{array}\right.
$$

these conditions should be changed to $\alpha^{*} \leq \alpha<\alpha^{\prime} \leq 1$ and $\alpha^{* *} \leq \alpha<\alpha^{\prime} \leq 1$, respectively.

The authors also have results for estimating $\mu_{2}$ by the mixed estimator

$$
\delta_{2, \beta}(X)= \begin{cases}X_{2}-\frac{\nu_{2}}{n_{2}} & \text { when } X_{1}-\frac{\nu_{1}}{n_{1}}<X_{2}-\frac{\nu_{2}}{n_{2}} \\ (1-\beta)\left(X_{1}-\frac{\nu_{1}}{n_{1}}\right)+\beta\left(X_{2}-\frac{\nu_{2}}{n_{2}}\right) & \text { when } X_{1}-\frac{\nu_{1}}{n_{1}} \geq X_{2}-\frac{\nu_{2}}{n_{2}}\end{cases}
$$

For this case they show that, when $p \leq 1, \delta_{2, \beta^{*}}$ dominates $\delta_{2, \beta}$ when $\beta \neq \beta^{*}$, where $\beta^{*}=\left(2 p+2-p^{2}\right) /(2(p+1))(<1)$; and for $p>1$ they show that $\delta_{2, \beta}$ dominates $\delta_{2, \beta^{\prime}}$ when $\beta^{\prime}<\beta \leq \beta^{*}$ as well as when $\beta^{* *} \leq \beta<\beta^{\prime}$, where

$$
\beta^{* *}=1-p^{2} \frac{1+\frac{1-2 p-2 p^{2}}{(1+p)^{2}} e^{(1-p) / p}}{1+p^{2}-\frac{2 p^{3}}{1+p} e^{(1-p) / p}}(<1)
$$

However, for all $\mu \in \Omega$,

$$
P_{\mu}\left(\delta_{2, \beta}(X) \leq X_{2}\right)\left\{\begin{array}{l}
=1 \text { when } \beta \geq 1 \\
<1 \text { when } \beta<1,
\end{array}\right.
$$

so, within the class of mixed dominators of the MRE which satisfy the "extra" restriction, the best one is the unrestricted MRE.

Misra and Singh (1994) also give numerical values for the MSE of $\delta_{1, \alpha}$ for several values of $\alpha$, inclusive $\alpha^{*}$. For $\delta_{2, \beta}$ they have MSE values only for $\beta=\beta^{*}$. These numerical results are presented in Chapter 7, Section 7.2.

The linex loss function has also been considered for the problem of estimating ordered exponential location parameters. Parsian and Sanjari Farsipour (1997) take $k=2$ and estimate $\mu_{1}$ with $L\left(d, \mu_{1}\right)=e^{a\left(d-\mu_{1}\right)}-a\left(d-\mu_{1}\right)-1$ where $a \neq 0$. For the unrestricted case with known $\nu_{1}$, the best (minimum
risk) location-equivariant estimator of $\mu_{1}$ based on $X_{1}$ alone is (see Parsian, Sanjari Farsipour and Nematollahi, 1993) given by $X_{1}-\log \left(n_{1} /\left(n_{1}-a \nu_{1}\right)\right) / a$, provided $a<n_{1} / \nu_{1}$. Parsian and Sanjari Farsipour (1997) show that this estimator is improved upon by replacing $X_{1}$ by $\min \left(X_{1}, X_{2}\right)$. These estimators are not scale-equivariant unless $a=a^{*} / \nu_{1}$ for some nonzero constant $a^{*}$.

Kubokawa and Saleh (1994) consider the more general problem of estimating location parameters when $X_{1}, \ldots, X_{k}$ are independent with density $f_{i}(x-$ $\left.\mu_{i}\right), i=1, \ldots, k$, the $\mu_{i}$ are simply-tree-ordered and $\mu_{1}$ is the parameter of interest. The densities have strict monotone likelihood ratio in $x$ and the loss function satisfies $L\left(d, \mu_{1}\right)=W\left(d-\mu_{1}\right)$, where $W(y)$ is strictly bowl-shaped and absolutely continuous. Using Kubokawa's (1994b) integral-expression-ofrisk method, they give conditions on $\varphi$ under which estimators of the form $\hat{\mu}_{\varphi}(X)=X_{1}-\varphi\left(X_{2}-X_{1}, \ldots, X_{k}-X_{1}\right)$ dominate $X_{1}-c$, the MRE of $\theta_{1}$ based on $X_{1}$ alone. Examples of their dominators are the generalized Bayes estimators with respect to the prior $d \mu_{1} d \mu I\left(\mu>\mu_{1}\right) I\left(\mu_{2}=\ldots=\mu_{k}=\mu\right)$ and, for the case where $X_{i} \sim^{i n d} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right), i=1, \ldots, k$ with the $\nu_{i}^{2}$ known, the estimator

$$
\begin{equation*}
\delta(X)=\min \left(X_{1}, \frac{\sum_{i=1}^{k} X_{i} / \nu_{i}^{2}}{\sum_{i=1}^{k} 1 / \nu_{i}^{2}}\right) \tag{5.4}
\end{equation*}
$$

For $k=2$ but not for $k \geq 3$, this $\delta$ is the MLE $\hat{\mu}_{1}$ of $\mu_{1}$. As already noted, Lee (1988) shows that, for $k \geq 3$, the MLE of $\mu_{1}$ does not necessarily dominate $X_{1}$ for this normal-mean problem.

An example where the Kubokawa and Saleh (1994) condition of strict monotone likelihood ratio is not satisfied is the exponential location problem of Vijayasree, Misra and Singh (1995). For $k=2$ and squared-error loss, the Kubokawa-Saleh dominator $X_{1}-\varphi_{S}\left(X_{2}-X_{1}\right)$ of $X_{1}-\nu_{1} / n_{1}$ gives, as is easily seen, $X_{1}-\nu_{1} / n_{1}$ itself.

The Kubokawa-Saleh (1994) class of estimators is studied by van Eeden and Zidek $(2001,2002,2004)$ for the case where $k=2$ with the $X_{i} \sim \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right)$, known $\nu_{i}^{2}$ and squared-error loss. They consider the case where $\mu_{1} \leq \mu_{2}$ as well as the case where $\left|\mu_{2}-\mu_{1}\right| \leq c$ for a known positive constant $c$. They compare several estimators of $\mu_{1}$ of the form $X_{1}+\varphi(Z)$, where $Z=X_{2}-X_{1}$. As will be seen in Chapter 7, Section 7.1, they view these estimators as adaptively weighted likelihood estimators. Particular cases are the MLE $\hat{\mu}_{1}$ with

$$
\varphi(Z)= \begin{cases}\frac{\min (0, Z)}{1+\tau} & \text { for } \mu_{1} \leq \mu_{2}  \tag{5.5}\\ \frac{(Z-c) I(Z>c)+(Z+c) I(Z<-c)}{1+\tau} & \text { for }\left|\mu_{2}-\mu_{1}\right| \leq c\end{cases}
$$

the Pitman estimator $\delta_{P}$ (i.e., the first component of the generalized Bayes estimator with respect to the uniform prior on $\Omega$ ) with

$$
\varphi(Z)= \begin{cases}-\frac{\nu_{1}^{2}}{\nu} \frac{\phi(Z / \nu)}{\Phi(Z / \nu)} & \text { for } \theta_{1} \leq \theta_{2}  \tag{5.6}\\ \frac{\nu_{1}^{2}}{\nu} \frac{\phi((Z-c) / \nu)-\phi((Z+c) / \nu)}{\Phi((Z+c) / \nu)-\Phi((Z-c) / \nu)} & \text { for }\left|\theta_{2}-\theta_{1}\right| \leq c\end{cases}
$$

and the estimator $\delta_{W L E}$ with

$$
\varphi(Z)= \begin{cases}\frac{Z \nu_{1}^{2}}{\nu^{2}+(\max (0, Z))^{2}} & \text { for } \mu_{1} \leq \mu_{2}  \tag{5.7}\\ \frac{Z \nu_{1}^{2}}{\nu^{2}+\min \left(Z^{2}, c^{2}\right)} & \text { for }\left|\mu_{2}-\mu_{1}\right| \leq c\end{cases}
$$

where $\tau=\nu_{2}^{2} / \nu_{1}^{2}$ and $\nu^{2}=\nu_{1}^{2}+\nu_{2}^{2}$. They study and compare these estimators analytically as well as numerically. They show, e.g., that, in both cases, $\hat{\mu}_{1}$ and $\delta_{P}$ dominate $X_{1}$. Further (again in both cases), $\hat{\mu}_{1}$ and $\delta_{W L E}$ are, among estimators based on ( $X_{1}, X_{2}$ ), inadmissible, while $\delta_{P}$ is admissible in this class of estimators. Dominators for some of these inadmissible estimators as well as minimax estimators and (references to) proofs of the admissibility of $\delta_{P}$ are, for both cases, presented in Section 5.5. The authors' numerical results concerning the MSEs of their estimators as well as their robustness with respect to misspecification of $\Omega$, are discussed in Chapter 7, Section 7.2.

Remark 5.3. For the case where $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right), i=1, \ldots, k$, with simply-tree-ordered $\mu_{i}$, known $\nu_{i}^{2}$ 's and squared-error loss, the above-given KubokawaSaleh (1994) dominator (5.4) of $X_{1}$ is identical to the one Brewster and Zidek (1974) obtain by their first method (see Brewster and Zidek, 1974, formula (2.2.2)). Also, for the same problem but with $k=2$, the generalized Bayes estimator of Kubokawa and Saleh is the same as the one Brewster and Zidek obtain by their third method - both are generalized Bayes with respect to a uniform prior on $\Omega$. For $k>2$, these generalized Bayes estimators are not the same. Kubokawa and Saleh do not mention this overlap of their results with those of Brewster and Zidek other than (see Kubokawa and Saleh, 1994, p. 41, lines -9 to -7) the fact that Brewster and Zidek (and others) have demonstrated that the ordinary estimator is improved on by using the restriction. Nor do Kubokawa and Saleh explore whether, for problems other than the simply-treeordered normal-mean problem, some of their results could have been obtained by using one of the Brewster-Zidek methods.

And van Eeden and Zidek (2002), for the ordered normal-mean problem with $k=2$, apparently forgot that for two of their estimators, namely, the MLE and the Pitman estimator, Brewster-Zidek (1974) already proved that they dominate $X_{1}$.

Results for general location problems can also be found in Hwang and Peddada (1994). One of their results is concerned with the $i$-th component,
$\hat{\mu}_{i}^{s o}(X)$, of the MLE of $\mu$ under the simple-order restriction. They assume that $X=\left(X_{1}, \ldots, X_{k}\right)$ has an elliptically symmetric density defined by (5.1) and show that, when $\Sigma$ is known and diagonal, this estimator universally dominates $X_{i}$ (with respect to the class of loss functions which are nondecreasing in $\left.\left|d-\mu_{i}\right|\right)$, for any parameter space $\Omega$ defined by inequalities among the components of $\mu$ when $\mu_{i}$ is a node. Clearly, the Lee-Kelly result for the normalmean problem with $\Omega=\left\{\mu \mid \mu_{1} \leq \ldots \leq \mu_{k}\right\}$ and known variances is a special case of this Hwang-Peddada result. It also implies, for the density (5.1) with known diagonal $\Sigma$, that $\hat{\mu}_{1}^{\mathrm{SO}}(X)=\min _{t \geq 1}\left(\sum_{i=1}^{t} X_{i} / \nu_{i}^{2} / \sum_{i=1}^{t} 1 / \nu_{i}^{2}\right)$ universally dominates $X_{1}$ when the $\mu_{i}$ are tree-ordered, but I do not know whether $\hat{\mu}_{1}^{\text {so }}$ and (5.4), the Brewster-Zidek (1974) (Kubokawa-Saleh, 1994) dominator of $X_{1}$ for the simple tree-ordered normal-mean problem, are comparable for squared-error loss. Hwang and Peddada (1994) also have results for the case where $\Sigma$ is not diagonal.

Remark 5.4. Hwang and Peddada (1994) state their results in terms of the isotonic regression estimator of $\mu$ with weights $w_{i}>0, i=1, \ldots, k$, with respect to the given ordering of the $\mu_{i}$. This estimator minimizes (see Chapter 8, Section 8.2), for $\mu \in \Omega, \sum_{i=1}^{k}\left(X_{i}-\mu_{i}\right)^{2} w_{i}$ and is thus the MLE of $\mu$ when $X$ has density (5.1) with diagonal known $\Sigma$ and the $w_{i}$ are the diagonal elements of $\Sigma^{-1}$.

Iliopoulos (2000) uses the Kubokawa and Saleh (1994) results to obtain a dominator for the MRE, $X_{2}-c$, based on $X_{2}$ alone of the middle one of three simply-ordered location parameters. Under the distributional assumptions of Kubokawa and Saleh (1994) and for a strictly convex loss function, he first finds a dominator $\mu_{\phi}\left(X_{2}, X_{3}\right)=X_{2}-\phi\left(X_{3}-X_{2}\right)$ for $X_{2}-c$ when $\mu_{2} \leq \mu_{3}$. Then he finds $\psi$ such that $\delta_{\psi}\left(X_{1}, X_{2}\right)=X_{2}-\psi\left(X_{1}-X_{2}\right)$ dominates $X_{2}-c$ when $\mu_{1} \leq \mu_{2}$. He then shows that $X_{2}-\psi\left(X_{1}-X_{2}\right)-\phi\left(X_{3}-X_{2}\right)+c$ dominates $X_{2}-c$ when the $\mu_{1} \leq \mu_{2} \leq \mu_{3}$. For the normal-mean case Ilioupoulos also gives numerical values for the percent risk improvement of his estimator relative to the unrestricted MRE of $\mu_{2}$. Some of these are presented in Chapter 7, Section 7.2.

Finally, another case of restrictions other than inequalities among the parameters. Let $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, 1\right), i=1, \ldots, k$ and $\Omega=\left\{\mu \mid \sum_{i=1}^{k} \mu_{i}^{2} \leq m^{2}\right\}$ for some known $m>0$ and let the loss be squared-error. Then the MLE of $\mu_{i}$ is given by

$$
\hat{\mu}_{i}= \begin{cases}X_{i} & \text { when }|X| \leq m \\ m X_{i} /|X| & \text { when }|X|>m\end{cases}
$$

where $|X|^{2}=\sum_{i=1}^{k} X_{i}^{2}$. Hwang and Peddada (1993) show, as a special case of a more general result, that $\hat{\mu}_{1}$ dominates $X_{1}$ when $m \leq 1$, but that for $m>1$ and large enough $k, \hat{\mu}_{1}$ fails to dominate $X_{1}$.

### 5.2 Scale parameter estimation with known $\nu$

In this section we present Lee-Kelly-like results when scale parameters are to be estimated and $\nu=\left(\nu_{1}, \ldots, \nu_{k}\right)$ is known.

Misra and Dhariyal (1995) consider the case where the $X_{i, j}$ are $\mathcal{U}\left(0, \mu_{i}\right)$ with $0<\mu_{1} \leq \ldots \leq \mu_{k}$ and scale-invariant squared-error loss. Let, for $i=1, \ldots, k$, $Y_{i}=\max _{1 \leq j \leq n_{i}} X_{i, j}, Y_{i}^{*}=\max \left(Y_{1}, \ldots, Y_{i}\right)$ and $Y=\left(Y_{1}, \ldots, Y_{k}\right)$. Then $Y_{i}$ (the unrestricted MLE of $\mu_{i}$ ) is sufficient for $\mu_{i}, i=1, \ldots, k$ and the best (i.e., minimum-risk scale-equivariant estimator (MRE)) of $\mu_{i}$ based on $Y_{i}$ alone is $\left(n_{i}+2\right) Y_{i} /\left(n_{i}+1\right)$. This is, again, a case where the estimators $\delta_{i}(Y)$ of $\mu_{i}$ should satisfy an extra restriction, namely, that, for each $i=1, \ldots, k, \delta_{i}(Y) \geq Y_{i}$ with probability 1 for all $\mu \in \Omega$. The authors use Brewster and Zidek's (1974) first method to show that $\left(n_{i}+2\right) Y_{i} /\left(n_{i}+1\right)$ is inadmissible as an estimator of $\mu_{i}$ and is dominated by $\delta_{i}$, where

$$
\begin{align*}
& \delta_{1}(Y)=\min \left\{\frac{n_{1}+2}{n_{1}+1} Y_{1}, \frac{n+2}{n+1} Y_{k}^{*}\right\}  \tag{5.8}\\
& \delta_{i}(Y)=\max \left\{\frac{n_{i}+2}{n_{i}+1} Y_{i}, \frac{n+2}{n+1} Y_{i}^{*}\right\}, \quad i=2, \ldots, k,
\end{align*}
$$

with $n=\sum_{j=1}^{k} n_{j}$. More generally, they give dominators for estimators of the form $\hat{\mu}_{i, \phi_{i}}(Y)=Y_{1} \phi_{i}(Z)$, where $Z=\left(Y_{2} / Y_{1}, \ldots, Y_{k} / Y_{1}\right)$. But Lillo and Martín (2000) show, for $k=2$, that $\delta_{2}$ is inadmissible for squared-error loss as an estimator of $\mu_{2}$ and dominated by $\delta_{2}^{*}(Y)$ given by

$$
\delta_{2}^{*}(Y)=\left\{\begin{array}{c}
\delta_{2}(Y) \quad \text { when } Y_{2} \geq \frac{n+2}{n+1} \frac{n_{2}+1}{n_{2}+2} Y_{1} \\
\frac{n+2}{n+1} \frac{Y_{1}^{2}}{Y_{2}} \text { otherwise. }
\end{array}\right.
$$

It is not difficult to see that each of the estimators $\delta_{i}, i=1, \ldots, k$, as well as the estimator $\delta_{2}^{*}$ satisfy the extra restrictions with probability 1 for all $\mu \in \Omega$.

For this ordered uniform-scale-parameter problem with $k=2$ and squarederror loss, Joorel and Hooda (2002) show that $Y_{2}^{*}=\max \left(Y_{1}, Y_{2}\right)$, the MLE of $\mu_{2}$, dominates $Y_{2}$, the unrestricted MLE of $\mu_{2}$, while, for estimating $\mu_{1}$, they claim that the MLE is dominated by $Y_{1}$ not realizing that $Y_{1}$ is the MLE and not (as they say) $\min \left(Y_{1}, Y_{2}\right)$. These authors also consider estimators of $\mu_{1}$ of the form $\delta\left(Y_{1}, Y_{2}\right)=c Y_{1} I\left(Y_{1} \leq Y_{2}\right)+d Y_{1} I\left(Y_{1}>Y_{2}\right)$ and show that such an estimator dominates the unrestricted MLE (and thus the MLE) when

$$
1 \leq c \leq \frac{n+3}{n+1} \text { and } 4(n+1) /(2 n+1)-c \leq d \leq c
$$

or

$$
1 \leq c \leq \frac{n+3}{n+1} \text { and } c \leq d \leq \frac{4(n+1)}{2 n+1}-c
$$

They give similar results for estimating $\mu_{2}$.
Joorel and Hooda (2002) also give what they call "optimal estimators" of $\mu_{1}$ and $\mu_{2}$. For estimating $\mu_{1}$ these estimators are of the form $c \min \left(Y_{1}, Y_{2}\right)$ and they find that the MSE of this estimator is minimized for

$$
\begin{equation*}
c=\frac{n+2}{2 n+1}\left(\frac{2 n+1-\left(\mu_{1} / \mu_{2}\right)^{n}}{n+1-\left(\mu_{1} / \mu_{2}\right)^{n}}\right) . \tag{5.9}
\end{equation*}
$$

But this of course does not help, because this $c$ depends on the $\mu$ 's. In their 2005 (submitted) correction note they add the condition that $\mu_{1} / \mu_{2}$ is known and then of course the $c$ in (5.9) gives an optimal estimator of $\mu_{1}$ among those of the form $c \min \left(Y_{1}, Y_{2}\right)$. But there is another problem with this estimator of $\mu_{1}$ : it does not satisfy the "extra" restriction that $c \min \left(Y_{1}, Y_{2}\right)>Y_{1}$ with probability 1 for all $\mu \in \Omega$. Similar results for optimally estimating $\mu_{2}$ by $c \max \left(Y_{1}, Y_{2}\right)$ (again adding the condition that $\mu_{1} / \mu_{2}$ is known) give

$$
c=\frac{n+2}{2 n+1}\left(\frac{2 n+1+\left(\mu_{1} / \mu_{2}\right)^{n+1}}{n+1+\left(\mu_{1} / \mu_{2}\right)^{n+2}}\right) .
$$

This estimator does satisfy the condition of being larger than $Y_{2}$ with probability 1 for all $\mu \in \Omega$. But note that, when $\mu_{1} / \mu_{2}=r \in(0,1]$ is known, the problem is not anymore a problem in restricted-parameterspace estimation. In fact, there is only one unknown parameter, $\mu_{2}$ say, and $X_{1,1} / r, \ldots, X_{1, n} / r, X_{2,1}, \ldots, X_{2, n}$ are independent $\mathcal{U}\left(0, \mu_{2}\right)$ so that $(2 n+$ 2) $\max \left(Y_{1} / r, Y_{2}\right) /(2 n+1)$ has minimum-risk among scale-invariant estimators of $\mu_{2}$. Of course, the Joorel-Hooda estimator $c \max \left(Y_{1}, Y_{2}\right)$ is also scaleinvariant, but has a larger MSE because it minimizes the MSE over a smaller class of estimators.

Remark 5.5. In their 2005 (submitted) correction note, Joorel and Hooda correct most of the misprints in their 2002 paper. However, not all of the mistakes in their paper are corrected in that note. Their reasoning in their Section 3 that there does not exist a function of $\left(Y_{1}, Y_{2}\right)$ which is unbiased for estimating $\mu_{1}$ and $\mu_{2}$ is incorrect. They do not mention this in their correction note.

More results for this uniform scale parameter problem can be found in Fernández, Rueda and Salvador (1997). Their parameter space is defined by an arbitrary ordering among the $\mu_{i}$ which can (see (5.3)) be described by

$$
\Omega=\left\{\mu \mid \alpha_{i, j}\left(\mu_{i}-\mu_{j}\right) \leq 0,1 \leq i<j \leq k\right\}
$$

where the $\alpha_{i, j}$ are either 0 or 1 and $\alpha_{i, h}=\alpha_{h, j}=1$ for some $h$ with $i<h<j$ implies that $\alpha_{i, j}=1$. Let $L_{i}=\{i\} \cup\left\{j<i \mid \alpha_{j, i}=1\right\}$, then (see Chapter 8 , Section 8.2), the MLE of $\mu_{i}$ is $\hat{\mu}_{i}=\max _{j \in L_{i}} Y_{j}$. Fernández, Rueda
and Salvador then show that, when $L_{i} \neq i, \hat{\mu_{i}}$ universally dominates $Y_{i}$ (the unrestricted MLE of $\mu_{i}$ ) with respect to the class of loss functions which are nondecreasing in $\left|d-\mu_{i}\right|$. Note that, when $i=1, L_{i}=\{i\}$ and $\max _{j \in L_{i}} Y_{l}=Y_{1}$ so that for $i=1, \hat{\mu}_{1}=Y_{1}$. For the simple tree order, these authors also show that, depending on $k, c$ and the $n_{i}, c^{\prime} \hat{\mu}$ and $c^{\prime} Y$ can be noncomparable as estimators of $c^{\prime} \mu$.

Another scale-parameter problem is the case where the $X_{i, j}, j=1, \ldots, n_{i}$, have density

$$
f\left(x ; \mu_{i}\right)=\frac{1}{\mu_{i}} e^{-\left(x / \mu_{i}\right)}, \quad x>0, \mu_{i}>0, i=1, \ldots, k
$$

The sufficient statistic for $\mu_{i}$ is $X_{i}=\sum_{j=1}^{n_{i}} X_{i, j}$, its density is given by

$$
\begin{equation*}
\frac{1}{\Gamma\left(n_{i}\right) \mu_{i}^{n_{i}}} x^{n_{i}-1} e^{-x / \mu_{i}}, \quad x>0 \tag{5.10}
\end{equation*}
$$

the unrestricted MLE of $\mu_{i}$ is $\bar{X}_{i}=X_{i} / n_{i}$ and its MRE for scale-invariant squared-error loss based on $X_{i}$ alone is $X_{i} /\left(n_{i}+1\right)$. For the simple order, Vijayasree, Misra and Singh (1995) consider estimators of $\mu_{i}$ of the form $\hat{\mu}_{i, \phi_{i}}(X)=X_{i} \phi_{i}\left(Z_{i}\right)$, where, with $Z_{j, i}=X_{j} / X_{i}, j \neq i, i=1, \ldots, k$, $Z_{i}=\left(Z_{1, i}, \ldots, Z_{i-1, i}, Z_{i+1 ; i}, \ldots, Z_{k, i}\right)$. In the same way as for their location parameter results, they use Brewster-Zidek's (1974) first method to obtain explicit dominators of the of these estimators. They show, e.g., that

$$
\delta_{i}(X)=\left\{\begin{array}{l}
\min \left(\frac{X_{1}}{n_{1}+1}, \frac{\sum_{j=1}^{k} X_{j}}{1+p}\right) \text { when } i=1 \\
\max \left(\frac{X_{i}}{n_{i}+1}, \frac{\sum_{j=1}^{i} X_{i}}{1+p}\right) \text { when } i \geq 2
\end{array}\right.
$$

where $p=\sum_{j=1}^{k} n_{j}$, dominates $X_{i} /\left(n_{i}+1\right)$ as an estimator of $\mu_{i}$. These authors also give the following dominator of the MLE $\hat{\mu}_{i}$ of $\mu_{i}, i=1, \ldots, k-1$,

$$
\delta_{i}^{*}(X)=\left\{\begin{array}{l}
\min \left(\hat{\mu}_{1}, \frac{X_{1}}{1+p}\left(1+\sum_{j=2}^{k} Z_{j, 1}\right) \text { when } i=1\right. \\
\max \left(\hat{\mu}_{i}, \frac{X_{i}}{1+p}\left(1+\sum_{j=1}^{i-1} Z_{j, i}\right) \text { when } i=2, \ldots, k-1 .\right.
\end{array}\right.
$$

Kaur and Singh (1991) consider the special case where $k=2$ and $n_{1}=n_{2}=n$. They show that, for estimating $\mu_{i}, i=1,2$, the MLE of $\mu_{1}$ dominates $X_{1} / n$ and the MLE of $\mu_{2}$ dominates $X_{2} / n$ when $n \geq 2$. Further, Vijayasree and

Singh (1993) show, also for $k=2$, that $X_{1} / n_{1}$, as an estimator of $\mu_{1}$, is dominated by the so-called mixed estimator $\delta_{1, \alpha}(X)=\min \left(X_{1} / n_{1}, \alpha\left(X_{1} / n_{1}\right)+\right.$ $\left.(1-\alpha)\left(X_{2} / n_{2}\right)\right)$ when $\alpha_{1}=n_{1} /\left(n_{1}+n_{2}+1\right) \leq \alpha<1$. This mixed estimator is the MLE of $\mu_{1}$ when $\alpha=n_{1} /\left(n_{1}+n_{2}\right)$ and it equals $X_{1} / n_{1}$ when $\alpha=0$. This result implies that the MLE dominates $X_{1} / n_{1}$. For estimating $\mu_{2}$, the authors use the mixed estimator $\delta_{2, \alpha}(X)=\max \left(X_{2} / n_{2}, \alpha X_{1} / n_{1}+(1-\alpha) X_{2} / n_{2}\right)$ and show that, for $0<\alpha \leq n_{1}\left(2 n_{1}+n_{2}\right) /\left(\left(n_{1}+n_{2}\right)\left(n_{1}+n_{2}+1\right)\right)=\alpha_{2}, \delta_{2, \alpha}$ dominates $X_{2} / n_{2}$. This mixed estimator is the MLE of $\mu_{2}$ when $\alpha=n_{1} /\left(n_{1}+n_{2}\right)$ implying that the MLE dominates $X_{2} / n_{2}$. They further show that, for $\alpha^{*}=(1 / 2)-(1 / 2)^{2 n}\binom{2 n-1}{n}, \delta_{2, \alpha^{*}}$ dominates $\delta_{2, \alpha}$ for $\alpha \in\left[0, \alpha^{*}\right)$. These results imply, of course, that $\left(\delta_{1, \alpha}(X), \delta_{2, \alpha}(X)\right)$ as an estimators of $\left(\mu_{1}, \mu_{2}\right)$ dominates $\left(X_{1} / n_{1}, X_{2} / n_{2}\right)$ for the sum of the squared-error losses. But Vijayasree and Singh (1991) (a paper Vijayasree and Singh (1993) do not refer to) show that this domination of $\left(X_{1} / n_{1}, X_{2} / n_{2}\right)$ holds for all $\alpha \in(0,1)$. Vijayasree and Singh (1993) also give numerical comparisons of their estimators. Some of those results are presented in Chapter 7, Section 7.2.

Remark 5.6. Using the first method of Brewster and Zidek (1974) does not give a dominator for the MLE $\hat{\mu}_{k}$ of $\mu_{k}$ and it seems to be unknown whether it is admissible. Another unknown seems to be whether $\hat{\mu}_{k}$ and $X_{k} / n_{k}$ are comparable, except (as noted above from the results of Vijayasree and Singh (1993) and Kaur and Singh (1991)) for the case where $k=2$.

More results for $k=2$ for this gamma-scale problem, still with scale-invariant squared-error loss, can be found in Misra, Choudhary, Dhariyal and Kundu (2002). They note that Vijayasree, Misra and Singh's (1995) dominators being "non-smooth" might well be inadmissible and they, therefore, look for "smooth" dominators. The estimators they dominate are the MREs of $\mu_{1}$ and $\mu_{2}$. For estimating $\mu_{1}$ (with similar results for estimating $\mu_{2}$ ) they start with a class of non-smooth estimators of the form

$$
\phi_{1}(c, r, T)=\left\{\begin{array}{l}
\frac{X_{1}}{n_{1}+1} \text { if } Z \geq r \\
c X_{1} \quad \text { if } Z<r
\end{array}\right.
$$

where $T=\left(X_{1}, X_{2}\right), Z=X_{2} / X_{1}$ and $r$ and $c$ are fixed positive constants. Note that, for all $r>0, \phi_{1}\left(1 /\left(n_{1}+1\right), r, T\right)=X_{1} /\left(n_{1}+1\right)$, the MRE of $\mu_{1}$. The authors then study the risk function of $\phi_{1}(c, r, T)$ as a function of $c$ for fixed $r$ and find that, for each $r>0, \phi_{1}(c(r), r, T)$ dominates $X_{1} /\left(n_{1}+1\right)$, where

$$
c(r)=\frac{1}{n_{1}+1}\left(1-\frac{\int_{0}^{1} \frac{x^{n_{1}+n_{2}}}{(1+r x)^{n_{1}+n_{2}+2}} d x}{\int_{0}^{1} \frac{x^{n_{2}-1}}{(1+r x)^{n_{1}+n_{2}+2}} d x}\right)
$$

The authors then consider, for $0<r^{\prime}<r$, the class of (again non-smooth) estimators

$$
\phi_{2}\left(c, r^{\prime}, r, T\right)=\left\{\begin{array}{l}
\frac{X_{1}}{n_{1}+1} \text { if } Z \geq r \\
c(r) X_{1} \text { if } r^{\prime} \leq Z<r \\
c X_{1} \quad \text { if } Z<r^{\prime}
\end{array}\right.
$$

and show that $\phi_{1}(c(r), r, T)$ is dominated by $\phi_{2}\left(c\left(r^{\prime}\right), r^{\prime}, r, T\right)$. Then, using Brewster and Zidek's (1974) third method, the authors select, for each $l=$ $1,2, \ldots$, a finite partition of $[0, \infty)$ represented by $0=r_{l, 0}<r_{l, 1}<\ldots, r_{l, N_{l}}=$ $\infty$ and a corresponding estimator defined by

$$
\phi_{l}(T)= \begin{cases}\frac{X_{1}}{n_{1}+1} & \text { when } Z \geq r_{l, N_{l}-1} \\ c\left(r_{l, N_{l}-1}\right) X_{1} & \text { when } r_{l, N_{l}-2} \leq Z<r_{l, N_{l}-1} \\ \vdots & \\ c\left(r_{l, 2}\right) X_{1} & \text { when } r_{l, 1} \leq Z<r_{l, 2} \\ c\left(r_{l, 1}\right) X_{1} & \text { when } Z<r_{l, 1}\end{cases}
$$

The authors then show that this sequence of estimators converges pointwise to $X_{1} c(S)$ provided

$$
\max _{j}\left|r_{l, j}-r_{l, j-1}\right| \rightarrow 0 \text { and } r_{l, N_{1}-1} \rightarrow \infty \text { as } l \rightarrow \infty
$$

In the final step of their proof they show that $X_{1} c(Z)$ dominates $X_{1} /\left(n_{1}+1\right)$. As a further property, the authors show that this dominator $X_{1} c(Z)$ is the first component of the Bayes estimator of $\left(\mu_{1}, \mu_{2}\right)$ with respect to the uniform prior for $\left(\log \mu_{1}, \log \mu_{2}\right)$ on $\left\{\mu \mid \mu_{1} \leq \mu_{2}\right\}$, i.e., the Pitman estimator. Misra, Choudhary, Dhariyal and Kundu (2002) also show that their dominator $X_{1} c(Z)$ of $X_{1} /\left(n_{1}+1\right)$ can be written in the form

$$
\begin{equation*}
\frac{X_{1}}{n_{1}+1} \frac{I_{n_{2}, n_{1}+1}\left(\frac{Z}{Z+1}\right)}{I_{n_{2}, n_{1}+2}\left(\frac{Z}{Z+1}\right)} \tag{5.11}
\end{equation*}
$$

where, for $\beta>0, \gamma>0$ and $0<x<1$,

$$
I_{\beta, \gamma}(x)=\frac{\Gamma(\beta+\gamma)}{\Gamma(\beta) \Gamma(\gamma)} \int_{0}^{x} y^{\beta-1}(1-y)^{\gamma-1} d y
$$

Then using the fact that, for positive $\gamma$ and $\beta$,

$$
\int_{0}^{x} \frac{y^{\beta-1}}{(1+y)^{\gamma+\beta}} d y=\frac{\Gamma(\beta) \Gamma(\gamma)}{\Gamma(\gamma+\beta)} I_{\beta, \gamma}\left(\frac{x}{x+1}\right)
$$

it follows that (5.11) can also be written in the form

$$
\frac{X_{1}}{n_{1}+n_{2}+1} \frac{\int_{0}^{Z} \frac{y^{n_{2}-1}}{(1+y)^{n_{1}+n_{2}+1}} d y}{\int_{0}^{Z} \frac{y^{n_{2}-1}}{(1+y)^{n_{1}+n_{2}+2}} d y}
$$

which is the dominator of $X_{1} /\left(n_{1}+1\right)$ of Kubokawa and Saleh (1994) for the same problem. This Kubokawa-Saleh dominator can be found on their page 50 , line -6 , where it is given for the (equivalent) case of scale parameters of $\chi^{2}$ distributions. So, the Misra, Choudhary, Dhariyal and Kundu (2002) dominator is not new, but the authors do not give any credit to Kubokawa-Saleh for this result. What is new in the Misra-Choudhari-Dhariyal-Kundu paper is that they show that Brewster-Zidek's (1974) third method applied to two ordered gamma-scale parameters and scale-invariant squared-error loss gives the generalized Bayes estimator with respect to the uniform distribution for $\left(\log \mu_{1}, \log \mu_{2}\right)$ for $\mu \in \Omega$, i.e. the Pitman estimator.

Misra, Choudhary, Dhariyal and Kundu's (2002) dominator of $X_{2} /\left(n_{2}+1\right)$ is given by

$$
\begin{equation*}
\frac{X_{2}}{n_{2}+1} \frac{I_{n_{2}+1, n_{1}}\left(\frac{Z}{Z+1}\right)}{I_{n_{2}+2, n_{1}}\left(\frac{Z}{Z+1}\right)} \tag{5.12}
\end{equation*}
$$

Misra, Choudhary, Dhariyal and Kundu (2002) do not say anything about the (in)admissibility of their dominators, but they present Monte-Carlo comparisons of their dominator with, for estimating $\mu_{1}$, the unrestricted MRE $X_{1} /\left(n_{1}+1\right)$, the (restricted) MLE and the Vijayasree, Misra and Singh (1995) dominator $\min \left(X_{1} /\left(n_{1}+1\right),\left(X_{1}+X_{2}\right) /\left(n_{1}+n_{2}+1\right)\right)$ for several values of $\left(n_{1}, n_{2}\right)$. These numerical results are presented and discussed in Chapter 7, Section 7.2.

Of course, the above gamma-scale results apply to the problem of estimating ordered normal variances with known means as well as with estimated means when $k \geq 2$ samples are available. Kushary and Cohen (1989) and Kourouklis (2000) have results for the problem in this normal-variance form when $k=2$, but Kourouklis (2000) does not refer to Kushary and Cohen (1989), nor does he refer to Vijayasree, Misra and Singh (1995).

Results for a very general scale problem can be found in Kubokawa and Saleh (1994). They have $X_{1}, \ldots, X_{k}$ independent with densities $f_{i}\left(x / \mu_{i}\right) / \mu_{i}, i=$ $1, \ldots, k, x>0$, with strict monotone likelihood ratio in $x$. The $\mu_{i}$ are simply-tree-ordered, $\mu_{1}$ is to be estimated and the loss function $L\left(d, \mu_{1}\right)=W\left(d / \mu_{1}\right)$, where $W$ is bowl-shaped and absolutely continuous with $W(1)=0$. They look
at a class of estimators of the form $\delta(X)=X_{1} \phi\left(X_{1} / X_{1}, \ldots, X_{k} / X_{1}\right)$ and give sufficient conditions on $\phi$ for $\delta(X)$ to dominate the MRE of $\mu_{1}$ based on $X_{1}$ alone. In one of their examples $\delta(X)$ is the generalized Bayes estimator of $\mu_{1}$ with respect to the prior $\left(d \mu_{1} / \mu_{1}\right)(d \mu / \mu) I\left(\mu>\mu_{1}\right) I\left(\mu_{1}=\ldots=\mu_{k}=\mu\right)$. For the particular case where $k=2$, some of the Kubokawa-Saleh (1994) results can also be found in Kubokawa (1994a). This last paper also contains results for the estimation of $\mu_{2}$. And, as already mentioned above, Misra, Choudhary, Dhariyal and Kundu (2002) show that, for $k=2$, this generalized Bayes estimator can be obtained by Brewster and Zidek's (1974) third method.

More results on scale-parameter estimation can be found in Hwang and Peddada (1994). They consider, for squared-error loss, the estimation of $\mu_{1}$ and of $\mu_{k}$ when $X_{i}, i=1, \ldots, k$ are independent with density (5.10). For the estimation of $\mu_{i}$ they use the $i$-th component $\hat{\mu}_{i}^{\text {so }}$ of the isotonic regression $\hat{\mu}^{s o}$ of $\mu$ with respect to the ordering $\mu_{1} \leq \ldots \leq \mu_{k}$ and with weights $n_{i}$. This isotonic regression estimator minimizes (see Chapter 8, Section 8.2) $\sum_{i=1}^{k}\left(X_{i} / n_{i}-\mu_{i}\right)^{2} n_{i}$ for $\mu \in \Omega$. The estimator $\hat{\mu}^{\text {so }}$ is, for this gamma-scale case, also its MLE for $\mu \in \Omega$. They show that $\hat{\mu}_{1}^{s o}$ universally dominates the unrestricted MLE based on $X_{1}$ alone, i.e., $X_{1} / n_{1}$, when $\Omega$ is such that $\mu_{i} \geq \mu_{1}$ for all $i=1, \ldots, k$. Further, they claim (in their Theorem 4.6, part ii)) that for general scale families $\hat{\mu}_{k}^{\text {so }}$ does not universally dominate $X_{k} / n_{k}$ when $\mu$ is such that $\mu_{i} \leq \mu_{k}$ for all $i=1, \ldots, k$. However, as Garren (2000) remarks, the Hwang-Peddada results are based on the assumption that the support of the $X_{i}$ as well as of the unrestricted estimator are either unbounded or else totally bounded. Further, it can easily be seen from Hwang and Peddada's proof of their Theorem 4.6, part ii), that their proof does not work for the case where independent $X_{i, j}, j=1, \ldots, n_{i}$, are $\mathcal{U}\left(0, \mu_{i}\right), i=1, \ldots, k$. For this case Fernández, Rueda and Salvador (1997) show (as already noted) that the MLE of $\mu_{k}$ universally dominates the unrestricted MLE and these authors remark that, therefore, the Hwang-Peddada result for general scale families is wrong. But this reasoning does not work, because Hwang and Peddada do not make any claims about the MLE. They only consider isotonic regression estimators, which for the gamma-scale case are the MLE, but not for the uniform-scale case. A similar remark holds for the results in Hwang-Peddada's Theorem 4.7 concerning the tree-ordered case.

To compare some of the above results, take the particular case where the $X_{i}$ are independent with density (5.10), $k=2, n_{1}=n_{2}=n$ and the loss is squared error. With $Z=X_{2} / X_{1}$, the dominators of $X_{1} /(n+1)$ as an estimator of $\mu_{1}$ become
$\delta_{1}(X)=\frac{X_{1}}{n+1} \min \left(1, \frac{2}{3}(Z+1)\right)$ for $n \geq 3$ by Kushary and Cohen (1989);
$\delta_{2}(X)=\frac{X_{1}}{n+1} \min \left(1, \frac{n+1}{2 n-1}(Z+1)\right) \quad$ by Kourouklis $(2000) ;$
$\delta_{3}(X)=\frac{X_{1}}{n+1} \min \left(1, \frac{n+1}{2 n+1}(Z+1)\right)\left\{\begin{array}{l}\text { by Kubokawa and Saleh (1994) }, \\ \text { by Kubokawa (1994a) } \\ \text { and } \\ \text { by Vijayasree, Misra } \\ \text { and Singh (1995); }\end{array}\right.$
and

$$
\delta_{4}(X)=\frac{X_{1}}{n+1}\left(1-\frac{\int_{0}^{1} \frac{x^{2 n}}{(1+Z x)^{2 n+2}} d x}{\int_{0}^{1} \frac{x^{n-1}}{(1+Z x)^{2 n+2}} d x}\right) \quad\left\{\begin{array}{l}
\text { by Kubokawa and Saleh } \\
(1994) \text { and } \\
\text { by Misra, Choudhary } \\
\text { Dhariyal and Kundu } \\
(2002)
\end{array}\right.
$$

Now, from Theorem 2.1(b) of Vijayasree, Misra and Singh (1995), we know that, when $P_{\theta}\left(X_{1} \phi\left(X_{2} / X_{1}\right)>\left(X_{1}+X_{2}\right) /(2 n+1)\right)>0$ for all $\theta_{1} \leq$ $\theta_{2}, X_{1} \phi\left(X_{2} / X_{1}\right)$ is dominated by $\min \left(X_{1} \phi\left(X_{2} / X_{1}\right),\left(X_{1}+X_{2}\right) /(2 n+1)\right)$. Using this result shows that $\delta_{3}$ dominates both $\delta_{1}$ and $\delta_{2}$. Further, by Kourouklis (2000), $\min \left(X_{1} \phi\left(X_{2} / X_{1}\right),\left(X_{1}+X_{2}\right) /(2 n-1)\right)$ is a dominator of $X_{1} \phi\left(X_{2} / X_{1}\right)$ when $P_{\theta}\left(X_{1} \phi\left(X_{2} / X_{1}\right) \neq\left(X_{1}+X_{2}\right) /(2 n+1)\right)>0$ for all $\theta_{1} \leq \theta_{2}$. From this result we see that $\delta_{2}$ dominates $\delta_{1}$ when $n \geq 6$, while $\delta_{1} \equiv \delta_{2}$ when $n=5$. (Note that Kourouklis (2000) claims that $\delta_{2}$ dominates $\delta_{1}$ for all $n \geq 3$ ). For dominators of $X_{1} / n$ for this gamma-distribution setting, the results of Kaur and Singh (1991) as well as those of Hwang and Peddada (1994) give $\min \left(X_{1} / n,\left(X_{1}+X_{2}\right) /(2 n)\right.$, which, by Vijayasree, Misra and Singh (1995), is dominated by $\min \left(X_{1} / n,\left(X_{1}+X_{2}\right) /(2 n+1)\right)$. Whether $\delta_{4}$ and/or $\delta_{5}$ dominate or are dominated by one or more of $\delta_{1}, \delta_{2}$ and $\delta_{3}$ seems to be unknown.

Still for the density (5.10), Chang and Shinozaki (2002) give, for $k=2$, conditions on $c_{1}$ and $c_{2}$ for $\sum_{i=1}^{2} c_{i} \hat{\mu}_{i}$ to dominate $\sum_{i=1}^{2} c_{i} X_{i} / n_{i}$, as well as conditions for $\sum_{i=1}^{2} c_{i} \hat{\mu}_{i}$ to dominate $\sum_{i=1}^{2} c_{i} X_{i} /\left(n_{i}+1\right)$ as estimators of $\sum_{i=1}^{2} c_{i} \mu_{i}$. The two special cases $c_{1}=0$ and $c_{2}=0$ each give results which overlap with some of the results of Kaur and Singh (1991).

Remark 5.7. Both Kushary and Cohen (1989) and Kourouklis (2000) assume that the shape parameters in their gamma distributions are integers when multiplied by 2. Further, Kaur and Singh (1991), Vijayasree and Singh (1993) and Vijayasree, Misra and Singh (1995) assume that these parameters are integers. However, only Kaur and Singh (1991) and Vijayasree and Singh (1993) make use of this assumption in their proofs.

### 5.3 Unknown $\nu$

We now look at results for the case where $\nu=\left(\nu_{1}, \ldots, \nu_{k}\right)$ is unknown and start with the following problem. Let $X_{i, 1}, \ldots, X_{i, n_{i}}, i=1, \ldots, k$ be independent with $X_{i, j} \sim \mathcal{N}\left(\mu, \nu_{i}^{2}\right)$. The parameter to be estimated is $\mu$ and for this problem Graybill and Deal (1959) propose the use of

$$
\hat{\mu}_{G D}(X)=\frac{\sum_{i=1}^{k}\left(n_{i} \bar{X}_{i}\right) / S_{i}^{2}}{\sum_{i=1}^{k} n_{i} / S_{i}^{2}},
$$

where $n_{i} \bar{X}_{i}=\sum_{j=1}^{n_{i}} X_{i, j}$ and the $S_{1}^{2}, \ldots, S_{k}^{2}$ are independent and independent of the $X_{i, j}$ with, for $i=1, \ldots, k, m_{i} S_{i}^{2} / \nu_{i}^{2} \sim \chi_{m_{i}}^{2}$ for some $m_{i} \geq 1$. Note that $\hat{\mu}_{G D}(X)$ can also be written in the form

$$
\hat{\mu}_{G D}(X)=\bar{X}_{1}+\sum_{i=2}^{k}\left(\bar{X}_{i}-\bar{X}_{1}\right) \phi_{i}=\bar{X}_{1}\left(1-\sum_{i=2}^{k} \phi_{i}\right)+\sum_{i=2}^{k} \bar{X}_{i} \phi_{i}
$$

where $\phi_{i}=n_{i} / S_{i}^{2} /\left(\sum_{j=1}^{k} n_{j} / S_{j}^{2}\right)$. Of course, one can take $\left(n_{i}-1\right) S_{i}^{2}=$ $\sum_{j=1}^{n_{i}}\left(X_{i, j}-\bar{X}_{i}\right)^{2}$. One then needs $n_{i} \geq 2$.

Now suppose that we know that, for some $k_{1} \in\{2, \ldots, k\}, 0<\nu_{1}^{2} \leq \nu_{i}^{2}$ for $i=2, \ldots, k_{1}$ and $\nu_{i}^{2}>0$ for $i=k_{1}+1, \ldots, k$. Then Sinha (1979) shows that, when $n_{i}=n, i=1, \ldots, k, \hat{\mu}_{G D}$ is, on this restricted parameter space, inadmissible as an estimator of $\mu$ for the loss function $L(d, \mu)=W(d-\mu)$ with $W(y)=W(-y)$ for all $y, W(y)$ strictly increasing and $\int_{0}^{\infty} W(c y) \phi(y) d y<\infty$ for all $c>0$ and he gives the following dominator

$$
\hat{\mu}_{S}(X)=\bar{X}_{1}\left(1-\sum_{i=k_{1}+1}^{k} \phi_{i}-\sum_{i=2}^{k_{1}} \phi_{i}^{*}\right)+\sum_{i=k_{1}+1}^{k} \bar{X}_{i} \phi_{i}+\sum_{i=2}^{k_{1}} \bar{X}_{i} \phi_{i}^{*}
$$

where $\phi_{i}^{*}=\min \left(\phi_{i}, 1 / 2\right)$.
For $k=2$ this dominator becomes

$$
\left\{\begin{array}{l}
\hat{\mu}_{G D}(X) \text { when } S_{1}^{2} \leq S_{2}^{2} \\
\frac{\bar{X}_{1}+\bar{X}_{2}}{2} \text { when } S_{1}^{2}>S_{2}^{2}
\end{array}\right.
$$

For the particular case where $k=2$, Elfessi and Pal (1992) show that the Graybill-Deal estimator is universally inadmissible and give two dominators, one for equal sample sizes and one for possibly unequal ones. Their estimator for equal sample sizes is

$$
\left\{\begin{array}{c}
\hat{\mu}_{G D}(X) \quad \text { when } S_{1}^{2} \leq S_{2}^{2} \\
\frac{S_{1}^{2} \bar{X}_{1}+S_{2}^{2} \bar{X}_{2}}{S_{1}^{2}+S_{2}^{2}} \text { when } S_{1}^{2}>S_{2}^{2},
\end{array}\right.
$$

which is not Sinha's dominator for $k=2$ (and $n_{1}=n_{2}$ ). For the case when the sample sizes are not necessarily equal, Elfessi and Pal give the dominator

$$
\left\{\begin{array}{c}
\hat{\mu}_{G D}(X) \quad \text { when } S_{1}^{2} \leq S_{2}^{2} \\
\frac{n_{1} \bar{X}_{1}+n_{2} \bar{X}_{2}}{n_{2}+n_{2}} \text { when } S_{1}^{2}>S_{2}^{2}
\end{array}\right.
$$

which is, when $n_{1}=n_{2}$, Sinha's dominator.
Further results on this problem can be found in Misra and van der Meulen (2005). They consider the case where, for some $k_{1} \in\{2, \ldots, k\}, 0<\nu_{1} \leq$ $\ldots \leq \nu_{k_{1}}$ and $\nu_{i}>0$ for $i=k_{1}+1, \ldots, k$. They show that the Graybill-Deal estimator is, for their restricted parameter space, universally inadmissible and give a dominator. This dominator is obtained by replacing, in the GraybillDeal estimator, $1 / S_{i}^{2}$ by $V_{k_{1}-i+1}$ for $i=1, \ldots, k_{1}$, where $V_{1} \leq \ldots \leq V_{k_{1}}$ is a "monotonized version" of $1 / S_{k_{1}}^{2}, \ldots, 1 / S_{1}^{2}$. Specifically, the authors took $\left(V_{1}, \ldots, V_{k_{1}}\right)$ to be the minimizer, in $\tau_{1}, \ldots, \tau_{k_{1}}$, of

$$
\sum_{i=1}^{k_{1}} n_{k_{1}-i+1}\left(\frac{1}{S_{k_{1}-i+1}^{2}}-\tau_{i}\right)^{2}
$$

under the restriction $\tau_{1} \leq \ldots \leq \tau_{k_{1}}$. Or, to say it another way, $\left(V_{1}, \ldots, V_{k_{1}}\right)$ is the isotonic regression of $\left(1 / S_{k_{1}}^{2}, \ldots, 1 / S_{1}^{2}\right)$ with weights $n_{k_{1}}, \ldots, n_{1}$ and (see, e.g., Barlow, Bartholomew, Bremner and Brunk, 1972, p. 19; or Robertson, Wright and Dykstra, 1988, p. 24; or Chapter 8, Section 8.2) is given by

$$
V_{i}=\min _{i \leq t \leq k_{1}} \max _{1 \leq s \leq i} \frac{\sum_{r=s}^{t} \frac{n_{k_{1}-r+1}}{S_{k_{1}-r+1}^{2}}}{\sum_{r=s}^{t} n_{k_{1}-r+1}}, \quad i=1, \ldots, k_{1}
$$

For $k=2$ and $n_{1}=n_{2}$, this Misra-van der Meulen dominator coincides with the Sinha (1979) dominator and thus with the dominator Elfessi and Pal proposed for possibly unequal sample sizes. Further, for the particular case where $k_{1}=k$, the Misra-van der Meulen (2005) results can also be found in Misra and van der Meulen (1997).

Elfessi and Pal (1992), Misra and van der Meulen (1997) and Misra and van der Meulen (2005) also show that their universal dominators of the GraybillDeal estimator dominate it by the Pitman closeness criterion.

Finally, on this Graybill-Deal problem, some earlier results on this problem can be found in Mehta and Gurland (1969). They compare, for $k=2$ and equal sample sizes, three generalizations of the Graybill-Deal estimator for $\Omega=\left\{\left(\mu, \nu_{1}^{2}, \nu_{2}^{2}\right) \mid-\infty<\mu<\infty, \nu_{1}^{2} \geq \nu_{2}^{2}\right\}$ as well as for
$\Omega=\left\{\left(\mu, \nu_{1}^{2}, \nu_{2}^{2}\right) \mid-\infty<\mu<\infty, \nu_{1}^{2} \leq \nu_{2}^{2}\right\}$. These estimators are of the form $\varphi(F) \bar{X}_{1}+(1-\varphi(F)) \bar{X}_{2}$, where $F=S_{2}^{2} / S_{1}^{2}$.

Another example where order restrictions on the nuisance parameters make it possible to improve on the estimation of the parameter of interest can be found in Gupta and Singh (1992). They study the case where $X_{i, j} \sim^{\text {ind }}$ $\mathcal{N}\left(\mu_{i}, \nu^{2}\right), j=1, \ldots, n_{i}, i=1,2$. The paramter of interest is $\nu$ and the nuissance parameters $\mu_{i}$ satisfy $\mu_{1} \leq \mu_{2}$. The MLE of $\nu$ is given by

$$
\hat{\nu}=\hat{\sigma}^{2}+\frac{n_{1} n_{2}}{\left(n_{1}+n_{2}\right)^{2}}\left(\bar{X}_{1}-\bar{X}_{2}\right)^{2} I\left(\bar{X}_{1}>\bar{X}_{2}\right)
$$

where $\bar{X}_{i}=\sum_{j=1}^{k} X_{i, j} / n_{i}, i=1,2$ and $\hat{\sigma}^{2}$ is the unrestricted MLE of $\nu$. They show that, for squared-error loss, $\hat{\nu}$ dominates $\hat{\sigma}^{2}$.

That using restrictions on the nuissance parameters does not necessarily lead to improved properties of estimators of the parameters of interest is shown by results of Singh, Gupta and Misra (1993). They consider a sample $X_{1}, \ldots, X_{n}$ from a population with density $e^{-(x-\mu) / \nu}, x>\mu$ and estimate $\mu$ as well as $\nu$ under the restriction $\mu \leq c$ for a known $c$ and squared-error loss. When estimating $\nu$ when $\mu$ is unknown they find that the unrestricted best (i.e., minimum-risk) affine-equivariant estimator ( $\hat{\nu}_{1}$, say) and the unrestricted MLE ( $\hat{\nu}_{2}$, say) are equal. They further show that the restricted MLE ( $\hat{\nu}_{3}$, say) and $\hat{\nu}_{1}\left(=\hat{\nu}_{2}\right)$ have the same risk function. So, by the MSE criterion, these three estimators are equivalent and using the information that $\mu \leq c$ in MLE estimation of $\nu$ does not improve on the unrestricted MLE ( $=$ unrestricted best affine-equivariant).

We now present results on estimating location or scale parameters for $k$ ( $k \geq 2$ ) exponential distributions when all parameters are unknown. Let $X_{i, 1}, \ldots, X_{i, n_{i}}$ be independent with density

$$
\frac{1}{\nu_{i}} e^{-\left(x-\mu_{i}\right) / \nu_{i}} \quad x>\mu_{i}, i=1, \ldots, k .
$$

Then the sufficient statistic for $\left(\mu_{i}, \nu_{i}\right)$ based on $\left(X_{i}, T_{i}\right)$ is $\left(X_{i}, T_{i}\right)$, with $X_{i}=\min _{j=1, \ldots, n_{i}} X_{i, j}$ and $T_{i}=\sum_{i=1}^{n_{i}}\left(X_{i, j}-X_{i}\right)$. The best location-scale equivariant estimator of $\mu_{i}$ based on $\left(X_{i}, T_{i}\right)$ is $\delta_{i}^{o}\left(X_{i}\right)=X_{i}-\left(T_{i} / n_{i}^{2}\right)$, while the one of $\nu_{i}$ is $T_{i} / n_{i}$ and this last estimator is also the unrestricted MLE of $\nu_{i}$. Further (see Chapter 8, Section 8.2), when $\nu_{1} \leq \ldots \leq \nu_{k}$, the MLE of $\nu_{i}$ is given by

$$
\begin{equation*}
\hat{\nu}_{M L E, i}(X)=\min _{t \geq i} \max _{s \leq i} \frac{\sum_{r=s}^{t} T_{r}}{\sum_{r=s}^{t} n_{r}} \quad i=1, \ldots, k \tag{5.13}
\end{equation*}
$$

and the MLE of $\mu_{i}$ under the restriction $\mu_{1} \leq \ldots \leq \mu_{k}$ is $\hat{\mu}_{M L E, i}(X)=$ $\min \left(X_{i}, \ldots, X_{k}\right)$. Vijayasree, Misra and Singh (1995), Singh, Gupta and Misra
(1993), Pal and Kushary (1992), as well as Parsian and Sanjari Farsipour (1997) obtain results for the estimation of $\mu_{i}$ and/or $\nu_{i}$ when restrictions are imposed on either the $\mu_{i}$ or the $\nu_{i}$ and all these parameters are unknown. The estimators for which they obtain dominators are (mostly) the best (for their loss function) affine-equivariant ones and the MLEs based on ( $X_{i}, T_{i}$ ) alone. The latter three papers all have $k=2$, the first three use squared-error loss while the last one uses linex loss.

As an example of this set of results, let the $\mu_{i}$ be simply ordered with the $\nu_{i}$ unknown and unrestricted. Then, when $k=2$ and the loss is squared-error, $\delta_{1}^{0}\left(X_{1}\right)=X_{1}-\left(T_{1} / n_{1}^{2}\right)$ is an inadmissible estimator of $\mu_{1}$ and it is dominated by

$$
\min \left(X_{1}-T_{1} / n_{1}^{2}, \hat{\mu}_{M L E, 1}\right) \text { by Vijayasree, Misra and Singh (1995) }
$$

by
$\left\{\begin{array}{c}X_{1}-\frac{T_{1}}{n_{1}^{2}} \quad \text { when } X_{1} \leq X_{2} \\ X_{2}-\frac{1}{n_{2}^{2}} \sum_{j=1}^{n_{1}}\left(X_{1, j}-X_{2}\right) \text { when } X_{1}>X_{2} \quad \text { by Singh, Gupta and Misra (1993) }\end{array}\right.$
and by

$$
\left\{\begin{array}{c}
X_{1}-\frac{T_{1}}{n_{i}^{2}} \text { when } X_{1}-X_{2} \leq\left(T_{1} / n_{1}^{2}\right) \\
X_{2} \text { when } X_{1}-X_{2}>\left(T_{1} / n_{1}^{2}\right) \quad \text { by Pal and Kushary (1992). }
\end{array}\right.
$$

Pal and Kushary (1992) also look at the case where $\nu_{1}=\nu_{2}=\nu$ is unknown and $\mu_{1} \leq \mu_{2}$. They dominate, for $i=1,2$, the estimator

$$
\hat{\mu}_{i, c}=X_{i}-\frac{T_{1}+T_{2}}{n_{1}\left(n_{1}+n_{2}-1\right)},
$$

which is the minimum-risk-equivariant estimator for estimating $\mu_{i}$ when $\mu_{i} \leq \mu_{2}$ and $\nu_{1}=\nu_{2}$ based on ( $X_{i}, T_{1}, T_{2}$ ). For $i=2$, an example of these dominators is given by

$$
\left\{\begin{array}{l}
\left(X_{2}-\frac{T_{1}+T_{2}}{n_{2}\left(n_{1}+n_{2}-1\right)}\right) \text { when } X_{2}-X_{1} \geq \beta\left(T_{1}+T_{2}\right) \\
\left(X_{1}-\frac{\gamma\left(T_{1}+T_{2}\right)}{n_{2}\left(n_{1}+n_{2}-1\right)}\right) \text { when } X_{2}-X_{1}<\beta\left(T_{1}+T_{2}\right)
\end{array}\right.
$$

where $\beta=\left(n_{1}-n_{2} \gamma\right) /\left(n_{1} n_{2}\left(n_{1}+n_{2}-1\right)\right)>0$. This dominator does not satisfy the condition that it is less than or equal to $X_{2}$ with probabilty 1 for all $\theta \in \Omega$.

Further, by Parsian and Sanjari Farsipour (1997), the best location-equivariant estimator of $\mu_{1}$ based on $\left(X_{1}, T_{1}\right)$ alone is given by (see Parsian, Sanjari Farsipour and Nematollahi, 1993)

$$
X_{1}-\frac{1}{a}\left(\left(\frac{n_{1}}{n_{1}-a}\right)^{\left(1 / n_{1}\right)}-1\right) T_{1}
$$

when the loss function $L\left(d,\left(\mu_{1}, \nu_{1}\right)\right)=e^{a\left(d-\mu_{1}\right) / \nu_{1}}-a\left(d-\mu_{1}\right) / \nu_{1}-1$ is used and $a<n_{1}, a \neq 0$. This estimator is, when $k=2$ and $\mu_{1} \leq \mu_{2}$, dominated by

$$
\hat{\mu}_{M L E, 1}(X)-\frac{1}{a}\left(\left(\frac{n_{1}}{n_{1}-a}\right)^{\left(1 / n_{1}\right)}-1\right) \sum_{j=1}^{2}\left(X_{1, j}-\hat{\mu}_{M L E, 1}(X)\right) .
$$

Results for this exponential location-scale case for estimating $\nu_{i}$ when $\nu_{1} \leq$ $\ldots \leq \nu_{k}$ can be found in Vijayasree, Misra and Singh (1995), while both Parsian and Sanjari Farsipour (1997) (for linex loss) and Singh, Gupta and Misra (1993) (for squared-error loss) look at estimating $\nu_{i}$ when $k=2$ and $\mu_{1} \leq \mu_{2}$. Singh, Gupta and Misra(1993) also use Pitman closeness to compare their estimators and give several examples where a Pitman-closeness comparison of two estimators does not agree with their MSE comparison. For instance, the MLE of $\nu_{1}$ dominates its unrestricted version by Pitman closeness, but these two estimators are MSE-equivalent. They also have a reversal: for their two MSE-dominators, say, $\delta_{1}$ and $\delta_{2}$, of the MLE of $\nu_{1}$, the MLE dominates $\delta_{1}$ as well as $\delta_{2}$ by Pitman closeness. The authors call this non-agreement "paradoxical", but (as noted in Chapter 2) it is known that such reversals occur. Similar results are obtained by Sanjari Farsipour (2002). She looks at the domination results of Parsian and Sanjari Farsipour (1997) and presents pairs of estimators ( $\delta_{1}, \delta_{2}$ ) for which $\delta_{1}$ dominates $\delta_{2}$ by the linex loss function, while by Pitman closeness they are either non-comparable or $\delta_{2}$ dominates $\delta_{1}$.

Also, still for this exponential location-scale case, the related problems of estimating ( $\mu_{1}, \mu_{2}$ ) under the restriction $\mu_{1} \leq \mu_{2}$ and under the restriction $\nu_{1} / n_{1} \leq \nu_{2} / n_{2}$ are treated by Jin and Pal (1991). They find dominators for the best location-scale-equivariant estimator $\left(\delta_{1}^{o}, \delta_{2}^{o}\right)$. They show, e.g., that, for $0<\alpha \leq 1 / 2$, the mixed estimator

$$
\begin{equation*}
\left(\delta_{1, \alpha}, \delta_{2, \alpha}\right)=\left(\min \left(\delta_{1}^{o}, \alpha \delta_{1}^{o}+(1-\alpha) \delta_{2}^{o}\right), \max \left(\delta_{2}^{o},(1-\alpha) \delta_{1}^{o}+\alpha \delta_{2}^{o}\right)\right) \tag{5.14}
\end{equation*}
$$

dominates $\left(\delta_{1}^{o}, \delta_{2}^{o}\right)$ when $\mu_{1} \leq \mu_{2}$, while

$$
\left(X_{1}-\psi_{1, \alpha}\left(T_{1}, T_{2}\right), X_{2}-\psi_{2, \alpha}\left(T_{1}, T_{2}\right)\right)
$$

dominates $\left(\delta_{1}^{o}, \delta_{2}^{o}\right)$ when $\nu_{1} / n_{1} \leq \nu_{2} / n_{2}$, where

$$
\psi_{1, \alpha}\left(T_{1}, T_{2}\right)=\min \left(\frac{T_{1}}{n_{1}^{2}}, \alpha \frac{T_{1}}{n_{1}^{2}}+(1-\alpha) \frac{T_{2}}{n_{2}^{2}}\right)
$$

$$
\psi_{2, \alpha}\left(T_{1}, T_{2}\right)=\max \left(\frac{T_{2}}{n_{2}^{2}},(1-\alpha) \frac{T_{1}}{n_{1}^{2}}+\alpha \frac{T_{2}}{n_{2}^{2}}\right) .
$$

Note that the estimator $\max \left(\delta_{2}^{o},(1-\alpha) \delta_{2}^{o}\right)$ of $\mu_{2}$ does not satisfy the condition that it is, with probability 1 for all $\left(\mu_{1}, \mu_{2}, \nu_{1}, \nu_{2}\right)$ with $\mu_{1} \leq \mu_{2}$, less than $X_{2}$.

Jin and Pal (1991) also have estimators of $\left(\mu_{1}, \mu_{2}\right)$ for the case where $\Omega=\left\{\left(\mu_{1}, \mu_{2}, \nu_{1}, \nu_{2}\right) \mid \mu_{1} \leq \mu_{2}, \nu_{1} \leq \nu_{2}\right\}$ as well as for the case where $\Omega=\left\{\left(\mu_{1}, \mu_{2}, \nu_{1}, \nu_{2}\right) \mid \mu_{1} \leq \mu_{2}, \nu_{2} \leq \nu_{1}\right\}$. Here again, their estimators of $\mu_{2}$ do not satisfy the condition that they are less than $X_{2}$ with probability 1 for all $\mu \in \Omega$.

The results of Jin and Pal (1991) are related to those of Misra and Singh (1994). Each set of authors estimates, for $k=2$, ordered location parameters of exponential distributions and uses mixed estimators for dominators. These dominators are mixtures of best unrestricted location-scale-equivariant estimators. The difference between the two sets of results is that Misra and Singh have known scale parameters, while Jin and Pal's are unknown. A further difference is that Misra and Singh are interested in the component problem while Jin and Pal are interested in the vector problem. Misra and Singh (1994) do not refer to Jin and Pal (1991).

For Jin and Pal's numerical results, comparing their dominators with $\left(\delta_{1}^{o}, \delta_{2}^{o}\right)$, see Chapter 7, Section 7.2.

Results on estimating the ratio of the squares of two ordered scale parameters can be found in Kubokawa (1994a). He considers a very general setting of four independent random variables, $S_{1}, S_{2}, T_{1}, T_{2}$, where $S_{i} / \nu_{i}, i=1,2$, have a known distribution, whereas the distributions of $T_{i} / \nu_{i}^{2}, i=1,2$, contain a nuissance parameter. He considers the question of whether an estimator of $\theta=\nu_{2}^{2} / \nu_{1}^{2}$ based on $\left(S_{1}, S_{2}\right)$ can, for scale-invariant squared-error loss be improved upon by an estimator based on ( $S_{1}, S_{2}, T_{1}, T_{2}$ ). He looks at this question for the unrestricted case, for the case where $\theta \geq 1$ and for the case where $\theta \leq 1$. For the case where $\theta \geq 1$, e.g., he starts out with estimators of the form $\delta_{\varphi}\left(S_{1}, S_{2}\right)=\varphi\left(S_{2} / S_{1}\right) S_{2} / S_{1}$ and improves upon them by estimators of the form

$$
\delta_{\varphi, \psi}\left(S_{1}, S_{2}, T_{2}\right)=\left\{\begin{array}{cc}
\left(\varphi\left(\frac{S_{2}}{S_{1}}\right)+\psi\left(\frac{T_{2}}{S_{2}}\right)\right) \frac{S_{2}}{S_{1}} & \text { when } T_{2}>0  \tag{5.15}\\
\varphi\left(\frac{S_{2}}{S_{1}}\right) \frac{S_{2}}{S_{1}} & \text { when } T_{2} \leq 0
\end{array}\right.
$$

One of the functions $\varphi$ satisfying his conditions satisfies $\varphi(y) \geq 1 / y, y>0$ which guarantees that $\delta_{\phi}$ is in $\mathcal{D}$. However, it is not clear to me that there exist $(\varphi, \psi)$ such that $\delta_{\varphi, \psi}$ is in $\mathcal{D}$ and Kubokawa does not say anything about this
question. But in a personal communication to me, he states that, in general, his estimators (5.15) are not in $\mathcal{D}$. Further, and more importantly, it seems to me that the functions $\psi$ he gives below his Theorem 3.2 do not satisfy the conditions of this theorem.

Finally in this section, we look at some results on estimating the smallest variance among $k=2$ variances based on $Y_{i, j} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}\right), j=1, \ldots, n_{i}$, $i=1,2$ with the $\mu_{i}$ as well as the $\nu_{i}$ unknown, $\nu_{1} \leq \nu_{2}$ and scale-invariant squared-error loss. Let $\bar{Y}_{i}=\sum_{j=1}^{n_{i}} Y_{i, j} / n_{i}$ and $X_{i}=\sum_{i=1}^{n_{i}}\left(Y_{i, j}-\bar{Y}_{i}\right)^{2}, n_{i}>1$, $i=1,2$. We already saw, in Chapter 5, Section 5.2, that $\delta\left(X_{1}\right)=X_{1} /\left(n_{1}+\right.$ 1) is the MRE of $\nu_{1}$ based on $X_{1}$ alone and several dominators based on $\left(X_{1}, X_{2}\right)$ were presented there - mostly in the form of estimating ordered scale parameters of gamma distributions. Ghosh and Sarkar (1994) note that $\delta\left(X_{1}\right)$ can be improved upon by several estimators based on $\left(X_{1}, W\right)$ of the form $(1-\phi(W)) X_{1} /\left(n_{1}+1\right)$, where $W=n_{1} \bar{Y}_{1}^{2} / X_{1}$ and they give the following examples of such dominators:

1) Stein (1964, p. 157) has, essentially, a model with $S / \theta \sim \chi_{N}^{2}, T=\sum_{j=1}^{k} V_{j}^{2}$ where $V_{j} \sim^{\text {ind }} \mathcal{N}\left(\eta_{j}, \theta\right), j=1, \ldots, k$ and $S$ and $T$ independent. Stein shows, e.g., that for estimating $\theta$ in this setting

$$
\min \left(\frac{S}{N+2}, \frac{S+T}{N+k+2}\right)
$$

dominates $S /(N+2)$. Using this result of Stein in the Ghosh-Sarkar setting with $N=n_{1}-1, k=1, S=X_{1}$ and $T=n_{1} \bar{Y}_{1}^{2}$, Stein's conditions are satisfied and his result gives that

$$
\min \left(\frac{X_{1}}{n_{1}+1}, \frac{X_{1}+n_{1} \bar{Y}_{1}^{2}}{n_{1}+2}\right)
$$

dominates $X_{1} /\left(n_{1}+1\right)$. Note that, with $W=n_{1} \bar{Y}_{1}^{2} / X_{1}$, this dominator can be written in the form $(1-\phi(W)) X_{1} /\left(n_{1}+1\right)$ by taking

$$
\phi(w)=\max \left(0, \frac{1-\left(n_{1}+1\right) w}{n_{1}+2}\right)
$$

the form used by Ghosh and Sarkar (1994, formula (2.4));
2) Strawderman (1974) has the Ghosh and Sarkar (1994) model with $k=1$ and considers a class of estimators of $\nu_{1}^{\alpha}$ based on $\left(X_{1}, \bar{Y}_{1}\right)$. For $\alpha=1$ these estimators are of the form (see Strawderman, 1974, formula (2.1))

$$
\psi\left(\frac{X_{1}}{X_{1}+n_{1} \bar{Y}_{1}^{2}}\right)\left(X_{1}+n_{1} \bar{Y}_{1}^{2}\right)
$$

and he shows, e.g., that this estimator with

$$
\psi(u)=\frac{u}{n_{1}+1}\left(1-\varepsilon(u) u^{\delta}\right)
$$

dominates $X_{1} /\left(n_{1}+1\right)$ as an estimator of $\nu_{1}$ provided $\varepsilon(u)$ is non-decreasing and $0 \leq \varepsilon(u) \leq D(\delta)$, where $D(\delta)$ is defined in Strawderman (1974, formula (2.4)). Ghosh and Sarkar (1994) take the special case where $\delta=1$ and $\varepsilon(u)=\varepsilon>0$. This gives (see Ghosh and Sarkar, 1994, formula (2.5))

$$
\frac{X_{1}}{n_{1}+1}\left(1-\frac{\varepsilon X_{1}}{X_{1}+n_{1} \bar{Y}_{1}^{2}}\right) \quad 0<\varepsilon \leq \frac{4\left(n_{1}+6\right)}{\left(n_{1}+2\right)\left(n_{1}+3\right)\left(n_{1}+5\right)}
$$

as a dominator of $X_{1} /\left(n_{1}+1\right)$ for estimating $\nu_{1}$. Note that this dominator can also be written in the form $(1-\phi(W)) X_{1} /\left(n_{1}+1\right)$ with

$$
\begin{equation*}
\phi(w)=\frac{\varepsilon}{1+w} \quad 0<\varepsilon \leq \frac{4\left(n_{1}+6\right)}{\left(n_{1}+2\right)\left(n_{1}+3\right)\left(n_{1}+5\right)} ; \tag{5.16}
\end{equation*}
$$

3) Kubokawa (1994b) gives, as a special case of more general results, a class of dominators of $X_{1} /\left(n_{1}+1\right)$ based on $\left(X_{1}, \bar{Y}_{1}\right)$ for the Ghosh-Sarkar model with $k=1$. These estimators are of the form $(1-\phi(W)) X_{1} /\left(n_{1}+1\right)$ with $\phi$ any continuously differentiable function satisfying

$$
0<\phi(w) \leq 1-\frac{\mathcal{E}\left(F_{1}\left(w \chi_{n_{1}+1}^{2}\right)\right)}{\mathcal{E}\left(F_{1}\left(w \chi_{n_{1}+}^{2}\right)\right)}
$$

where $F_{1}$ is the distribution function of a $\chi^{2}$ random variable with 1 degree of freedom. This Kubokawa class of dominators contains the generalized Bayes estimators of Brewster and Zidek (1974, Theorem 2.1.4).

The above dominators of $X_{1} /\left(n_{1}+1\right)$ as an estimator of $\nu_{1}$ are all based on $\left(X_{1}, W\right)$ only, i.e., on the first sample only. Ghosh and Sarkar (1994) mention several estimators based on $\left(X_{1}, V\right)$, with $V=X_{2} / X_{1}$, which dominate $X_{1} /\left(n_{1}+1\right)$ on $\Omega=\left\{\left(\mu_{1}, \mu_{2}, \nu_{1}, \nu_{2}\right) \mid \nu_{1} \leq \nu_{2}\right\}$. These dominators are of the form $(1-\phi(V)) X_{1} /\left(n_{1}+1\right)$ and an example of this class is the class of Strawderman-type dominators of Mathew, Sinha and Sutradhar (1992) with

$$
\begin{equation*}
\phi(v)=\frac{\varepsilon}{1+v} \quad 0<\varepsilon \leq \frac{4\left(n_{2}-1\right)}{\left(n_{1}+3\right)\left(n_{1}+n_{2}\right)} \tag{5.17}
\end{equation*}
$$

Ghosh and Sarkar show that this result can be strengthened to

$$
\begin{equation*}
0<\varepsilon \leq \min \left(1, \frac{4\left(n_{2}-1\right)\left(n_{1}+n_{2}+4\right)}{\left(n_{1}+3\right)\left(n_{1}+5\right)\left(n_{1}+n_{2}\right)}\right) \tag{5.18}
\end{equation*}
$$

They also give the following class of dominators of $(1-\phi(V)) X_{1} /\left(n_{1}+1\right)$ based on ( $X_{1}, W, V$ )

$$
\begin{equation*}
\min \left(1-\phi(V), \frac{\left(n_{1}+1\right)(1+W+V)}{n_{1}+n_{2}+1}\right) \frac{X_{1}}{n_{1}+1} \tag{5.19}
\end{equation*}
$$

and the following class of estimators, also based on $\left(X_{1}, W, V\right)$, dominating $(1-\phi(W)) X_{1} /\left(n_{1}+1\right)$

$$
\begin{equation*}
\min \left(1-\phi(W), \frac{\left(n_{1}+1\right)(1+W+V)}{n_{1}+n_{2}+1}\right) \frac{X_{1}}{n_{1}+1} \tag{5.20}
\end{equation*}
$$

and raise, but do not solve, the question of the existence of an estimator, based on $\left(X_{1}, W, V\right)$, dominating both $(1-\phi(W)) X_{1} /\left(n_{1}+1\right)$ and $\left(1-\phi^{*}(V)\right) X_{1} /\left(n_{1}+1\right)$. Ghosh and Sarkar also mention the Stein-type dominators of Klotz, Milton and Zacks (1969) and Mathew, Sinha and Sutradhar (1992) and they strengthen a result of Mathew, Sinha and Sutradhar for the simple-tree-ordered case with $k>2$.

Ghosh and Sarkar also give numerical values for the percent decrease in MSE of their estimators relative to the unrestricted MRE of $\nu_{1}$. Some of these results can be found in Chapter 7, Section 7.2.

### 5.4 Polygonal, orthant and circular cones

In this section we consider parameter spaces defined by restrictions in the form of more general cones than those defined by inequality restrictions among the parameters.

There are several results on comparing the MLE $c^{\prime} \hat{\mu}(X)$ of $c^{\prime} \mu$ with $c^{\prime} X$ when $X_{i} \sim^{i n d} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right), i=1, \ldots, k$, the $\nu_{i}^{2}$ known and $\Omega$ is a polygonal cone.

Rueda and Salvador (1995) consider the cone $\Omega=\left\{\mu \mid a^{\prime} \mu \geq 0, b^{\prime} \mu \geq 0\right\}$, where $a$ and $b$ are known $k$-dimensional, linearly independent unit vectors. For $k=2$ they show that, as an estimator of $c^{\prime} \mu, c^{\prime} \hat{\mu}(X)$ universally dominates $c^{\prime} X$ for all $c$. This of course implies that, for all $c$,

$$
\begin{equation*}
\mathcal{E}_{\mu}\left(c^{\prime}(\hat{\mu}(X)-\mu)\right)^{2} \leq \mathcal{E}_{\mu}\left(c^{\prime}(X-\mu)\right)^{2} \quad \text { for all } \mu \in \Omega, \tag{5.21}
\end{equation*}
$$

i.e., $\hat{\mu}(X)$ is more concentrated about $\mu$ than $X$ in the sense of Lehmann (1983, p. 291). For $k>2$, they do not show universal domination of $c^{\prime} \hat{\mu}$ over $c^{\prime} X$, but they do show that (5.21) holds for all $c$.

For the cone $\Omega=\left\{\mu \mid a^{\prime} \mu \geq 0\right\}$, where $a$ is a known $k$-dimensional unit vector, Rueda and Salvador (1995) show that, here too, $c^{\prime} \hat{\mu}(X)$ universally dominates $c^{\prime} X$ as an estimator of $c^{\prime} \mu$ for all $c$ and all $\mu \in \Omega$. For this same cone, but now with $a_{i} \neq 0$ for all $i=1, \ldots, k$, Rueda, Salvador and Fernández (1997b) compare the distributions of $\left(\left|\hat{\mu}_{i}(X)-\mu_{i}\right|, i=1, \ldots, k\right)$ and $\left(\left|X_{i}-\mu_{i}\right|, i=\right.$ $1, \ldots, k)$. They show that, for all $t_{i}>0$ and all $\mu \in \Omega$,

$$
\begin{equation*}
P_{\theta}\left(\left|X_{i}-\theta_{i}\right| \leq t_{i}, i=1, \ldots, k\right) \leq P_{\mu}\left(\left|\hat{\mu}_{i}(X)-\mu_{i}\right| \leq t_{i}, i=1, \ldots, k\right) . \tag{5.22}
\end{equation*}
$$

And this implies that, for each $i=1, \ldots, k, \hat{\mu}_{i}$ universally dominates $X_{i}$ as an estimator of $\mu_{i}$, which is Kelly's (1989) result when $k=2$. For the normal
linear model $X=Z \mu+\varepsilon$ with $\varepsilon \sim \mathcal{N}_{k}(0, I)$, Rueda, Salvador and Fernández (1997a), still for $\Omega=\left\{\mu \mid a^{\prime} \mu \geq 0\right\}$, generalize (5.22) to

$$
\left.\begin{array}{c}
\text { for all convex } A \text {, symmetric around zero }  \tag{5.23}\\
P_{\mu}(|\hat{\mu}(X)-\mu| \in A) \geq P_{\mu}(|X-\mu| \in A) \quad \text { for all } \mu \in \Omega,
\end{array}\right\}
$$

while, for $Z=I$, Iwasa and Moritani (2002) show that, when $k=2$, (5.23) holds for $\Omega$ convex and closed. Iwasa and Moritani also give generalizations of their result to the case where $k \geq 3$, as well as, for $k \geq 4$, examples where (5.23) does not hold.

A related result for $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, 1\right), i=1, \ldots, k$, can be found in Shinozaki and Chang (1999). They have $\Omega=\left\{\mu \mid \mu_{i} \geq 0\right\}$ and show that

$$
\begin{equation*}
\mathcal{E}_{\mu}\left(c^{\prime}(\hat{\mu}(X)-\mu)\right)^{2} \leq \mathcal{E}_{\mu}\left(c^{\prime}(X-\mu)\right)^{2} \quad \text { for all } \mu \in \Omega \tag{5.24}
\end{equation*}
$$

if and only if, for $l=1,2$,

$$
\begin{equation*}
(\pi+1) \sum_{i \in S} c_{i}^{2}-\left(\sum_{i \in S} c_{i}\right)^{2} \geq 0 \quad \text { for any } S \subset K_{l} \tag{5.25}
\end{equation*}
$$

where $K_{1}=\left\{i \mid c_{i}>0\right\}$ and $K_{2}=\left\{i \mid c_{i} \leq 0\right\}$. The condition (5.25) is satisfied for all $c$ if and only if $k \geq 4$.

The Rueda-Salvador, Rueda-Salvador-Fernández and Shinozaki-Chang results have been further generalized by Fernández, Rueda and Salvador (2000). They consider $X=\left(X_{1}, \ldots, X_{k}\right)$ with a unimodal symmetric density with mean $\mu$ and finite variance and the parameter space $\Omega=\left\{\mu \mid \mu_{i} \geq 0, i=\right.$ $1, \ldots, k\}$. They extend the above-mentioned Shinozaki-Chang result to this class of distributions and show that, for (5.24) to hold for all $c$, it is sufficient for it to hold for $\mu=0$ and $c$ the central direction of the cone, i.e. for $c$ a vector of ones. For independent samples from $\mathcal{N}\left(\mu_{i}, \nu^{2}\right)$ distributions, they generalize their results to general orthants and, as one of their examples, give the "increasing-in-average" cone $\Omega=\left\{\mu \mid \mu_{1} \leq\left(\mu_{1}+\mu_{2}\right) / 2 \leq \ldots \leq\right.$ $\left.\left(\mu_{1}+\ldots+\mu_{k}\right) / k\right\}$ for which $\hat{\mu}(X)$ is more concentrated about $\mu$ than $X$ if and only if $k \leq 5$. They give similar results for $X_{i} \sim^{\text {ind }}$ Poisson $\left(\mu_{i}\right), i=1, \ldots, k$ with $\mu$ restricted to the cone $\Omega=\left\{\mu \mid \mu_{i} \geq a, i=1, \ldots, k\right\}$ and $a>0$ known. Finally, for circular cones and $X_{i} \sim \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, 1\right)$, Fernández, Rueda and Salvador (1999) compare $c^{\prime} \hat{\mu}(X)$ with $c^{\prime} X$. They find that, for any axial angle of the cone, there exists a $k$ such that $c^{\prime} X$ dominates $c^{\prime} \hat{\mu}(X)$ at $\mu=0$ when $c$ is the central direction of the cone. On the other hand, for $k<4$, e.g., $c^{\prime} \hat{\mu}$ dominates $c^{\prime} X$ at $\mu=0$ for all angles and all $c$.

None of the above results for $\Omega$ a polygonal cone says anything about the universal admissibility of the MLE itself. The only results I have been able to
find about this problem is the one by Cohen and Kushary (1998) mentioned in Chapter 3, Section 3.5. They show that, for $X \sim \mathcal{N}(\mu, I)$ with $\mu$ restricted to a polygonal cone, the MLE is universally admissible.

## 5.5 (Admissible) minimax estimators

In this section we report on the (very few) cases where (admissible) minimax estimators are known for restricted estimation problems with nuissance parameters.

Let $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right), i=1,2$, where the $\nu_{i}$ are known and $\Omega=\left\{\mu \mid \mu_{1} \leq\right.$ $\left.\mu_{2}\right\}$. The parameter to be estimated is $\mu_{1}$ and squared-error loss is used. As already seen, the MLE dominates $X_{1}$. However, this MLE is inadmissible. This follows from van Eeden and Zidek (2002), who show that $\hat{\mu}_{1}$ is dominated by

$$
\frac{\tau X_{1}+X_{2}}{1+\tau}-\delta\left(\frac{Z}{1+\tau}\right)
$$

where $Z=X_{2}-X_{1}, \tau=\nu_{2}^{2} / \nu_{1}^{2}$ and $\delta$ is a dominator of the MLE of a nonnegative normal mean based on a single observation with unit variance. Such dominators can (see Chapter 3, Section 3.4) be found in Shao and Strawderman (1996b).

About minimaxity for this problem: Cohen and Sackrowitz (1970) show that the Pitman estimator of $\mu_{1}$ (given by $\delta_{P}(X)=X_{1}+\varphi(Z)$ with $Z=X_{2}-X_{1}$ and $\varphi$ as in the first line of (5.6)) is admissible and minimax and the minimax value is $\nu_{1}^{2}$, i.e. the same value as for the unrestricted case. A simpler proof of this minimaxity result can be found in Kumar and Sharma (1988, Theorem 2.3) and a simpler proof of the admissibility is given by van Eeden and Zidek (2002). The fact that $\delta_{P}$ dominates $X_{1}$ can also be seen from the following formula for the MSE of $\delta_{P}$ :

$$
\mathcal{E}_{\mu}\left(\delta_{P}-\mu_{1}\right)^{2}=\nu_{1}^{2}-\frac{\nu_{1}^{4}}{\sigma^{3}}\left(\mu_{2}-\mu_{1}\right) \mathcal{E}_{\mu} \frac{\phi(Z / \nu)}{\Phi(Z / \nu)}
$$

where $\nu^{2}=\nu_{1}^{2}+\nu_{2}^{2}$. This formula for the MSE of $\delta_{P}$ was proved by Kumar and Sharma (1993) as well as by Al-Saleh (1997) for the case where $\sigma_{1}^{2}=\sigma_{2}^{2}=1$. The generalization for abitrary variances is given by van Eeden and Zidek (2002).

We also see from the above that $X_{1}$ and the MLE are inadmissible minimax, implying that all dominators of them are minimax.

For the normal-mean case with equal known variances and $k=3$, Kumar and Sharma (1989) show that the first (and thus the third) component of
the Pitman estimator of the corresponding components of $\mu$ are not minimax when $\Omega=\left\{\mu \mid \mu_{1} \leq \mu_{2} \leq \mu_{3}\right\}$.

Remark 5.8. Note that Cohen and Sackrowitz's results for the Pitman estimator only hold for the special case they consider, namely the case where $\sigma_{2}^{2}=1$.

Another case where admissible, as well as minimax estimators, are known is the above normal-mean problem with $\Omega=\left\{\mu| | \mu_{2}-\mu_{1} \mid \leq c\right\}$ for a known $c>0$. Results for this case have been obtained by van Eeden and Zidek (2001, 2004). They show that the Pitman estimator of $\mu_{1}$, which in this case is given by $\delta_{P}^{*}(X)=X_{1}+\varphi(Z)$ with $Z=X_{2}-X_{1}$ and $\varphi$ is in the second line of (5.6), is admissible and dominates $X_{1}$. They also show that $X_{1}$ and the MLE, given by

$$
\hat{\mu}_{1}\left(X_{1}, X_{2}\right)=X_{1}+\frac{(Z-c) I(Z>c)-(Z+c) I(Z<-c)}{1+\tau}
$$

are inadmissible and that $\hat{\mu}_{1}$ dominates $X_{1}$. A dominator for the MLE is given by

$$
\frac{\tau X_{1}+X_{2}}{1+\tau}-\delta(Z)
$$

where $\delta(Z)$ is the projection of

$$
\frac{Z I(-c<Z<c)+c(I(Z>c)-I(Z<-c))}{1+\tau}
$$

onto the interval

$$
\left[-\frac{c}{1+\tau} \tanh \left(\frac{c|Z|}{\sigma^{2}}\right), \frac{c}{1+\tau} \tanh \left(\frac{c|Z|}{\sigma^{2}}\right)\right] .
$$

This dominator is obtained by using results of Moors (1981, 1985).
A minimax estimator of $\mu_{1}$ when $c$ is small is also obtained by van Eeden and Zidek (2004). They show that, when $c \leq m_{\mathrm{o}} \sigma$,

$$
\delta_{m M}\left(X_{1}, X_{2}\right)=\frac{\tau X_{1}+X_{2}}{1+\tau}-\frac{c}{1+\tau} \tanh \left(\frac{c Z}{\sigma^{2}}\right)
$$

is minimax for estimating $\mu_{1}$. The minimax value is given by

$$
\frac{\sigma_{1}^{2} \nu_{2}^{2}}{\nu^{4}}+\frac{\nu_{1}^{4}}{\nu^{2}} \sup _{|\alpha| \leq m} \mathcal{E}_{\alpha}(m \tanh (m Y)-\alpha)^{2}
$$

where $m=c / \sigma, Y$ is a $\mathcal{N}(\nu, 1)$ random variable and $m_{\mathrm{o}} \approx 1.056742$ is the Casella-Strawderman (1981) constant. Their method of proof is given in Theorem 4.2, where it is used to obtain a minimax estimator of $\left(\mu_{1}, \mu_{2}\right)$ when $\left|\mu_{2}-\mu_{1}\right| \leq c$.

### 5.6 Discussion and open problems

In this chapter we looked at questions of admissibility and minimaxity when nuisance parameters are present. Most of the models considered are of the following form: $X_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, k$ are independent random variables with distribution function $F_{i}\left(x ; \mu_{i}, \nu_{i}\right)$ for the $X_{i, j}, j=1, \ldots, n_{i}$. The $\mu_{i}$ are all unknown, the $\nu_{i}$ are either all known or all unknown and a subvector of the vector $(\mu, \nu)$ is the parameter of interest, with the rest of the unknown parameters as nuisance parameters.

Most of the questions we looked at are of the form: if, for a given $S \subset$ $\{1, \ldots, k\}, \mu_{S}=\left\{\mu_{i} \mid i \in S\right\}$ (or $\left.(\mu, \nu)_{S}=\left\{\left(\mu_{i}, \nu_{i}\right) \mid i \in S\right\}\right)$ is the (vector) parameter of interest, can - and if so how - $\left\{X_{i, j}, j=1, \ldots, n_{i}, i \notin S\right\}$ help improve on a "good" estimator based on $\left\{X_{i, j}, j=1, \ldots, n_{i}, i \in S\right\}$ ? Another question is: if $\delta$ is a "good" estimator of $\mu_{S}$ when the $\nu_{i}$ are unrestricted, can $\delta$ be improved upon on a subset of $\Omega$ defined by restrictions on the $\nu_{i}$ ? As we have seen, the answers to these questions depend on $\Omega, \Theta, k$ and the $F_{i}$ - and, as we have seen, few results have been obtained, even for the relatively simple case of location-scale problems.

A question not touched upon is the relationship between (in)admissibility properties of estimators $\delta_{i}(X)$ of the components $\mu_{i}$ of $\mu$ and these same properties, as an estimator of $\mu$, of the vector $\left(\delta_{1}(X), \ldots, \delta_{k}(X)\right)$. In a more formal setting: let, for $i=1, \ldots, k, \Theta_{i}$ be the projection of $\Theta$ onto the $\mu_{i}$-axis and let the loss function for estimating $\mu$ be the sum of the loss functions for the $\mu_{i}\left(\right.$ i.e. $\left.L(d, \mu)=\sum_{i=1}^{k} L_{i}\left(d_{i}, \mu_{i}\right)\right)$. Then, if for each $i=1, \ldots, k, \delta_{o, i}(X)$ and $\delta_{i}(X)$ are estimators of $\mu_{i}$ for $\mu_{i} \in \Theta_{i}$ with $\delta_{o, i}(X)$ dominating $\delta_{i}(X)$ on $\Omega$, then the vector $\delta(X)=\left(\delta_{1}(X), \ldots, \delta_{k}(X)\right)$ dominates, on $\Omega$, the vector $\delta_{o}(X)=\left(\delta_{o, 1}(X), \ldots, \delta_{o, k}(X)\right)$ as an estimator of $\mu$ provided both $\delta$ and $\delta_{o}$ are estimators, i.e., they satisfy

$$
P_{\mu, \nu}(\delta(X) \in \Theta)=P_{\mu, \nu}\left(\delta_{o}(X) \in \Theta\right)=1 \quad \text { for all }(\mu, \nu) \in \Omega
$$

On the other hand, the fact that an estimator $\delta$ of $\mu \in \Theta$ is admissible does not imply that its components are admissible as estimators of the corresponding component of $\mu$, but it does imply that at least one of them is admissible.

A related question is: when do estimators $\delta_{o, i}(X)$ which dominate, for each $i=1, \ldots, k, \delta_{i}(X)$ as an estimator of $\mu_{i} \in \Theta_{i}$ give us an estimator $\delta(X)=\left(\delta_{o, 1}(X), \ldots, \delta_{o, k}(X)\right)$ of the vector $\mu$ which satisfies (2.3) when $k \geq 2$ ? A sufficient condition is of course that $\Theta=\prod_{i=1}^{k} \Theta_{i}$. But in most cases where dominating $\delta_{o, i}$ have been obtained, the resulting $\delta_{o}$ does not satisfy (2.3). And, why should they? Each $\delta_{o, i}$ has been individually constructed to dominate $\delta_{i}$. Examples of when $\delta_{o}$ is an estimator of $\mu$ ( and when it is not) can be found in Vijayasree, Misra and Singh (1995). For instance, for the
estimation of completely ordered location parameters $\mu_{1}, \ldots, \mu_{k}$ of exponential distributions with known scale parameters, Vijayasree, Misra and Singh show that their dominators $\delta_{i, o}$ of the MRE of $\mu_{i}$ (based on $X_{i}$ alone), satisfy $\delta_{o, 1}\left(X_{1}\right) \leq \delta_{o, k}\left(X_{k}\right)$ with probability 1 for all parameter values, while for $(i, j) \neq(1, k), i<j, \delta_{o, i}\left(X_{i}\right) \leq \delta_{o, j}\left(X_{j}\right)$ holds with probability $<1$ for some parameter values. This result of course implies that, when $k=2$, their $\delta_{o}$ satisfies (2.3). On the other hand, the Vijayasree-Misra-Singh dominator of the restricted MLE of $\mu_{i}$ does satisfy (2.3) for all $k$. Of course, if one is really only interested in estimating a component of $\mu$, one would want the class of estimators to choose from to be as large as possible, i.e., one would not want it to be restricted by the requirement that it, together with dominators of the other components (those one is not interested in), leads to an estimator of the vector.

## The linear model

There are a large number of papers which are concerned with estimation problems in restricted parameter spaces for the linear model

$$
\begin{equation*}
X=Z \theta+\varepsilon \tag{6.1}
\end{equation*}
$$

where $X$ is an $n \times 1$ vector of observables, $Z$ is a given nonstochastic $n \times k$ matrix of rank $k, \theta$ is a $k \times 1$ vector of unknown parameters and $\varepsilon$ is a $n \times 1$ vector of random variables with $\mathcal{E} \varepsilon=0$ and $\operatorname{cov}(\varepsilon)=\Sigma$, known or unknown. In the latter case $\Sigma$ is either a matrix of nuisance parameters, or it is estimated and this estimator is then used in the estimation of $\theta$. The problem considered in such papers is the estimation of $\theta$, or a subvector of $\theta$ with the other components as nuisance parameters, when $\theta$ is restricted to a closed convex subset of $R^{k}$. The estimators are often linear estimators, i.e. they are of the form $\hat{\theta}(X)=A X+b$. Such estimators generally do not satisfy (2.3), i.e. the authors consider (see Chapter 2) the $\left(\mathcal{D}_{o}, \Theta\right)$-problem and not the $(\mathcal{D}, \Theta)$ problem. Papers on this subject which are (almost) exclusively concerned with $\left(\mathcal{D}_{o}, \Theta\right)$-problems are not discussed, but the ones I have found are listed in the references and indicated with an asterisk before the first author's name.

Results for $(\mathcal{D}, \Theta)$-problems for the model (6.1) with $\Theta=\left\{\theta \mid b^{\prime} \theta \geq r\right\}$ for a given $k \times 1$ vector $b$ and a given constant $r$ can be found in Section 6.1. In Section 6.2 two kinds of restrictions on $\theta$ are considered, namely, the case where $r_{1} \leq b^{\prime} \theta \leq r_{2}$, as well as the case where $k=2$ and $\theta_{i} \geq 0, i=1,2$. Section 6.3 presents results of Moors and van Houwelingen (1993) for simultaneous interval restrictions on the components of $A \theta$, where $A$ is a known $k \times k$ positive definite matrix, as well as for ellipsoidal restrictions. Most of the results in this chapter hold for squared-error loss and MSE will stand for mean-squared-error.

We note that several of the results presented in Section 6.1 are related to, and sometimes overlap with, those of Chang (1981, 1982), Sengupta and Sen (1991)
and Kuriki and Takemura (2000) - results which are presented in Chapter 3, Section 3.4.

### 6.1 One linear inequality restriction

For the model (6.1) and $\Theta=\left\{\theta \mid b^{\prime} \theta \geq r\right\}$, Lovell and Prescott (1970) as well as Thomson and Schmidt (1982) consider the special case where $b^{\prime}=(1,0, \ldots, 0), \Sigma=\sigma^{2} I$ and (without loss of generality) $r=0$. Their estimators of $\theta$ are the least-squares estimators (LSE), i.e., their estimators $\hat{\theta}(X)$ minimize, for $\theta \in \Theta, \sum_{i=1}^{n}\left(X_{i}-\sum_{j=1}^{k} z_{i, j} \theta_{j}\right)^{2}$. If $\delta^{*}(X)$ denotes the unrestricted least-squares estimator (URLSE) of $\theta$ then $\hat{\theta}(X)=\delta^{*}(X)$ when $\delta_{1}^{*}(X) \geq 0$ and $\hat{\theta}(X)$ is the URLSE for the model (6.1) with $\theta$ replaced by $\left(0, \theta_{2}, \ldots, \theta_{k}\right)$ when $\delta_{1}^{*}(X)<0$. The authors compare, for $i=1, \ldots, k, \hat{\theta}_{i}$ with $\delta_{i}^{*}$ for squared-error loss. Obviously, $\hat{\theta}_{1}$ dominates $\delta_{1}^{*}$ unless $P_{\theta}\left(\delta_{1}^{*}(X)<0\right)=0$ for all $\theta$ with $\theta_{1} \geq 0$. However, as Lovell and Prescott show, $\hat{\theta}_{i}$ does not necessarily dominate $\delta_{i}^{*}$ for $i \geq 2$. They give, for $k=2$, an example of a matrix $Z$ and a distribution for $\varepsilon$ for which $\delta_{2}^{*}$ dominates $\hat{\theta}_{2}$. But they also show, using explicit formulas for the MSE's, that $\hat{\theta}_{i}$ dominates $\delta_{i}^{*}$ on $\left\{\theta \mid \theta_{1} \geq 0\right\}$ for $i=1, \ldots, k$ when $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$. Thomson and Schmidt generalize this last result of Lovell and Prescott. They note that Lovell and Prescott's formula (4.4) for the MSE of $\hat{\theta}_{i}$ when $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$, can be written in the form

$$
\begin{equation*}
\operatorname{MSE}\left(\hat{\theta}_{i}\right)=\sigma_{i}^{2}+\rho_{i, 1}^{2} \sigma_{i}^{2}\left(\left(c^{2}-1\right) \Phi(c)+c \phi(c)\right) \quad i=1, \ldots, k \tag{6.2}
\end{equation*}
$$

where $\sigma_{i}^{2}$ is the variance of $\delta_{i}^{*}, \rho_{i, 1}$ is the correlation coefficient between $\delta_{i}^{*}$ and $\delta_{1}^{*}, \Phi$ and $\phi$ are, respectively, the standard normal distribution function and density and $c=-\theta_{1} / \sigma_{1}$. This then shows that, for $\varepsilon \sim \mathcal{N}\left(0, \sigma^{2} I\right), \hat{\theta}_{i}$ dominates $\delta_{i}^{*}$ on the larger space $\left\{\theta \mid \theta_{1} \geq-.84 \sigma_{1}\right\}$ because $\Phi(c)\left(c^{2}-1\right)+c \phi(c)$ is positive for $c>.84$ and negative for $c<.84$. It also shows that the MSE's depend on $\theta$ only through $\theta_{1}$.

More results for the case where $\Theta=\left\{\theta \mid b^{\prime} \theta \geq r\right\}$ can be found in Judge, Yancey, Bock and Bohrer (1984), Wan (1994b), Ohtani and Wan (1998) and Wan and Ohtani (2000). Each of these four sets of authors assume $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$ and follow Judge and Yancey (1981) in reparametrizing the problem as follows. Let $V=Z\left(Z^{\prime} Z\right)^{-1 / 2} Q$ where $Q$ is an orthogonal matrix such that $b^{\prime}\left(Z^{\prime} Z\right)^{-1 / 2} Q=(1,0, \ldots, 0)$ and let $\beta=Q^{\prime}\left(Z^{\prime} Z\right)^{1 / 2} \theta$. Then $X=V \beta+\varepsilon$ and the parameter space becomes $\left\{\beta \mid \beta_{1} \geq r\right\}$, which they take, without loss of generality, to be $\left\{\beta \mid \beta_{1} \geq 0\right\}$. Further, the equality-restricted least-squares estimator of $\theta$, i.e., the least-squares estimator of $\theta$ under the restriction $b^{\prime} \theta=0$, is given by (see Judge and Yancey, 1981)

$$
\hat{\theta}_{E R}(X)=\delta^{*}(X)-\left(Z^{\prime} Z\right)^{-1} b\left(b^{\prime}\left(Z^{\prime} Z\right)^{-1} b\right)^{-1} b^{\prime} \delta^{*}(X)
$$

where $\delta^{*}(X)$ is the unrestricted least-squares estimator of $\theta$. Now, using the fact that $b^{\prime}\left(Z^{\prime} Z\right)^{-1} b=b^{\prime}\left(Z^{\prime} Z\right)^{-1 / 2} Q Q^{\prime}\left(Z^{\prime} Z\right)^{-1 / 2} b=1$ gives

$$
\hat{\theta}_{E R}(X)=\delta^{*}(X)-\left(Z^{\prime} Z\right)^{-1} b b^{\prime} \delta^{*}(X)
$$

Further, the unrestricted least-squares estimator $\delta(X)$ of $\beta$ is given by

$$
\delta(X)=\left(V^{\prime} V\right)^{-1} V^{\prime} X=V^{\prime} X
$$

so the equality-restricted least-squares estimator of $\beta=Q^{\prime}\left(Z^{\prime} Z\right)^{1 / 2} \theta$ is given by

$$
\begin{aligned}
\hat{\beta}_{E R}(X) & =\delta(X)-Q^{\prime}\left(Z^{\prime} Z\right)^{-1 / 2} b b^{\prime} \delta^{*}(X) \\
& =\delta(X)-Q^{\prime}\left(Z^{\prime} Z\right)^{-1 / 2} b b^{\prime}\left(Z^{\prime} Z\right)^{-1 / 2} Q \delta(X) \\
& =\left(0, \delta_{2}(X), \ldots, \delta_{k}(X)\right)^{\prime},
\end{aligned}
$$

because

$$
\delta^{*}(X)=\left(Z^{\prime} Z\right)^{-1 / 2} Q \delta(X) \text { and } b^{\prime}\left(Z^{\prime} Z\right)^{-1 / 2} Q=(1,0, \ldots, 0)
$$

The inequality-restricted least-squares estimator, $\hat{\beta}(X)$, of $\beta$ then becomes

$$
\hat{\beta}(X)=\left\{\begin{array}{cl}
\binom{0}{\delta_{(k-1)}(X)} & \text { when } \delta_{1}(X)<0  \tag{6.3}\\
\delta(X) & \text { when } \delta_{1}(X) \geq 0
\end{array}\right.
$$

where $\delta_{(k-1)}(X)=\left(\delta_{2}(X), \ldots, \delta_{k}(X)\right)^{\prime}$. Of course, when $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$, the above least-squares estimator are the corresponding MLE's.

Judge, Yancey, Bock and Bohrer (1984), assuming $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$ and $\sigma^{2}$ known, estimate $\beta$ and, for squared-error loss, present several estimators dominating its MLE $\hat{\beta}$ under the restriction $\beta_{1} \geq 0$. An example of their dominators is the Stein inequality-restricted estimator $\hat{\beta}_{S I R}$ obtained from $\hat{\beta}$ (see (6.3)) by replacing $\delta_{(k-1)}$ and $\delta$ by appropriate James-Stein dominators. This gives the following expression for $\hat{\beta}_{S I R}(X)$ :

$$
\left\{\begin{array}{cc}
\left(\left(1-\frac{0}{\delta_{(k-1)}^{\prime}(X) \delta_{(k-1)}(X)}\right) \delta_{(k-1)}(X)\right. & \text { when } \delta_{1}(X)<0  \tag{6.4}\\
\left(1-\frac{c_{2} \sigma^{2}}{\delta^{\prime}(X) \delta(X)}\right) \delta(X) & \text { when } \delta_{1}(X) \geq 0,
\end{array}\right\}
$$

where $k \geq 4,0<c_{1}<2(k-3)$ and $0<c_{2}<2(k-2)$. The choice of $\left(c_{1}, c_{2}\right)$ minimizing the risk function of $\hat{\beta}_{S I R}$ is $c_{1}=k-3, c_{2}=k-2$. A second example of their dominators is a positive Stein inequality-restricted estimator given by

$$
\hat{\beta}_{P S I R}(X)=\left\{\begin{array}{cl}
\binom{0}{\hat{\beta}_{P S,(k-1)}(X)} \text { when } \delta_{1}(X)<0  \tag{6.5}\\
\hat{\beta}_{P S}(X) & \text { when } \delta_{1}(X) \geq 0
\end{array}\right.
$$

where $\hat{\beta}_{P S}(X)=\left(1-c \sigma^{2} /\left(\delta^{\prime}(X) \delta(X)\right)\right) I\left(\delta^{\prime}(X) \delta(X)>c \sigma^{2}\right) \delta(X)$ is the (unrestricted) positive Stein estimator, $0<c<2(k-2)$ and $\hat{\beta}_{P S,(k-1)}(X)=$ $\left(\hat{\beta}_{P S, 2}(X), \ldots, \hat{\beta}_{P S, k}(X)\right)$. This $\hat{\beta}_{P S I R}$ also dominates $\hat{\beta}_{S I R}$. As a third dominator of $\hat{\beta}$ they have a mixed MLE-Stein inequality-restricted estimator given by

$$
\hat{\beta}_{M L E S}(X)=\left\{\begin{array}{c}
\binom{0}{\delta_{(k-1)}(X)} \quad \text { when } \delta_{1}(X)<0  \tag{6.6}\\
\left(1-\frac{c \sigma^{2}}{\delta^{\prime}(X) \delta(X)}\right) \delta(X) \text { when } \delta_{1}(X) \geq 0
\end{array}\right.
$$

with $0<c<2(k-2)$. The authors give MSE-formulas for the vectors $\hat{\beta}$ and $\hat{\beta}_{S I R}$, but not for their components. However, formulas for the other vectors and all components can easily be obtained by the authors' methods. For $\hat{\beta}$, e.g., they show that

$$
\operatorname{MSE}(\hat{\beta})=\operatorname{MSE}(\delta)+\sigma^{2} \mathcal{E}_{\beta}\left(\frac{\beta_{1}^{2}}{\sigma^{2}}-\left(\frac{\delta_{1}(X)-\beta_{1}}{\sigma}\right)^{2}\right) I\left(\delta_{1}(X)<0\right)
$$

with $\operatorname{MSE}(\delta)=k \sigma^{2}$ because $\delta_{i}(X) \sim^{\text {ind }} \mathcal{N}\left(\beta_{i}, \sigma^{2}\right), i=1, \ldots, k$. From this formula and the definition (6.3) of $\hat{\beta}$, it follows that

$$
\frac{\operatorname{MSE}\left(\hat{\beta}_{1}\right)}{\sigma^{2}}=1+\mathcal{E}\left(\frac{\beta_{1}^{2}}{\sigma^{2}}-\left(\frac{\delta_{1}(X)-\beta_{1}}{\sigma}\right)^{2}\right) I\left(\delta_{1}(X)<0\right)
$$

and

$$
\frac{\operatorname{MSE}_{\beta}\left(\hat{\beta}_{i}\right)}{\sigma^{2}}=1 \quad i=2, \ldots, k
$$

with $\mathcal{E}_{\beta}\left(\frac{\beta_{1}^{2}}{\sigma^{2}}-\left(\frac{\delta_{1}(X)-\beta_{1}}{\sigma}\right)^{2}\right) I\left(\delta_{1}(X)<0\right)=\left(c^{2}-1\right) \Phi(c)+c \phi(c)$ and $c=-\beta_{1} / \sigma$. This of course gives the Lovell-Prescott-Thomson-Schmidt formula (6.2) for $\operatorname{MSE}\left(\hat{\beta}_{1}\right)$ for the case where $Z^{\prime} Z=I$.

For the difference between the risk functions of $\hat{\beta}_{S I R}$ and $\hat{\beta}$ they find

$$
\begin{aligned}
& \operatorname{MSE}\left(\hat{\beta}_{S I R}, \beta\right)-\operatorname{MSE}(\hat{\beta}, \beta)= \\
& c_{1}\left(c_{1}-2(k-3)\right) P_{\beta}\left(\delta_{1}(X)<0\right) \mathcal{E} \frac{1}{\chi_{k-1, \lambda}^{2}}+ \\
& c_{2}\left(c_{2}-2(k-2)\right) \mathcal{E}_{\beta} I\left(\delta_{1}(X)>0\right) \frac{1}{\delta^{\prime}(X) \delta(X)}
\end{aligned}
$$

where $\chi_{k-1, \lambda}^{2}$ is a $\chi^{2}$ random variable with $k-1$ degrees of freedom and non-centrality parameter $\lambda=\beta_{(k-1)}^{\prime} \beta_{(k-1)} / 2$. So, $\hat{\beta}_{S I R}$ dominates $\hat{\beta}$ when $0<c_{1}<2(k-3)$ and $0<c_{2}<2(k-2)$. The authors also show that $\hat{\beta}_{M L E S}$ dominates $\hat{\beta}$.

The model of Judge, Yancey, Bock and Bohrer (1984) is a special case of the one of Chang (1981), but there does not seem to be any overlap between their classes of dominators. There is, however, an overlap of their results with those of Sengupta and Sen (1991).

Wan (1994b), assuming $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$ and $\beta_{1} \geq 0$, estimates $\beta$ by its MLE $\hat{\beta}$ as well as by an inequality-restricted pretest estimator $\hat{\beta}_{I P T}$, say. This pretest uses $(X-V \delta(X))^{\prime}(X-V \delta(X)) /(n-k)$ as an estimator of $\sigma^{2}$. To compare these estimators he uses the so-called balanced loss function given by

$$
L(d, \beta)=w(X-V d)^{\prime}(X-V d)+(1-w)(d-\beta)^{\prime}(d-\beta)
$$

where $w \in[0,1]$ is a given number. The first term in $L(d, \beta)$ is a measure of goodness-of-fit of the model, while the second term is a weighted squared-error loss for an estimator of $\beta$.

Wan gives explicit expressions for the expected losses of his estimators and graphically illustrates comparisons between $\hat{\beta}, \hat{\beta}_{I P T}$ and $\delta$ as a function of $\beta_{1} / \sigma$ for $n=30, k=5$ and $w=0.0,0.3$ and 0.5 . In each graph with $w<1 / 2$, $\hat{\beta}$ dominates $\hat{\beta}_{I P T}$ and $\hat{\beta}_{I P T}$ dominates $\delta$. From these graphs it can also be seen (analogous to the results of Lovell-Prescott-Thomson-Schmidt model) that the domination results hold on a space larger than $\left\{\beta \mid \beta_{1} \geq 0\right\}$. For $w=1 / 2, \hat{\beta}$ and $\hat{\beta}_{I P T}$ are about equivalent and dominate $\delta$, while for $w>1 / 2$, $\delta$ dominates $\hat{\beta}_{I P T}$ which dominates $\hat{\beta}$ on a space larger than $\left\{\beta \mid \beta_{1} \geq 0\right\}$, but on a large part of $\left\{\beta \mid \beta_{1} \geq 0\right\}$ there is no difference between the three. Judge, Yancey, Bock and Bohrer (1984) have a graph of the risks of their estimators as a function of $\beta_{1} / \sigma$ for $k=4$ and $\beta=(1,0,0,0)^{\prime}$. Here too, the domination results hold on a space larger than $\left\{\beta \mid \beta_{1} \geq 0\right\}$.

Ohtani and Wan (1998), assuming $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$, estimate $\beta$ when $\sigma^{2}$ is unknown and $\beta_{1} \geq 0$. They start with the estimator (6.4) and, for $\delta_{1}(X) \geq 0$,
replace $\sigma^{2}$ by its Stein (1964) variance estimator given by

$$
\tilde{\sigma}_{S}^{2}=\min \left(\frac{e^{\prime}(X) e(X)}{n-k+2}, \frac{X^{\prime} X}{n+2}\right),
$$

where $e(X)=X-V \delta(X)$. For $\delta_{1}(X)<0$ they replace $\sigma^{2}$ by its equalityrestricted (i.e., assuming $\beta_{1}=0$ ) Stein variance estimator given by

$$
\hat{\sigma}_{S}^{2}=\left\{\begin{array}{cc}
\frac{e^{\prime}(X) e(X)+\delta_{1}^{2}(X)}{n-k+3} & \text { when } \frac{\delta^{\prime}(X) \delta(X)}{k-1} \geq \frac{\tilde{e}^{\prime}(X) \tilde{e}(X)}{n-k+3} \\
\frac{X^{\prime} X}{n+2} & \text { when } \frac{\delta^{\prime}(X) \delta(X)}{k-1}
\end{array}<\frac{\tilde{e}^{\prime}(X) \tilde{e}(X)}{n-k+3}, ~\right.
$$

where $\tilde{e}(X)=X-V\left(0, \delta_{(k-1)}^{\prime}\right)^{\prime}$. They justify these estimators through a pretest argument and give results of numerical comparisons, using scaled squared-error loss $\left(=\mathrm{MSE} / \sigma^{2}\right)$, of their estimator with the estimator $\hat{\beta}_{S I R}$ for $n=20, k=5,10,15, \beta_{(k-1)}^{\prime} \beta_{(k-1)} / \sigma^{2}=.1,1.0,6.0$ and $\beta_{1} / \sigma=$ $-3.0,-2.5, \ldots, 3.0$. For each combination of these values of $\beta_{(k-1)}^{\prime} \beta_{(k-1)} / \sigma^{2}$, $\beta_{1} / \sigma$ and $k$, they find that their estimator has a smaller risk than does $\hat{\beta}_{S I R}$. They do not have an analytical comparison of these estimators, but show analytically that both risks converge to $\infty$ as $\beta_{1} \rightarrow-\infty$ and both risks converge to $k$, the constant risk of $\delta$, when $\beta_{1} \rightarrow \infty$. For the unrestricted case Berry (1994) shows that, for estimating a multivariate normal mean, the James-Stein estimator can be improved upon by incorporating the Stein (1964) variance estimator.

Wan and Ohtani (2000) study an adaptive estimator of $\beta$ when $\beta_{1} \geq 0$. They start out with the class of (unrestricted) adaptive estimators given by

$$
\delta_{F}(X)=\frac{\delta^{\prime}(X) \delta(X)}{d_{1} e^{\prime}(X) e(X)+\delta^{\prime}(X) \delta(X)} \delta(X) .
$$

Farebrother (1975) and Ohtani (1996) each study special cases of these estimators with, respectively, $d_{1}=1 /(n-k)$ and $d_{1}=k /(n-k)$. Wan and Ohtani then propose an inequality-restricted version of $\delta_{F}(X)$ given by

$$
\left\{\begin{array}{cl}
\delta_{F}(X) & \text { when } \delta_{1}(X) \geq 0 \\
\left(0, \frac{\delta^{\prime}(X) \delta(X)}{d_{2}\left(e^{\prime}(X) e(X)+\delta_{1}^{2}(X)\right)+\delta_{(k-1)}^{\prime} \delta_{(k-1)}(X)} \delta_{(k-1)}^{\prime}\right)^{\prime} & \text { when } \delta_{1}(X)<0
\end{array}\right.
$$

Using scaled squared-error loss, the authors give an explicit expression for the risk function of their estimator and give analytical comparisons as well as numerical ones with the MLE $\hat{\beta}$ and the Judge, Yancey, Bock and Bohrer estimator (6.4). Analytically they find that $\operatorname{MSE}\left(\hat{\beta}_{F}, \beta\right) \leq \operatorname{MSE}(\hat{\beta}, \beta)$ for all
$\beta_{1} \leq 0$ when $d_{1} \geq 0, d_{2} \geq 0$ and $\beta_{(k-1)}^{\prime} \beta_{(k-1)} \leq(k-1) \sigma^{2} / 2$. So their estimator does, relative to the MLE, better outside the parameter space than inside it. The authors also have numerical comparisons for various combinations of values of $n, k, \beta_{1} / \sigma$ and $\beta_{(k-1)}^{\prime} \beta_{(k-1)} / \sigma^{2}$ between the MLE $\hat{\beta}, \hat{\beta}_{S I R}$ and two special cases of their estimator: namely, $\hat{\beta}_{F, 1}$ with $d_{1}=1 /(n-k)$ and $d_{2}=1 /(n-k+1)$ and $\hat{\beta}_{F, 2}$ with $d_{1}=k /(n-k)$ and $d_{2}=(k-1) /(n-k+1)$. These results indicate that, for $\beta_{1} \geq 0$, (i) when $k=2$ (where $\hat{\beta}_{\text {SIR }}$ is not available) with $n=15$ as well as with $n=40$, there is not much difference between $\hat{\beta}_{F, 1}$ and $\hat{\beta}_{F, 2}$ and the best of the three estimators is $\hat{\beta}_{F, 2}$; (ii) when $k=8$ with $n=15$ as well as with $n=40, \hat{\beta}_{F, 2}$ is clearly preferable over $\hat{\beta}_{F, 1}$ as well as over $\hat{\beta}_{S I R}$; (iii) When $k=25$ with $n=40$ as well as with $n=100$, $\hat{\beta}_{F, 2}$ is again preferrred over $\hat{\beta}_{F, 1}$, but the best is $\hat{\beta}_{S I R}$.

### 6.2 Interval and quadrant restrictions

Escobar and Skarpness (1987) and Wan (1994a) start with the model (6.1) with $\varepsilon \sim \mathcal{N}\left(0, \sigma^{2} I\right)$ and $\sigma^{2}$ known. They restrict $\theta$ to $r_{1} \leq b^{\prime} \theta \leq r_{2}$ for a given $k \times 1$ vector $b$ and given numbers $r_{1}<r_{2}$ and transform the model as follows. Let $D$ be a $k \times(k-1)$ matrix such that $B^{\prime}=(b, D)$ is non-singular and let $V=Z B^{-1}$. Then the model $X=Z \theta+\varepsilon$ becomes $X=V \beta+\varepsilon$ with $\beta=B \theta$ and the restricted parameter space becomes $\left\{\beta \mid r_{1} \leq \beta_{1} \leq r_{2}\right\}$. Let, as before, $\delta(X)=\left(V^{\prime} V\right)^{-1} V^{\prime} X$ be the unrestricted MLE of $\beta$. Then (see Klemm and Sposito, 1980) the restricted MLE $\hat{\beta}$ of $\beta$ is given by

$$
\hat{\beta}(X)=\delta(X)+\gamma\left(\hat{\beta}_{1}(X)-\delta_{1}(X)\right)
$$

where $\gamma=\left(V^{\prime} V\right)^{-1} u /\left(u^{\prime}\left(V^{\prime} V\right)^{-1} u\right), u^{\prime}=(1,0, \ldots, 0)^{\prime}$ and

$$
\hat{\beta}_{1}(X)=\left\{\begin{array}{c}
r_{1} \quad \text { when } \delta_{1}(X)<r_{1} \\
\delta_{1}(X) \text { when } r_{1} \leq \delta_{1}(X) \leq r_{2} \\
r_{2} \quad \text { when } \delta_{i}(X)>r_{2}
\end{array}\right.
$$

Now, write $V=\left(V_{1}, V_{2}\right)$ and $\gamma^{\prime}=\left(\gamma_{1}, \Gamma_{2}^{\prime}\right)$ where $V_{1}$ is an $n \times 1$ vector, $V_{2}$ is an $n \times(k-1)$ matrix, $\gamma_{1}=1$ is the first element of the $k \times 1$ vector $\gamma$ and $\Gamma_{2}=$ $\left(\gamma_{2}, \ldots, \gamma_{k}\right)^{\prime}=-\left(V_{2}^{\prime} V_{2}\right)^{-1} V_{2}^{\prime} V_{1}$. Then, with $\hat{\beta}(X)=\left(\hat{\beta}_{1}(X), \hat{\beta}_{(k-1)}^{\prime}(X)\right)^{\prime}$, Escobar and Skarpness show that $\hat{\beta}_{(k-1)}(X)$ can also be written in the form

$$
\begin{equation*}
\hat{\beta}_{(k-1)}(X)=\delta_{(k-1)}(X)+\gamma_{2}\left(\hat{\beta}_{1}(X)-\delta_{1}(X)\right) . \tag{6.7}
\end{equation*}
$$

Remark 6.1. The transformation of the model (6.1) used by Escobar and Skarpness (1987) is not necessarily the Judge and Yancey (1981) one. So,
the Escobar-Skarpness parameter $\beta$ is not necessarily the one obtained by using the Judge-Yancey transformation. They are the same parameter (and thus have, under the same restrictions on $\theta$, the same least-squares estimator) when $V^{\prime} V=I$. And in that case $\gamma=(1,0, \ldots, 0)^{\prime}$ and this implies that $\hat{\beta}_{(k-1)}(X)=\delta_{(k-1)}(X)$.

Escobar and Skarpness (1987) compare $\hat{\beta}$ with $\delta$ using squared-error loss. Obviously, as for the Lovell-Prescott (1970) model, $\hat{\beta}_{1}$ dominates $\delta_{1}$ on $\left\{\beta \mid r_{1} \leq \beta_{1} \leq r_{2}\right\}$ unless $P_{\beta}\left(r_{1} \leq \delta_{1}(X) \leq r_{2}\right)=1$ for all $\beta$ with $\beta_{1} \in\left[r_{1}, r_{2}\right]$. The authors' robustness results with respect to misspecification of $\Theta$ are presented in Chapter 7, Section 7.2.

For the comparison of $\hat{\beta}_{i}$ with $\delta_{i}$ for $i=2, \ldots, k$, Escobar and Skarpness show that

$$
\operatorname{MSE}\left(\delta_{i}\right)-\operatorname{MSE}\left(\hat{\beta}_{i}\right)=\gamma_{i}^{2}\left(\operatorname{MSE}\left(\delta_{1}\right)-\operatorname{MSE}\left(\hat{\beta}_{1}\right)\right)
$$

and note that in the proof of this result the normality assumption of the residuals plays a central role. So, what these authors show is that, for $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$ and all $\beta$ with $r_{1} \leq \beta_{1} \leq r_{2}, \operatorname{MSE}\left(\hat{\beta}_{i}\right)<\operatorname{MSE}\left(\delta_{i}\right)$ for any $i=2, \ldots, k$ for which $\gamma_{i} \neq 0$. And, from (6.7), that $\hat{\beta}_{i}(X)=\delta_{i}(X)$ with probability 1 for all $\beta$ with $r_{1} \leq \beta_{1} \leq r_{2}$ for any $i \geq 2$ with $\gamma_{i}=0$. Escobar and Skarpness do not have an example, like Lovell and Prescott (1970) do, of a distribution for $\varepsilon$ for which $\delta_{i}$ dominates $\hat{\beta}_{i}$ for some $i \geq 2$.

The Escobar-Skarpness model and transformation, but then with a multivariate $t$ distribution for $\varepsilon$, is considered by Ohtani (1991). He gives explicit expressions, as well as graphs, for both the bias and the MSE of the leastsquares estimator of $\beta_{1}$.

More results for the model (6.1) with $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$, known $\sigma^{2}$ and $r_{1} \leq$ $b^{\prime} \theta \leq r_{2}$ can be found in Wan (1994a). He uses the Judge and Yancey (1981) transformation and compares, for squared-error loss, several estimators of $\beta_{1}$ : namely, the unrestricted MLE, the MLE, a pretest estimator of Hasegawa (1991) (who compares it with the MLE) and several "Stein-adjusted" version of them which are analogues of the Judge-Yancey-Bock-Bohrer estimators (6.4)-(6.6). For some of these estimators he has analytical results, for all of them he gives graphs of their risks as a function of $\beta_{1}$ for several combinations of values of $k \geq 4,\left(r_{2}-r_{1}\right) / \sigma$, the $\alpha$ of the pretest and $\beta_{(k-1)}^{\prime} \beta_{(k-1)} / \sigma^{2}$. For several of the comparisons the domination result holds on a space larger than $\left\{\beta \mid \beta_{1} \geq 0\right\}$.

Thomson (1982) considers the model (6.1), where $Z=\left(Z_{1}, Z_{2}\right)$ with, for $i=1,2, Z_{i}$ an $n \times 1$ vector. The $2 \times 1$ vector $\theta$ is restricted to $\theta_{i} \geq 0, i=1,2$ and he supposes $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$. The estimators of $\theta$ he considers are (in the notation used above for the Lovell-Prescott-Thomson-Schmidt model) the
unrestricted MLE $\delta^{*}$, the MLE $\hat{\theta}$ and the equality-restricted MLE $\hat{\theta}_{E R}$ under the restrictions $\theta_{1}=\theta_{2}=0$. Thomson studies the bias and the MSE of these three estimators analytically as well as graphically.

For the MSE of $\hat{\theta_{1}}$ he finds

$$
\left.\begin{array}{rl} 
& \frac{\operatorname{MSE}\left(\hat{\theta_{1}}\right)}{\sigma_{1}^{2}} \\
= & c_{1}^{2}+\left(1-c_{1}^{2}\right) F_{\rho}\left(-c_{1},-c_{2}\right)+c_{1} \phi\left(c_{1}\right) \Phi\left(d_{2}\right) \\
+ & \rho^{2} c_{2} \phi\left(c_{2}\right) \Phi\left(d_{1}\right)+\rho \sqrt{\frac{1-\rho^{2}}{2 \pi}} \phi\left(\sqrt{\frac{c_{1}^{2}-2 \rho c_{1} c_{2}+c_{2}^{2}}{1-\rho^{2}}}\right)  \tag{6.8}\\
+ & \left(1-\rho^{2}-c_{1}^{2}+\rho^{2} c_{2}^{2}\right) \Phi\left(c_{2}\right) \Phi\left(d_{1}\right)+\sqrt{1-\rho^{2}}\left(c_{1}+\rho c_{2}\right) \phi\left(d_{1}\right) \Phi\left(c_{2}\right),
\end{array}\right\}
$$

where $d_{1}=\left(\rho c_{2}-c_{1}\right) / \sqrt{1-\rho^{2}}, d_{2}=\left(\rho c_{1}-c_{2}\right) / \sqrt{1-\rho^{2}}, c_{i}=-\theta_{i} / \sigma_{i}, i=1,2$, $\sigma_{i}^{2}$ is the variance of $\delta_{i}^{*}, i=1,2, \rho$ is the correlation coefficient of $\delta_{1}^{*}$ and $\delta_{2}^{*}$ and $F_{\rho}$ is the distribution function of the standard two-dimensional normal distribution with correlation coefficient $\rho$.

For the special case where $\rho=0$, i.e., where $Z_{1}^{\prime} Z_{2}=0$, this gives

$$
\frac{\operatorname{MSE}\left(\hat{\theta_{1}}\right)}{\sigma_{1}^{2}}=1+\left(c_{1}^{2}-1\right) \Phi\left(c_{1}\right)+c_{1} \phi\left(c_{1}\right)
$$

which is the Lovell-Prescott-Thomson-Schmidt formula (6.2) with $i=1$ for the case of exactly one constraint (namely, $\theta_{1} \geq 0$ ). So, as Thomson notes, when $\rho=0$, the MLE of $\theta_{1}$ under the double constraint $\left(\theta_{1} \geq 0, \theta_{2} \geq 0\right)$ has the same MSE as the MLE of $\theta_{1}$ under the single constraint $\theta_{1} \geq 0$. And using the Thomson-Schmidt result, we then see that under the single constraint the MLE $\hat{\theta}_{1}$ of $\theta_{1}$ dominates $\delta_{1}^{*}$ for all $\left(\theta_{1}, \theta_{2}\right)$ with $c_{1} \geq-.84$ when when $\rho=0$. Further, using Thomson's formula for the bias of $\hat{\theta}_{1}$, we see that, when $\rho=0$,

$$
\mathcal{E}_{\theta} \hat{\theta}_{1}-\theta_{1}=\left(c_{1}+\phi\left(c_{1}\right)-c_{1} \Phi\left(-c_{1}\right)\right) \sigma_{1}
$$

which is the formula for the bias of $\hat{\theta}_{1}$ in the Lovell-Prescott-ThomsonSchmidt single-constraint model, because in that model $\hat{\theta}_{1}=\max \left(0, \delta_{1}^{*}(X)\right)$. So, when $\rho=0$, the MLE's of $\theta_{1}$ in these two models have the same distribution.

When $\rho \neq 0$ the problem of comparing the estimators is much more complicated. In fact, as can be seen from (6.8), the MSE of $\hat{\theta}_{1} / \sigma_{1}$ depends on $\theta_{1} / \sigma_{1}$, $\theta_{2} / \sigma_{2}$ and $\rho$. The author makes graphical comparisons between the MSEs of his estimators. In each one of these graphs, $\hat{\theta}_{1}$ dominates $\delta_{1}^{*}$ on a set larger
than $\Theta=\left\{\theta \mid \theta_{1} \geq 0, \theta_{2} \geq 0\right\}$, but he does not say anything about whether this dominance holds in general. For the more general case where $k>2$ and $\theta_{i} \geq 0$ for $i=1, \ldots, k$ the problem gets of course even more difficult.

### 6.3 Results of Moors and van Houwelingen for polyhedral and ellipsoidal restrictions

As already mentioned in Chapter 3, Section 3.2, Moors and van Houwelingen (1993) apply Moors' $(1981,1985)$ results to the linear model (6.1) with $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$.

They consider two parameter spaces:

1) $\Theta=\{\theta \mid a \leq A \theta \leq b\}$, where $a=\left(a_{1}, \ldots, a_{k}\right)$ and $b=\left(b_{1}, \ldots, b_{k}\right)$ are known $k \times 1$ vectors, $A$ is a known $k \times k$ positive definite matrix and the inequalities are component-wise inequalities. When $-\infty<a_{i}<b_{i}<\infty$, the authors suppose, without loss of generality, that $a_{i}=-b_{i}$ and, when $a_{i}=-\infty<b_{i}<\infty$ (resp. $-\infty<a_{i}<b_{i}=\infty$ ), they suppose, without loss of generality, that $b_{i}=0$ (resp. $a_{i}=0$ ). Putting $\beta=A \theta$ and $V=Z A^{-1}$, their model becomes $X=V \beta+\varepsilon$ and their parameter space becomes $C=\left\{\beta \mid a_{i} \leq \beta_{i} \leq b_{i}, i=1, \ldots, k\right\} ;$
2) $\Theta=\left\{\theta \mid \theta^{\prime} A \theta \leq b\right\}$, where $A$ is a known $k \times k$ positive definite matrix and $b>0$ is a known scalar. Here they transform the problem by supposing, without loss of generality, that $A$ is symmetric so that $A=P^{\prime} D P$ with $D$ diagonal and $P$ orthogonal. Then, with $V=Z P^{\prime}$ and $\beta=P \theta$, the model becomes $X=V \beta+\varepsilon$ with $\beta$ restricted to $C=\left\{\beta \mid \beta^{\prime} D \beta \leq b\right\}$.

They then apply Moors (1981, 1985) to estimate $\beta$ using squared-error loss, i.e., they find, for each $x$, a convex subset $C_{x}$ of $C$ with the properties that

$$
P_{\beta}\left(\delta(X) \text { not in } C_{X}\right)>0 \text { for some } \beta \in C \Longrightarrow \delta(X) \text { is inadmissible }
$$

and the projection of $\delta(X)$ unto $C_{X}$ dominates $\delta(X)$. They also show that $C_{x}$ is the convex closure of the range of $h_{x}(\beta), \beta \in C$, where $h_{x}(\beta)=$ $\beta \tanh \left(x^{\prime} V \beta\right)$.

When $k=1$ both problems reduce to the case where $X \sim \mathcal{N}\left(\beta, \sigma^{2}\right)$ with $\beta$ restricted to an interval. The Moors-van Houwelingen results are then identical to those of Moors $(1981,1985)$ presented in Chapter 3, Section 3.2.

### 6.4 Discussion and open problems

None of the above authors touches upon the question of whether their dominators (and other estimators) satisfy (2.3), but the following can be said about it.

In the first place, all equality- and inequality-restricted estimators do satisfy (2.3). Further the Moors-van Houwelingen dominators are projections onto $\Theta$ and thus satisfy it. But, of the Judge-Yancey-Bock-Bohrer dominators (6.4)-(6.6), only (6.5) satisfies (2.3). This means that the dominators (6.4) and (6.6) of $\hat{\beta}$ can be improved upon by projection onto $\{\beta \mid \beta \geq 0\}$. Another dominator which does not satisfy (2.3) is the Ohtani-Wan (1998) dominator. These authors start with the Judge-Yancy-Bock-Bohrer dominator (6.4) and replace $\sigma^{2}$ by an estimator of it. Another question not mentioned by any of the above authors is concerned with their loss functions. All, except Wan (1994b), use squared-error loss, but those who transform the model (6.1) do not say anything about what this loss function implies for estimating $\theta$. For the Judge-Yancey transformation the relationship between $\beta$ and $\theta$ is given by $\beta=Q^{\prime}\left(Z^{\prime} Z\right)^{1 / 2} \theta$ so that

$$
\beta^{\prime} \beta=\theta^{\prime}\left(Z^{\prime} Z\right)^{1 / 2} Q Q^{\prime}\left(Z^{\prime} Z\right)^{1 / 2} \theta=\theta^{\prime} Z^{\prime} Z \theta
$$

So their loss function for estimating $\theta$ becomes $(d-\theta)^{\prime} Z^{\prime} Z(d-\theta)$.
Escobar and Skarpness (1987) and Wan (1994a) have $r_{1} \leq b^{\prime} \theta \leq r_{2}$ and take $\beta=B \theta$ with $B=(b, D)$ for a non-singular $k \times(k-1)$ matrix $D$. So here $\beta^{\prime} \beta=\theta^{\prime} B^{\prime} B \theta$.

For the Moors-van Houwelingen results with $\Theta=\{\theta \mid a \leq A \theta \leq b\}$, the transformation gives $\beta=A \theta$ so that $\beta^{\prime} \beta=\theta^{\prime} A^{\prime} A \theta$, while for the case where $\Theta=\left\{\theta \mid \theta^{\prime} B \theta \leq b\right\}$ they have $\beta=P \theta$ with $B=P^{\prime} D P$ with $D$ diagonal and P orthogonal. So here $\beta^{\prime} \beta=\theta^{\prime} P^{\prime} P \theta=\theta^{\prime} \theta$.

Finally, comparisons between the various dominators are not mentioned in any of the above-quoted papers. For instance, how do the Moors-van Houwelingen dominators for the case where $\beta_{1} \geq 0$ compare with the Judge-Yancey-BockBohrer dominator (6.5)?

## Other properties

In this chapter several properties of restricted-parameter-space estimators which have not, or have barely, been touched upon up to now are presented. In Section 7.1 ideas of and results in weighted likelihood inference are applied to two restricted-normal-mean problems. Section 7.2 contains some (more) results, mostly numerical, on how robust restricted-parameter-space results are to misspecification of $\Theta$; on how much one gains in risk function from restricting the parameter space; and, for one case, on how much bias this introduces.

### 7.1 Ideas from weighted likelihood estimation

As mentioned in Chapter 5, Section 5.1, van Eeden and Zidek (2002, 2004) study a class of estimators of $\mu_{1}$ when $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right), i=1,2$, with known $\nu_{i}^{2}$ 's for the case where $\mu_{1} \leq \mu_{2}$ as well as for the case where $\left|\mu_{2}-\mu_{1}\right| \leq c$ for a known $c>0$. In constructing these two classes of estimators the authors use ideas and results from weighted likelihood. These ideas are the following: suppose $\Pi_{1}$ is the population of interest and data, $X$, say, from that population are available. Suppose that, in addition to the data $X$ one has data, $Y$, say, from a population $\Pi_{2}$ which is "close" to $\Pi_{1}$. Then $Y$ might well contain information which could be used to improve the precision of inference procedures based on $X$ concerning $\Pi_{1}$.

Such data sets occur, e.g., in small-area estimation problems where one might have data from areas adjoining the area of interest. In such a case, by judiciously using $Y$ together with $X$, one could "borrow strength from one's neighbours". Another example of such data occurs in regression analysis. Smoothing procedures, e.g., use data at nearby values of the independent variable(s) to improve on the estimate of the regression curve. In the case of the normalmean problems of van Eeden and Zidek, when $\left|\mu_{2}-\mu_{1}\right| \leq c$ for a small $c$, one should be able to use $X_{2}$ together with $X_{1}$ to improve on the best estimator
of $\mu_{1}$ based on $X_{1}$ alone. But, of course, by using $Y$ one introduces bias in one's estimators and one has to decide on how much bias one wants to trade for how much increase in precision.

So, how does one go about using $Y$ together with $X$ for inference procedures concerning $\Pi_{1}$ ? In their 2002 and 2004 papers, van Eeden and Zidek use F. Hu's $(1994,1997)$ and Hu and Zidek's $(2001,2002)$ (relevance-)weighted likelihood method, which can be described as follows. Let independent observations $X_{i, j}, j=1, \ldots, n_{i}$ from a populations $\Pi_{i}$ be available, $i=1, \ldots, k$, and suppose that $\Pi_{1}$ is the population of interest. Let $f_{i}$ and $F_{i}$ be the density and distribution function of $X_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, k$, and suppose a predictive density, $g$, say, of $X_{1,1}$ must be found to maximize $\int \log g(x) d F_{1}(x)$, i.e. the authors use Akaike's entropy maximization principle. This maximization is done under the restriction that $\Pi_{1}$ is "close" to $\Pi_{2}, \ldots, \Pi_{k}$, i.e., under the restriction that $\int \log g(x) d F_{i}(x)>c_{i}, i=2, \ldots, k$ for given $c_{2}, \ldots, c_{k}$. In the parametric case where $f_{i}(x)=f_{i}\left(x \mid \theta_{i}\right)$ this leads to finding $\lambda_{i, j}$ maximizing

$$
\prod_{i=1}^{k} \prod_{j=1}^{n_{i}} f_{i}^{\lambda_{i, j} / n_{i}}\left(x_{i, j} \mid \theta_{i}\right)
$$

Hu (1994) in his relevance-weighted likelihood requires $\lambda_{i, j} \geq 0$, but van Eeden and Zidek $(2002,2004)$ noticed that many known estimators can be derived from weighted likelihood (WL) by allowing negative weights. Wang (2001), in his PhD thesis, dropped the non-negativity condition when looking for optimum weights.

Applying WL to the case of $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right), i=1,2$, with known $\nu_{i}^{2}$ 's we have $k=2$ and $n_{1}=n_{2}=1$. Putting $\lambda_{i, 1}=\lambda_{i}, i=1,2$, the weighted likelihood estimator (WLE) of $\mu_{1}$ can be shown to be given by $\delta_{W L E}\left(X_{1}, X_{2}\right)=X_{1}+Z \alpha$, where $Z=X_{2}-X_{1}$ and $\alpha$ is obtained from the weights by

$$
\frac{\lambda_{2}}{\lambda_{1}}=\frac{\nu_{2}^{2}}{\nu_{1}^{2}} \frac{\alpha}{1-\alpha} .
$$

The maximization criterion here leads to minimization of the MSE and the optimal choice, in case $\Delta=\mu_{2}-\mu_{1}$ is known, is given by

$$
\alpha_{o p t}=\frac{\nu_{1}^{2}}{\nu_{1}^{2}+\nu_{2}^{2}+\Delta^{2}}
$$

Since $\Delta$ is unknown, it must be estimated and van Eeden and Zidek (2002, 2004) propose to replace $\Delta$ by its MLE, so that the adaptively weighted likelihood estimators of $\mu_{1}$ become (see (5.7))

$$
\delta_{W L E}\left(X_{1}, X_{2}\right)=X_{1}+Z \frac{\nu_{1}^{2}}{\nu_{1}^{2}+\nu_{2}^{2}+(\max (0, Z))^{2}}
$$

when $\mu_{1} \leq \mu_{2}$ and

$$
\delta_{W L E}\left(X_{1}, X_{2}\right)=X_{1}+Z \frac{\nu_{1}^{2}}{\nu_{1}^{2}+\nu_{2}^{2}+\left(\min \left(Z^{2}, c^{2}\right)\right)}
$$

when $\left|\mu_{2}-\mu_{1}\right| \leq c$.
As seen in Chapter 5, Section 5.1, van Eeden and Zidek $(2002,2004)$ do not study only $\delta_{W L E}$, but a class of estimators of $\mu_{1}$ of the form $X_{1}+\varphi(Z)$. Two examples of members of that class are its MLE (see (5.5)) and its Pitman estimator (see (5.6)). Other examples studied by van Eeden and Zidek are, for $\mu_{1} \leq \mu_{2}$,

$$
\delta_{\min }\left(X_{1}, X_{2}\right)=X_{1}+\min (0, Z)
$$

and, for $\left|\mu_{2}-\mu_{1}\right| \leq c$,

$$
\delta_{m}\left(X_{1}, X_{2}\right)=X_{1}+Z \frac{\nu_{1}^{2}}{\nu_{1}^{2}+\nu_{2}^{2}+c^{2}}
$$

and

$$
\delta_{M}\left(X_{1}, X_{2}\right)=X_{1}+Z \frac{\nu_{1}^{2}}{\nu_{1}^{2}+\nu_{2}^{2}+\min \left(Z^{2}, c^{* 2}\right)}
$$

where $c^{*}=c \tanh \left(c|Z| /\left(\nu_{1}^{2}+\nu_{2}^{2}\right)\right)$. The estimator $\delta_{m}$ is a kind of minimax estimator. It maximizes (over $\alpha$ ) the minimum (over $\Delta^{2} \leq c^{2}$ ) improvement in MSE of $X_{1}+\alpha Z=(1-\alpha) X_{1}+\alpha X_{2}$ over $X_{1}$. The estimator $\delta_{M}$ is obtained by replacing, in $\delta_{W L E}$, the MLE of $\Delta$ by Moors' dominator of it (see Chapter 3, Section 3.2).

Formulas for the MSE's of these estimators, as well as graphs of their biases and MSE's can be found in van Eeden and Zidek (2002, 2004).

### 7.2 Robustness, gains in risk function and bias

In this section robustness results with respect to missspecification of the parameter space are presented. These results are of the form: $\delta_{1}$ dominates $\delta_{2}$ not only on $\Omega$ but on the larger space $\Omega^{\prime} \supset \Omega$. Some results of this kind are mentioned in Chapter 6, where the linear model $X=Z \theta+\varepsilon$ is considered with $X$ an $n \times 1$ vector of observables, $Z$ an $n \times k$ nonstochastic matrix, $\varepsilon$ an $n \times 1$ vector of random variables with $\mathcal{E} \varepsilon=0$ and $\operatorname{cov}(\varepsilon)=\Sigma$ and squared-error loss. For $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$, as seen in Chapter 6 , Section 6.1, Thomson and Schmidt (1982) show that, when $\Theta=\left\{\theta \mid \theta_{1} \geq 0\right\}$, the MLE of $\theta_{i}$ dominates its unrestricted MLE $\delta_{i}^{*}$ on $\Theta^{\prime}=\left\{\theta \mid \theta_{1} \geq-.84 \sigma_{1}\right\}$, where $\sigma_{1}^{2}$ is the variance of $\delta_{1}^{*}$, and this result holds for all $i=1, \ldots, k$.

Still for the linear model, Escobar and Skarpness (1987) (for the notation see Chapter 6, Section 6.2) compare, for squared-error loss, the restricted MLE $\hat{\beta}$ of $\beta$ with its unrestricted one $\delta$ in the model $X=V \beta+\varepsilon$ when $r_{1} \leq \beta_{1} \leq r_{2}$ and $\varepsilon \sim \mathcal{N}_{n}\left(0, \sigma^{2} I\right)$. As already noted there, they show that, when $\beta_{1} \in\left[r_{1}, r_{2}\right], \hat{\beta}_{1}$ dominates $\delta_{1}$. But they also show that for $i=1$ this domination holds on a larger interval $I \supset\left[r_{1}, r_{2}\right]$. Their proof goes as follows. They first show that

$$
\begin{aligned}
\Delta\left(\beta_{1}\right) & =\frac{M S E_{\beta_{1}}\left(\delta_{1}\right)-M S E_{\beta_{1}}\left(\hat{\beta}_{1}\right)}{\sigma_{1}^{2}} \\
& =-s_{o} \phi\left(s_{o}\right)+\left(1-s_{o}^{2}\right) \Phi\left(s_{o}\right)+s_{1} \phi\left(s_{1}\right)+\left(1-s_{1}^{2}\right) \Phi\left(-s_{1}\right)
\end{aligned}
$$

where $s_{o}=\left(r_{1}-\beta_{1}\right) / \sigma_{1}, s_{1}=\left(r_{2}-\beta_{1}\right) / \sigma_{1}, \sigma_{1}^{2}$ is the variance of $\delta_{1}$ and $\phi$ and $\Phi$ are, respectively, the density and distribution function of the standard normal distribution. Using the fact that, for $r_{1} \leq \beta_{1} \leq r_{2}, s_{o} \leq 0$ and $s_{1} \geq 0$ and the fact that $\phi(c)>c(1-\Phi(c))$ for $c \geq 0$, it follows that $\Delta\left(\beta_{1}\right)>0$ on $\left[r_{1}, r_{2}\right]$ and thus $>0$ on a larger interval $I \supset\left[r_{1}, r_{2}\right]$. The authors give graphs of $\Delta\left(\beta_{1}\right)$ as a function of $\beta_{1}$ for two values of $d=s_{1}-s_{o}$ and describe their features. But Ohtani (1987) looks at the same problem. He notes that one may, without loss of generality, suppose that $r_{1}=-r_{2}$ and he gives graphs of $1-\Delta\left(\beta_{1}\right)$ for five values of $d$. Both sets of authors note that $1-\Delta\left(\beta_{1}\right)=\operatorname{MSE}_{\beta_{1}} \hat{\beta}_{1} / \sigma_{1}^{2}$ has, for $\beta_{1} \in\left[-r_{2}, r_{2}\right]$, its minimum at $\beta_{1}=0$ when $d$ is small and its maximum at $\beta_{1}=0$ when $d$ is large. From Ohtani's graphs it seems, as he notes, that $d \approx 1.5$ is the "turning" point. As an example of these author's robustness results: for $d=1, \hat{\beta}_{1}$ dominates $\delta_{1}$ for $\beta_{1} / \sigma_{1} \in \approx(-1.8,1.8)$, while for $d=3$, $\hat{\beta}_{1}$ dominates $\delta_{1}$ for $\beta_{1} / \sigma_{1} \in \approx(-2.25,2.25)$.

Similar results for the linear model, mostly based on graphical comparisons of risk functions, can (as mentioned in Chapter 6) be found in Thomson(1982), Judge, Yancey, Bock and Bohrer (1984) and Wan (1994a,b).

Two other examples of this kind of robustness can be found in van Eeden and Zidek (2002, 2004). As already mentioned in Chapter 5, Section 5.1, these authors consider several estimators of $\mu_{1}$ when $X_{i} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}^{2}\right), i=1,2$ with known $\nu_{i}^{2}$ 's and either $\mu_{1} \leq \mu_{2}$ or $\left|\mu_{2}-\mu_{1}\right| \leq c$ for a known $c>0$ with squared-error loss. For each of these two cases they give dominators for some of their inadmissible estimators as well as formulas for and graphs of the risk functions of these estimators. These results show, for the case where $\left|\mu_{2}-\mu_{1}\right| \leq c$, that the domination results hold strictly on the whole interval $[-c, c]$ and thus on a larger interval. For the case with $\Theta=\left\{\mu \mid \mu_{1} \leq \mu_{2}\right\}$, the Pitman estimator $\delta_{P}\left(X_{1}, X_{2}\right)$ and the estimator $\delta_{\min }\left(X_{1}, X_{2}\right)=\min \left(X_{1}, X_{2}\right)$ dominate $X_{1}$. However, their MSE's are equal to $\nu_{1}^{2}$ when $\Delta=\mu_{2}-\mu_{1}=0$ and each MSE has a strictly negative derivative (with respect to $\Delta$ ) at $\Delta=0$ implying that these domination results do not hold for $\Delta<0$. But for this
case the authors also show that the MLE strictly dominates $X_{1}$ on $[0, \infty)$ so that for that case the domination holds on an interval $(-C, \infty)$ for some $C>0$.

In their 2004 paper van Eeden and Zidek also propose and study robust Bayes estimators. Given that $c$ might not be known exactly, that a small $c$ is desirable for maximizing the benefit of a restricted space, but that a $c$ too small (so that in fact $\left|\mu_{2}-\mu_{1}\right|$ might be larger than $c$ ), would lead to an underreporting of the risk of the estimator, they propose the following hierarchical Bayes estimator. At the first stage of the analysis assume that $\mu_{i} \sim^{i n d} \mathcal{N}\left(\xi_{i}, \gamma_{i}^{2}\right), i=1,2$ and at the second stage suppose that $\left|\xi_{2}-\xi_{1}\right| \leq c$. Then, conditionally on $\left(X_{1}, X_{2}\right)$, $\mu_{i} \sim^{\text {ind }} \mathcal{N}\left(\eta_{i} X_{i}+\left(1-\eta_{i}\right) \xi_{i}, \nu_{i}^{2} \gamma_{i}^{2} / \lambda_{i}^{2}\right), i=1,2$, where $\lambda_{i}^{2}=\nu_{i}^{2}+\gamma_{i}^{2}$ and $\eta_{i}=\gamma_{i}^{2} / \lambda_{i}^{2}$ and, for an estimator $\hat{\mu}_{1}\left(X_{1}, X_{2}\right)$ of $\mu_{1}$,

$$
\left.\begin{array}{l}
\mathcal{E}\left(\left(\hat{\mu}_{1}\left(X_{1}, X_{2}\right)-\mu_{1}\right)^{2} \mid X_{1}, X_{2}\right)=  \tag{7.1}\\
\left(\hat{\mu}_{1}\left(X_{1}, X_{2}\right)-\left(\eta_{1} X_{1}+\left(1-\eta_{1}\right) \xi_{1}\right)\right)^{2}+\frac{\nu_{1}^{2} \gamma_{1}^{2}}{\lambda_{1}^{2}}
\end{array}\right\}
$$

(There is a misprint in the authors' formula (6) for this MSE.)
Now use the fact that, marginally, $X_{i} \sim{ }^{\text {ind }} \mathcal{N}\left(\xi_{i}, \lambda_{i}^{2}\right)$ and estimate $\xi_{1}$ by its Pitman estimator under the restriction $\left|\xi_{2}-\xi_{1}\right| \leq c$ given by (see the second line of (5.6))

$$
X_{1}+\frac{\lambda_{1}^{2}}{\lambda} \frac{\phi((Z-c) / \lambda)-\phi((Z+c) / \lambda)}{\Phi((Z+c) / \lambda)-\Phi((Z-c) / \lambda)}
$$

where $\lambda^{2}=\lambda_{1}^{2}+\lambda_{2}^{2}$ and $Z=X_{2}-X_{1}$. Then the robust Bayes estimator, obtained by substituting this Pitman estimator of $\xi_{1}$ into (see (7.1)) $\eta_{1} X_{1}+$ $\left(1-\eta_{1}\right) \xi_{1}$, becomes

$$
\delta_{r b}\left(X_{1}, X_{2}\right)=X_{1}+\frac{\nu_{1}^{2}}{\lambda} \frac{\phi((Z-c) / \lambda)-\phi((Z+c) / \lambda)}{\Phi((Z+c) / \lambda)-\Phi((Z-c) / \lambda)}
$$

Taking $\gamma_{1}^{2}=\gamma_{2}^{2}=.35$ in $\delta_{r b}$, the authors compare it, graphically, with the Pitman estimator $\delta_{P}$ as well as with one of their other estimators of $\mu_{1}$, namely,

$$
\delta_{W L E}(X)=X_{1}+Z \frac{\nu_{1}^{2}}{\nu_{1}^{2}+\nu_{2}^{2}+\min \left(Z^{2}, c^{2}\right)}
$$

Their Figure 9 shows that this $\delta_{r b}$ and $\delta_{W L E}$ have almost identical risk functions and their Figure 8 then shows that this $\delta_{r b}$ is more robust to misspecification of $c$ than is $\delta_{P}$.

Of course, these robustness results are not all that surprising because: suppose $\delta_{1}$ dominates $\delta_{2}$ on $\Theta$ and suppose their risk functions are continuous on $\Theta^{\prime} \supset \Theta$, then if $R\left(\delta_{1}, \theta\right)<R\left(\delta_{2}, \theta\right)$ at a boundary point, $\theta_{o}$, say, of $\Theta$ which is not a boundary point of $\Theta^{\prime}$, then there is an open subset of $\Theta^{\prime}$ containing
$\theta_{o}$ on which with $R\left(\delta_{1}, \theta\right)-R\left(\delta_{2}, \theta\right)<0$.
For the estimation of a positive normal mean based on $X \sim \mathcal{N}(\theta, 1)$, Katz (1961) showed admissibility and minimaxity of the Pitman estimator $\delta_{K}$ for squared-error loss (see Chapter 4, Section 4.3). Maruyama and Iwasaki (2005) study the robustness properties of these results to misspecification of the variance $\sigma^{2}$ of $X$. They show that, when $\sigma^{2} \neq 1, \delta_{K}$ is minimax if and only if $\sigma^{2}>1$. Concerning the admissibility when $\sigma^{2} \neq 1$ they show that $\delta_{K}$ is admissible if and only if $\sigma^{-2}$ is a positive integer. This is an example of extreme non-robustness. No matter how close $\sigma^{2}<1$ is to $1, \delta_{K}$ is not minimax. And admissibility happens "almost never".

On questions of how much can be gained, risk-function-wise, several results have already been mentioned in earlier chapters:

1) In Chapter 3, for the case of a lower-bounded normal mean as well as for the case of a symmetricaly restricted binomial parameter, numerical evidence is presented on by how much known dominators of the MLE lower its risk function;
2) In Chapter 4, numerical as well as theoretical evidence is given on by how much restricting the parameter space can lower the minimax value for the problem;
3) In Chapter 6 graphs are mentioned in which various estimators of $\theta$ are compared for the model $X=Z \theta+\varepsilon$ with restrictions on $\theta$.

More numerical and graphical comparisons between estimators for the restricted problem as well as between "best" ones for the unrestricted case and "good" ones for the restricted case are presented in this section.

Some early results are those of Mudholkar, Subbaiah and George (1977). They consider the MLEs of two Poisson means $\mu_{1}$ and $\mu_{2}$ with $\mu_{1} \leq \mu_{2}$ based on independent $X_{1}, X_{2}$. For the MLE $\hat{\mu}_{1}$ of $\mu_{1}$ they show that its bias $B_{M L E, 1}$ of is given by

$$
\begin{equation*}
B_{M L E, 1}=\frac{-\mu_{1}\left(1-F\left(2 \mu_{2} ; 2,2 \mu_{1}\right)\right)+\mu_{2} F\left(2 \mu_{1} ; 4,2 \mu_{1}\right)}{2} \tag{7.2}
\end{equation*}
$$

where $F(a ; b, c)$ is the distribution function of a non-central $\chi^{2}$ random variable with $b$ degrees of freedom and non-centrality parameter $c$, evaluated at $a$. For the second moment of $\hat{\mu}_{1}$ they find

$$
\begin{aligned}
4 \mathcal{E}_{\mu} \hat{\mu}_{1}^{2} & =\mu_{1}^{2}+\mu_{1}+3 \mu_{1}^{2} F\left(2 \mu_{2} ; 4,2 \mu_{1}\right)+3 \mu_{1} F\left(2 \mu_{2} ; 2,2 \mu_{1}\right) \\
& +\mu_{2}^{2} F\left(2 \mu_{1} ; 6,2 \mu_{2}\right)+\mu_{2} F\left(2 \mu_{1} ; 4,2 \mu_{2}\right)+2 \mu_{1} \mu_{2} F\left(2 \mu_{1} ; 2,2 \mu_{2}\right)
\end{aligned}
$$

and they use (7.2) to show that (as is intuitively obvious) $B_{M L E, 1}<0$ and, for each $\mu_{1}>0$, converges to zero as $\mu_{2} \rightarrow \infty$. They have similar formulas
for the bias and second moment of $\hat{\mu}_{2}$ and, for $i=1$ as well as for $i=2$, they give numerical values of $B_{M L E, i}$ and $\mathcal{E}_{\mu}\left(\hat{\mu}_{i}-\mu_{i}\right)^{2}$ for $\mu_{2}=10(10) 50$ and, for each $\mu_{2}$, for five values of $\mu_{1} \leq \mu_{2}$. An example of these results is given in Tab 7.1. This table gives the MSE of $\hat{\mu}_{2}$ when $\mu_{2}=20$ and we see that $\operatorname{MSE}\left(\hat{\mu_{2}}\right)<\mu_{2}=\operatorname{MSE}\left(X_{2}\right)$ for all $\mu_{1}$.

Table 7.1. $X_{i} \sim^{\text {ind }} \operatorname{Poisson}\left(\mu_{i}\right), i=1,2, \mu_{1} \leq \mu_{2}=20$.

| $\mu_{1}$ | 8 | 10 | 12 | 16 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{MSE}\left(\hat{\mu_{2}}\right)$ | 19.86 | 19.55 | 18.92 | 16.83 | 15.63 |

All their other numerical results for the MSE's show the same pattern: $\operatorname{MSE}\left(\hat{\mu_{i}}\right)<\mu_{i}=\operatorname{MSE}\left(X_{i}\right)$ for $i=1,2$ for all the values of $\mu_{1} \leq \mu_{2}$ for which they present results. From these results (combined with results on the bias of the estimators) they conclude (their p. 93): " $\hat{\mu}_{1}$ and $\hat{\mu}_{2}$ are biased but their MSE's are less than respectively $\mu_{1}$ and $\mu_{2}$, the MSE's of $X_{1}$ and $X_{2}$." But, as we saw in Chapter 5, Section 5.1, Kushary and Cohen (1991) show that, if $\delta\left(X_{2}\right)$ is, for squared-error loss, admissible for estimating $\mu_{2}$ based on $X_{2}$ alone, then it is admissible for estimating $\mu_{2}$ based on $\left(X_{1}, X_{2}\right)$. So, the question is: "For what values of $\left(\mu_{1}, \mu_{2}\right)$ with $\mu_{1} \leq \mu_{2}$ is $\operatorname{MSE}\left(X_{2}\right)=\mu_{2}<$ $\operatorname{MSE}\left(\hat{\mu}_{2}\right)$ ?". The answer is in the following lemma. My thanks to Arthur Cohen for pointing out that the answer should be: "For small values of $\mu_{1}$.".

Lemma 7.1 For $X_{i} \sim^{\text {ind }}$ Poisson $\left(\mu_{i}\right), i=1,2$, with $\mu_{1} \leq \mu_{2}$,

$$
\operatorname{MSE}\left(\hat{\mu}_{2}\right)>\mu_{2} \text { for } 0<\mu_{1} \leq \mu_{2}<.25
$$

where $\hat{\mu}_{2}=\max \left(X_{2},\left(X_{1}+X_{2}\right) / 2\right)$ is the MLE of $\mu_{2}$.

Proof. The MSE of $\hat{\mu}_{2}$ is given by

$$
\operatorname{MSE}\left(\hat{\mu}_{2}\right)=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty}\left(\max \left(\frac{i+j}{2}, j\right)-\mu_{2}\right)^{2} \frac{e^{-\mu_{1}} \mu_{1}^{i}}{i!} \frac{e^{-\mu_{2}} \mu_{2}^{j}}{j!} .
$$

So, for each $\mu_{2}$,

$$
\begin{equation*}
\lim _{\mu_{1} \rightarrow 0} \operatorname{MSE}\left(\hat{\mu}_{2}\right)=\mu_{2} \tag{7.3}
\end{equation*}
$$

Further

$$
\left.\begin{array}{l}
\frac{d}{d \mu_{1}} \operatorname{MSE}\left(\hat{\mu}_{2}\right)= \\
-\sum_{j=0}^{\infty}\left(\max \left(\frac{j}{2}, j\right)-\mu_{2}\right)^{2} \frac{e^{-\mu_{2}} \mu_{2}^{j}}{j!} e^{-\mu_{1}}+ \\
\sum_{i=1}^{\infty} \sum_{j=0}^{\infty}\left(\max \left(\frac{i+j}{2}, j\right)-\mu_{2}\right)^{2} \times  \tag{7.4}\\
\left(\frac{e^{-\mu_{1}} \mu_{1}^{i-1}}{(i-1)!}-\frac{e^{-\mu_{1}} \mu_{1}^{i}}{i!}\right) \frac{e^{-\mu_{2}} \mu_{2}^{j}}{j!}
\end{array}\right\}
$$

From (7.4) it follows that

$$
\begin{aligned}
\left.\frac{d}{d \mu_{1}} \operatorname{MSE}\left(\hat{\mu}_{2}\right)\right|_{\mu_{1}=0} & =-\mu_{2}+\sum_{j=0}^{\infty}\left(\max \left(\frac{1+j}{2}, j\right)-\mu_{2}\right)^{2} \frac{e^{-\mu_{2} \mu_{2}^{j}}}{j!} \\
& =-\mu_{2}+\left(\frac{1}{2}-\mu_{2}\right)^{2} e^{-\mu_{2}}+\sum_{j=1}^{\infty}\left(j-\mu_{2}\right)^{2} \frac{e^{-\mu_{2}} \mu_{2}^{j}}{j!} \\
& =\left(\frac{1}{2}-\mu_{2}\right)^{2} e^{-\mu_{2}}-\mu_{2}^{2} e^{-\mu_{2}}=\left(\frac{1}{4}-\mu_{2}\right) e^{-\mu_{2}}
\end{aligned}
$$

which, together with (7.3), proves the result.
This result shows how careful one should be with drawing conclusions from numerical results.

How much one gains risk-function-wise and how much bias is introduced when restricting a parameter space: it rather heavily depends on the model and, given a model, it rather heavily depends on the estimand. But, of course, any improvement result gives only a lower bound on the possible improvements. Here are some examples (note that many of the quoted numerical values are obtained from graphs or from ratios of numerical (Monte-Carlo) results and then are only approximate values):

For the van Eeden and Zidek (2002) normal-mean problem with $k=2$ and $\mu_{1} \leq \mu_{2}$, their estimator of $\mu_{1}$ given by (see (5.7))

$$
\delta_{W L E}\left(X_{1}, X_{2}\right)=X_{1}+\frac{\nu_{1}^{2}\left(X_{2}-X_{1}\right)}{\nu_{1}^{2}+\nu_{2}^{2}+\left(\max \left(0,\left(X_{2}-X_{1}\right)\right)\right)^{2}},
$$

gives, when $\nu_{1}=\nu_{2}=1$, an approximately 20-40\% decrease in MSE over $X_{1}$ when $\Delta=\mu_{2}-\mu_{1} \leq .1$, a larger decrease than any of their other three estimators, the MLE, $\delta_{\min }\left(X_{1}, X_{2}\right)=\min \left(X_{1}, X_{2}\right)$ and the Pitman estimator $\delta_{P}\left(X_{1}, X_{2}\right)$, give in that same interval. Still for $\nu_{1}=\nu_{2}=1$, the estimator $\delta_{W L E}$ also has (see their Figure 1) the smallest absolute bias among these
estimators in the same interval. But, for larger $\Delta$ ( $\Delta>2$, or so), its MSE is $>1$, the MSE of $X_{1}$ and its bias there is the largest among the four estimators. The estimators $\delta_{\min }\left(X_{1}, X_{2}\right)$ and $\delta_{P}$ have their maximum gain in risk function $(\approx 20 \%)$ for $\Delta$ in the interval $(1,2)$, but these estimators do not gain anything at $\Delta=0$. For all $\Delta \geq 0$ their absolute biases are the largest for those among the four estimators. The MLE might look like a good compromise: not too badly biased relative to the other three and a $25 \%$ gain in MSE at $\Delta=0$. But, the MLE is inadmissible. The authors do give a class of dominators for each of their inadmissible estimators, but no graphs comparing inadmissible estimators with dominators. Whether $\delta_{W L E}$ is admisible is unknown, but it is a smooth estimator, which the MLE is not. And it dominates the MLE for $0 \leq \Delta \leq A$, where $A$ is slightly less than 2 . The 2002 paper of van Eeden and Zidek also contains graphs of the MSE's of their estimators for cases with $\nu_{1}^{2} \neq \nu_{2}^{2}$.

Some of the above-mentioned properties of $\delta_{P}, \delta_{\min }$ and the MLE for the ordered-normal-mean problem with $\nu_{1}^{2}=\nu_{2}^{2}=1$ can also be obtained from numerical results of Al-Saleh (1997) and Iliopoulos (2000). Al-Saleh gives numerical values for the MSE of $\delta_{P}$ as well as of $\delta_{\min }$ for $\Delta=0(.2) 4(1) 6$ and 10 and for the MLE such values (in the form of $\%$ decrease in MSE over $X_{1}$ ) can be found in the last line of Iliopoulos' (2000) Table 1. Iliopoulos (see Chapter 5 , Section 5.1) has results for the normal-mean problem with $k=3$ and $\mu_{1} \leq \mu_{2} \leq \mu_{3}$. He estimates $\mu_{2}$ and taking $\mu_{1}=-\infty$ in his results gives the MLE of the smaller one of two ordered normal means. Iliopoulos (2000) also has numerical results for comparing his estimator with the middle one of his three ordered normal means by the linex loss function. Tab 7.2 contains some of the numerical values obtained by Al-Saleh (1997) and Iliopoulos (2000).

Table 7.2. $\%$ MSE improvement over $X_{1}$, normal means.

| $\mu_{2}-\mu_{1} \geq 0$ | 0 | .20 | .40 | .50 | .60 | .80 | 1.00 | 1.40 | 1.60 | 2.00 | 4.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta_{\text {min }}$ | 0 | 9 | 15 | - | 19 | 20 | 20 | 17 | 15 | 10 | 0 |
| $\delta_{P}$ | 0 | 6 | 11 | - | 14 | 17 | 19 | 21 | 21 | 10 | 6 |
| MLE | 25.0 | - | - | 22.5 | - | - | 17 | - | - | 6.5 | .2 |

Al-Saleh (1997) also has numerical results for the bias of $\delta_{P}$ and $\delta_{\text {min }}$. His results are summarized in Tab 7.3. A formula for the bias of the MLE of $\mu_{1}$ can be obtained from van Eeden and Zidek's (2002) Lemma A.3, while Sampson, Singh and Whitaker (2003) give formulas for the biases of the MLEs of $\mu_{1}$ and $\mu_{2}$.

Table 7.3. Biases, normal means, estimate $\mu_{1}$.

| $\mu_{2}-\mu_{1} \geq 0$ | 0 | .20 | .40 | .60 | .80 | 1.00 | 1.40 | 1.60 | 2.00 | 4.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta_{\min }$ | .56 | .47 | .39 | .31 | .25 | .20 | .12 | .09 | .05 | .00 |
| $\delta_{P}$ | .66 | .58 | .53 | .47 | .42 | .38 | .30 | .26 | .20 | .03 |

From Tab 7.2 and Tab 7.3, as well as from van Eeden and Zidek (2002), one sees that neither one of $\delta_{\min }$ and $\delta_{P}$ is very good as an estimator of $\mu_{1}$ when $\Delta$ is close to zero: they do not improve much over $X_{1}$ and both are very biased.

For the normal-mean problem with $k=2, \nu_{1}^{2}=\nu_{2}^{2}=1$ and $\Delta=\left|\mu_{2}-\mu_{1}\right| \leq c$, van Eeden and Zidek (2004) give graphs of the MSE of the four estimators defined in Section 7.1 for $c=1$ and $-2 \leq \Delta \leq 2$. Each of these estimators gives an MSE reduction (relative to $X_{1}$ ) of more than $40 \%$ in the middle of the interval $(-c, c)$, while over the whole interval $(-c, c)$ this reduction is at least $30 \%$. The authors do not give any bias results for this case, but for several inadmissible estimators and their dominators they give graphs of their MSEs. For the MLE for instance, which has an MSE which is almost constant at about .67 on most of the interval $(-c, c)$, this dominator's MSE varies from about .57 at $\Delta=0$ to about .67 at the endpoints of the interval $(-c, c)$. However, the dominator is much less robust to misspecification of $\Theta$ than is the MLE. As in their 2002 paper, van Eeden and Zidek (2004) also give graphs of MSE's of their estimators for cases where the variances are not equal.

Vijayasree, Misra and Singh (1995) present, for squared-error loss, several tables with numerical comparisons of risk functions for pairs of estimators of location or scale parameters of exponential distributions when $k=2$ (see Chapter 5, Sections 5.1 - 5.3). In their Table 1, e.g., they compare, for estimating the smaller scale parameter when the location parameters are known, their dominator

$$
\left\{\begin{array}{c}
\frac{X_{1}}{n_{1}+1} \quad \text { when } \frac{X_{1}}{n_{1}+1} \leq \frac{X_{2}}{n_{2}} \\
\frac{X_{1}+X_{2}}{n_{1}+n_{2}+1} \text { when } \frac{X_{1}}{n_{1}+1}>\frac{X_{2}}{n_{2}}
\end{array}\right.
$$

of $X_{1} /\left(n_{1}+1\right)$ with their dominator

$$
\left\{\begin{array}{c}
\frac{X_{1}}{n_{1}} \quad \text { when } \frac{X_{1}}{n_{1}} \leq \frac{X_{2}}{n_{1}+1} \\
\frac{X_{1}+X_{2}}{n_{1}+n_{2}+1} \text { when } \frac{X_{1}}{n_{1}}>\frac{X_{2}}{n_{1}+1}
\end{array}\right.
$$

of the MLE. Such results do not give any information on how much the dominators improve, risk-function-wise, on the dominated estimators. Nor do any of the other eight tables in their paper give such information.

Misra and Singh (1994), using squared-error loss, look at the estimation of two ordered exponential location parameters when the scale parameters are known (see Chapter 5, Section 5.1). For the special case where $\nu_{2} n_{1}=\nu_{1} n_{2}$, their best (mixed) dominator $\delta_{1, \alpha}$ of the unrestricted MRE, $X_{1}-\nu_{1} / n_{1}$, of the smaller location parameter has $\alpha=\alpha^{*}=.25$ as its mixing parameter, while their best mixed dominator $\delta_{2, \beta}$ of $X_{2}-\nu_{2} / n_{2}$ as an estimator of the larger parameter has $\beta=\beta^{*}=.75$. The authors give the following formulas for the MSEs of these dominators

$$
\begin{aligned}
& \operatorname{MSE}_{\Delta}\left(\delta_{1, \alpha}\right)=1-(1-\alpha)(\Delta+\alpha+1 / 2) e^{-\Delta} \\
& \operatorname{MSE}_{\Delta}\left(\delta_{2, \beta}\right)=1-(1-\beta)(\beta-1 / 2) e^{-\Delta}
\end{aligned}
$$

where $\Delta=\mu_{2}-\mu_{1}$. Using these formulas and the author's Table 1 and Table 2 gives the percent risk improvements presented in Tab 7.4. The third line of the table gives the $\%$ risk improvements of ( $\delta_{1, \alpha^{*}}, \delta_{2, \beta^{*}}$ ) over ( $X_{1}-\nu_{1} / n_{1}, X_{2}-$ $\nu_{2} / n_{2}$ ) when the loss function is the sum of the squared errors. Given that, when $\nu_{2} n_{1}=\nu_{1} n_{2}$, the MRE's of $\mu_{1}$ and $\mu_{2}$ have the same (constant) risk function, the numbers in the third line in Tab 7.4 are the averages of the corresponding ones in the first and second lines.

Table 7.4. \% MSE improvement over the MRE, exponential location.

| $\mu_{2}-\mu_{1} \geq 0$ | 0.00 | 0.05 | 0.10 | 0.20 | 0.25 | 0.50 | 0.75 | 1.00 | 3.00 | 5.00 | 6.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta_{1, \alpha^{*}}$ | 56 | 56 | 58 | 58 | 58 | 57 | 53 | 48 | 14 | 3 | 1 |
| $\delta_{2, \beta^{*}}$ | 6.2 | 5.9 | 5.7 | 5,1 | 4.9 | 3.8 | 3.0 | 2.3 | 0.0 | 0.0 | 0.00 |
| $\left(\delta_{1, \alpha^{*}}, \delta_{2, \beta^{*}}\right)$ | 31 | 31 | 32 | 32 | 32 | 30 | 28 | 25 | 7 | 2 | 1 |

So, for small values of $\Delta, \delta_{1, \alpha^{*}}$ substantially improves on $X_{1}-\nu_{1} / n_{1}$. But $\delta_{2, \beta^{*}}$ 's improvements are very small. Moreover, as remarked on in Chapter 5, Section 5.1, $\delta_{2, \beta^{*}}>X_{2}$ with positive probability for all parameter values.

Jin and Pal (1991) also have results for estimating two exponential location parameters under restrictions on the parameter space (see Chapter 5, Section 5.3). Their scale parameters are unknown and they dominate, for squarederror loss, the vector $\left(X_{1}-T_{1} / n_{1}^{2}, X_{2}-T_{2} / n_{2}^{2}\right)$, where $T_{i}=\sum_{j=1}^{n_{i}}\left(X_{i, j}-X_{i}\right)$, $i=1,2$. They give Monte-Carlo estimators of percent improvements in risk function for each of their dominators for several values of the parameters and
the sample sizes. Tabs 7.5 and 7.6 contain examples of these Monte-Carlo results for the case where the parameters are restricted by $\mu_{1} \leq \mu_{2}$. Here their dominators are mixed estimators and the dominator of $X_{2}-T_{2} / n_{2}^{2}$ is $>X_{2}$ with positive probability for all parameter values.

Table 7.5. \% MSE improvement of the $\alpha$-mixed estimator (5.14) of $\left(\mu_{1}, \mu_{2}\right)$ over its MRE, ordered exponential location, $\mu_{1}=0.0$, $\mu_{2}=0.1, \nu_{1}=1.0, \nu_{2}=1.1$.

| $\alpha$ | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1}=n_{2}=3$ | 12.82 | 17.72 | 21.32 | 23.64 | 24.67 | 24.67 |
| $n_{1}=5, n_{2}=10$ | 22.64 | 27.69 | 31.18 | 33.11 | 33.47 | 33.47 |
| $n_{1}=n_{2}=10$ | 18.35 | 19.72 | 20.41 | 20.41 | 19.78 | 19.78 |

Table 7.6. \% MSE improvement of the $\alpha$-mixed estimator (5.14) of ( $\mu_{1}, \mu_{2}$ ) over its MRE, ordered exponential location, $\mu_{1}=0.0$, $\mu_{2}=0.5, \nu_{1}=1.0, \nu_{2}=1.1$.

| $\alpha$ | 0.0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1}=n_{2}=3$ | 18.13 | 18.55 | 18.56 | 18.16 | 17.34 | 17.34 |
| $n_{1}=5, n_{2}=10$ | 15.81 | 15.41 | 14.80 | 13.99 | 12.97 | 12.97 |
| $n_{1}=n_{2}=10$ | 3.33 | 3.22 | 3.11 | 2.98 | 2.84 | 2.84 |

From these tables it is seen that the optimal $\alpha$ of the dominating mixed estimator depends upon the unknown parameters. One needs a larger $\alpha$ for a smaller difference $\Delta=\mu_{2}-\mu_{1}$. But, intuitively, for a given $\alpha$ and a given $\Delta$, the improvement should decrease with increasing sample sizes. It does in Tab 7.6, but it does not in Tab 7.5. Also, for a given $\alpha$ and given sample sizes, the improvement "should" decrease with $\Delta$. It does for $n_{1}=5, n_{2}=10$ and for $n_{1}=n_{2}=10$, but not for $n_{1}=n_{2}=3$. Is something possibly wrong with the entries in the first line of Tab 7.5?

For estimating, with squared-error loss, ordered scale parameters $\mu_{1} \leq \mu_{2}$ of exponential distributions, Vijayasree and Singh (1993) study (see Chapter 5 , Section 5.2) a class of mixed estimators of each of the components of $\mu$. They give numerical values for the efficiency of these estimators relative to the unrestricted MLE (UMLE). Tabs 7.7 and 7.8 give the percent improvements
of these mixed estimators over the UMLE obtained from the authors' results. In both tables the results hold for equal sample sizes, $n_{1}=n_{2}=n$. Tab 7.7 gives these improvements for estimating $\mu_{1}$ and the mixing parameter $\alpha_{1}=n_{1} /\left(n_{1}+n_{2}+1\right)$, while Tab 7.8 gives these improvements for estimating $\mu_{2}$ and mixing parameter $\alpha^{*}=1 / 2-(1 / 2)^{2 n}\binom{2 n-1}{n}$.

Table 7.7. \% MSE improvement over $X_{1} / n_{1}$ of the $\alpha_{1}$-mixed estimator of $\mu_{1}$ with $\alpha_{1}=n_{1} /\left(n_{1}+n_{2}+1\right)$, gamma scale.

| $\mu_{2} / \mu_{1} \geq 1$ | 1.0 | 1.3 | 1.5 | 2.0 | 3.0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1}=n_{2}=5$ | 38 | 32 | 27 | 17 | 7 |
| $n_{1}=n_{2}=10$ | 34 | 25 | 18 | 8 | 1 |
| $n_{1}=n_{2}=50$ | 29 | 9 | 2 | 0 | 0 |

Table 7.8. \% MSE improvement over $X_{2} / n_{2}$ of the $\alpha^{*}$-mixed estimator of $\mu_{2}$ with $\alpha^{*}=1 / 2-(1 / 2)^{2 n}\binom{2 n-1}{n}$, gamma scale.

| $\mu_{2} / \mu_{1} \geq 1$ | 1.0 | 1.3 | 1.5 | 2.0 | 3.0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1}=n_{2}=5$ | 14 | 12 | 10 | 5 | 1 |
| $n_{1}=n_{2}=10$ | 17 | 13 | 9 | 3 | 0 |
| $n_{1}=n_{2}=50$ | 21 | 6 | 1 | 0 | 0 |

More numerical comparisons between estimators of ordered scale parameters of gamma distributions can (see Chapter 5, Section 5.2) be found in Misra, Choudhary, Dhariyal and Kundu (2002). They give MSEs for each of the components of the unrestricted MRE, of the MLE and of one of the estimators of Vijayasree, Misra and Singh (1995) as well as for their own estimators (5.11) and (5.12). They have tables for equal sample sizes $n_{1}=n_{2}=1,5,10,20$ and four pairs of unequal ones, each combined with ten values of $\mu_{2} / \mu_{1}$. Tab 7.9 (respectively, Tab 7.10) gives percent improvements of (5.11) (respectively, (5.12)) over the unrestricted MLE for estimating $\mu_{1}$ (respectively $\mu_{2}$ ) obtained from the Misra, Choudhary, Dhariyal and Kundu (2002) tables.

Comparing the results in Tab 7.9 (resp. Tab 7.10) with those in Tab 7.7 (resp. Tab 7.8), one sees that

Table 7.9. \% MSE improvement over $X_{1} / n_{1}$ of (5.11), gamma scale.

| $\mu_{2} / \mu_{1} \geq 1$ | 1.00 | 1.25 | 1.67 | 2.00 | 2.50 | 3.33 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1}=n_{2}=5$ | 18 | 21 | 24 | 26 | 25 | 24 |
| $n_{1}=n_{2}=10$ | 9 | 18 | 20 | 20 | 18 | 14 |
| $n_{1}=n_{2}=20$ | 6 | 16 | 18 | 14 | 8 | 6 |

a) For estimating $\mu_{1}$ with $\mu_{2} / \mu_{1} \leq d$, the $\alpha_{1}$-mixed estimator of Vijayasree and Singh is better than the Misra, Choudhary, Dhariyal and Kundu (2002) estimator, where $d$ depends on the common sample size $n$. Further, as also seen in earlier tables, the improvement decreases with increasing $n$;
b) for estimating $\mu_{2}$, the Misra, Choudhary, Dhariyal and Kundu (2002) estimator does much better than the $\alpha^{*}$-mixed estimator of Vijayasree and Singh for $\mu_{2} / \mu_{1}$ not close to 1 .

Table 7.10. \% MSE improvement over $X_{2} / n_{2}$ of (5.12), gamma scale.

| $\mu_{2} / \mu_{1} \geq 1$ | 1.00 | 1.25 | 1.67 | 2.00 | 2.50 | 3.33 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1}=n_{2}=5$ | 16 | 34 | 40 | 38 | 34 | 29 |
| $n_{1}=n_{2}=10$ | 9 | 29 | 32 | 29 | 22 | 15 |
| $n_{1}=n_{2}=20$ | 4 | 26 | 22 | 18 | 10 | 6 |

Ghosh and Sarkar (1994) estimate (see Chapter 5, Section 5.3) the smaller one of two ordered normal variances based on $Y_{i, j} \sim^{\text {ind }} \mathcal{N}\left(\mu_{i}, \nu_{i}\right), j=1, \ldots, n_{i}$, $i=1,2$, with $\nu_{1} \leq \nu_{2}$. They give Monte-Carlo estimates of the percent decrease in MSE of their dominators of $X_{1} /\left(n_{1}+1\right)$, the MRE based on the first sample alone. Tabs 7.11 and 7.12 contain these results for two of their dominators, namely:

1) Their dominator $T_{4}$, which is the estimator (5.20) with $\phi(W)$ as (5.16). It dominates $(1-\phi(W)) X_{1} /\left(n_{1}+1\right)$ for this same $\phi$ and thus $X_{1} /\left(n_{1}+1\right)$. The value of $\varepsilon$ used in this table is .02 ;
2) Their dominator $T_{8}$, which is the estimator (5.19) with $\phi$ as in (5.17). It dominates $(1-\phi(V)) X_{1} /\left(n_{1}+1\right)$ for this same $\phi$ and thus $X_{1} /\left(n_{1}+1\right)$. In this table $\varepsilon=.01$ is used.

Table 7.11. \% MSE improvement over $X_{1} /\left(n_{1}+1\right)$ of (5.20) with $\phi$ as in (5.16), $\varepsilon=.02$ and $\mu_{1}=0$, normal variances.

| $\nu_{2} / \nu_{1} \geq 1$ | 1.00 | 1.25 | 1.50 | 2.00 | 2.50 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1}=n_{2}=5$ | 7.480 | 6.599 | 4.855 | 2.714 | 1.492 |
| $n_{1}=10, n_{2}=5$ | 6.184 | 5.821 | 4.221 | 2.093 | 1.299 |
| $n_{1}=5, n_{2}=10$ | 10.41 | 8.105 | 5.001 | 1.426 | 0.557 |
| $n_{1}=n_{2}=10$ | 10.13 | 7.726 | 4.824 | 1.273 | 0.248 |

Table 7.12. $\%$ MSE improvement over $X_{1} /\left(n_{1}+1\right)$ of (5.19) with $\phi$ as in (5.17), $\varepsilon=.01$ and $\mu_{1}=0$, normal variances.

| $\nu_{2} / \nu_{1} \geq 1$ | 1.00 | 1.25 | 1.50 | 2.00 | 2.50 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1}=n_{2}=5$ | 8.153 | 7.241 | 5.403 | 3.023 | 1.579 |
| $n_{1}=10, n_{2}=5$ | 7.194 | 6.808 | 5.065 | 2.720 | 1.737 |
| $n_{1}=5, n_{2}=10$ | 11.36 | 8.910 | 5.562 | 1.621 | 0.526 |
| $n_{1}=n_{2}=10$ | 11.60 | 8.748 | 5.618 | 1.652 | 0.421 |

Remark 7.1. There is a misprint in the Ghosh-Sarkar tables. They have $\nu_{1} / \nu_{2}$ instead of $\nu_{2} / \nu_{1}$ in the heading of the second column of their table.

From the complete tables of Ghosh and Sarkar one sees that (for the values of the parameters used in those table): of the nine estimators in Ghosh and Sarkar's tables, none dominates any of the other ones. But $T_{8}$ does, for $\nu_{2} / \nu_{1} \leq$ 1.5 , better than all the other ones. But, even for $T_{8}$, the improvements are small and, given that these are the best improvements possible (better than those for $\mu_{1} \neq 0$ ), numerical results for other values of $\mu_{1}$ would be a very helpful addition to the study of the properties of these dominators.

## Existence of MLEs and algorithms to compute them

For the case where there are no nuisance parameters and $\Theta$ is determined by order restrictions among and bound restrictions on the parameters, this chapter gives, in Section 8.1, conditions for the existence of the MLE $\hat{\theta}=$ $\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{k}\right)$ of $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ and, in Section 8.2, algorithms for computing it. The existence conditions are those of van Eeden (1956, 1957a,b, 1958) and we compare them with those of Brunk (1955), as well as with those of Robertson and Waltman (1968). The algorithms are those of van Eeden (1957a, 1958) and they are compared with some of the ones appearing in Barlow, Bartholomew, Bremner and Brunk (1972), in Robertson, Wright and Dykstra (1988) or in publications appearing after the Robertson-Wright-Dykstra book. Section 8.3 contains some results on norm-reducing properties of the MLE, while in Section 8.4 some algorithms for multivariate problems are presented.

The algorithms presented here do not apply to, e.g., star-shape-restricted $\theta_{i}$. Algorithms for such $\Theta$ are described or referred to in Robertson, Wright and Dykstra (1988).

### 8.1 The model and the conditions

Let, for $i=1, \ldots, k, X_{i, 1}, \ldots, X_{i, n_{i}}$ be independent samples and let $f_{i}\left(x ; \theta_{i}\right)$, $x \in R^{1}, \theta_{i} \in J_{i}$, be the density of $X_{i, 1}$ with respect to a $\sigma$-finite measure $\nu$ where $J_{i}$ is an interval and is the set of all $\theta_{i}$ for which $\int_{R^{1}} f_{i}\left(x ; \theta_{i}\right) d \nu(x)=1$. Suppose that we know that $\theta \in \Theta$, where

$$
\begin{equation*}
\Theta=\left\{\theta \mid \alpha_{i, j}\left(\theta_{i}-\theta_{j}\right) \leq 0,1 \leq i<j \leq k ; \theta_{i} \in I_{i}, i=1, \ldots, k\right\} . \tag{8.1}
\end{equation*}
$$

Here $I_{i}=\left[a_{i}, b_{i}\right]$ with $a_{i}<b_{i}, i=1, \ldots, k$, is a known subset of $J_{i}$. Further, the $\alpha_{i, j}, 1 \leq i<j \leq k$, are known with $\alpha_{i, j}=1$ if there exists an $h$ such that $\alpha_{i, h}=\alpha_{h, j}=1$. Otherwise $\alpha_{i, j}$ takes the value 0 or 1 and we suppose that $\Theta$ is not empty and $\neq \prod_{i=1}^{k} I_{i}$.

For $\theta_{i} \in I_{i}, i=1, \ldots, k$, the log-likelihood function is given by

$$
\begin{equation*}
l(\theta)=\sum_{i=1}^{k} l_{i}\left(\theta_{i}\right) \tag{8.2}
\end{equation*}
$$

where $l_{i}\left(\theta_{i}\right)=\sum_{j=1}^{n_{i}} \log f_{i}\left(x_{i, j} ; \theta_{i}\right), i=1, \ldots, k$.
Suppose that $l$ satisfies the following condition:
Condition A. For each $M \subset\{1, \ldots, k\}$ for which $I_{M}=\cap_{i \in M} I_{i}$ is not empty,

$$
\begin{equation*}
l_{M}(\theta)=\sum_{i \in M} l_{i}(\theta) \quad \theta \in I_{M} \tag{8.3}
\end{equation*}
$$

is strictly unimodal.
Here strictly unimodal means that there is a $v_{M} \in I_{M}$ such that, for $\theta \in I_{M}, l_{M}(\theta)$ is strictly increasing for $\theta<v_{M}$ and strictly decreasing for $\theta>v_{M}$. Note that $v_{M}$ is the MLE of $\mu$ based on $X_{i, j}, j=1, \ldots, n_{i}$, $i \in I_{M}$ under the condition that $\theta_{i}=\mu$ for all $i \in M$. Further note that the setfunction $v_{M}, M \subset\{1, \ldots, k\}$, satisfies the so-called Cauchy meanvalue (CMV) property (see Robertson, Wright and Dykstra, 1988, p. 24), i.e., for each pair of subsets $M_{1}$ and $M_{2}$ of $\{1, \ldots, k\}$ with $M_{1} \cap M_{2}=\emptyset$, $\min \left(v_{M_{1}}, v_{M_{2}}\right) \leq v_{M_{1} \cup M_{2}} \leq \max \left(v_{M_{1}}, v_{M_{2}}\right)$. However, it does not necessarily have the strict CMV property which says that $v_{M_{1} \cup M_{2}}$ is strictly between $v_{M_{1}}$ and $v_{M_{2}}$ (see Robertson, Wright and Dykstra, 1988, p. 390). An example of this non-strictness is the case where $X_{i, 1}, \ldots, X_{i, n_{i}}$ are $\mathcal{U}\left(0, \theta_{i}\right), i=1, \ldots, k$. For this case $v_{i}=\max _{1 \leq j \leq n_{i}} X_{i, j}, i=1, \ldots, k$, while for $M \subset\{1, \ldots, k\}$, $v_{M}=\max _{i \in M} v_{i}$.

A proof that Condition A is sufficient for the existence and uniqueness of the MLE of $\theta$ under the restriction $\theta \in \Theta$ can be found in van Eeden (1957a, 1958).

The above model is more general than the one considered by Brunk (1955). He supposes that the $X_{i, 1}, i=1, \ldots, k$, have an exponential-family distribution with density $f\left(x ; \theta_{i}\right)$ and $\theta_{i}=\mathcal{E}_{\theta_{i}} X_{i, j}$. Further, his $I_{i}=J$, the natural parameter space of that family. He shows that the MLE of $\theta$ exists and is unique and gives explicit formulas, the so-called max-min formulas (see Section 8.2) for it. It is easily verified that Condition A is satisfied under Brunk's (1955) conditions and that in his case $v_{M}$ has the strict CMV property.

An example where Brunk's (1955) conditions are not satisfied but Condition A is, is the case where the $X_{i, 1}$ are $\mathcal{U}\left(0, \theta_{i}\right)$. Robertson and Waltman (1968) suppose, among other things, that the likelihoood is unimodal, but not strictly unimodal, i.e., the mode is not unique. An example where their conditions
are satisfied, but neither Brunk's (1955) nor van Eeden's (1957a, 1958) are, is the double-exponential distribution. On the other hand, Robertson and Waltman's (1968) conditions are not satified for the above-mentioned uniform case.

Ayer, Brunk, Ewing, Reid and Silverman (1955) consider the special case where $X_{i, j} \sim \operatorname{Bin}\left(1, \theta_{i}\right)$ and the $\theta_{i}$ are simply ordered, i.e., they satisfy $\theta_{1} \leq$ $\ldots \leq \theta_{k}$. They give an algorithm for computing the MLE of $\theta$, which later came to be known as the PAVA (pool-adjacent-violators-algorithm). For the binomial case it says that $\hat{\theta}_{i}=\hat{\theta}_{i+1}$ when $X_{i} / n_{i}>X_{i+1} / n_{i+1}$, where $X_{i}=$ $\sum_{j=1}^{n_{i}} X_{i, j}$. This reduces the k-dimensional problem to a (k-1)-dimensional one and repeated application of the algorithm will give $\hat{\theta}$.

### 8.2 Algorithms

In this section we give, for the model as described in Section 8.1 and assuming that Condition A is satisfied, several algorithms for computing the MLE of $\theta$ and make some comparisons among algorithms.

We start with four theorems of van Eeden (1957a, 1958) and explain ways to use them to compute MLEs. We first need more notation. The MLE of $\theta$ when $\theta$ is restricted to $\Theta^{*}=\left\{\theta \mid \theta_{i} \in I_{i}, i=1, \ldots, k\right\}$ will be denoted by $v=\left(v_{1}, \ldots, v_{k}\right)$. That MLE exists by Condition A and the MLE for $\theta$ restricted to $\Theta$ will be expressed in terms of these $v_{i}$.

First of all note that, when $\alpha_{i, j}\left(v_{i}-v_{j}\right) \leq 0$ for all $i<j$, then $v=$ $\left(v_{1}, \ldots, v_{k}\right) \in \Theta$, implying that $\hat{\theta}=v$ in that case. So, in the sequel we suppose that there exists a pair $(i, j)$ with $i<j$ and $\alpha_{i, j}\left(v_{i}-v_{j}\right)>0$. Now suppose that $\{1, \ldots, k\}=M_{1} \cup M_{2}$ with $M_{1} \cap M_{2}=\emptyset$ and, for $i_{1} \in M_{1}$ and $i_{2} \in M_{2}, \alpha_{i_{1}, i_{2}}=0$ when $i_{1}<i_{2}$ and $\alpha_{i_{2}, i_{1}}=0$ when $i_{2}<i_{1}$. Then the MLE of $\theta$ can be obtained by separately maximizing $\sum_{i \in M_{1}} l_{i}(\theta)$ and $\sum_{i \in M_{2}} l_{i}(\theta)$. So, in the sequel we suppose that such $\left(M_{1}, M_{2}\right)$ do not exist.

Theorem 8.1 If for some pair $\left(i_{1}, i_{2}\right)$ with $i_{1}<i_{2}$, we have $\alpha_{i_{1}, i_{2}}\left(v_{i_{1}}-v_{i_{2}}\right)>$ 0 and

$$
\left.\begin{array}{l}
\alpha_{i_{1}, h}=\alpha_{h, i_{2}}=0 \text { for all } h \text { between } i_{1} \text { and } i_{2}  \tag{8.4}\\
\alpha_{h, i_{1}}=\alpha_{h, i_{2}} \quad \text { for all } h<i_{1} \\
\alpha_{i_{1}, h}=\alpha_{i_{2}, h} \quad \text { for all } h>i_{2}
\end{array}\right\}
$$

then $\hat{\theta}_{i_{1}}=\hat{\theta}_{i_{2}}$.
This theorem says that, under its conditions, the problem of maximizing $l(\theta)$ for $\theta \in \Theta$ can be reduced to maximizing $l(\theta)$ for $\theta \in \Theta_{1}=\left\{\theta \in \Theta \mid \theta_{i_{1}}=\right.$
$\left.\theta_{i_{2}}\right\}$. That for this new ( $\mathrm{k}-1$ )-dimensional parameter space Condition A is satisfied follows from (8.4). Note that, for the simple order, (8.4) is satisfied for each $\left(i_{1}, i_{2}\right)$ with $i_{2}=i_{1}+1$. So the algorithm based on Theorem 8.1 is a generalization of the PAVA, which says that, for simply ordered $\theta_{i}, \hat{\theta}_{i}=\hat{\theta}_{i+1}$ when $v_{i}>v_{i+1}$.

Theorem 8.2 If, for a pair $\left(i_{1}, i_{2}\right), v_{i_{1}} \leq v_{i_{2}}$ and

$$
\left.\begin{array}{l}
\alpha_{i_{1}, i_{2}}=0  \tag{8.5}\\
\alpha_{h, i_{1}} \leq \alpha_{h, i_{2}} \text { for all } h<i_{1}, h \neq i_{2} \\
\alpha_{i_{1}, h} \geq \alpha_{i_{2}, h} \text { or all } h>i_{2}, h \neq i_{1}
\end{array}\right\}
$$

then $\hat{\theta}_{i_{1}} \leq \hat{\theta}_{i_{2}}$.
By this theorem one can, when its conditions are satisfied, add the restriction $\theta_{i_{1}} \leq \theta_{i_{2}}$, i.e., the problem can be reduced to maximizing $l(\theta)$ for $\theta \in \Theta_{2}=$ $\left\{\theta \in \Theta \mid \theta_{i_{1}} \leq \theta_{i_{2}}\right\}$. Obviously, Condition A is satisfied for $\Theta_{2}$. An example where this theorem is very useful is the simple-tree order where $\alpha_{1, i}=1$, $i=2, \ldots, k$ and $\alpha_{i, j}=0$ for $2 \leq i<j \leq k$. According to the theorem one can renumber the $\theta_{i}, i=2, \ldots, k$, in increasing order of their value of $v_{i}$ and then solve the simple-order problem for those renumbered $\theta_{i}$, for which the PAVA gives a simple solution. Thompson (1962) (see also Barlow, Bartholomew, Bremner and Brunk, 1972, p. 73-74 and Robertson, Wright and Dykstra, 1988, p. 57) gives the so-called minimum-violators algorithm for the rootedtree order. For the simple-tree order, Thompson's (1962) algorithm reduces to the one of van Eeden (1957a, 1958). Another algorithm for the simple-treeorder case can be found in Qian (1996). He minimzes $\sum_{i=1}^{k}\left|g_{i}-\theta_{i}\right|$ for given $g_{1}, \ldots, g_{k}$, but his algorithm is less efficient than the one of van Eeden (1957a, 1958) based on Theorem 8.2.

Theorem 8.3 Let, for a pair $\left(i_{1}, i_{2}\right), \alpha_{i_{1}, i_{2}}=0$ and let $\Theta_{3}=\left\{\theta \in \Theta \mid \theta_{i_{1}} \leq\right.$ $\left.\theta_{i_{2}}\right\}$. Further, let $\hat{\theta}^{*}$ maximize $l(\theta)$ for $\theta \in \Theta_{3}$. Then $\hat{\theta}_{i}=\hat{\theta}^{*}, i=1, \ldots, k$ when $\hat{\theta}_{i_{1}}^{*}<\hat{\theta}_{i_{2}}^{*}$ and $\hat{\theta}_{i_{1}}^{*}=\hat{\theta}_{i_{2}}^{*}$ when $\hat{\theta}_{i_{1}}^{*} \geq \hat{\theta}_{i_{2}}^{*}$.

This theorem, like the foregoing one, changes the problem into one with more restrictions than $\Theta$. It generalizes Theorem 8.2. But one needs to know $\hat{\theta}_{i}$ for at least $i=i_{1}$ and $i=i_{2}$ in order to be able to use it, whereas for Theorem 8.2 one only needs to know $v_{i}$ for $i=i_{1}$ and $i=i_{2}$. On the other hand, Theorem 8.3 always applies no matter what the $\alpha_{i, j}$ are, while Theorem 8.2 only applies when the $\alpha_{i, j}$ satisfy (8.5)

There is a fourth theorem which, like Theorem 8.3, applies no matter what the $\alpha_{i, j}$ are. To state that theorem we need to define the so-called "essential restrictions" defining $\Theta$. Those are restrictions $\theta_{i_{1}} \leq \theta_{i_{2}}$ satisfying $\alpha_{i_{1}, h} \alpha_{h, i_{2}}=0$
for all $h$ between $i_{1}$ and $i_{2}$. We denote them by $R_{1}, \ldots, R_{s}$. Each $\lambda \in\{1, \ldots, s\}$ corresponds to exactly one pair $\left(i_{1}, i_{2}\right)$ which we denote by $\left(i_{\lambda, 1}, i_{\lambda, 2}\right)$. Then $\left(R_{1}, \ldots, R_{s}\right)$ and $\left(\alpha_{i, j}\left(\theta_{i}-\theta_{j}\right) \leq 0,1 \leq i \leq j \leq k\right)$ define the same subset of $R^{k}$.

Theorem 8.4 If $\hat{\theta}^{\prime}=\left(\hat{\theta}_{1}^{\prime}, \ldots, \hat{\theta}_{k}^{\prime}\right)$ maximizes $l$ under the restrictions

$$
\left(R_{1}, \ldots, R_{\lambda-1}, R_{\lambda+1}, \ldots, R_{s} ; \theta_{i} \in I_{i}, i=1, \ldots, k\right)
$$

then $\hat{\theta}=\hat{\theta}^{\prime}$ when $\hat{\theta}_{i_{\lambda, 1}}^{\prime} \leq \hat{\theta}_{i_{\lambda, 2}}^{\prime}$. Further, $\hat{\theta}_{i_{\lambda, 1}}=\hat{\theta}_{i_{\lambda, 2}}$ when $\hat{\theta}_{i_{\lambda, 1}}^{\prime}>\hat{\theta}_{i_{\lambda, 2}}^{\prime}$.
With this theorem one reduces the number of restrictions by taking out one of the essential ones. If one can solve that problem, one either has found $\hat{\theta}$ or one has reduced the problem to that of maximizing $l$ in a lower-dimensional space obtained from $\Theta$ by replacing an essential restriction by an equality. However, one needs to find at least $\hat{\theta}_{i_{\lambda, 1}}$ and $\hat{\theta}_{i_{\lambda, 2}}$ in order to be able to apply it.

As an example take the case where

$$
\alpha_{1,2}=1, \alpha_{1,4}=1, \alpha_{2,3}=1, \alpha_{3,4}=0 .
$$

Suppose $v_{1} \leq v_{2}, v_{3} \leq v_{4}$ and $v_{1}>v_{4}$. Then neither Theorem 8.1 nor Theorem 8.2 apply. But both Theorem 8.3 and Theorem 8.4 can be used to find the MLE. We first use Theorem 8.4 by taking out the essential restriction $\theta_{1} \leq \theta_{4}$. This new problem is easily solved by using the PAVA on each of $\theta_{1} \leq \theta_{2}$ and $\theta_{3} \leq \theta_{4}$. If this gives a $\hat{\theta}^{\prime}$ satisfying $\hat{\theta}_{1}^{\prime} \leq \hat{\theta}_{4}^{\prime}$, then $\hat{\theta}=\hat{\theta}^{\prime}$. In case $\hat{\theta}_{1}^{\prime}>\hat{\theta}_{4}^{\prime}, \hat{\theta}$ maximizes $l$ under the restrictions $\theta_{3} \leq \theta_{1}=\theta_{4} \leq \theta_{2}$, a problem easily solved by the PAVA. Using Theorem 8.3 with $i_{1}=3$ and $i_{2}=4$, the PAVA can be used to find $\hat{\theta}^{*}$. This either solves the problem (namely, when $\hat{\theta}_{3}^{*}<\hat{\theta}_{4}^{*}$ ), or the problem with $\theta_{1} \leq \theta_{2}=\theta_{3} \leq \theta_{4}$ needs to be solved. But that can be done by the PAVA.

Remark 8.1. Although each of the above theorems 8.2-8.4 can be found in van Eeden (1957a) as well as in van Eeden (1958), authors often refer to these van Eeden papers for what they call "van Eeden's algorithm" without specifying which one they mean. In fact they mean the one based on Theorem 8.4 and they comment on its efficiency. For example, Barlow, Bartholomew, Bremner and Brunk (1972, pp. 90-91) call it "rather complicated" and Dykstra (1981) calls it "inefficient" and suggests an improvement. Another improvement can be found in Gebhardt (1970). Further, Lee (1983) finds it "suitable for small problems" and finds it inefficient for large ones. I agree with Lee's (1983) statement and the example above shows it to be very handy for such small problems.

Brunk (1955) gives max-min formulas. For these, the following definitions are needed. A subset $L$ of $\{1, \ldots, k\}$ is called a lower set if

$$
\left(i \in L, \alpha_{j, i}=1\right) \Rightarrow j \in L
$$

and a subset $U$ of $\{1, \ldots, k\}$ is called an upper set if

$$
\left(i \in U, \alpha_{i, j}=1\right) \Rightarrow j \in U
$$

Further, let $\mathcal{L}$ be the class of lower sets and $\mathcal{U}$ the class of upper sets. Then, for $i=1, \ldots, k$, Brunk (1955) (see also Barlow, Bartholomew, Bremner and Brunk, 1972, p.80) shows that, under his conditions,

$$
\left.\begin{array}{rl}
\hat{\theta}_{i} & =\max _{U \in \mathcal{U}} \min _{L \in \mathcal{L}}\left(v_{L \cap U} \mid i \in L \cap U\right)  \tag{8.6}\\
& =\min _{L \in \mathcal{L}} \max _{U \in \mathcal{U}}\left(v_{L \cap U} \mid i \in U \cap L\right) \\
& =\max _{U \in \mathcal{U}} \min _{L \in \mathcal{L}}\left(v_{L \cap U} \mid i \in U, U \cap L \neq \emptyset\right) \\
& =\min _{L \in \mathcal{L}} \max _{U \in \mathcal{U}}\left(v_{L \cap U} \mid i \in L, U \cap L \neq \emptyset\right) .
\end{array}\right\}
$$

Robertson and Waltman (1968) prove (8.6) under their condition and show that, for the double-exponental case, one needs to define the median of a sample of even size as the average of the middle two of the ordered observations for their conditions to hold. Further, van Eeden (1957a, 1958) proves that the first one of the four formulas (8.6) holds under Condition A, but it can easily be seen that the other three of the formulas (8.6) also hold under Condition A.

Before presenting and comparing more algorithms for computing MLEs for the model and conditions described in Section 8.1, something needs to be said about the notion of "isotonic regression", a notion much used in orderrestricted inference. It is discussed in Barlow, Bartholomew, Bremner and Brunk (1972). More can be found in Robertson, Wright and Dykstra (1988).

To introduce the notion here, suppose (in the model introduced in Section 8.1) that the $X_{i, j}$ are normally distributed with mean $\theta_{i}$ and variance 1 . Then the MLE of $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ minimizes, for $\theta \in \Theta$,

$$
l_{N}(\theta)=\sum_{i=1}^{k} \sum_{j=1}^{n_{i}}\left(X_{i, j}-\theta_{i}\right)^{2}=\sum_{i=1}^{k} n_{i}\left(\bar{X}_{i}-\theta_{i}\right)^{2}+\sum_{i=1}^{k} \sum_{j=1}^{n_{i}}\left(X_{i, j}-\bar{X}_{i}\right)^{2}
$$

where $n_{i} \bar{X}_{i}=\sum_{i=1}^{n_{i}} X_{i, j}, i=1, \ldots, k$. So, in this case, the MLE of $\theta$ for $\theta \in \Theta$ minimizes the weighted squared distance between $\bar{X}=\left(\bar{X}_{1}, \ldots, \bar{X}_{k}\right)$ and $\Theta$. This MLE is called the (weighted) isotonic (least-squares) regression of $\bar{X}$ with respect to the ordering of the $\theta_{i}$ implied by $\theta \in \Theta$.

Now look at the case where the $X_{i, j}$ have the double-exponential density $e^{-\left|x-\theta_{i}\right|} / 2,-\infty<x<\infty$. Then the MLE of $\theta$ for $\theta \in \Theta$ minimizes
$l_{D E}(\theta)=\sum_{i=1}^{k} \sum_{j=1}^{n_{i}}\left|X_{i, j}-\theta_{i}\right|$. Some authors call this MLE the "isotonic median regression" of the $X_{i, j}$ with respect to the ordering of the $\theta_{i}$ implied by $\theta \in \Theta$ (see, e.g., Menéndez and Salvador, 1987, and Chakravarti, 1989). Note, however, that minimizing $l_{D E}$ is not equivalent to minimizing $\sum_{i=1}^{k}\left|M_{i}-\theta_{i}\right|$, nor to minimizing $\sum_{i=1}^{k} n_{i}\left|M_{i}-\theta_{i}\right|$, where $M_{i}$ is the median of $X_{i, j}, j=1, \ldots, n_{i}$. So, here the MLE is not the closest $\theta \in \Theta$ (in the least-absolute-deviation (LAD) sense) to ( $M_{1}, \ldots, M_{k}$ ). Some authors call the regression minimizing $\sum_{i=1}^{k}\left|M_{i}-\theta_{i}\right|$ the "isotonic LAD regression" (see, e.g., Qian (1994a), who claims this estimator to be the MLE in case of doubleexponential observations); others call it the "isotonic median regression" (see, e.g., Cryer, Robertson, Wright and Casady, 1972). I will call the $\theta$ minimizing $\sum_{i=1}^{k} \sum_{j=1}^{n_{i}}\left|X_{i, j}-\theta_{i}\right|$ the isotonic median regresion and the one minimizing $\sum_{i=1}^{k}\left|M_{i}-\theta_{i}\right|$ the isotonic LAD regression.

The isotonic LAD regression has been generalized to the "isotonic percentile regression" by Casady and Cryer (1976). It minimizes $\sum_{i=1}^{k}\left|\hat{\alpha}_{i}-\theta_{i}\right|$, where, for $i=1, \ldots, k$, and a given $\alpha \in(0,1), \hat{\alpha}_{i}$ is the $100 \alpha$-th percentile of $X_{i, 1}, \ldots, X_{i, n_{i}}$.

Note that, for defining estimators of $\theta \in \Theta$, the function $l(\theta)$ does not have to be the likelihood function of the $X_{i, j}$. One can maximize any function $l^{*}(\theta)$ defined on $\prod_{i=1}^{k} J_{i}$ and satisfying Condition A. However, these estimators are not necessarily the MLE of $\theta$ for $\theta \in \Theta$, a fact that, particularly when $l$ is a weighted sum of squares, does not seem to be generally known. An example is the case where $X_{i, j} \sim^{i n d} \mathcal{U}\left(0, \theta_{i}\right), j=1, \ldots, n_{i}, i=1, \ldots, k$. For this case Gupta and Leu (1986) claim that the isotonic least-squares regression gives the MLE, which is clearly not true. Further, Jewel and Kalbfleisch (2004, p. 303) state, in part, that "In one dimension maximum likelihood is equivalent to least-squares ...". But maybe these authors mean that this equivalence holds for the one-dimensional version of their problem, i.e., the estimation of a restricted $\theta$ based on $X_{i} \sim^{i n d} \operatorname{Bin}\left(n_{i}, \theta_{i}\right), i=1, \ldots, k$. For that case, maximum likelihood is equivalent to weighted least-squares with weights $n_{1}, \ldots, n_{k}$. I will, however, keep using the notation $\hat{\theta}$ for the maximizer of a function satisfying Condition A, even when this maximizer is not the MLE.

A recursion formula for isotonic least-squares regression can be found in Puri and Singh (1990). They show that the minimizer of $\sum_{i=1}^{k}\left(g_{i}-\theta_{i}\right)^{2} w_{i}$ for given numbers $g_{i}, i=1, \ldots, k$, and given positive numbers $w_{i}, i=1, \ldots, k$, is given by

$$
\hat{\theta}_{1}=\min _{1 \leq i \leq k} \frac{G_{i}}{W_{i}}
$$

$$
\hat{\theta}_{j}=\min _{j \leq i \leq k} \frac{G_{i}-\sum_{r=1}^{j-1} w_{r} \hat{\theta}_{r}}{\sum_{r=j}^{i} w_{r}}, \quad j=2, \ldots, k
$$

where, for $j=1, \ldots, k, G_{j}=\sum_{i=1}^{j} g_{i} w_{i}$ and $W_{j}=\sum_{i=1}^{j} w_{i}$. They prove this result by relying on the so-called greatest convex minorant algorithm (see Barlow, Bartholomew, Bremner and Brunk, 1972, pp. 9-13). Their proof is correct, but they do not seem to know that the greatest convex minorant algorithm only holds for simply ordered $\theta_{i}$.

An algorithm not yet mentioned is the so-called "minimum lower sets algorithm". For least-squares isotonic regression it is given by Brunk (1955) and Brunk, Ewing and Utz (1957) (see also Barlow, Bartholomew, Bremner and Brunk, 1972, pp. 76-77, and Robertson, Wright and Dykstra, 1988, pp. 2425). But it holds more generally. In fact, it gives the maximizer of $l(\theta)$ when $l$ satisfies Condition A and has the strict CMV property. It works as follows. Find a lower set $L$ satisfying $v_{L} \leq v_{L^{\prime}}$ for all lower sets $L^{\prime}$. If there is more than one such lower set, take their union. Call this union $L_{1}$. Then $\hat{\theta}_{i}=v_{L_{1}}$ for $i \in L_{1}$. Now repeat this process of finding such minimum lower sets by next looking at $\left\{i \in\{1, \ldots, k\} \mid i \in L_{1}^{c}\right\}$ and continue until all $\hat{\theta}_{i}$ have been found. There is, of course, also a maximum upper set algorithm.

Robertson and Wright (1973) use this minimum lower sets algorithm for isotonic median regression, where $l$ does not have the strict CMV property. But they correct this mistake in Robertson and Wright (1980) where they give a minimum lower sets algorithm for the case where $l$ has the CMV property, but not necessarily the strict CMV property.

Neither one of these minimum lower sets algorithms is very efficient, because finding the largest minimum lower set can be quite cumbersome. Qian (1992) improves on each of the above minimum lower set algorithms. He finds that the largest minimum lower set can be replaced by any minimum lower set.

In Strömberg (1991) an algorithm is given for finding all isotonic monotone regressions obtained by minimizing $\sum_{i=1}^{k} \sum_{j=1}^{n_{i}} d\left(X_{i, j}-\theta_{i}\right)$ under the restriction $\theta_{1} \leq \ldots, \leq \theta_{k}$. He supposes the distance function $d$ to be convex and shows that if the function $d$ is strictly convex, the minimizer is unique. Note here that, in case of strict convexity, $l^{*}\left(\theta_{i}\right)=-\sum_{j=1}^{n_{i}} d\left(X_{i, j}-\theta_{i}\right)$ satisfies Condition A and the unicity of the minimizer then follows from the results of van Eeden (1957a, 1958).

Park (1998) gives, for given positive numbers $w_{i, j}$ and given $x_{i, j}$, the minimizer (in $\theta_{i, j}$ ) of

$$
\sum_{j=1}^{k} \sum_{i=1}^{2} w_{i, j}\left(x_{i, j}-\theta_{i, j}\right)^{2}
$$

under the restriction that the $\Delta_{j}=\theta_{1, j}-\theta_{2, j}, j=1, \ldots, k$ are simply ordered. He finds, for the minimizer $\left(\hat{\Delta}_{1}, \ldots, \hat{\Delta}_{k}, \hat{\theta}_{2,1}, \ldots, \hat{\theta}_{2, k}\right)$, that $\left(\hat{\Delta}_{1}, \ldots, \hat{\Delta}_{k}\right)$ is the weighted (with weights $c_{i, j}=w_{1, j} w_{2, j} /\left(w_{1, j}+w_{2, j}\right)$ ) isotonic least-squares regression of the $x_{1, j}-x_{2, j}$ with respect to the ordering of the $\Delta_{j}$, while $\hat{\theta}_{2, j}=\left(w_{1, j}\left(x_{1, j}-\hat{\Delta}_{j}\right)+w_{2, j} x_{2, j}\right) /\left(w_{1, j}+w_{2, j}\right), j=1, \ldots, k$. He applies his result to the problem of maximum likelihood estimation of the $\mu_{i, j}$ and the $\Delta_{j}=\mu_{1, j}-\mu_{2, j}$ in the model

$$
Y_{i, j, l}=\mu_{i, j}+\varepsilon_{i, j, l}, \quad l=1, \ldots, n_{i, j}, j=1, \ldots, k, i=1,2,
$$

where $\varepsilon_{i, j, l} \sim^{\text {ind }} \mathcal{N}\left(0, \sigma^{2}\right), \mu_{i, j}=\mu+\alpha_{i}+\beta_{j}+\gamma_{i, j}$ with $\sum_{i=1}^{2} \alpha_{i}=\sum_{j=1}^{k} \beta_{j}=$ $\sum_{i=1}^{2} \gamma_{i, j}=\sum_{j=1}^{k} \gamma_{i, j}=0$ and $\gamma_{1,1} \leq \ldots \leq \gamma_{1, k}$. His algorithm applies here because the restriction on the $\gamma_{i, j}$ is equivalent to $\Delta_{1} \leq \ldots \leq \Delta_{k}$ and isotonic least-squares regression with $w_{i, j}=n_{i, j}$ is equivalent to maximum likelihood because the $Y_{i, j, l}$ are independent $\mathcal{N}\left(\mu_{i, j}, \sigma^{2}\right), l=1, \ldots, n_{i, j}$.

One last remark on algorithms. Both Chakravarti (1989) and X. Hu (1997) present algorithms for cases where $I_{i} \neq J_{i}$ for some $i \in\{1, \ldots, k\}$. Chakravarti (1989, p. 136) does not seem to be aware of the fact that van Eeden's (1957a, 1958) algorithms for such cases apply to more than weighted squared-error loss. The algorithm of X. Hu (1997) is different from van Eeden's. He first finds the maximizer $\hat{\theta}^{*}$ of $l$ for $\theta$ in the larger space $\Theta^{*}=\left\{\theta \mid \alpha_{i, j}\left(\theta_{i}-\theta_{j}\right) \leq\right.$ $0,1 \leq i<j \leq k\}$ and then finds $\hat{\theta}$ from $\hat{\theta}^{*}$. The van Eeden algorithm first maximizes $l$ for $\theta \in \prod_{i=1}^{k} I_{i}$ and then obtains $\hat{\theta}$ from that maximizer - which seems to me to be the more efficient way of doing things.

### 8.3 Norm-reducing properties of MLEs

For the problem of estimating simply ordered probabilities, i.e., for the case where the $X_{i, j} \sim \operatorname{Bin}\left(1, \theta_{i}\right), i=1, \ldots, k$, Ayer, Brunk, Ewing, Reid and Silverman (1955) note that, for all $\theta \in \Theta$,

$$
\sum_{i=1}^{k}\left(\frac{X_{i}}{n_{i}}-\theta_{i}\right)^{2} n_{i} \geq \sum_{i=1}^{k}\left(\hat{\theta}_{i}-\theta_{i}\right)^{2} n_{i}+\sum_{i=1}^{k}\left(\frac{X_{i}}{n_{i}}-\hat{\theta}_{i}\right)^{2} n_{i}
$$

where $X_{i}=\sum_{j=1}^{n_{i}} X_{i, j}, i=1, \ldots, k$ and $\hat{\theta}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{k}\right)$ is the MLE of $\theta$. This shows that this MLE minimizes $\sum_{i=1}^{k}\left(\left(X_{i} / n_{i}\right)-\theta_{i}\right)^{2} n_{i}$ and that $\hat{\theta}$ is, in this weighted least-squares sense, closer to $\Theta$ than is the unrestricted MLE. Or, to say it another way, the MLE of $\theta$ is the weighted isotonic (least-squares) regression of ( $X_{1} / n_{1}, \ldots, X_{k} / n_{k}$ ) with respect to the simple order of the $\theta_{i}$ 's. These authors implicitely assume that $I_{i}=J_{i}$ for all $i \in\{1, \ldots, k\}$.

A more general result can be found in van Eeden (1957c). She considers the model as described in Section 8.1. She does not need $I_{i}=J_{i}, i=1, \ldots, k$ and assumes that Condition A is satisfied. She gives sufficient conditions for the MLE to be the minimizer of

$$
Q\left(\theta_{1}, \ldots, \theta_{k}\right)=\sum_{i=1}^{k} w_{i}\left(\theta_{i}-v_{i}^{*}\right)^{2}
$$

where, for $i=1, \ldots, k, v_{i}^{*}$ is the MLE of $\theta_{i}$ under the condition that $\theta_{i} \in J_{i}$. Further, the $w_{i}$ are positive numbers satisfying the following condition. Let $E_{o}$ be the set of all $i \in\{1, \ldots, k\}$ for which $\hat{\theta}_{i} \neq v_{i}$ and let $M_{o}$ be a subset of $E_{o}$ for which

$$
\begin{equation*}
\hat{\theta}_{i}=\hat{\theta}_{j} \text { for all } i, j \in M_{o} \tag{8.7}
\end{equation*}
$$

Then the condition on the $w_{i}$ is that

$$
\begin{equation*}
\sum_{i \in M_{o}} w_{i}\left(v_{M_{o}}^{*}-v_{i}^{*}\right)=0 \quad \text { for all } M_{o} \subset\{1, \ldots, k\} \text { satifying (8.7). } \tag{8.8}
\end{equation*}
$$

Of course, these $w_{i}$ need to be independent of the $v_{i}^{*}$. In van Eeden (1957c) several examples are given where $w_{i}$ satisfying the above conditions exist and can be explicitely obtained. The examples she mentions are
a) $X_{i, j} \sim \mathcal{N}\left(\theta_{i}, \sigma_{i}^{2}\right)$ with known variances $\sigma_{i}^{2}$, where $v_{i}^{*}=\bar{X}_{i}$ and $w_{i}=n_{i} / \sigma_{i}^{2}$;
b) $X_{i, j} \sim \operatorname{Bin}\left(1, \theta_{i}\right)$, where $v_{i}^{*}=X_{i} / n_{i}$ and $w_{i}=n_{i}$;
c) $X_{i, j} \sim \mathcal{N}\left(0, \theta_{i}\right)$, where $v_{i}^{*}=\sum_{j=1}^{n_{i}} X_{i, j}^{2} / n_{i}$ and $w_{i}=n_{i}$;
d) $X_{i, j}, j=1, \ldots, n_{i}$ have an exponential distribution with density $e^{-x / \theta_{i}} / \theta_{i}$ on $(0, \infty)$ where $v_{i}^{*}=\sum_{i=1}^{n_{i}} X_{i, j} / n_{i}$ and $w_{i}=n_{i}$.
Note that a sufficient condition for (8.8) to hold is that $\sum_{i \in M} w_{i}\left(v_{M}^{*}-v_{i}^{*}\right)=0$ for all $M \subset\{1, \ldots, k\}$. This last condition is the one given by Qian (1994b) in his Theorem 2.1, but he seems to suppose that $I_{i}=J_{i}$ for all $i=1, \ldots, k$.

Robertson, Wright and Dykstra (1988, Theorem 1.5.2) give an explicit condition for the MLE to be the isotonic least-squares regression of the $v_{i}^{*}$. They suppose that $X_{i, j}, j=1, \ldots, n_{i}, i=1, \ldots, k$ are independent samples from exponential-family distributions with densities (with respect to a $\sigma$-finite measure $\nu) f\left(x ; \theta_{i}, \tau_{i}\right)$, where

$$
f(x ; \theta, \tau)=\exp \left\{p_{1}(\theta) p_{2}(\tau) K(x ; \tau)+S(x ; \tau)+q(\theta, \tau)\right\}
$$

Here, $\tau$ is a nuissance parameter taking values in $T$ and $\theta \in J$, the natural parameter space of the family, is the parameter of interest. Under regularity conditions on $p_{1}, p_{2}$ and $q$ and assuming that

$$
\frac{d}{d \theta} q(\theta, \tau)=-\theta \frac{d}{d \theta} p_{1}(\theta) p_{2}(\tau) \quad \text { for all } \theta \in N, \tau \in T
$$

they show that, when $I_{i}=J$ for all $i=1, \ldots, k$, the MLE $\hat{\theta}$ of $\theta$ minimizes, for $\theta \in \Theta$,

$$
\sum_{i=1}^{k} n_{i} p_{2}(\tau)\left(v_{i}^{*}-\theta_{i}\right)^{2}
$$

Note that, for each of the examples a) - d) above, these conditions are satisfied with $p_{2}\left(\tau_{i}\right)=\sigma_{i}^{-2}$ for the $\mathcal{N}\left(\theta_{i}, \sigma_{i}\right)$ distribution and with $p_{2}\left(\tau_{i}\right)=1$ in the other cases. But van Eeden (1957c) does not need $I_{i}=J_{i}$ for all $i=1, \ldots, k$.

Further, X. Hu (1997) shows that the Robertson-Wright-Dykstra result also holds when when $I_{i}=I \subset J, I \neq J, i=1, \ldots, k$.

And, finally, note that for $X_{i, j} \sim \mathcal{N}\left(0, \theta_{i}^{2}\right)$, neither the conditions of Robertson, Wright and Dykstra (1988, Theorem 1.5.2) nor the condition (8.8) of van Eeden $(1957 \mathrm{c})$ is satisfied. These conditions are also not satisfied for $X_{i, j} \sim \mathcal{U}\left(0, \theta_{i}\right)$. However, a "random" version of (8.8) (more precisely of its sufficient condition $\sum_{i \in M} w_{i}\left(v_{M}^{*}-v_{i}^{*}\right)=0$ for all $\left.M \subset\{1, \ldots, k\}\right)$ is satisfied for this uniform case. Take, e.g., $k=2, I_{i}=J_{i}, i=1,2$ and let $\Theta=\left\{\theta \mid \theta_{1} \leq \theta_{2}\right\}$. Then we only need to look at the case where $M=\{1,2\}$ and in that case the likelihood function needs to be maximized over the random set $\left\{\theta \mid v_{1}^{*} \leq \theta_{1} \leq \theta_{2}, v_{2}^{*} \leq \theta_{2}\right\}$ when $v_{1}^{*} \leq v_{2}^{*}$ and over the random set $\left\{\theta \mid v_{1}^{*} \leq \theta_{1} \leq \theta_{2}\right\}$ when $v_{2}^{*}<v_{1}^{*}$. Clearly, this is equivalent to minimizing $\sum_{i=1}^{2}\left(\theta_{i}-v_{i}^{*}\right)^{2}$ over these sets.

### 8.4 Algorithms for multivariate problems

Sasabuchi, Inutsuka and Kulatunga (1983) consider the case where, for $i=$ $1, \ldots, k, \theta_{i}=\left(\theta_{1, i}, \ldots, \theta_{p, i}\right)^{\prime}$ for some $p \geq 2$. Their parameter space is defined by

$$
\Theta=\left\{\left(\theta_{1}, \ldots, \theta_{k}\right) \mid \alpha_{i, j}\left(\theta_{\nu, i}-\theta_{\nu, j}\right) \leq 0, \nu=1, \ldots, p, 1 \leq i<j \leq k\right\}
$$

where the $\alpha_{i, j}$ are independent of $\nu$ and satisfy the conditions of Section 8.1. Then, for positive definite $p \times p$ matrices $\Lambda_{1}, \ldots, \Lambda_{k}$ and a $p \times k$ matrix $X=\left(X_{1}, \ldots, X_{k}\right)$, they define $\hat{\theta}=\left(\hat{\theta}_{1}, \ldots, \hat{\theta}_{k}\right)$ to be the $p$-variate isotonic regression of $X$ with respect to the weights $\Lambda_{1}^{-1}, \ldots, \Lambda_{k}^{-1}$ if $\hat{\theta}$ minimizes, for $\theta \in \Theta$,

$$
\sum_{i=1}^{k}\left(X_{i}-\theta_{i}\right)^{\prime} \Lambda_{i}^{-1}\left(X_{i}-\theta_{i}\right)
$$

They give an algorithm for computing $\hat{\theta}$ for the case when $p=2$. It consists of iterative applications of univariate isotonic regressions. They also indicate how this algorithm can be extended to the case $p>2$. Of course, when all the $\Lambda_{i}$ are the identity matrix, $\hat{\theta}$ can be obtained by finding, for each $\nu=1, \ldots, p$,
the isotonic regression of $\left(X_{\nu, 1}, \ldots, X_{\nu, k}\right)$ with respect to equal weights. As an example they look at the case where $X_{i} \sim^{\text {ind }} \mathcal{N}_{p}\left(\theta_{i}, \Lambda_{i}\right), i=1, \ldots, k, p \geq 2$. In this case $\hat{\theta}$ is, of course, the MLE of $\theta$ based on $X$ under the restriction $\theta \in \Theta$.

Another multivariate case can be found in Jewel and Kalbfleisch (2004). They consider the case where $X_{1}, \ldots, X_{k}$ are independent and, for $i=1, \ldots, k, X_{i}$ has a multinomial distribution with parameters $n_{i}$ and $\theta_{i}=\left(\theta_{1, i}, \ldots, \theta_{p, i}\right)$, where, for $i=1, \ldots, k, \sum_{\nu=1}^{p} \theta_{\nu, i}=1$. The parameter space is restricted by the inequalities $\theta_{\nu, 1} \leq \ldots, \leq \theta_{\nu, k}$ for each $\nu \in\{1, \ldots, p-1\}$ and they give an algorithm for finding the MLE. For the case where $p=2$, i.e., when $X_{i} \sim^{\text {ind }}$ $\operatorname{Bin}\left(n_{i}, \theta_{i}\right), i=1, \ldots, k$ with $\theta_{1} \leq \ldots \leq \theta_{k}$, their algorithm reduces to the PAVA.
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