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Preface

Specific binding of a ligand to a receptor is a key step in a variety of biolog-
ical processes, such as immune reactions, enzyme cascades, or intracellular
transport processes. The ligand–receptor terminology implies that the recep-
tor molecule is significantly larger than the ligand, and the term “bioactive
conformation” usually characterizes the conformation of a ligand when it is
bound to a receptor. In a more general sense, bioactive conformation applies
to any molecule in a biologically relevant bound state regardless of size consid-
erations. Most of the contributions to this book address ligands that are much
smaller than their receptors.

X-ray crystallography and high resolution NMR spectroscopy are the two
main experimental techniques used to study bioactive conformations. There-
fore, the two volumes of this book cover approaches that use either of the two
techniques, or a combination thereof. The combination of X-ray crystallogra-
phy and NMR spectroscopy is particularly useful when a crystal structure of
a receptor protein, but not of the receptor protein–ligand complex, is available.
A number of experimental techniques to analyze the bioactive conformation of
a ligand with NMR are based on the observation of the resonance signals of the
free ligand that is in exchange with the bound ligand. Several chapters focus
on such approaches that range from “classical” transferred NOE experiments,
to transferred dipolar couplings, to STD (Saturation Transfer Difference) NMR
techniques. In cases where tight binding in the sub-nanomolar range prevents
the analysis of the bioactive conformation via free ligand signals, the ligand–
protein complex has to be analyzed with protein NMR-based techniques or
by crystallography. Since this area has been the subject of many reviews and
monographs it will not be covered here in particular detail. As a unifying
theme, all contributions target the question of how molecular recognition
of biologically active molecules is achieved on the atomic scale. Depending
on the research topic the results from these studies have a strong impact
not only in basic research but also in several fields of application ranging
from pharmaceutical applications to the use of biomolecules as, for example,
cryoprotectants.

Almost all contributions to the two volumes highlight the fact that ligand–
protein complexes cannot be treated as static ensembles. On both sides, the
ligand and the receptor side, dynamic processes contribute to the molecular
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recognition. In this sense it is hoped that these two volumes of Bioactive Confor-
mation will sensitize us for the need to invent and develop more experimental
techniques to study the dynamic aspects of bioactive conformations.

Lübeck, October 2006 Thomas Peters
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Abstract The development of low-molecular-weight, non-peptidic, and orally available
drugs starting from a biologically active peptide is one of the great challenges in medici-
nal chemistry. In the absence of a crystal structure of the receptor, success in mimicking
natural peptide ligands with potent non-peptides has been elusive. A systematic step-
wise strategy has been developed to accomplish these goals. These include determining
the primary amino acid side chain residues required for molecular recognition via
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an “Ala scan” and the preferred backbone conformation, which can serve as a tem-
plate for the bioactive conformation. By “spatial screening” the recognition motif is
embedded in cyclic hexa- or pentapeptides, whose conformation is controlled by dis-
tinct incorporation of turn-inducing d-amino acid. This procedure was demonstrated on
the integrin-binding tripeptide motifs RGD and LDT. The bioactive conformation was
derived from conformation–activity relations and used for the design of non-peptidic
biased libraries. The recently available crystal structure of the αVβ3-integrin head groups
with the highly active cyclic peptide developed in our group confirmed the indirectly
derived receptor bound conformation and now allows a structure-based design of new
integrin ligands. More recently, the head group of the integrin αIIbβ3 in complex with
antibodies was also structurally solved. Homology modeling of other related integrins is
used to understand and design integrin subtype specificity.

Keywords Bioactive conformation · Cyclic peptides · LDT and RGD mimetics ·
Ligand-based drug design · Spatial screening

Abbreviations
CPP Cyclic pentapeptide
CS-1 Peptide from epitope mapping of the IIICS domain from fibronectin
ECM Extracellular matrix
IgSF Immunoglobulin superfamily
LPAM Lymphocyte peyer’s patch specific adhesion molecule-1
MAdCAM-1 Mucosal addressin cell adhesion molecule-1
SAR Structure–activity relationship
VCAM-1 Vascular cell adhesion molecule-1
VLA Very late activation antigen
VLA-4 α4β1-integrin

1
Introduction

Many important biological and pathological processes at a molecular level
are triggered by protein–protein or by peptide–protein interactions. Inter-
ference with these interactions remains one of the great challenges in the
development of new therapeutics. The use of therapeutic antibodies for this
purpose represents the fastest growing segment of the prescription-drug mar-
ket [1]. They are highly specific for their molecular targets and tend to be
very stable in human serum. But antibodies lack oral bioavailability and
cell permeability. They also suffer from difficulties in manufacture and are
very expensive. Hence, the search for orally available small-molecule modula-
tors for protein–protein interactions is an ongoing challenge [2–5]. However,
several problems exist in the application of small molecules for inhibiting
protein–protein interactions. The size of a typical protein–protein interface is
approximately 750–1500 Å2 and examinations of the shape usually do not re-
veal small and deep cavities that look like small-molecule-binding sites [6].
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Nevertheless, peptides and small molecules may modulate protein–protein
interactions when binding to the “hot spots” (subset of the interface that con-
tributes to high-affinity binding) of the protein. However, there are already
several examples demonstrating the possibility of interfering with protein–
protein interactions: e.g. taxol and epothilone derivatives stimulate tubulin
polymerization [7, 8]. On the other hand, integrins that bind to large extra-
cellular matrix proteins are bidirectional cellular receptors which recognize
only a small peptide sequence, typically a tripeptide such as RGD or LDT [9].
In this field the main challenge is to find ligands which are specific, selective,
and superactive to inhibit subtypes of these receptors [10]. The general pro-
cedure in the search for ligands to modulate protein–protein interactions in
cases with unknown three-dimensional (3D) structures of the receptor begins
with the identification of binding peptides (Fig. 1).

One may start from sequence comparison of already existing natural lig-
ands or by epitope mapping of the interacting proteins. Another approach is
phage display [11, 12]. Then, small peptides having similar sequences com-
pared to binding sites of natural ligands are synthesized and tested for their
binding affinity. The usual procedure for examining the importance of amino
acid side chains is an “Ala scan”, in which each amino acid is successively
substituted by an alanine and the influence of this exchange on biological ac-
tivity is investigated [13]. A first hint for identification of turn structures in
the peptide is obtained from successive substitution of each amino acid by its
d-enantiomer (d-scan). Also, double d-scans have been used [14]. The next

Fig. 1 De novo approach for peptidomimetic design. For further explanation see text
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step is the introduction of further restriction of the conformational space by
peptide cyclization [15–17]. A procedure to screen the space has been intro-
duced by embedding of the binding motif in cyclic penta- and hexapeptides
which constrains the conformation. Shifting of the binding motif around the
cyclic peptide by systematic use of d- or l-amino acids results in different
spatial orientations of the pharmacophoric groups aimed to elucidate the
bioactive conformation [18, 19].

Side chains of peptides also have intrinsic flexibility. With increasing pref-
erence of backbone conformations (usually called: with increasing “rigidity”)
often also distinct side chain conformations are more preferred. This is es-
pecially true for rotamers about the Cα – Cβ bond (χ1) (see Fig. 4). Extensive
synthetic efforts have been made to restrict or to prefer different side chain
conformations and to correlate them with biological activity [20]. Today,
the concept of “rigid” complementarity has led to attempts to develop con-
formationally restricted analogues of inherently flexible substances in order
to delineate the “bioactive conformation” [15]. Conformational restriction
may result in the discovery of specificity among the members of multirecep-
tor families, as receptor subtypes have often evolved to recognize different
(bioactive) conformations. However, even highly conformational restricted
molecules usually can adopt multiple, closely related conformations so that
the term “bioactive conformation” describes an average of a limited popula-
tion of closely related conformers.

Peptides possess a large number of flexible torsion angles which produce
an enormous number of conformations in solution. A tripeptide with six
flexible bonds could adopt over 65 000 possible conformations. The number
depends on the definition of “conformation”. We consider here a conform-
ation as an energy minimum characterized by barriers over kT between
the next conformation [21]. However, one always has to be aware that the
preferred conformations of (flexible) peptides in solution may not necessar-
ily correspond to the receptor-bound conformations. In addition, even the
bound conformation could be different from the “bioactive” one, when the
structure of the complex is not identical with the one responsible for the bi-
ological effect, e.g. caused by a contact to the next interaction partner. Hence,
conformational studies of free linear peptides often are of low relevance.
A common approach to reduce the conformational space of linear peptides
has been achieved by cyclizations (amino terminal to carboxy terminal, side
chain to side chain, backbone to side chain, main chain to side chain, and so
on) [22], often using amide, alkyl, alkenyl, thioether, etc., connectors [23].

Such a procedure is the more successful the smaller the ring size is and
the better the constraint conformation matches the bioactive one. The reason
for this is attributed to less conformational entropy lost upon binding and to
induction of strains necessary to adopt the binding conformation [21, 24].

A short sequence consisting of three or four amino acids in loop re-
gions of proteins often serves as the basic recognition element for ligand
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binding [25–27]. In these cases, the entire molecule provides a scaffold for
fixing the sequence in its active conformation. In various binding studies,
small peptides containing a short peptide sequence have been shown to suc-
cessfully compete with the larger proteins as their recognition residues are
associated with a β-turn or β-sheet, which can serve as a template for “bioac-
tive conformation” [17, 28, 29]. From the viewpoint of structural chemistry,
β-turns have been attributed a special importance as carriers of molecu-
lar recognition since, with the context of pharmacophore arrangement, they
allow a sterically controlled presentation of two to four amino acid side
chains. The replacement of a peptide with retention of the pharmacophoric
groups by non-peptide, drug-like structures, so-called “β-turn mimetics”,
has progressed to become a topic in the structural design of peptide mimetics
(Fig. 2). There are numerous examples of β-turn mimetics and this topic has
been extensively reviewed [30–35].

In many cases, the secondary structure of a peptide or protein serves pri-
marily as a template or scaffold for presentation of the specific side chain
groups in three-dimensional space (shape) for molecular recognition and
biological activity [36]. The first successful application of conformational re-
striction to peptide chemistry was carried out by Veber et al., who tried to
simplify and reduce the structure of somatostatin in the attempt to produce
selective derivatives for the glucagon or insulin receptor [37]. Replacement
of l-tryptophan in position 8 of somatostatin by d-tryptophan produced an
analogue that retained and even slightly increased biological activity by sta-
bilizing a βII′-turn about Phe-Trp-Lys-Thr in the putative recognition site.
After several iterations, a biologically active cyclic hexapeptide was discov-
ered in which only six of the original 14 amino acids were needed to produce
a fully active derivative [17]. Other prominent examples, where small cyclic
peptides derived from natural ligands with retained or improved biologi-
cal activities could be obtained, are the development of enkephalin ana-
logues [38], cholecystokinin-like peptides, or melanotropin peptides [20, 39],
or, more recently, in p53/HDM2 interaction [40].

Fig. 2 Two ways to use β- or γ -turn mimetics. Left: the mimetic is decorated with the
essential pharmacophoric groups R1–4. Right: the turn mimetic is incorporated into small
cyclic peptides and forces the (otherwise flexible) structure carrying the pharmacophores
into the bioactive conformation
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The concept of cyclization is also adopted by microorganisms. For defense
mechanisms, nature favors cyclopeptides which are less prone to enzymatic
degradation and which have a higher bioavailability and reduced conforma-
tional flexibility [41].

In this review we will describe the application of the concept using con-
formationally restricted compounds for the development of highly active
and selective integrin ligands as modulators of protein–protein interactions.
We will present the investigations associated with RGD- and LDT-derived
compounds whose tripeptide sequences are known as common integrin rec-
ognizing motifs. In the next sections we focus mainly on the influence of the
conformation of the binding profile.

Some members of the integrin family recognize and bind the RGD se-
quence [10, 42, 43]. Despite this common motif, a high degree of specificity
of different RGD containing extracellular matrix (ECM) proteins for distinct
integrin subtypes is observed. This could be explained by assuming that the
RGD sequence shared binding sites are responsible for specificity. However,
our work has demonstrated that the conformation controls most of the speci-
ficity at least between αV- and αIIb-integrin subtypes [44, 45]. Another motif
in endogenous ligands for α4 integrins is the tripeptide LDT, which is present
in the CD loop of domain I of MAdCAM-1 and the QIDSP sequence in VCAM-
1, respectively [46, 47].

First we will discuss general aspects of conformations of cyclic peptides
and the benefits that may arise from introducing conformational restraints.
In the following section we will review the approach based on the design of
preferred conformations of peptides and peptidomimetics with reference to
RGD- and LDT-derived compounds.

2
Relationship Between Ligand Flexibility and Binding Affinity

It is generally assumed that the more the structure of the free ligand in solu-
tion already resembles the structure of the ligand in the complex, the stronger
is the binding to a given receptor. A powerful tool for obtaining information
about the conformation at the receptor site is by introducing conformational
restraints. If the constrained compounds are active, the preferred structure of
the binding motif should be more closely related to the receptor-bound pep-
tide conformation than the corresponding linear sequences (matched case).
Vice versa, if conformational restriction forces the pharmacophoric motif in
a conformation not related to the active structure, reduced activity or inac-
tivity results (mismatched case) [15, 28].

For a qualitative rationalization of activity and selectivity for different
ligands for various receptors, we represent the multidimensional conforma-
tional space in a two-dimensional ellipse (Fig. 3). The grey fields correspond
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to conformations of the receptor-bound ligand. Different receptor subtypes
often recognize different “bioactive conformations” of the ligand. The empty
circles represent the conformational space of the different conformationally
restricted ligands in solution. Strongly constrained ligands (such as ligands
a and b) have a smaller conformational space than more flexible ones (lig-
and d). Flexible ligands in general should have a higher probability to bind
to given receptors, but they are less active (see ligand d). Constrained ligands
with a small conformational space would in many cases exhibit no activity,
but when the allowed conformational space strongly overlaps with the re-
quired space for a receptor, high activity and selectivity will result (matched
case, ligand a).

It is obvious from these considerations that cyclization in most cases will
not result in a matched case. The question of how to screen a large area of the
conformational space is reviewed below.

Often cyclization via side chains, e.g. via disulfide bridged Cys residues,
is discussed to obtain “rigid” conformations due to the easy introduction
without special chemical steps. However, although forming a disulfide bridge
restricts the conformational space to some extent, this does not necessar-
ily introduce strong constraints. Even a cyclic CXYC peptide is not forcing
a β-turn but it still allows forming it. Larger disulfide-cyclic peptides C–(X)n–
C with n ≥ 6 certainly still allow the adoption of an enormous number of
conformations [48]. Cyclization is also often assumed to be a particularly
meritorious strategy for the design of ligands or drugs with higher affinity
and selectivity [15, 49]. Reduced molecular flexibility by means of fewer ro-
tatable bonds is known to increase the probability of oral bioavailability [50].

Fig. 3 The conformational space for flexible and rigid ligands. A, B, and C represent
bioactive conformations of different receptor subtypes. Several possibilities of biological
activities from constraint ligands are shown
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In the following section we will briefly discuss conformations of cyclopep-
tides in solution and the procedure of “spatial screening” in order to find
preferred ligand conformations.

2.1
Understanding Preferred Conformations of Cyclic Peptides

In proteins, secondary structure elements such as α- or 310-helices and
β-sheets adopt rather distinct areas in their φ- and ψ-space (for the defin-
ition of bond angles, see Fig. 4). Plotting the values of φ- and ψ-angles for
each amino acid in the Ramachandran diagram is also used to validate the
quality of a protein structure [51]. Usually, loop regions of proteins are struc-
turally less well determined and more flexible. Those loops often include
β- or γ -turns for which several subtypes exist [25, 52, 53]. These turns are ex-
posed and are therefore important convex recognition elements for binding
cavities of interacting proteins.

Small linear peptides are usually very flexible and a large number of con-
formations with similar energies are in rapid exchange with each other [15,
21]. Some restraints could be introduced by the cyclic amino acid proline
and/or internal hydrogen bonds, especially in non-aqueous solutions. Also,
hydrophobic clusters, e.g. by interaction of aromatic residues with an adjacent
proline, may lead to conformational preference. A successful de novo design
of linear peptides which formed a β-hairpin structure was presented [54].
However, such preferences do not confirm a similar bioactive conform-
ation [55, 56]. A recent example is the interaction of p53 with MDM2 which
is shown to adopt a helical structure of the p53 site [57, 58] but also β-sheet
peptides allow strong binding to this E3-type inhibition site in MDM2 [40].

More constraints can be introduced by cyclization [17]. We prefer head-to-
tail cyclic penta- and hexapeptides because they provide enough restrictions
in their backbone conformation without forcing cis-peptide bonds (such as in
cyclic tetrapeptides) or having too much flexibility (such as in larger rings).
Often ligands of receptors of hormones require C-terminal free carboxamides

Fig. 4 Definition of the angles in peptides to describe the backbone conformation and
schematic depiction of turns
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which contradicts head-to-tail cyclization. Then, procedures such as the so-
called “backbone cyclization” are used [22].

In linear peptides usually all secondary amide bonds are trans (ω = 180◦).
The population of the cis isomer ranges from 0.1 to 1.0% [59–61]. This is
also valid for cyclic penta- or hexapeptides. As a rare case, an unexpected
cis peptide bond population of about 6% was observed in the somatostatin
analogue cyclo(-D-Ala-Phe-Val-Lys(Z)-Trp-Phe-) containing only secondary
amide bonds [62]. If the hydrogen of the secondary amide bond is substi-
tuted by an alkyl residue, such as in proline or other N-alkylated peptides,
the similar size of alkyl and the substituted α-carbon leads to comparable
steric hindrance in both cis and trans amide bonds. Therefore, both rotamers
are observed [15, 53, 63, 64]. It is assumed but not yet generally proven that
N-methylation of an amino acid restricts the φ- and ψ-angles of this amino
acid as well as the angles of the residue preceding it in sequence.

Apart from cis/trans isomerization, the exchange between different con-
formations in cyclic penta- and hexapeptides is fast on the NMR time
scale. Therefore, symmetric peptides such as cyclo[Gly5], cyclo[Phe5], and
cyclo[Gly6] exhibit only one single signal set for all amino acids in their
NMR spectra [15, 65]. The explanation for this may either be an inherent
C5 symmetry of the molecule or a five-fold degenerate, rapidly established
equilibrium of one or more conformations [15, 66, 67]. Evidence for a rapid
equilibrium was provided from the following experiment: changing one Gly
into Ala or Phe exhibited gradual differences in the NMR parameters of the
glycines due to increased conformational preferences. Yet, fast introversions
of conformations cannot be excluded. In fact, it is very difficult to decide
whether a molecule is conformationally homogeneous or not [15].

The following NMR parameters serve as criteria for the presence of confor-
mational preferences of the peptide backbone:

• Strong chemical shift differences of NH protons.
• Strong chemical shift differences of α-protons of chemically identical

amino acids.
• Strong differences of temperature gradients of the NH chemical shifts. In

DMSO, a value of > – 2.5 ppb/K (e.g. a value of – 1.0 ppb/K) indicates
protection from the solvent and often involvement of intramolecular hy-
drogen bonds, whereas values < – 5 ppb/K (e.g. a value of – 6 ppb/K) are
typical for solvent-exposed NH protons.

• Backbone conformational restriction is often accompanied by conforma-
tional preferences of side chains reflected by differentiation of the di-
astereotopic β-protons, especially in their scalar coupling to the α-proton
(3JHαHβ

, 3JHαH′
β

).

In contrast to general perception, the formation of intramolecular hydro-
gen bonds has only a small influence on the conformation of cyclic pep-
tides [68]. However, we and others have found that the configuration of an
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amino acid has a significant influence on the conformation (steric hindrance
by β-carbons) [36, 45].

In the search for preferred conformations of cyclic penta- and hexapep-
tides we synthesized all possible diastereomeric alanine peptides (Fig. 5) and
investigated their NMR spectra according to the criteria given above for the
presence of conformational preferences [69]. In addition, we also studied
some of those peptides containing Gly, d-Pro, or l-Pro, because due to steric
reasons Gly can occupy the position of a d- or l-amino acid. Proline has
a stronger effect on conformational preferences than d- or l-alanine.

One of the strongest preferences in pentapeptides was found for cyclo(-d-
Ala-Ala4-) and cyclo(-d-Pro-Ala4-). Hence, we consider this molecule as
a conformational template, i.e. a substitution of any of the alanine by any
other amino acid (except Gly or Pro) will exhibit a similar conformation [70].
The d-amino acid is found in the position i + 1 of a βII′-turn in such peptides
allowing the formation of a γ -turn around Ala3. The latter position is less well
defined and often shows flexibility [70–74].

In cyclic hexapeptides conformations with two β-turns are often ob-
served [75]. If the ring contains only one d-Ala or one d-Pro, this residue
again prefers the position i + 1 of a βII′-turn. The second β-turn is found on
the opposite side, often in fast equilibrium between βI and βII [36]. Again,
the position of the d-amino acid “dictates” the conformational preference.

To explore the bioactive conformations of the RGD sequence these two
templates (penta- and hexapeptides with one d- and four or five l-amino
acids, respectively) were selected. The gene data bank revealed that the RGD
sequence in proteins of the extracellular matrix (ECM) is often flanked by
an N-terminal valine and by a C-terminal phenylalanine. Hence, we took
the sequences RGDFV and RGDFXV and synthesized five cyclopentapeptides
(CPPs) and six cyclohexapeptides in which each amino acid was successively
chosen as its d-enantiomer (Gly was taken as d-amino acid equivalent). As-
suming a similar influence of the d-residues in each of these peptides such as

Fig. 5 Search for a preferred (not necessarily rigid!) conformation. The configuration of
the amino acids accounts for the spatial arrangement
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Fig. 6 Cyclopentapeptides containing one d-amino acid, which preferably is located at the
position i + 1 of the βII′-turn [19]

d-Ala in the alanine peptide, we can shift the RGD sequence around the scaf-
fold conformation as shown for the case of pentapeptides in Fig. 6 [44, 76].
NMR investigation proved this hypothesis. As the peptides only differ in their
stereochemistry, we dubbed this procedure spatial screening [19].

As anticipated, the biological activities and selectivities for αvβ3 and
αIIbβ3 were totally different. The cyclic pentapeptide cyclo(-RGDfV-) exhib-
ited a 103 higher inhibition of αvβ3/vitronectin binding than the linear ref-
erence peptide GRGDSP but at the same time an about 10 fold lower activity
against αIIbβ3/fibrinogen. Vice versa, the cyclic hexapeptide cyclo(-GRGDfV-)
exhibited high activity for αIIbβ3/fibrinogen but very low activity for the
αvβ3/vitronectin system [77].

The “spatial screening”, originally applied by us for exploring the bioac-
tive conformation of thymopentin [78, 79], is now also used successfully for
other systems. There are numerous studies of the utility of CPP-based li-
braries which consist of both “conformational-based” and “sequence-based”
libraries of lead discovery in drug research. For example, Fujii et al. generated
libraries of CPPs of which three compounds exhibited bioactivities compa-
rable to a 14 amino acid containing antagonist (T140) of CXCR4 [80, 81].
Libraries of CPPs were also investigated in the search for active endothelin
antagonists [82, 83], LHRH antagonists [84], and antagonists for the B2 kinin
receptor [85, 86]. For hexapeptides, the induction of distinct conformations
was also used to embed the active sequence of tendamistat, an α-amylase
inhibitor, into a cyclic hexapeptide template maintaining the spatial arrange-
ment of the residues in their native, biologically active conformation [36,
87]. More recently, spatial screening has also been applied to the LDT se-
quence [88]. As long as the three-dimensional structure of the protein/protein
or protein/ligand complexes are not available, cyclic peptides are optimally
suited to explore the structural requirements with respect to the arrangement
of the pharmacophoric groups on a semirational basis.
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3
RGD-derived Peptides

3.1
Introduction

The ability of various cell types to adhere to and interact with other cells
or with components of the extracellular matrix is essential for maintaining
cellular function and tissue integrity via signaling between and within the
communicating cells. The interaction of various cells with the ECM is inter
alia carried out via a family of cell surface heterodimeric receptors called
integrins that are present on most cell types, including lymphocytes and
platelets [89]. It is important to note that the expression and activation of dif-
ferent integrin subtypes strongly depends on cell types and the differentiation
level of cells. Integrin levels are regulated. These receptors are composed of
one α- and one β-subunit, both characterized by a large N-terminal extra-
cellular domain, a transmembrane domain, and a short C-terminal intracel-
lular tail (Fig. 7). Eighteen α- and eight β-mammalian subunits are known,
which assemble non-covalently into more than 24 different heterodimers
(Table 1) [9, 90–92].

The number of integrins and the remarkable breadth of their cellular dis-
tribution support the statement that the phenotype of virtually every cell
is uniquely influenced by its display of integrins [93–96]. The most com-
mon integrin binding sequence is the RGD [97] motif found within many

Fig. 7 Schematic representation of a typical integrin consisting of an α- and a β-subunit
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Table 1 Selected recognition sites of integrins

Integrin Ligand Sequence

α4β7 MadCAM-1, fibronectin, VCAM-1 LDT
α4β1 Fibronectin, invasin, VCAM-1 IDS

α5β1 Fibronectin RGD
α6β1 Laminin RGD
αIIbβ3 Fibrinogen, fibronectin, vitronectin, RGD

von Willebrand factor, thrombospondin
αvβ3 Vitronectin, laminin, fibronectin, von Willebrand factor, RGD

thrombospondin, tenascin, osteopontin, fibrillin, fibulin
α6β1 Laminin RGD
αLβ2 ICAM-1, ICAM-2 RGD
α9β1 Collagen, laminin, tenascin RGD
α7β1 Laminin RGD

extracellular matrix proteins and disintegrins [98, 99]. Disintegrins are low
molecular mass (5–9 kDa), cystein-rich peptides isolated from the venom
of viper snake species which exert their biological activities by prevent-
ing the binding of adhesive ligands to integrin receptors. Disintegrins such
as echistatin [26, 27], kistin [97], flavoriden [97], and albolabrin [100, 101]
carry the (R/K)GD tripeptide integrin-binding motif present at the tip of
a highly mobile loop. The activity of disintegrins depends on the appropri-
ate pairing of eight to 14 cysteines by disulfide bridges that maintain the
RGD-containing loop in its active conformation. It was shown that extracellu-
lar matrix proteins including vitronectin, von Willebrand factor, fibrinogen,
thrombospondin, fibronectin, and laminin are RGD-dependent adhesion
proteins which bind to a variety of either specific or promiscuous integrin re-
ceptors [90]. Integrins are known to play significant roles in diseases and have
been extensively studied in areas such as thrombosis, inflammation, angio-
genesis, osteoporosis, and cancer. Of pioneering importance in this respect is
the platelet- and megakaryocyte-specific integrin αIIbβ3, which has received
considerable attention as a drug target due to its requisite role in platelet ag-
gregation, a significant mechanism in mediating arterial thrombosis [102].
The αvβ3-integrin, also called the vitronectin receptor, is expressed on the
surface of a variety of migrating cell types. This integrin plays a key role
in numerous physiological processes such as angiogenesis [10, 45, 103, 104],
apoptosis, and bone formation and resorption [105]. Both of these integrins
bind to RGD.

These investigations led to the concept that the shape and size of the RGD
loop are important structural features that affect fitting of the ligand to the
binding pocket of integrin receptors. For instance, wider RGD loops result
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in an increase of anti-αIIbβ3 and a decrease of anti-αvβ3-activity [48, 76, 106,
107]. Extensive screening studies with RGD peptides and mimetics without
the knowledge of the protein structure have led to the development of pep-
tidic and non-peptidic superactive and selective RGD-based compounds. In
2002 the structure of the head group of αVβ3-integrin complexed with Cilen-
gitide® [cyclo(-RGDf(NMe)Val-)] [108] was solved by X-ray diffraction [109].
The crystal structure of the extracellular domains of the αvβ3- [109, 110] and
αIIbβ3-integrins [111] allows us to explain numerous results of structure–
activity-relationship (SAR) studies in the RGD field (see below) at atomic
level [109–114].

3.2
Cyclic RGD Peptides

Cyclic RGD peptides containing cystein disulfide bridges have been studied
very early on [100, 115, 116]. Such peptides may also achieve receptor selec-
tivity. Nevertheless, we do not treat this field here.

Intensive studies in pharmaceutical industries have already led to highly
active compounds for the inhibition of platelet aggregation mediated by
the αIIbβ3-integrin [102, 117]. As mentioned above, spatial screening of
the sequence VRGDFX (X = Ala or nil) yielded the cyclic pentapeptide
cyclo(-RGDfV-) which exhibited an about 1000-fold increase of activity to in-
hibit binding of αvβ3 to vitronectin than the reference compound GRGDSPK
and more than a 10-fold reduced activity for the αIIbβ3-integrin [44, 76, 77].
Hence, the spatial presentation of the pharmacophoric groups obviously
matches the receptor bound conformation for αvβ3. The conformation of
cyclo(-RGDfV-) was later studied in detail [70]. The βII′-turn about d-Phe-
Val is well defined but the γ -turn about glycine is less rigid (Fig. 8). As found
in other cyclic pentapeptides, the RG- and GD-peptide bonds can flip to
a conformation in which two adjacent peptide bonds orient their NH protons

Fig. 8 Stereoplot (relaxed view) of cyclo(-RGDfV-) (1). The oxygen atoms are stippled and
the nitrogen atoms are filled. The hydrogen bonds are indicated as dotted lines [44]
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to the same side of the molecule. Although our conformational analysis was
criticized [74], a careful analysis with modern NMR techniques confirmed
our postulated structure of pentapeptides with one d- and four l-amino
acids [118].

The influence of different amino acids in positions X and Y in cyclo
(-RGDXY-) on inhibition of vitronectin and fibronectin binding was inves-
tigated and an analysis of side chain and backbone conformation by NMR
and molecular dynamics (MD) was used to derive SARs [71]. Generally, all
these peptides reveal similar backbone structures and are more or less flex-
ible due to motions of the amide bond about its adjacent φ and ψ angles
(see Fig. 4). However, this flexibility does not influence the relative pos-
itions of the α-carbon atoms to each other or the spatial arrangement of the
pharmacophoric groups. Hydrophobic aromatic amino acids in position X in-
crease the activity for αVβ3-integrins. In contrast, neither hydrophobic nor
hydrophilic substitutions in position Y influence the activity (Fig. 9).

A number of different cyclic peptides have been studied. It turned out
that there is a strong correlation between the opening of the kink and the
reduced αV-selectivity [119]. Cyclo(-PRGDpG-) displays the common two
β-turn cyclic hexapeptide conformation. While residues Gly-Asp-d-Pro-Gly
are claimed to occupy a type βI′-turn, residues Gly-Pro-Arg-Gly are assem-
bled in a type βI-turn [120, 121]. The RGD motif is suggested to adopt a turn–
extended-turn conformation that maintains a 7 Å separation between the
α-carbons of Arg and Asp. Cyclic peptides which present the RGD sequence
in either a turn–extended-turn conformation or in a Gly-Asp β-turn display
good activity for the αIIbβ3-integrin, with examples of the former being bet-
ter than those of the latter conformational type. Overlays of conformations of
molecules representing each conformational type reveal a remarkable simi-

Fig. 9 Receptor model summarizing the results of substrate optimization of cyclo
(-RGDXY-) as a ligand for αVβ3-integrin [71]
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larity of the conformations of the Gly-Asp region but a distinct difference in
the placement of the arginine residue [121].

All the results show that RGD is recognized by αIIbβ3 in a more extended
conformation whereas αV-integrins recognize a kinked arrangement [108,
119, 122]. It seems that the higher conformational flexibility induced by the
central glycine residue is used by nature to develop receptor subtypes which
recognize different conformations. It is well known that glycine can adopt
a considerably larger area in the Ramachandran energy diagram than any
other amino acid due to the lacking side chain.

β-peptides composed of β-amino acids display new types of conforma-
tions such as helical structures [123, 124]. Incorporation of β-amino acids in
cyclic peptides can result in the stabilization of the overall secondary struc-
ture while β-amino acid residues preferably occupy the central sequence
position of a modified γ -turn conformation. β-amino acid residues may even
outplay the preference of d-amino acid residues, commonly found in pos-
ition i + 1 of βII′-turns. Generally, the β-amino acid is considered as a γ -turn
mimetic (Ψγ -turn). However, when glycine is substituted with β-alanine in
cyclo(-RGDfV-), due to the increasing distance of the R- and D-side chains,
activity is destroyed. Hence, the peptide cyclo(-RβADfV-) is often used as
a negative control peptide. Also, substitution of glycine by alanine destroys
activity due to steric reasons [125], which can now be understood by dock-
ing studies based on the X-ray structure of Xiong et al. [109] after remov-
ing Cilengitide from the binding pocket [113]. A systematic β-amino acid
scan on the cyclic model peptide cyclo(-RGDfV-) with permutational replace-
ment of one α-amino acid by the corresponding β-analogue led to the cyclic
pentapeptide cyclo(-RGD-d-β-Phe-V-) (Fig. 10), which inhibits fibrinogen-
mediated cell adhesion to αIIbβ3-integrin with an activity comparable to that
of the known hexapeptide cyclo(-RGDfVG) [126, 127]. The RGD sequence is
now found in positions i + 1 to i + 3 of a β-turn while the β-amino acid

Fig. 10 Solution conformation of cyclo(-RGD-d-β-Phe-V-). d-β-Phe induces a Ψγ -turn
(upper part of the molecule) [126]
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Fig. 11 Solution conformation of cyclo(-RGD-d-β-HPhe-). d-β-HPhe induces a Ψγ -turn
(left). Overlay of the solution conformation of the cyclic pentapeptide cyclo(-RGDfV-)
and the cyclic tetrapeptide cyclo(-RGD-d-β-HPhe-) (right) [126]

residue occupies the central position of a tight reverse turn closely related to
a γ -turn conformation.

Consequently, the structural replacement of the dipeptide sequence d-
Phe-Val in cyclo(-RGDfV-) by the β-amino acid d-β-Phe yielded the cyclic
homotetrapeptide cyclo(-RGD-d-β-Phe), which indeed reveals nanomolar
affinity to αvβ3-integrin as it induces the required γ -turn in the RGD motif
for the opposite peptide moiety [127] (Fig. 11).

3.3
Modification of Peptide Bonds

3.3.1
N-Methylation

Structural modifications of peptide bonds provide a powerful approach to
modify profiles of biological activity [22, 128]. N-methylation of a specific
peptide bond in a bioactive peptide is often used to achieve protection against
proteolytic degradation. But, in addition, incorporation of N-methylated
amino acids into different biologically important peptides has led to ana-
logues with enhanced potency or to conversion of an agonist into an antag-
onist [129, 130]. With the synthesis of a series of five N-methylated cyclic
peptides it was investigated whether N-methylation of a single peptide bond
in the lead structure cyclo(-RGDfV-) has any effects on activity and selec-
tivity [108]. This N-methylation scan has provided the drug candidate cyclo
(-RGDf-N(Me)V-) (Cilengitide) with enhanced biological activity and 1500-
fold-higher selectivity for the vitronectin-binding αvβ3-integrin while reveal-
ing only low activities in inhibiting fibrinogen binding to αIIbβ3-integrin (see
below, Sect. 5.1). In contrast to its non-methylated parent compound, Cilengi-
tide has also considerable activity for αVβ5. The structure differs from cyclo
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Fig. 12 Stereoplot (relaxed view) of cyclo(-RGDf-N(Me)V-) from the 100-ps restrained
MD simulation [108]

(-RGDfV-): it can be characterized by three turns, two γi-turns with Arg and
Asp at position i + 1 and one γ -turn with Gly at position i + 1 (Fig. 12). Due
to steric repulsion the amide groups Asp-d-Phe and Val-Arg turn into a more
perpendicular orientation with respect to the plane of the peptide ring.
The conformational difference between cyclo(-RGDfV-) and cyclo(-RGDf-
N(Me)V-) is correlated with the effect on the αvβ3-activity. While adopting
a pseudoaxial position in cyclo(-RGDfV-) the side chains turned towards
a more pseudoequatorial conformation in the N-methylated peptide. These
studies reveal an almost complete freezing of the peptide backbone structure
including the Cβ atoms. The arginine side chain with its Cγ and δ atoms, the
guanidine group, and the aspartate carboxylate group are, however, flexible.
Changes in the binding affinity are therefore mainly caused by modification
of the fixed backbone conformation.

3.3.2
Retro–inverso Peptides and Other Stereoisomers

The advantage of retro–inverso peptides, in which the peptide sequence is re-
versed and the chirality of each amino acid is inverted, is attributed to their
high metabolic stability, because peptide bonds adjacent to d-amino acids
normally are stable to enzymatic cleavage. However, with the development of
highly active and selective cyclic penta- and hexapeptides there is no need
to modify the sequence into retro–inverso structures as cyclic pentapeptides
such as Cilengitide are not enzymatically cleaved [131]. In fact, Cilengitide is
excreted in animal and man without detectable metabolization.

It is postulated that the total inversion of chirality should be combined
with the inversion of the sequence to achieve an orientation of the side chains
similar to the parent peptide [28, 32, 132]. However, in reality the biological
activity of retro–inverso peptides mostly is modified compared to that of their
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parent compounds because this oversimplified concept does not involve con-
formational aspects. Due to the shifted hydrogen bond pattern and the differ-
ent spatial structure compared to its parent compound, these conformational
changes often result in a dramatic decrease of activity. The replacement of
CONH with NHCO resulted in different bond angles and bond lengths [133].
To delineate the different hydrogen bonding pattern restrictions a compari-
son of the retro–inverso peptide analogue to cyclo(-RGDfV-) is suggested to
be most illustrative [134]. The retro–inverso isomer cyclo(-vFdGr) contains
only one l-amino acid (besides Gly) and we expected a βII-conformation
about Phe-d-Asp. Indeed, this conformation was adopted but, due to the re-
versed sequence, this cyclic retro–inverso peptide did not mimic the side
chain topology of its parent peptide and very low activity was observed
(Fig. 13).

Fig. 13 A schematic illustration of a cyclic parent pentapeptide with one d-amino acid
and its inverso and retro–inverso isomers: the case of cyclo(-RGDfV-). The peptide se-
quence is shown clockwise from N- to C-terminus [134]

Fig. 14 Comparison of the conformation of the parent peptide cyclo(-RGDfV-) and its
retro-enantiomer-turn analogue. An almost identical side chain topology is found al-
though the amide bonds are reversed. There is a loss of activity in the retro–inverso-turn
analogue [134]
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We synthesized all 16 stereoisomers of the parent peptide cyclo(-RGDfV-).
Cyclo(-VfdGr-) exhibited an identical orientation of all side chains although
the amide bonds were inverted (Fig. 14). The dramatically lower activity of
cyclo(-VfdGr-) to αVβ3 by three orders of magnitude proved that the peptide
backbone of the RGD sequence is involved in the binding. This observation
– derived here from indirect SAR studies – was later nicely confirmed by the
X-ray structure of the αVβ3-Cilengitide complex that revealed the involve-
ment of the Asp-NH in a hydrogen bridge to the amide-CO of Arg216 of the
αVβ-receptor [109, 113].

3.3.3
Reduced Amide Bond

To elucidate whether amide bonds contribute to integrin binding, attempts
were made to remove one amide bond by introducing reduced peptides
Ψ [CH2NH] or thioamides Ψ [CSNH]. However, these modifications were ac-
companied by a dramatic change in backbone conformation (Fig. 15) [135].
Amide bond modifications additionally alter torsional freedom of the back-
bone and modify hydrogen acceptor and donor properties. In conclusion, the
altered hydrogen bond forming properties can be of major influence on the
entire peptide backbone conformation [136–138]. Therefore, it was not clear
whether the reduced activity is due to the lack of the amide bond or to the
overall change in the conformation.

Fig. 15 Stereoview (relaxed view) of the conformation of cyclo(-RGD-D-Pheψ[CH2
– NH2

+]V-). Its activity lies between that of the linear reference peptide GRGDS and that
of the cyclic parent peptide cyclo(-RGDfV-) [135]

3.3.4
Turn Mimetics

Spatial screening led to the highly active first-generation peptide cyclo
(-RGDfV-). Further reduction of the flexibility should be achieved by incorpo-
rating different rigid building blocks, so-called β-turn mimetics [28, 32, 33],
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like the (S)- and (R)-Gly[ANC-2]Leu dipeptide, the β-turn dipeptide (BTD),
and the (S,S)-spiro-Pro-Leu moiety. These distinct β-turn mimetics are in-
troduced by replacing the d-Phe-Val dipeptide in the lead structure cyclo
(-RGDfV-) (Fig. 16) [139].

In the peptide analogues cyclo(-RGD′′S-ANC′′-) (T1), cyclo(-RGD′′R-
ANC′′-) (T2), and cyclo(-RGD′′BTD′′-) (T3) the turn mimetic does not adopt
the desired position in the β-turn; instead, Gly occupies the position i + 1
of a βII′-turn while the turn mimetic is located in the positions i + 3 and
i + 4. Only cyclo(-RGD′′Spiro′′-) (T4) led to the desired βII′/γ -turn arrange-
ment (Fig. 17). In general, some of the “β-turn mimetics” do not exactly
correspond to the geometry of a β-turn in terms of their bond angles and
distances.

Peptide analogues T1, T2, and T3 reveal an increased activity compared
to the linear peptide GRGDSPK with respect to the inhibition of vitronectin
binding to the αvβ3-receptor while T2 shows an even higher inhibitory ac-
tivity for vitronectin binding than the lead structure cyclo(-RGDfV-). In con-
trast, T2 reveals an increased activity, while T1 and T3 display a decreased ac-
tivity for fibrinogen-mediated cell adhesion to αIIbβ3-integrins. Thus, among
the “β-turn mimetics”, T2 is the most active compound, but possesses only
little selectivity (Table 2).

Fig. 16 Various β-turn mimetics used to replace the -D-Phe-Val-dipeptide unit of cyclo
(-RGDfV-). For the activities of the turn mimetics, see Table 2
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Fig. 17 Stereoplots (relaxed view) of conformations of cyclo(-RGD′′S-ANC′′-) (T1),
cyclo(-RGD′′R-ANC′′-) (T2), cyclo(-RGD′′BTD′′-) (T3), and cyclo(-RGD′′spiro′′-) (T4).
Carbon and hydrogen atoms are white; oxygen atoms are grey [139]
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Table 2 Inhibition of fibrinogen and vitronectin binding. Values are given as IC50 and as
quotients Q = IC50[peptide]/IC50[GRGDSPK]. This procedure was used because of the ne-
cessity of a reference value. Here, the well-known GRGDSPK peptide was set as standard.
Its activity for αIIbβ3 vs. fibrinogen and αvβ3 vs. vitronectin is about 1.7 µM and 0.21 µM,
respectively

αIIbβ3 αvβ3
# Peptide analogue IC50 (µM) Q IC50 (µM) Q

GRGDSPK 1.0 1.0
c(RGDfV) 8.3×10–1 5.0 2.2×10–3 6.1×10–3

T1 c(RGD′′S-ANC′′) 2.8 1.6 4.0×10–2 1.1 – 2

T2 c(RGD′′R-ANC′′) 8.5×10–3 4.9×10–3 8.5×10–4 2.3×10–4

T3 c(RGD′′BDT′′) 4.8 2.7 2.8×10–1 7.3×10–2

T4 c(RGD′′Spiro′′) Not active Not active
5 c(RGD′′Ate′′) Not active 2.4×10–3 2.0×10–3

6 c(RGD′′ThzE′′) 3.5×10–2 3.2×10–3 1.8×10–2

7 c(RGD′′GlyThz′′) Not active 2.5 2.1
8 c(RGD′′α-SAA(Bn)′′3 ) 0.72 0.42 0.15 0.71
9 c(RGD′′β-SAA(Bn)′′3 ) 1.3×10–2 7.9×10–3 2.5×10–2 0.12

Incorporation of both 2-(2-(aminomethyl)thiophen-5-yl)- and 2-(2-(ami-
nomethyl)thiazol-4-yl) acetic acid as a β-turn mimetic yielded highly ac-
tive (low-nanomolar range) compounds in which the d-Phe-Val dipeptide
in the lead structure cyclo(-RGDfV-) was replaced. Embedding substituted
(2-aminomethyl)thiazol-4-carboxylic acid into the cyclic parent peptide re-
sulted in a significant loss of activity (Table 2; for structures see Fig. 16). This
finding can be explained by the methylene (– CH2) contraction and the con-
sequential effect on the conformation [140].

Another turn mimetic consisting of a series of 1-aza-2-oxobicyclo[X.3.0]
alkane amino acids (Fig. 16) was introduced by replacing the d-Phe-Val
dipeptide, which should adopt a βII′-turn and hence force the RGD sequence
into a kinked, αVβ3-selective conformation [141, 142].

In the last decade modified carbohydrates were used as peptide mimet-
ics. Whereas Hirschmann et al. used the pyranoid form of a sugar to mimic
a cyclic hexapeptide and derived a sugar-based somatostatin analogue [143],
we applied sugar amino acids as turn mimetics or dipeptide surrogates [144,
145]. These sugar amino acids were also incorporated into the cyclic pen-
tapeptide cyclo(-RGDfV-) to mimic the d-Phe-Val dipeptide [119, 146]. How-
ever, the missing lipophilic Phe residue caused only low αVβ3 affinity. In
contrast, the high activity of the β-SAA(Bn)3-derivative against the αIIbβ3-
receptor was unexpected (Table 2; for structures see Fig. 16).
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3.4
Peptide Analogues for αIIbβ3-Integrin Binding

The arginine’s guanidine group binds “side-on” to Asp280 of the αVβ3-
receptor [109, 113]. Hence, a substitution of the guanidinium group with an
amino group destroys αV-activity whereas it is allowed for binding to αIIbβ3.
The disintegrin “barbourin” which contains amino acid substitution of lysine
for arginine in the RGD motif reveals high specificity for αIIbβ3. Incorpo-
ration of this motif in conformational constrained, disulfide-bridged, cyclic
peptide templates, followed by systematic optimization of the cyclic ring size,
has resulted in peptide analogues which displayed potency and selectivity
comparable to that of barbourin. The cyclic heptapeptide mimic of “bar-
bourin” is called “eptifibatide” which reveals a βII′-turn displaying arginine
and aspartic acid side chains roughly in the same plane and diagonally dis-
posed across a slightly cupped Gly-Asp β-turn (Fig. 18) [147–149].

Only modest improvements in potency were achieved with linear ana-
logues of Ac-RGD-NH2, while increased affinity for αIIbβ3 was achieved with
cyclic disulfide-bridged analogues [115], culminating in the cyclic disulfide
Ac-cyclo-S,S-[Cys-(NMe)Arg-Gly-Asp-Pen]–NH2 with improved bioavailabil-
ity and comparable affinity to fibrinogen [150]. The activities of analogues
delineate that the arginine side chain cannot be modified without a de-
crease in potency; the glycine and aspartic acid are essential. The addition of
a methyl group to the α-amino group of Arg and replacement of cysteine Cys-
5 with the more lipophilic Pen are both called to account for restriction of the
flexibility. Since the discovery of the analogue Ac-cyclo-S,S-[Cys-(NMe)Arg-
Gly-Asp-Pen]–NH2 several modifications to the Ac-Cys-, -(NMe)Arg-, and
-Pen–NH2 groups have been explored, which are described in detail in the
literature [102, 151].

Further modification by replacing the disulfide tether N-acetylcysteine/
penicillamineamide with the constrained and more lipophilic tether 2-mer-

Fig. 18 Eptifibatide, a disulfide-bridged cyclic peptide derived from a disintegrin



Spatial Screening of Bioactive Conformation 25

captobenzoyl/2-mercaptoaniline (Mba/Man) afforded the semipeptide cyclo-
S,S-[Mba-(NMe)Arg-Gly-Asp-Man] (Fig. 19), which exhibited significant en-
hancement in both affinity and potency for αIIbβ3. It is capable of introducing
a greater degree of conformational constraint upon the macrocyclic ring as
the χ-torsion angle is constrained to 0◦ [152].

The RGD motif in the S,S-bridged cyclic peptides is to a certain extent
conformationally restricted. The crystal structures of both peptides display
all-trans peptide bonds and exhibit an extended Gly residue flanked by an
(NMe)-Arg residue in a conformation roughly equivalent to the position i + 2
of a β-turn and the Asp residue in the position i + 1 of a βI-turn. The Asp
residue can also approximate the position i + 1 of a γ -turn-like structure.
This RGD-sequence arrangement can be regarded as a “turn–extended-turn”
conformation [151].

The advantage of incorporating a rigid non-peptide template into a macro-
cycle can be rationalized by limitations of the rotatable bonds which should
confer the greatest degree of conformational restriction to the RGD motif.
The amino acid m-(aminomethyl)benzoic acid “Mamb” was incorporated
into an initial cyclic peptide, cyclo(-Gly-Arg-Gly-Asp-Mamb-), in which the
Cys-Pen disulfide has been replaced by Gly-Mamb [153, 154]. The most ac-
tive compounds were cyclo(-d-Abu-(NMe)Arg-Gly-Asp-Mamb), also termed
DMP, and cyclo(-d-Val-(NMe)Arg-Gly-Asp-Mamb). The d-configuration of
the amino acid at position 1 of the sequence and the N-methylated arginine
were found to be important for obtaining high binding affinity to the αIIbβ3-
receptor [129]. The predominant solution structure (Fig. 20) is similar to that
of classical cyclic hexapeptides with two connected β-turns. The first turn is
an almost ideal type βII′-turn centered at the d-Abu-(NMe)Arg residue. The
Gly residue is generally extended, with the molecule presenting an elongated
face between the (NMe)Arg and the Asp residue.

Replacement of the d-Xaa-(NMe)Arg dipeptide with l-Ala-Arg resulted
in a striking reversal of selectivity to favor binding to αvβ3-integrin [130].
In cyclic peptides, a dipeptide consisting of a d-amino acid followed by an
N-methylamino acid induces a type βII′-turn, while an l,l-dipeptide in the

Fig. 19 Chemical structures of lead compounds. Activities for αIIbβ3 are shown
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Fig. 20 Overlay of the centroid conformer calculated for DMP728 and its X-ray crystal
structure. The two conformations are very similar [129]

same position favors a type βI-turn. Thus, a change in turn type might
modulate receptor specificity. Except for the opposite orientation of the hy-
drogen bond relative to the plane formed by the backbone, the turns of both
β-types vary in their relative orientation of the incoming and waning peptide
strands. Considering the virtual dihedral angle formed by the four α-carbons
of the turn, also termed “twist”, the βI-turn prevails in a roughly gauche
arrangement with an angle of 49◦ while the βII′-turn adopts an eclipsed
orientation [155]. This difference in the turns interferes with the relative ar-
rangement of the Asp and Arg residues and, therefore, with the specificity

Fig. 21 Conformation of both compounds, featuring a βII′-turn centered at D-Abu-
(NMe)Arg and a βI-turn centered at Pro-Arg (left). The side chains have been truncated
in both panels. Cα backbone traces of both conformers showing their different twists. The
Mamb C-terminal aromatic carbon is used as the Cα [130]
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and affinity to αIIbβ3- and αvβ3-integrins. The arginine side chain in the
αvβ3-selective peptide is raised above the plane formed by the backbone into
a pseudoaxial position, while the (NMe)Arg side chain in the αIIbβ3-selective
peptide adopts a pseudoequatorial conformation (Fig. 21).

3.5
RGD Mimetics

The receptor-bound conformation of RGD ligands was derived indirectly
by performing SAR of small linear peptides as well as of small and large
cyclic peptides containing the RGD motif [26, 27, 97, 147]. To investigate the
structural requirements for RGD recognition by cognate integrins, various
structural mimetics of the tripeptide sequence were designed. Structures con-
taining guanidinium and carboxylic groups separated by manifold scaffolds
are ascribed to mimic the distal configuration of the functional RGD se-
quence [106]. These findings suggest that the role of the backbone of the
RGD sequence is mainly to control the correct spacing between the two ionic
groups involved in interaction with the receptor while hydrophobic inter-
actions can almost be excluded [156]. However, it was shown later by SAR
and finally by the structure of the Cilengitide/αVβ3-complex that the peptide
backbone participates in the binding (see below, Sect. 3.3.2). In this article we
will only shortly review a few out of a large set of compounds.

Almost every member of the non-peptide ligands contains a β-alanine
group in which the carboxylate mimics the aspartic acid in RGD, a linking
group which provides a variety of scaffolds delivering the acid and basic phar-
macophore groups in the spatial geometry, and an amine or guanidine to
mimic the arginine group [102, 157–164]. It became evident early on that the
distance between the guanidinium group and the carboxyl group has to be
shorter for αVβ3-integrin activity than for αIIbβ3 activity [76, 77, 106, 163, 165,
166]. Furthermore, the selectivity depends on the effects of structural changes
in both the guanidine mimetic and the substituent α to the carboxylate. It
appeared that a less basic guanidine mimetic imparted greater selectivity
for αVβ3-mediated adhesion vs. αIIbβ3-mediated platelet aggregation [157,
160, 162–164, 166–173]. Activity for αVβ3-integrin can also be ascribed to
the α substituent culminating in 2,6-disubstituted arylsulfonamides. Different
studies pointed out that aromatic β-amino acids are suitable building blocks
in potent RGD mimetics [164, 172, 174, 175]. These findings illustrate the ver-
satility of different scaffolds and highlight the structural requirements for the
design of selective compounds in terms of the arginine mimetic, the distance
between the N- and C-terminus, and the lipophilic side chain.

A number of heterocycles were taken as core structures. The 3,5-di-
substituted isoxazoline was selected resulting in isoxazolinylacetamides
of β-alanine as effective frameworks for the display of the basic and
acidic functionality [176]. Modification of the α-substituent of the αIIbβ3-
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isoxazoline ligand eventually led to a series of most potent α-sulfonamide
diaminopropionate-isoxazolinylacetamides which were found to be inhibitors
of in vitro platelet aggregation exemplified by roxifiban (DMP 754) and
DMP 802 (Fig. 22) [158, 161].

SmithKline Beecham scientists focused their work on the examination of
the crystal structure of the potent cyclic peptide cyclo-S,S-[Mba-(NMe)Arg-
Gly-Asp-Man] which contains a turn at the arginine residue, an extended
conformation of the glycine, and a C7-turn at the aspartic acid residue. This
structure affirms the “turn–extended-turn” conformation about the RGD se-
quence which is responsible for αIIbβ3-activity [152]. On the basis of these
observations, the 3-oxo-1,4-benzodiazepine scaffold was chosen to mimic the
C7-turn accommodated by αIIbβ3-ligands and the extended glycine conform-
ation and resulted in several potent ligands exemplified by SB-208651 [102,
177, 178]. Attempts to improve the limited oral bioavailability of this series
focused on replacing the benzamidine function with a less basic piperidine
functionality in analogues such as lotrafiban (SB-214857) (Fig. 23) [179–181].

In analogy to previous approaches, the preferred conformation of a RGD-
containing cyclic peptide analogue of eptifibatide (see Fig. 18) serves as
a template to mimic a slightly cupped β-turn at the Gly-Asp position with
a fused 6,6-ring system. The turn itself contains 10 atoms and resembles a de-
calin ring system substituted at positions 2 and 6 with the pharmacophoric
groups. Initial analogues to verify this hypothesis utilized the 3,4-dihydro-1-

Fig. 22 Two potent αIIbβ3-integrin ligands. Roxifiban (left) and DMP 802 (right). Both are
inhibitors of human platelet aggregation

Fig. 23 The 1,4-benzodiazepine nucleus was chosen to mimic the C7-turn and the ex-
tended glycine conformation resulted in several potent ligands for platelet aggregation
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oxoisoquinolone ring system [102, 149] and several [4.4.0]-bicyclic templates
(Fig. 24) [182–184].

Historically, αIIbβ3-integrin antagonists had attracted the interest of the
pharmaceutical industry very early, whereas the αVβ3-integrin was discov-
ered as a drug target later. Research into αVβ3-integrins has benefited from
the discoveries made in αIIbβ3-research and several rigid scaffolds have been
used to construct αVβ3-ligands mimicking the RGD motif [102, 185]. Gen-
erally, these studies support the observation that αVβ3-ligands recognize
a shorter Arg-to-Asp distance than αIIbβ3-ligands, and demonstrate that a po-
tent and selective αIIbβ3-ligand can be converted to a potent and selective
αVβ3-ligand by changing the guanidine mimic. It turned out that a less ba-
sic guanidine mimic imparts greater selectivity for αVβ3-mediated adhesion,
but it seems that an amidine-like or guanidine-like disposition of nitrogens
is more important than basicity for recognition by αVβ3-integrins (side-
on binding). Selectivity could be optimized through careful choice of pKa,
geometry, and hydrogen-bonding characteristics. Previous studies revealed
that incorporation of a benzimidazole scaffold into the benzodiazepine Gly-
Asp mimic afforded potent and selective non-peptidic αVβ3-ligands [167,
168, 171]. In these studies of benzimidazole-containing non-peptidic αVβ3-
ligands, investigations delineated that a free NH, an amidine-like disposi-
tion of nitrogens, and a fused aromatic residue were important for optimal
binding. Further studies reported investigations of 2-aminopyridines, a ring
system with neutral pKa value which presents the desired amidine-like dispo-
sition of nitrogen atoms favored by αVβ3-ligands [169, 171]. Generally, cyclic
guanidine mimics are preferred over non-cyclic guanidine scaffolds [163, 186,
187]. These results already suggested that binding to αIIbβ3 occurs through

Fig. 24 View of the βII′-turn structure resulting from a Trp-Arg hydrogen bond. The fig-
ure displays the backbone of the Arg-Gly-Asp region along with the tryptophane amide
nitrogen and proton (above). A two-dimensional representation of the Gly-Asp β-turn is
shown along with its turn scaffold (below) [149]
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Fig. 25 The selectivity for αIIbβ3- or αVβ3-integrin is based on the guanidine mimetic

an “end-on” interaction, so that non-cyclic guanidines are preferred. Binding
to αVβ3 occurs through a “side-on” interaction, so that cyclic guanidines are
tolerated [109, 111, 113].

Now we know that the side-on binding of an amidine by Asp218 is crucial
for binding to the αV-subunit. Even though an 1,4-benzodiazepine scaffold
acts as a Gly-Asp mimic which introduces a γ -turn about aspartic acid, it
might afford a potent and selective αVβ3-ligand scaffold. The remarkable ver-
satility of the benzodiazepine scaffold as a Gly-Asp mimetic illustrates that
potent non-peptide ligands can be designed with selectivity for either αIIbβ3-
or αVβ3-integrins simply by altering the length and hydrogen-bonding char-
acteristics of the arginine mimetic (Fig. 25) [185, 188].

3.6
From Ligand-based to Structure-based Rational Drug Design

Although enormous approaches have been applied to the discovery of potent
integrin ligands, all efforts had to be conducted in the absence of structural
information until the crystal structures of the αVβ3- [109, 110] and αIIbβ3-
integrin extracellular domains [111] were solved. Identification of the ligands’
bioactive conformation by mimicking natural peptide ligands in a “ligand-
based” design without a structure of the complex is quite elusive. The recently
available crystal structures allowed the re-examination of structurally diverse
ligands with regard to distinct interactions to afford selectivity and affinity
for αVβ3- over αIIbβ3-ligands or vice versa. So far, only one crystal struc-
ture of an integrin head group with a small ligand (Cilengitide) is known.
The usual, mutual double induced fit (flexible target, flexible ligand) may be
misleading in the design of new ligands, as these incidents may also induce
slight changes in the receptor conformation. On the other hand it was pos-
sible to use the above-mentioned αVβ3/Cilengitide structure to apply docking
procedures by removing Cilengitide from the complex and to understand the
structure–activity relationship on a detailed molecular level [112, 113]. A step
forward is the use of homology modeling to construct other integrin subtypes
such as αVβ5 [189], α5β1 [190], and αIIbβ3 [112]. These receptor models are
the better the stronger the sequence homologies are, but the results should be
taken with care.
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The X-ray-derived integrin–ligand complex of the αVβ3 head group
with Cilengitide reveals that the ligands insert into a crevice between the
β-propeller of the α-subunit and the βA domain on the integrin head group.
The central glycine residue or mimic lies directly on the surface and might also
add to the stability of the complex. Any substitution of the glycine unit de-
creases αVβ3-activity. The loss of activity upon Gly to Ala substitution proves
that a close contact between these two polar amide groups adjacent to glycine
and the receptor is essential. The main interactions are between the positively
charged arginine and negatively charged side chains in the α-subunit and
between the anionic aspartic acid and the metal cation in the MIDAS (metal-
ion-dependent adhesion site) region of the β-subunit. Further stabilization
occurs through hydrogen bonds between the backbone of the peptide and the
ligand. Although the distance between the arginine and aspartic acid residues
in αVβ3-selective RGD ligands is about 13 Å, the shortest distance between the
Ca2+ bound to the ADMIDAS (adjacent to metal-ion-dependent adhesion site)
region and the β-propeller of the αV-subunit is in the order of 17 Å. There-
fore, we can deduce that the integrin activation mechanism in structural terms
requires conformational changes for ligand binding. They involve a shift in
the position of the metal ion from the ADMIDAS region to the MIDAS region
of the β3-unit, which is surprisingly not populated by any metal ion in the
crystal structure of free αVβ3-integrins. Movement of the Ca2+ ion towards
the α-subunit allows ligand interactions with both subunits. The ion shift
is accompanied by rearrangements of loops surrounding the MIDAS region
which in turn trigger the dissociation of the integrin head groups [113, 114].
In addition, the interacting transmembrane helices of the α- and β-subunits
rearrange by a 110◦ twist of the β3-subunit [191] and can trimerize and
reassociate with α-subunits to form the focal adhesion complex [192]. An in-
termediate glycophorin-like conformation of the transmembrane helices of
the αβ-heterodimer has been proposed [193, 194]. However, the important
outside-in signal transduction requires homooligomeric association and mul-
tivalent binding of RGDs in the focal adhesion [195].

The αVβ3-selective Cilengitide [108] is bound by the arginine and aspar-
tic acid side chains of the ligand pointing in opposite directions [109]. The
arginine side chain inserts into a narrow groove at the top of the propeller
domain, and its guanidinium group binds over a bidentate salt bridge to (α)-
Asp218 and an additional salt bridge to (α)-Asp150. On the opposite side, one
of the aspartic acid carboxylate oxygens contacts the metal ion at the MIDAS
region, while the other carboxylate oxygen forms a hydrogen bond with the
backbone amide hydrogen of (β)-Asn215. Furthermore, the backbone NH of
aspartic acid is involved in a hydrogen bond with the backbone carbonyl oxy-
gen of (β)-Arg216. Additionally, d-Phe is involved in a T-shaped interaction
with (β)-Tyr122 (Fig. 26).

Sequence alignment shows that Phe231 of the αIIb-subunit corresponds to
Asp218 of the α3-subunit. Phe231 cannot stabilize the arginine residue of the
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Fig. 26 Schematic representation of the X-ray structure of the cyclo(-RGDf-(NMe)V-)/
αVβ3-integrin complex depicting the major protein–ligand interaction [112]

RGD ligand by “side-on” binding. The aspartic acid residue of Asp224 of the
αIIb-subunit might serve as an “end-on” binding partner for lysine and ba-
sic arginine mimics of αIIbβ3-integrin ligands. The residue that corresponds
to αV-Asp150 is αIIb-Gln157, which can also be ascribed to “end-on” bind-
ing. Superimposition of αIIb on αV reveals that αV-specific ligands are not
suited to bind to αIIbβ3-integrins as the loop at the C-terminus of αV-Asp150

and αIIb-Gln157 is not conserved between the two subtypes. The longer loop
of αIIb-integrin closes the binding pocket in which αV-specific ligands bind
and leads to steric clashes. The solved X-ray crystal structure contributed to
the understanding of the different subtype specificities [111, 113]. Recently,
the crystal structure of the αVβ3-integrin has also been used for homology
modeling of αVβ5 [189] and α5β1 [190] to understand selectivity within these
RGD-recognizing integrins.

4
LDT-derived Peptides

4.1
Introduction

Inflammatory processes leading to tissue damage and disease are medi-
ated in part by the α4-integrins, α4β7 (LPAM) and α4β1 (VLA-4), which
are both frequently expressed on leukocyte surfaces [196, 197]. The vascu-
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lar cell adhesion molecule-1 (VCAM-1) and mucosal addressin cell adhesion
molecule-1 (MAdCAM-1), which are both expressed on activated endothe-
lium, are the most important endogenous ligands for α4-integrins [198, 199].
Whereas VCAM-1 binds to both α4β7- and α4β1-integrins, MAdCAM-1 on
mucosal endothelial cells is an exclusive ligand for α4β7-integrins under phys-
iological conditions [200, 201]. These molecular interactions are required for
lymphocytes to enter the central nervous system and the mucosa-associated
lymphoid tissue of the intestine, selectively mediated by α4β7-integrin bind-
ing to its cognate ligand MAdCAM-1 [202, 203]. In contrast to other cell
adhesion molecules, MAdCAM-1 is expressed only on a few cell types. There-
fore, the α4β7/MAdCAM-1 adhesion pathway represents a potent and organ-
specific target for therapeutic modulation of inflammatory diseases of the
gastrointestinal tract, including Crohn’s disease, ulcerative colitis, and hep-
atitis C [204, 205]. In addition, VLA-4 is an attractive target for therapeutic
intervention in several models of inflammatory and autoimmune patholo-
gies such as asthma, diabetes, multiple sclerosis, and arthritis [197]. Impres-
sive results have been reported for the treatment of multiple sclerosis and
other inflammatory diseases on a humanized monoclonal antibody called
“Antegren®” (natalizumab) which binds to the α4-integrin subunit and thus
reduces leukocyte migration [206, 207]. However, three months after its ex-
pedited approval by the FDA, natalizumab was removed from the market
after two cases of deadly progressive multifocal leukoencephalopathy were
reported among a few thousand patients [208].

In analogy to the previously described RGD motif, the critical residues for
α4-integrin-mediated cell attachment are contained in a short amino acid se-
quence. The critical epitope of VCAM-1 for binding to VLA-4 was identified as
QID(40)SP in domain 1, of which Asp40 was found to be essential [209, 210].

The tripeptide LDT was found to be the recognition motif for MAdCAM
binding to the α4β7-integrin [211]. The Leu41, Asp42, and Thr43 residues are
associated with a turn between strands C and D of the protruding CD loop
of domain 1 [47, 212]. The most striking structural feature of MAdCAM-1 is
a negatively charged DE β-ribbon which extends from the strands D and E
of domain 2 and is predicted to orientate the molecule optimally for integrin
binding [213, 214].

Both MAdCAM-1 and VCAM-1 share a similar immunoglobulin-like top-
ology and they present their key integrin-binding residues at a protruding
loop at the edge of their first IgSF domain. In either case an aspartic acid
residue in domain 1 is essential for integrin binding.

4.2
LDT Motif in Peptides

There is no X-ray structure of a ligand-bound complex with an α4-integrin
head group. Hence, ligand-based drug design is restricted to X-ray struc-
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tures of natural ligands (MAdCAM-1, VCAM-1) or active, conformational
restricted small molecules [215, 216]. One always has to bear in mind that
flexibility of proteins in their mutual interaction can drastically change their
conformation. Thus, the “design” of smaller, more rigid (or more conforma-
tionally preferred) ligands should allow screening for a larger conformational
space than given by the isolated natural ligand.

As the development of α4β1-ligands as drug targets has progressed, the
number of publications also increased [196, 197, 217–221]. Therefore, we will
not treat this topic here but rather concentrate on α4β7.

4.2.1
Spatial Screening Applied on LDT

Random peptidic phage libraries containing peptides of the general sequence
XLCMMCXN, where X represents any of the 20 naturally occurring amino
acids, revealed a disulfide-bridged cyclic peptide containing a SDT-tripeptide
sequence and demonstrating a 10-fold selectivity favoring α4β7 over α4β1.
Truncation of the C- and N-terminal residues flanking the two cysteine
residues did not result in a significant loss of potency or selectivity for α4β7.
Quite the contrary, the resulting peptide C∗RSDTLC∗–NH2 (where ∗ indicates
disulfide-linked residues) showed enhanced potency and selectivity [12].

For the development of potent and selective α4β7-integrin ligands, it is of
crucial importance to determine the bioactive conformation of the binding
motif in MAdCAM-1. Therefore, a library of constrained homodetic cyclic
peptides was synthesized to elucidate the bioactive conformation [88]. As de-
scribed for RGD peptides, five cyclic pentapeptides and six hexapeptides of
the sequence LDTAAX (X = Ala or nil) in which each amino acid is once
in the d-configuration were investigated. However, d-alanine was replaced
with d-proline because of its strong structurally inducing effect. Only the
hexapeptide cyclo(-LDTApA-) inhibited binding of α4β7-integrin-containing
cells to MAdCAM-1 effectively (7.0% adhesion at 1 mg/mL) while the lin-
ear precursor showed no activity. This peptide did not affect binding of cells
with the closely related α4β1-integrin to VCAM-1. In the bioactive peptide
the LDT motif approximates a βI-turn with aspartic acid in position i + 1;
d-proline is at position i + 1 of a βII′-turn (Fig. 27). Structure–activity ap-
proaches elucidate the essential role of the LDT sequence for binding to
the α4β7-integrin. Further approaches, centered upon substitution of alanine
in position 6 with hydrophobic amino acids, indicate that hydrophobic in-
teractions strongly enhance binding activity culminating in the most active
peptide cyclo(-LDTDpF-).

For the further development of non-peptidic and highly selective drugs, we
scrutinized the structural and functional requirements of the LDT recogni-
tion sequence by using several peptidomimetic variations such as peptoids,
azapeptides, and reduced amide bonds [222]. Structure–activity approaches



Spatial Screening of Bioactive Conformation 35

Fig. 27 Effect of substituents on α4β7/MAdCAM-1 activity. The homodetic cyclic hexapep-
tides normally prefer a conformation with two facing β-turns. The figure shows the plot
of the solution structure of cyclo(-Tic-LDTDp-)

revealed that only N-terminal modifications to the LDT recognition sequence
resulted in biologically active and selective compounds. Systematic reduc-
tion of the amide bonds in the α4β7-selective peptide cyclo(-LDTDpF-) is
suitable to elucidate the importance of the peptide backbone. The successive
reduction of the amide bonds led to inactive peptides. Only the amide bond
between Thr4 and Asp3 in cyclo(-FLD-ThrΨ (CH2NH)-Dp-) could be reduced
without loss of activity. This finding is not only a result of the interaction
of the backbone with the integrin but, also, or even exclusively, implies an
involvement of amide bonds in stabilizing the bioactive conformation.

N-terminal acylation of the LDT motif and modification of the C-terminal
carboxamide with amines led to low micromolar α4β7-integrin ligands [211,
223]. All C-terminal modifications in the linear peptide yielded completely
inactive compounds, except for substitution of threonine with β-threonine,
d-threonine, or valine. Furthermore, the most active tripeptide Iquin-L-D-
T–NH2 (Iquin = isoquinoline-3-carboxylic acid) (Fig. 28) does not show any
selectivity for α4β1-binding to VCAM-1 (entry a in Table 3). The amide bond
between threonine and aspartic acid is not essential. Often it is possible to
substitute an amide bond by a phenyl moiety without loss of activity [224].
We also found that 3-amino-3-aryl-propionic acid can mimic the Asp-Thr-
residue. Based on both these results and on the results illustrated above, we
developed a biased library culminating in a peptidomimetic with a reduced
amide bond (Fig. 28) [225, 226].

Fig. 28 Amide bond replacement by a phenyl ring
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Only a few successful approaches to the synthesis of peptidomimetics
based on rigid scaffolds such as cyclohexane [227, 228] and pyranose sug-
ars have been reported [143, 229–233]. We used the information of the
α4β7-selective cyclic hexapeptide described above (Fig. 29) [88] to develop
β-mannose-based derivatives [234]. An overlay of the conformations exhib-
ited a relatively good match of the essential pharmacophoric groups.

In contrast to the expectations derived from the superposition of the
potent and selective α4β7-integrin ligand, the compounds based on the
β-d-mannopyranose scaffold showed no activity for this integrin. However,
a mannose derivative with side chains that mimic the LDS recognition mo-
tif led to an enhanced activity towards the cognate α4β1-integrin recognizing
the QIDS(P) sequence, which represents the key motif in VCAM-1 (entry a in
Table 3).

Following the approaches of several research groups who discovered
phenylalanine-based α4-ligands, the serine side chain known to be irrele-
vant for activity to the α4β7-integrin can be replaced by a hydrophobic side
chain [196, 197, 235–239]. Therefore, another small library of β-mannose

Fig. 29 Cyclic peptide (left) and carbohydrate-based peptidomimetic (right). The car-
bohydrate scaffold presents the essential pharmacophoric groups in the same relative
orientation as the lead peptide [234]

Table 3 Effect of mannose-based peptidomimetics on VCAM-1 and MAdCAM-1/integrin
interaction

[%] Adhesion [%] Adhesion
# n R6 α4β1/VCAM-1 α4β7/MAdCAM

a 1 CH2CH2OH 30 104
b 1 CH2CH2CH2OH 75 108
c 1 CH2CH(OH)CH3 79 122
d 2 CH2CH2OH 93 130
e 2 CH2CH2CH2OH 81 132
f 2 CH2CH(OH)CH3 68 126
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Table 4 Cell adhesion is presented as the percentage of medium control in the presence
of 1 mg/mL antagonist; a Shroff HN et al. (1998) Bioorg Med Chem Lett 8:1601; b Boer J
et al. (2001) Angew Chem Int Ed 40:3870

[%] Adhesion [%] Adhesion
# Structure α4β7/MAdCAM-1 α4β1/VCAM-1

Ref. a 10 10

1-β b 100 60

1-α 100 100

2-β 15 77

2-α 90 89

derivatives was synthesized; among them, one compound had about the same
activity for inhibition of the α4β7-integrin/MAdCAM-1 interaction as the
reference peptide (Table 4) [240]. SAR studies confirmed the β-orientation
of the aspartic acid side chain to be necessary for activity. In contrast, the
α4β1/VCAM-1 interaction was not affected significantly by the β-anomer,
demonstrating its high selectivity for the α4β7-integrin.

5
Medical Application

5.1
RGD Peptides and Peptidomimetics as Drugs

There are numerous publications about using integrins as drug targets. We
will here shortly point out only a few applications exemplified by our own
work also discussing Cilengitide as a major drug derivative.

The αVβ3-integrin is expressed on the surface of a variety of cell types,
including osteoclasts, vascular smooth muscle cells, endothelial cells, and var-
ious tumor cells and mediates several biologically relevant processes such
as adhesion of osteoclasts to bone, vascular smooth muscle cell migration,
and angiogenesis. As a result, αVβ3-integrin ligands are drug candidates for
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the treatment of cancer [10, 45, 241], osteoporosis [105, 188, 242, 243], pro-
liferative diabetic retinopathy [244], restenosis [245, 246], and acute renal
injury [247–249]. As the αVβ3-integrin is overexpressed on the endothelium
of tumor tissue, it may contribute to a malign phenotype by supporting
angiogenesis. Angiogenesis is an anchorage-dependent process that can be
inhibited by interfering with the attachment of endothelial cells to the ex-
tracellular matrix [103, 104]. Inhibition of the αVβ3-mediated cell–matrix
interaction leads to apoptosis of activated endothelial cells and suppresses
blood-vessel formation. Thus, RGD ligands can inhibit tumor-induced an-
giogenesis [45, 250] and can be used as cancer therapeutics exemplified by
Cilengitide, cyclo(-RGDf-(NMe)V-), which is in clinical phase II for the treat-
ment of glioblastoma (a brain tumor); for the results of clinical phase I, see
Eskens et al. [251].

5.2
Biomaterials

The coating of biomaterials with cyclic RGD peptides offers an attractive
strategy for controlling the material interface and achieving a bioactive im-
plant. The boundary between implant and tissue can be strengthened by coat-
ing such implants with integrin-specific and cell-selective cyclo(-RGDfK-),
which binds and activates the αVβ3-integrin expressing osteoblasts [252–
255]. The amino acid in position X in cyclo(-RGDfX-) has no significant
influence on selectivity and activity towards the αVβ3-integrin. Therefore, in-
corporating side chain functionalized amino acids in this position gives rise
to anchoring various linker molecules that are used to bind the peptide cova-
lently to the surface [256, 257]. Coating of implant surfaces with cell-adhesive
molecules provides a strong mechanical contact between cells and the graft
surface. Recent approaches also involve the application of non-peptidic lig-
ands [258].

5.3
RGD for Tumor Imaging

Another application is in imaging of cancer metastasis. As αVβ3-integrins
are highly expressed on both tumor and endothelial cells, radiolabeled αVβ3-
ligands are promising tumor-imaging agents that allow non-invasive visual-
ization of tumors and monitoring of cancer therapy [259, 260]. Several ways
to introduce the radiolabel inside cyclic peptides are illustrated in Fig. 30.

The rapid rearrangement of integrins in forming adhesion complexes leads
to a rapid dissociation of integrin/RGD peptides [192, 261, 262]. Hence, the
signal is washed out easily. Introduction of a sugar moiety improves the
pharmacokinetic behavior of a hydrophilic peptide-based tracer [263, 264].
Recently, we could show that radiolabeled multimeric RGD peptides are



Spatial Screening of Bioactive Conformation 39

Fig. 30 Structure of cyclo(-RGDfV-). Possible targets for modification are the amino acids
in positions 4 and 5 as they do not induce structural transformation [259]

especially suitable to achieve very good contrast between αVβ3-expressing
cells such as growing endothelial cells in angiogenesis and αVβ3-negative
tissue [195]. The compounds are efficiently synthesized by linking a p-18F-
benzaldehyde to an aminooxy-functionalized RGD dendrimer (oxime lig-
ation) [265, 266]. Also, radiolabeled dimeric RGD peptides using 64Cu as
positron-emitting radionuclide have been presented recently [267, 268]. The
concept of polyvalency was further extended to polymers. Line et al. inves-
tigated (99m)Tc(CO)(3)-labeled HPMA copolymer-RGD4C and RGD4C and
found significantly higher tumor uptake of HPMA-RGD4C conjugate relative
to monomeric RGD4C [269].

5.4
RGD for Drug Targeting

Low water solubility and renal clearance and negative side effects repre-
sent the major barriers that limit the therapeutic use of many hydrophobic
tumor agents. Therefore, drug-delivery systems such as polymeric micelles
have emerged as very important carriers. The utilization of unique molecular
markers that are specifically overexpressed seems to be a convenient strat-
egy to achieve cancer-targeted drug delivery. To this end, cyclo(-RGDfK-) as
an αVβ3-ligand was attached to drug-loaded micelles with the functionalized
lysine side chain. Cyclo(-RGDfK-) was selected as the targeting ligand since
it can selectively bind to αVβ3-integrins, which are over-expressed on tumor
cells [270].

Cilengitide has also been used for drug delivery of highly cytotoxic
agents like doxorubicin [271] or paclitaxel [272] to tumor tissue. Another
example of selective drug delivery using RGD peptides was cancer siRNA.
It was embedded in self-assembling nanoparticles consisting of siRNA and
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polyethyleneimine (PEI) which were PEGylated with an RGD peptide ligand.
The ligand was attached at the distal end of the polyethylene glycol [273].

5.5
Biological Role of the αIIbβ3-Integrin

The platelet fibrinogen receptor αIIbβ3, exclusively expressed on platelets,
has received an enormous amount of attention over the past decade, since
ligands have utility in thrombotic disorders such as angina, myocardial in-
farction, and perhaps atherosclerosis and stroke. The binding of fibrinogen
to the activated form of αIIbβ3-integrin is both a necessary and sufficient
event that mediates the process of platelet aggregation which may lead to the
occlusion of blood vessels. The obligatory step in the formation of platelet
aggregates involves the cross linking of platelets by plasma fibrinogen or
other matrix proteins [274]. Platelets are activated by a wide variety of ag-
onists including adenosine diphosphate, serotonin, arachidonic acid, throm-
bin, and collagen. Arterial occlusive disorders still remain a major cause of
morbidity and mortality despite advances in their treatment and diagnosis.
As antiplatelet agents, such as aspirin, can only block one of the pathways,
prevention of platelet aggregation by inhibition of the αIIbβ3/fibrinogen inter-
action represents a more efficacious antiplatelet therapy [102, 117, 274–277].
Clinical trials with several compounds are under way exemplified by early re-
ports of efficacy with both peptide mimetics and peptides derived from cyclic
disulfide-bridged peptides, such as eptifibatide [148], roxifiban [158], and lo-
trafiban [180, 181].

6
Conclusion

Much effort in the pharmaceutical research area is devoted to the tuning of
protein–protein interactions by small molecules. Determining the primary
amino acid side chain residues required for molecular recognition and the
preferred backbone conformation can be regarded as the first step to accom-
plish this goal. The preferred backbone conformation serves as a template for
the bioactive recognition motif. For the identification of the ligands’ bioac-
tive conformation, the procedure of “spatial screening” was introduced in the
early 1990s. The recognition motif often resides in a turn of an exposed loop.
Therefore, application of cyclopenta- and hexapeptides as receptor probes
with known 3D structures was initiated. This approach was applied to RGD
and LDT peptides and resulted in highly active and selective peptides. Mean-
while, highly active and selective integrin ligands are used for various medical
applications such as drug targeting, coating of biomaterials, and development
of diagnostic imaging reagents based on radiolabeled compounds.
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Abstract Protein–ligand interactions are of fundamental importance in a great many
biological processes. However, despite enormous advances in the speed and accuracy of
the three-dimensional structure determination of proteins and their complexes, our abil-
ity to predict binding affinity from structure remains severely limited. One reason for
this dilemma is that affinities are governed not only by energetic considerations aris-
ing from the precise spatial disposition of interacting groups (loosely, enthalpy), but
also by the dynamics of these groups (loosely, entropy) including solvent effects. In this
work I will review current methodology for unravelling this complex problem, including
X-ray crystallography, NMR, isothermal titration calorimetry and theoretical free energy
perturbation methods.

Keywords ITC · Ligand · NMR · Protein · Solvation · Thermodynamics
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1
Introduction

1.1
Biomolecular Interactions

Biomolecular interactions are of fundamental importance in biological pro-
cesses. However, despite enormous advances in the speed and accuracy of the
three-dimensional structure determination of proteins and their complexes,
our ability to predict binding affinity from structure (i.e. whether and how
strongly two molecules will interact) remains severely limited. One reason
for this dilemma is that affinities are governed not only by energetic con-
siderations arising from the precise spatial disposition of interacting groups
(loosely, enthalpy), but also by the dynamics of these groups (loosely, en-
tropy). Thus, in order to predict accurately the affinity of a protein for a given
ligand, it is essential to have knowledge of both of these factors. While ar-
guably it is possible to obtain a good estimate of the enthalpy of binding on
a per-residue basis from a high-resolution crystal structure of the complex
together with molecular mechanical energy calculations, it is not possible to
obtain the entropy from this static model. Moreover, a simple static picture
provides no information on the role of solvent reorganization to the bind-
ing affinity, the importance of which is still a subject of much debate. The
following pages describe recent experimental and theoretical developments
aimed at understanding the various individual contributions to the overall
free energy of binding.

2
Thermodynamic Principles

2.1
Free Energy, Enthalpy and Entropy

Enthalpy and entropy are encompassed in the fundamental thermodynamic
equation that describes the Gibbs free energy of binding, ∆Gb:

∆Gb = ∆Hb – T∆Sb , (1)

where ∆Hb and ∆Sb represent the enthalpy and entropy of binding, respec-
tively, and T is the absolute temperature. In any spontaneous process the free
energy is minimized, hence a negative ∆G implies that a reaction or process
will proceed in the direction as written. Thus, a ligand L will only associate
with a protein P if ∆Gb for the following process is negative:

P + L → PL . (2)
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Thermodynamic arguments enable us to determine the strength of binding
via the affinity (association constant) Ka by use of a second fundamental
relationship:

∆Go
b = – RT ln Ka . (3)

The term on the left-hand-side of Eq. 3 is the standard Gibbs free energy of
binding, which is the free energy of binding measured under certain defined
standard conditions. This term is often confused with the free energy of bind-
ing. This confusion is not based upon semantics, since in general these two
terms will differ numerically. This can be understood with reference to Eq. 4,
which directly relates the free energy of binding and the standard free energy
of binding:

∆G – ∆Go
b = RT ln Q . (4)

Here, Q is the reaction quotient, which is expressed in terms of the concentra-
tions of products and reactants. Thus, for the process shown in Eq. 2:

Q = [PL] / [P] [L] . (5)

At equilibrium, Q is equivalent to the equilibrium constant for the process,
which in turn is equivalent to the affinity Ka, and since ∆G is zero at equilib-
rium, Eq. 3 follows directly from Eq. 4. Thus, while ∆G is zero at equilibrium,
∆Go

b in general is not, except in the case that Ka = 1.
It is important to appreciate the molecular interpretation of Eqs. 3 and 4,

which lies in the concept of the entropy of mixing. Consider a hypothetical
case in which species A that exists in a specified standard state is converted
to B, also in the standard state, such that there is no mixing of A and B. The
change in free energy with respect to the mole fraction of B is described by
the dotted line in the upper panel of Fig. 1. However, in all practical cases
there will be a mixing of reactants and products, resulting in an increase of
the entropy of the system. The Gibbs free energy of mixing is:

∆G = RT
[
xa ln xa + xb ln xb

]
, (6)

where xa and xb are the mole fractions of A and B. This function is plotted in
the lower panel of Fig. 1 for a process at 300 K. The free energy of the system
will consist of one part derived from the free energy of the pure components
multiplied by their mole fractions, and a second part derived from the free
energy of mixing. Thus,

∆G = xb∆Go + RT
[(

1 – xb
)

ln
(
1 – xb

)
+ xb ln xb

]
. (7)

This function is represented by the solid line in the upper panel of Fig. 1.
At equilibrium, the free energy is zero, i.e. when the slope of the solid line

in the upper panel of Fig. 1 is zero:

d∆G/dxb = ∆Go + RT
[
– ln

(
1 – xb

)
+ ln xb

]
= 0 , (8)
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Fig. 1 Standard free energy changes in the conversion of species A to species B. In the
hypothetical case that A is converted to B without mixing of the two components, the
change in the standard free energy of binding will be linear with respect to the mole frac-
tion of B, and is described by the dashed line. However, in any practical case there will be
a mixing of A and B as A converts to B. A change in free energy is associated with this
process resulting from the entropy of mixing (represented by the solid line in the lower
panel), which is minimal at equal mole fractions of A and B, i.e. where the entropy of
mixing is maximal. The observed free energy change is given by the solid line in the up-
per panel and equals the sum of the standard free energy change and the contribution
from mixing. At equilibrium ∆G = 0, i.e. where the slope of the free energy curve is at
a minimum

which is equivalent to Eq. 3:

∆Go = – RT ln
(

xeq
b /

(
1 – xeq

b

) )
= – RT ln K , (9)

where xeq
b is the mole fraction of B at equilibrium and K is the equilibrium

constant for the process. Thus, the free energy change for a given process
can be thought of as comprising the standard free energy change plus a term
related to the entropy of mixing. The position of equilibrium for processes
with a large negative standard free energy change will lie towards products,
whereas processes with a large positive standard free energy will lie towards
reactants.

2.2
The Hydrophobic Interaction and Heat Capacity

The hydrophobic interaction arises from the low solubility of nonpolar com-
pounds in water. At physiological temperature the driving force derives
from the unfavourable decrease in entropy of the hydrating waters. Wa-
ter molecules are unable to hydrogen-bond to nonpolar solutes, resulting
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in a disruption of the favourable hydrogen-bonding network of bulk water.
Those water molecules that are in contact with the solute compensate by
bonding more strongly to their neighbours, resulting in an ordering of wa-
ter molecules around the solute. This ordering has variously been described
as “clathrate-type”, “icelike”, icebergs and flickering clusters [1–3]. The mini-
mization of exposed surface area of solute results in a release into bulk solvent
of a proportion of these ordered water molecules (Fig. 2). This is an entropi-
cally favourable process which therefore results in the burial of nonpolar sur-
face area from water. A further consequence of this process is that the number
of water–water contacts increases and more water–water hydrogen bonds can
form. Thus, it might be anticipated that the hydrophobic interaction would
be accompanied by a decrease in enthalpy. However, at physiological tem-
peratures, the stronger bonding of water molecules in clathrate structures
surrounding the nonpolar solute compensates for the smaller number of hy-
drogen bonds that can be formed, and the net enthalpy change is close to
zero. Despite this interpretation, many “hydrophobic interactions” possess
an enthalpy-driven thermodynamic signature, for subtle reasons that will be
discussed in Sect. 3.2.1. Although we are only concerned below with thermo-
dynamic processes occurring at physiological temperature, it is worth noting
that at higher temperatures the hydrophobic effect becomes enthalpy driven,
to the point where the entropy of nonpolar surface burial is approximately
zero [4].

Large changes in heat capacity (Cp) are often taken as evidence for the
existence of the hydrophobic interaction in biomolecular recognition. This in-
terpretation derives from data for the transfer of hydrophobic solutes from
nonaqueous to aqueous environments, which is generally accompanied by
a positive ∆Cp. A simple molecular interpretation of this phenomenon is
that the progressive “melting” of hydrogen-bonded water structure around

Fig. 2 “Clathrate” model of the hydrophobic effect. Water molecules that are in contact
with the hydrophobic solute compensate by bonding more strongly to their neighbours,
resulting in an ordering of water molecules around the solute. Minimization of exposed
surface area of the solute is proposed to result in a release into bulk solvent of a pro-
portion of these ordered water molecules. This is an entropically favourable process that
therefore derives the association of hydrophobic species at physiological temperature
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nonpolar solutes as the temperature is increased “absorbs” the increase in
thermal energy, thus resulting in increased heat capacity. Arnett and co-
workers were the first to demonstrate that the heat capacity increment for
the dissolution of nonpolar solutes is a unique property of water, and is not
observed in any other solvent [5]. In the case of protein-protein and ligand-
protein interactions, the burial of hydrophobic surface area conversely gives
rise to a significant negative ∆Cp, which is thus taken as a further thermody-
namic signature of the hydrophobic effect.

It is important to note that the above view of the hydrophobic effect, while
predominant, is not universally accepted. Indeed, despite much effort, there
is little physical evidence for the existence of water clathrates surrounding
nonpolar solutes. The “Small-Size Model” [6–9] has been proposed as an
alternative to the “iceberg” model. This model is concerned with free ener-
gies of solvation (Sect. 3.2.2) rather than entropy and heat capacity. The high
free energy cost of incorporation of a nonpolar solute into water is argued
to arise from the absence of an appropriate cavity in water due to its small
size. Large cavities are more likely in solvents comprised of large molecules,
and since water molecules are amongst the smallest solvent molecules, the
free energy cost of creating a cavity is greater in water than other solvents.
In general the creation of a cavity by the coalescence of a number of smaller
volumes throughout the solvent will lead to an entropic cost, together with
an enthalpic cost of breaking solute–solute intermolecular interactions. In
the “special” case of solvent water, the Small-Size Model suggests that the
additional entropic cost of ordering waters in the solvation shell and the
favourable enthalpic contribution due to stronger hydrogen bonding in this
shell compensate almost perfectly (i.e. enthalpy-entropy compensation), and
thus does not contribute to the free energy of cavity formation [7]. How-
ever, using the so-called “MB” model of water, Dill and co-workers [10, 11]
showed that such compensation is limited to small nonpolar solutes, and
suggested that “water’s complexities appear to be important in most other
circumstances”.

More recent theoretical treatments further support the view that hy-
drophobicity manifests different characteristics depending on whether small
molecular units or large clusters are involved, either alone or in combina-
tion [12]. In the small molecule case (such as methane), a cavity is created
in the solvent that excludes water molecules from a spherical volume less
than 0.5 nm in diameter. This volume is sufficiently small to permit hydrogen-
bonding patterns to go around the solute, and thus the extent to which
hydrogen bonds are broken at any given time is similar to that in pure wa-
ter. However, in larger complexes, where the solute surface extends over areas
larger than 1 nm2, it is impossible for adjacent water molecules to maintain
a complete hydrogen-bonding network. As a result, water tends to move away
from the large solute and forms an interface that bears a similarity to that be-
tween a vapour and a liquid. This phenomenon provides a physical basis for
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the understanding of hydrophobic effects in that statistical thermodynamical
calculations on the formation of small cavities in water accurately reproduce
the entropy and heat capacity of solvation of, for example, methane. More-
over, the driving force for hydrophobic association is readily understood in
terms of the dependence of hydrophobic solvation on solute size—when so-
lute molecules cluster to form a hydrophobic complex, the overall solvation
energy can be shown to change from a linear dependence on solvent volume
to a linear dependence on solvated surface area. Thus, if the number of so-
lute molecules in the cluster is sufficiently large, the volume to surface area
ratio will result in a solvation free energy that is lower than the solvation
free energy of the individual components. This results in a favourable driving
force for association. A compelling advantage of this model is that it can be
observed in simulations, unlike the “clathrate” model.

3
Dynamics and Thermodynamics of Biomolecular Associations

3.1
Overview of the Binding Process

Before embarking on a detailed analysis of the factors responsible for
biomolecular interactions, it is worthwhile initially to examine the qualitative
aspects of the process. The interaction between a protein and a ligand is often
described schematically by Eq. 2. However, this is a gross over-simplification
for two reasons.

First, Eq. 2 does not describe all of the partners in the interaction. Since we
are concerned with biomolecular interactions, all such processes take place
within an aqueous milieu. The individual species will thus interact with sol-
vent water in some manner before the association. For example, as discussed
in Sect. 2.2, hydrophobic ligands will be surrounded by icelike cages of wa-
ter molecules or water-vapour interfaces (provided they are of sufficient size),
and binding pockets within proteins will also typically contain solvent water
molecules that may be ordered to some degree. When the two species as-
sociate, their interaction with solvent will certainly be entirely different. For
example, some or all of the solvent water molecules within the binding pocket
are likely to be expelled as the ligand binds. Moreover, the expelled solvent
molecules will make new interactions with bulk solvent. Since the free energy
of binding is defined as the difference between the free energy of the system
(solutes plus solvent) in the complexed state versus the uncomplexed state, it
follows that solvent reorganization can have a dramatic influence on binding.

Second, Eq. 2 assumes that the structures of the interacting species before
and after association will be equivalent. However, it is very likely that struc-
tural changes will occur following complexation, and hence formally we are
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dealing with different species before and after complexation, in which case
Eq. 2 should more formally be written [13]:

P + L → P′L′ . (10)

It is important to be aware that the contribution of solvation or structural
changes to binding affinity can be dramatic. A simple calculation using Eq. 3
shows that the difference between micromolar and nonamolar affinity re-
sults from a change in free energy at 300 K of ∼ 17 kJ/mol, which is on the
order of the strength of a hydrogen bond. Thus, the loss of an ordered water
molecule from a protein binding pocket or the reorientation of an amino-acid
residue side-chain may be sufficient to alter binding affinity by orders of mag-
nitude. It follows that a quantitative description of the thermodynamics of
ligand-protein association requires full account to be taken of all interacting
species at every stage of the process. A convenient formalism involves the use
of Born–Haber cycles.

3.1.1
Born–Haber Cycles

The representation of ligand-protein association in the form of a Born–Haber
cycle offers a rigorous conceptual framework which includes all the inter-
acting species. A typical cycle is shown in Fig. 3. The “intrinsic” standard
free energy of binding between protein P and ligand L is represented by
∆Go

i , whereas the standard free energy of binding that would typically be de-
termined experimentally is represented by ∆Go

obs. In addition, two further
processes can be defined which are represented by ∆Go

su and ∆Go
sb. These are

the standard free energies of solvation of the uncomplexed species and the
complex, respectively. Since free energy is a state function, it is independent
of the path taken from one state of the system to another, and we can therefore
write:

∆Go
i + ∆Go

sb = ∆Go
su + ∆Go

obs , (11)

which can be rearranged:

∆Go
obs = ∆Go

i +
{
∆Go

sb – ∆Go
su

}
. (12)

Equation 12 shows how the observed standard free energy of binding can
be decomposed into the intrinsic contribution plus a solvation term shown
in curly braces. Equivalent expressions can be written for the standard en-
thalpy and standard entropy of binding since these parameters are also state
functions.

The advent of sensitive isothermal titration calorimetry [14] has enabled
the accurate determination of ∆Go

obs, ∆Ho
obs and ∆So

obs for a wide variety of
biomolecular complexes in aqueous solution. However, this technique mea-
sures the global thermodynamics of binding including solvation effects, as
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Fig. 3 A typical Born–Haber cycle relating the “intrinsic” (solute-solute) standard free
energy of binding ∆Go

i with the observed standard free energy of binding ∆Go
obs for

a protein P interacting with a ligand L. The vertical processes represent the solvation free
energies of the uncomplexed species

(
∆Go

su

)
and of the complex

(
∆Go

sb

)

defined in Eq. 12. In many cases it is therefore practically impossible to delin-
eate the factors responsible for the association process. The key to a complete
quantitative understanding of the thermodynamics of ligand-protein associ-
ation requires a deconvolution of the overall thermodynamics of binding into
the terms on the right-hand side of Eq. 12. For this purpose it is convenient
to consider the enthalpic and entropic contributions separately, as detailed
below.

3.2
Enthalpic Contributions to Binding

3.2.1
Intrinsic Contributions to Binding Enthalpy

Intrinsic contributions to binding enthalpy result from differences in non-
bonded interactions within each species prior to complexation versus those
present in the complex. (Strictly, we should also include covalent interac-
tions, since complexes exist involving the formation of solute–solute covalent
bonds, but we will not consider such systems here). Thus, the intrinsic stan-
dard enthalpy of binding ∆Ho

i can be thought of as the total change in
internal energy of the interacting species in vacuo.

If we first consider the uncomplexed ligand, this will exist in one or more
conformations whose populations are governed by the Boltzmann distribu-
tion at a given temperature. The internal energies of these conformers will
depend upon a complex interplay between dispersive interactions, Coulom-
bic interactions and hydrogen bonding. On binding to the protein receptor,
typically only one of these conformations will be selected, or indeed none if
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there is conformational strain on binding. In general, the result will be an
unfavourable contribution to binding enthalpy. The size of this unfavourable
contribution will obviously depend upon the nature of the ligand. As ex-
amples, methyl-methyl gauche interactions represent approximately 1 kJ/mol
of unfavourable enthalpy, whereas the barrier to rotation about the carbon-
carbon bond of ethane is approximately 12 kJ/mol. Thus, even small devi-
ations from minimum energy conformations can result in significant un-
favourable contributions to the binding free energy.

Similar considerations exist for the protein receptor. Penel and Doig have
quantified strain energies for amino-acid residues in α-helices in the context
of protein folding [15]. The mean change in rotameric strain energy (i.e. the
energy resulting from a side-chain that is not in its lowest-energy rotamer)
was 1.75 kJ/mol, whereas the mean dihedral strain energy (i.e. the energy re-
sulting from a shift of a dihedral angle from the most stable conformation
of a rotamer) was reported as 2.67 kJ/mol. It is anticipated that unfavourable
enthalpic contributions of this magnitude will exist in the context of ligand-
protein interactions also, and this contribution may be very significant due to
the many additional degrees of freedom within a typical protein binding site.

Paradoxically, evidence exists that the many degrees of freedom and re-
sulting interactions within the protein structure can in principle result in
improved ligand binding as a result of “tightening” of the protein structure
on association. Williams and co-workers have obtained experimental support
for this hypothesis in, for example, the binding of biotin to the streptavidin
tetramer [16]. The binding of these species is about 1000-fold stronger than
anticipated on the basis of the sum of the individual interactions. Williams
and co-workers used mass spectrometry to measure the extent of hydro-
gen/deuterium exchange of the amide protons in streptavidin in the absence
and presence of biotin. Twenty-two amide protons per streptavidin monomer
were found to be protected upon binding of biotin. The latter reduced the
solvent accessibility in much of the structure, indicating a global tightening
of the structure rather than a localized effect at the ligand-protein interface.
This phenomenon is further emphasized in the thermal stability of strepta-
vidin evaluated using differential scanning calorimetry [17]—biotin binding
increases the thermal denaturation of streptavidin from Tm = 75 ◦C to 112 ◦C,
indicating that the complex is more stable than the uncomplexed protein.
These data support positively cooperative binding whereby the ligand re-
duces the dynamic behaviour of the receptor. Williams has proposed [16]
that this does not necessarily involve the formation of new noncovalent inter-
actions within the receptor, rather tightening of existing interactions. Major
conformational changes need not thus be invoked. The generality of this phe-
nomenon remains to be determined, but examples certainly exist where this
phenomenon is not the driving force for association (see below).

In addition to the modification of nonbonded interactions that pre-exist
in the protein and ligand prior to association, nonbonded interactions form
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at the solute–solute interface. Naively, it might be thought that each of these
“new” interactions will contribute favourably to the enthalpy of binding. For
example, ab initio quantum chemical calculations suggest stabilization of
the core of the small protein rubredoxin resulting from dispersion interac-
tions by approximately – 200 kJ/mol [18]. Correspondingly, large intrinsic
stabilization enthalpies are expected in ligand-protein complexes. However, it
must be remembered that prior to the association each binding partner will
form dispersive interactions with solvent water. Indeed, it is commonplace
to assume that the change in dispersion energy on association of two shape
complementary molecules in solution is negligible, since new solute–solute
dispersion interactions following association have “exchanged” for solute–
solvent dispersion interactions that exist prior to the association (Fig. 4).
However, recent evidence suggests that this assumption may not generally
be true for some ligand-protein associations. Very recently, Barratt et al. ex-
amined the binding thermodynamics of the mouse major urinary protein
(MUP), a promiscuous binder of small hydrophobic ligands (see Sect. 4). De-
spite the fact that the binding site is extremely hydrophobic, the association
with a variety of different hydrophobic ligands is invariably strongly enthalpy
driven. This is counter-intuitive, based upon the expected thermodynamic
signature of the hydrophobic effect [19]. However, detailed scrutiny of the
binding pocket of this protein by site-directed mutagenesis, X-ray crystallog-
raphy and molecular dynamics simulations, revealed that the binding pocket
is poorly solvated in the absence of ligand. Thus, in this particular system
the gain in solute–solute dispersion energy will not be compensated by in-
teractions between binding-site residues and solvent prior to the association.
A significant fraction of the favourable intrinsic solute–solute enthalpy is thus
expected to appear in the free energy of binding, which thus accounts for
an enthalpy-driven thermodynamic signature. This conclusion is indeed sup-
ported by molecular mechanical energy calculations, and is reminiscent of
the interaction of small organic molecules in nonaqueous solvents where the
geometry of the binding pocket prevents solvation [20, 21].

It must be emphasized that these observations are not necessarily at vari-
ance with current models of the hydrophobic effect. Rather, they may offer an
explanation for the fact that many “hydrophobic associations” in solution do
not possess the anticipated entropy driven thermodynamic signature—many,

Fig. 4 Prior to association, both ligand and protein partake in dispersive interactions with
solvent molecules. Following association, it is generally assumed that these solute–solute
dispersive interactions exchange for solute–solute dispersive interaction, with a negligible
net contribution to the binding enthalpy
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but by no means all. For example, the binding of a series of hydrophobically
modified benzamidinium chloride inhibitors to trypsin is strongly entropy
driven at a number of temperatures [22]. Notably, the trypsin binding site
is a cleft that is presumably heavily solvated. These data are thus consistent
with a model whereby the degree of expression of the intrinsic solute–solute
enthalpic contribution to the free energy of binding is dependent on the sol-
vation of the protein binding pocket.

In addition to dispersive interactions, it might be anticipated that the
formation of hydrogen bonds at the solute–solute interface will result in
a favourable contribution to the enthalpy of binding. However, again it must
be remembered that the relevant hydrogen bond donors and acceptors will
interact with solvent water molecules prior to the association. Nonetheless,
evidence exists that solute–solute hydrogen bonds are stronger than solute–
solvent hydrogen bonds, giving rise to a nett favourable enthalpy of binding.
Daranas et al. [23] determined the global thermodynamics of binding of
galactose and various deoxy derivatives to the arabinose binding protein
(Table 1). Binding of all ligands was found to be enthalpy driven, and with the
exception of charged ligands such as heparin and heparin sulphate, both ∆Ho

and particularly T∆So are significantly larger than typical values reported
for the vast majority of carbohydrate-protein interactions [24], including
oligosaccharides. The reason for these anomalously large values could not be
delineated with certainty from global thermodynamics measurements. How-
ever, the enthalpy of binding of galactose compared with 1-deoxy, 2-deoxy or
3-deoxy galactose was found to be favourable by ∼ 30 kJ/mol. As mentioned
above, it might be considered unlikely that the more favourable enthalpy of
binding of galactose compared with deoxy-derivatives arises from the addi-
tional hydrogen bond(s) that form due to the additional hydroxyl group in
the complex, since prior to binding, the ligand is hydrogen bonded to sol-
vent water. The enthalpic component of such solute–solvent hydrogen bonds
is contained within the free energy of solvation of these ligands, which is not
known with any degree of accuracy. However, intuitively, the solvation en-
thalpy of deoxy-analogues of galactose must be less favourable than those of

Table 1 Thermodynamics of binding of galactose and derivatives to the arabinose-binding
protein derived from ITC measurements at 308 K

Ligand Kd Error ∆Go Error ∆Ho Error T∆So Error
(µM) µM (kJ/mol) (kJ/mol) (kJ/mol)

galactose 2.2 0.02 – 33.36 0.3 – 95 0.6 – 61 0.6
1-deoxy 14 600 730 – 10.8 0.5 – 63 3 – 52 3
2-deoxy 780 60 – 18.3 1.4 – 61 4.8 – 43 4.8
3-deoxy 29 620 2620 – 9.0 0.8 – 57 5 – 48 5
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galactose. If one assumes momentarily that the enthalpic contribution from
ligand-protein hydrogen bonds is effectively zero, since hydrogen bonds to
solvent exist prior to the association, on the basis of the above data one
must conclude that the enthalpies of solvation of the 1-deoxy, 2-deoxy and
3-deoxy analogues of galactose are each more favourable than galactose by
∼ – 30 kJ/mol, which is counter-intuitive. Therefore, the conclusion that in-
teractions between the various hydroxyl groups of galactose and the protein
are enthalpically significantly more favourable than those with solvent would
appear to be inescapable. Whether this favourable enthalpy can be attributed
in the main to hydrogen bonding is difficult to ascertain, since the loss of
an hydroxyl group removes van der Waals’ interactions with that group in
addition to the hydrogen bonding contribution.

3.2.2
Solvation Contribution to Binding Enthalpy

The solvation contribution to binding enthalpy,
{
∆Ho

sb – ∆Ho
su

}
, is essentially

comprised of the enthalpy of solvation of the complex minus the enthalpy of
solvation of species prior to the association. The enthalpy of solvation of any
species is defined as the heat gained or lost when that species is transferred
from the gas phase into solution. When the solvent is water this parameter
is sometimes called the enthalpy of hydration. This definition may appear to
be somewhat abstract or esoteric in the context of ligand-protein association
phenomena, but is nonetheless an integral part of the rigorous description
of binding thermodynamics as is apparent from Fig. 3. In many respects, the
binding process can be thought of as desolvation. Qualitatively, we can think
of this as the stripping of some or all solvent water molecules from the surface
of the ligand and from the protein binding pocket as the partners associate.
Quantitatively, the desolvation process is represented by the negative of the
solvation enthalpy term in the above expression.

The solvation enthalpies of a number of small organic molecules have been
measured, and have been catalogued by Cabani et al. [25] and more recently
by Plyasunov and Shock [26]. Solvation enthalpies of such molecules are in-
variably negative, i.e. desolvation upon association contributes unfavourably
to the enthalpy of binding. That solvation is an exothermic process was orig-
inally regarded as counter-intuitive prior to current models of the hydropho-
bic effect—the large heat of vaporization and surface tension of water implied
that the creation of a cavity to accommodate the solute would require a sig-
nificant energy input. However, increased or strengthened hydrogen bond
formation in the solvent surrounding nonpolar solutes would be anticipated
in the models of the hydrophobic effect described in Sect. 2.2. The overall
enthalpy of solvation will thus comprise a positive term associated with the
formation of a cavity, which is more than compensated by a negative term
associated with solvent ordering [27].
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In theory, the standard free energy of solvation of any ligand is straightfor-
ward to measure, since it is necessary only to determine the concentrations
of the ligand in aqueous solution and in the vapour phase in a closed system
at equilibrium. The solvation free energies of volatile nonpolar compounds
have been determined in this manner [28]. The standard enthalpy (and thus
entropy) of solvation can then be estimated from the temperature depen-
dence of the free energy. However, such measurements are only possible if
the volatility is sufficient to offer a measurable concentration in the vapour
phase. This excludes a number of biologically important ligands such as po-
lar species or carbohydrates, for example. For these reasons there has recently
been a surge of interest in the computation of solvation free energies of such
molecules (reviewed by Orozco and Luque [29]).

The solvation process can conveniently be decomposed into three steps:
(i) creation of a cavity in the solvent; (ii) van der Waals interactions and
(iii) electrostatic contributions. The first step is clearly the creation of a cavity
in the solvent that is large enough to accommodate the solute. Since this will
involve breakage of the forces maintaining cohesion within the solvent, the
free energy contribution to cavitation (∆Gc) will be unfavourable. In contrast,
the van der Waals contribution (∆GvdW) is favourable, since the solute cavity
is created in regions of the solvent where the dispersion term is larger than
the repulsion term. The third step (∆Gele) involves two components, namely
the work necessary to create the gas-phase charge distribution of the solute
in solution, and the work required to polarize this charge distribution by the
solvent. Thus, the overall solvation free energy can be described by:

∆Go
solv = ∆Go

c + ∆Go
vdW + ∆Go

ele . (13)

The breakdown of the solvation process in this manner facilitates theoret-
ical approaches to the computation of solvation free energies. Explicit solvent
models provide the most complete description of solvation, but they are how-
ever extremely computationally demanding in view of the large number of
atoms involved and the requirement to average over many solvent configura-
tions. A particularly useful approach involves free energy perturbation (FEP)
techniques [30], which have been shown to reproduce experimental solvation
free energies of small organic molecules with impressive accuracy [31–33].
The conceptual basis for FEP calculations lies in the now familiar Born–
Haber cycle (Sect. 3.1.1) for the conversion of a given ligand molecule A into
a related molecule B (Fig. 5). The free energy of solvation can be defined as
the difference between the free energies associated with the annihilation of
a molecule in the gas phase and solution (Fig. 5a). Alternatively, the method
can be used to determine the difference in solvation free energy between
two related ligands (Fig. 5b). While it is difficult to compute directly the free
energy difference between either ligand in the gas phase versus the aque-
ous phase (vertical processes in Fig. 5b), it is relatively straightforward to
compute the free energy difference between molecules A and B in the gas
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Fig. 5 The conceptual basis for FEP calculations can be described by Born–Haber cycles
(Sect. 3.1.1) for the conversion of a given ligand molecule A into a related molecule B. The
free energy of solvation can be defined as the difference between the free energies associ-
ated with the annihilation of a molecule in the gas phase and solution (a) or, alternatively,
the method can be used to determine the difference in solvation free energy between two
related ligands (b)

phase and in the solution phase (horizontal processes in Fig. 5b). Essentially,
molecule A is either slowly annihilated (Fig. 5a) or “mutated” to molecule B
in the gas and solution phases. In the latter case, since G is a state function,
we can compute the difference in solvation free energy between two related
ligands according to:

∆Go
solv(A) – ∆Go

solv(B) = ∆Go
1 – ∆Go

2 . (14)

The free energy differences ∆Go
1 and ∆Go

2 between related systems A and B
represented by Hamiltonian HA and HB can be computed in a variety of ways.
This free energy difference can be represented as:

∆G = – RT ln
〈
e–∆H/RT

〉

A
, (15)
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where ∆H = HB – HA and 〈 〉A refers to an ensemble average over a system
represented by Hamiltonian HA. If the difference between systems A and B is
other than trivial, then the resulting free energy difference in Eq. 15 will not
be realistic. In the FEP approach, the calculation is therefore decomposed into
a number of discrete windows, each involving a very small perturbation that
allows the free energy to be determined accurately. However, this is only ef-
fective if molecules A and B are structurally similar, otherwise statistical noise
becomes a major problem. Provided this limitation is met, it is possible to ob-
tain reasonably accurate values for not only the solvation free energy, but also
solvation enthalpies and entropies from the temperature dependence of the
free energy using, for example, finite-difference methods [34, 35]. The full de-
tails of free energy perturbation methods are outside the scope of this work,
and the reader is referred to several excellent reviews on the topic [29, 30].

In contrast to small organic molecules, quantitative data for the solvation
free energies of proteins and protein–ligand complexes are in general lacking.
Nonetheless, it is clear from the Born–Haber cycle of Fig. 3 that this informa-
tion is required for a complete understanding of the binding process. Because
of the huge computational cost, it is currently not realistic to compute sol-
vation free energies for proteins and protein–ligand complexes using explicit
solvation models such as those used in FEP calculations. Implicit solvent
models offer an attractive alternative. In principle, to a first approximation
the free energy of solvation can be derived from the intrinsic solvation prop-
erties of the constituent groups in the molecule. This “fractional approach”
has however seldom been used for the practical computation of solvation
free energies. Instead, methods based on a solvent-accessible surface have
commonly been employed. In the early work of Chothia [36], a general empir-
ical solvation parameter, σ , equal to 24 cal mol–1 A–2 was derived to compute
protein hydrophobicity from the solvent accessible surface area of exposed
residues. The solvation free energy of the protein is thus given by:

∆Gsol =
N∑

k=1

σkAk , (16)

where σk and Ak respectively represent the solvation parameter and solvent
accessible surface area of residue k.

While useful, calculations based on solvent accessible surface are subject to
a number of limitations. First, the suitability of data for small molecules ex-
trapolated to proteins is questionable. Second, screening of intrasolute inter-
actions by the solvent is ignored. Third, recent work suggests that a particular
parametrization of the surface-area model is only applicable to a subset of
the conformations of the molecule included in the parametrization [37].
Finally, and perhaps most importantly, electrostatic contributions to solva-
tion are ignored. The intrinsic solvation properties of a given atom depend
upon neighbours, whose effects can be included explicitly by considering
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their electrostatic contribution to solvation. Many empirical methods account
for this contribution implicitly by defining different parameters according
to the nature of neighboring groups. A promising, more complex strategy
has been developed by Hawkins et al. [38], where atomic solvation param-
eters for each atom in a molecule are parameterized depending on their
environment. The method reproduces the solvation free energies of small
organic molecules to impressive accuracy. However, it remains to be seen
whether the solvation free energies of macromolecules can be determined
with similar accuracy.

Daranas et al. showed that the absence of reliable solvation thermody-
namic data on proteins and protein–ligand complexes can be overcome in
large part by considering the relative thermodynamics of association be-
tween closely related ligands binding to the same protein [23]. In this method
knowledge of the solvation contribution from the free protein and from the
protein–ligand complex is not required. The basis of the method involves
a “three-dimensional” Born–Haber cycle as illustrated in Fig. 6, where P rep-
resents a given protein and L1 and L2 represent two closely related ligands.
Since H is a state function, we can write:

∆Ho
obs2 – ∆Ho

obs1 =
[
∆Ho

i2 – ∆Ho
i1
]

+
{[

∆Ho
sb2 – ∆Ho

sb1

]
–

[
∆Ho

su2 – ∆Ho
su1

]}
, (17)

where the various terms are defined by analogy with Eqs. 11 and 12. The sec-
ond of the solvation terms in curly braces represents the difference between
the standard solvation enthalpies of the species prior to association, and since
each ligand binds to the same protein, the solvation term for the free protein
cancels. The first term in curly braces represents the difference between the
solvation enthalpies of the complexes. If the same number and location of wa-
ter molecules exists in the two complexes, then this term also cancels to first
order. Thus, Eq. 17 simplifies to:

∆Ho
obs2 – ∆Ho

obs1 =
[
∆Ho

i2 – ∆Ho
i1
]

–
{[

∆Ho
sl2 – ∆Ho

sl1

]}
, (18)

where ∆Ho
sl1 and ∆Ho

sl2 are the standard solvation enthalpies of the ligands
prior to association. Thus, provided that there are no structural changes in
the protein in binding either ligand (which is most likely to be satisfied if the
ligands are very similar), it is possible to obtain a value for difference between
the intrinsic standard enthalpies of binding of each ligand from the observed
standard enthalpies of binding and the standard solvation enthalpies of the
relevant ligand. Clearly, intrinsic free energies and enthalpies of binding can
also be obtained if the equivalent parameters are available.

An alternative approach for the experimental determination of the sol-
vent contribution to the enthalpy of binding that does not require explicit
knowledge of solvation terms, involves solvent isotope substitution methods
introduced by Chervenak and Toone [39]. This method can be understood
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Fig. 6 “Three-dimensional” Born–Haber cycle for two ligands L1 and L2 binding to
a given protein P, showing the relationship between the observed enthalpy of binding
∆Hobs, the “intrinsic” (solute–solute) enthalpy of binding ∆Hi and the solvation en-
thalpies of the unbound (∆Hsu) and bound

(
∆Hsb

)
species

in terms of a formalism devised by Muller to account for the solvation
properties of a solute in a bath of N solvent water molecules. In this for-
malism, the enthalpy of solvation of the solute under these circumstances is
described by:

∆Hs = nh [(
1 – fb

)
∆Ho

b –
(
1 – fhs

)
∆Ho

hs

]
. (19)

This equation essentially describes the solvation enthalpy in terms of an
enthalpic contribution from both bulk water (∆Ho

b) and from water in a “hy-
dration shell” around the solute (∆Ho

hs). The fraction of broken hydrogen
bonds in bulk solution is denoted fb, with fhs representing the analogous
quantity for the hydration shell. The number of hydrogen bonds in the hy-
dration shell is denoted nk, and Muller suggested that a plausible value for
this parameter is 3N/2, since for a given N this is the largest geometri-
cally allowed number of bonds between neighbouring molecules within the
same shell. Isotopic substitution of D2O for H2O affects fb differently from
fhs and ∆Ho

b from ∆Ho
hs, due to the lower zero-point energy of deuterium

with respect to protium. In contrast, the enthalpy of binding derived solely
from solute–solute interactions (∆Ho

i ) will be unaffected by isotopic substi-
tution providing the same number of hydrogen bonds exist in both solvents,
i.e. the structures of the individual species prior to the association and the
complex are identical in H2O and D2O. Thus, the determination of thermody-
namic binding parameters using, for example, isothermal titration calorime-
try (ITC) enables the crucial separation of intrinsic versus solvation terms.
In the original application of this work [39], the authors concluded “that
25–100% of the net measured enthalpy of binding is accounted for by solvent
reorganization”.



Dynamics and Thermodynamics of Ligand–Protein Interactions 69

An interesting application of the solvent isotopic substitution methods
has been described by Connelly et al. [40] on the binding of the macrocy-
cles FK506 and rapamycin to the FK506 binding protein. A feature of this
protein–ligand complex is a hydrogen bond between a binding-site tyrosine
in FK506 (Tyr-82 Hζ) and the ligand. In a Y82F mutant of FK506, Connelly
et al. recorded a significantly more favourable binding enthalpy to FK506
and rapamycin compared with the wild-type protein (∆∆Ho = – 17.6 and
– 12.7 kJ/mol respectively). Moreover, significantly less favourable binding
enthalpies were recorded on substitution of H2O with D2O for the Y82F
mutant (∆∆Ho = 18.0 and 12.1 kJ/mol for FK506 and rapamycin, respec-
tively). These observations were rationalized by noting that the crystal struc-
ture of the unliganded protein shows two solvent water molecules ordered
around the Tyr-82 hydroxyl group. The more favourable binding enthalpy
in the Y82F mutant was suggested to arise from the desolvation of the
latter group which was considered to be a highly unfavourable enthalpic
process.

3.3
Entropic Contributions to Binding

3.3.1
Intrinsic Contribution

Intrinsic contributions to the entropy of binding arise from differences in
dynamics between the free and bound states of both binding partners.

Considering first the ligand, the translational and rotational degrees of
freedom that exist prior to the association will be lost on binding, giving
rise to an unfavourable entropy term. Of course, the protein also possesses
translational and rotational entropy, but since the magnitude of this entropy
varies with the logarithm of particle mass, the loss in entropy on binding is
approximately equivalent to the translational and rotational entropy of the
smaller particle. If all of the translational and rotational motion is removed
on binding, then the entropic cost of association is approximately + 57 kJ/mol
for a small ligand [41]. However, in typical ligand-protein complexes, the
noncovalent interaction energies are comparable to the thermal energies at
physiological temperature and hence a degree of motion of the ligand exists
in the binding site. The degree of such motion is extremely difficult to de-
termine experimentally, and accordingly estimates of the translational and
rotational contribution to the overall entropy of binding varies enormously
(see e.g. Table 6 in Burkhalter et al. [24]) and has been estimated to be as low
as + 5.4 kJ/mol [42].

In addition to the loss of translational and rotational motion, internal de-
grees of freedom of the ligand will typically be restricted on binding. In
particular, torsional degrees of freedom are typically substantially attenuated
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on binding. The entropy corresponding to internal rotation of a symmetric,
free rotor (i.e. where any barrier to rotation is much less than kT) such as
a methyl group can be calculated from the respective partition function which
is given by:

Qfree =
(
σinth

)–1 (
8π3IintkT

)1/2
, (20)

where σint, the internal symmetry number, is equal to the number of minima
or maxima in the torsional potential, and Iint is the reduced moment of inertia
for the internal rotation. The torsional entropy is given by:

Sfree = R
(
0.5 + ln Q

)
. (21)

If the torsional barrier is comparable to kT (hindered rotor), then the tor-
sional entropy is reduced by a factor that can be determined from tables
compiled by Pitzer and Gwinn [43]. Typical values for the torsional entropy
of hindered rotors such as a hydroxyl group or a hydroxymethyl group are
4.5 kJ/mol and 7.3 kJ/mol respectively. Once again, it is very difficult to
determine experimentally the residual torsional motion that exists within
a given ligand upon association, and consequently estimates of the contribu-
tion to the entropy of binding resulting from “freezing” of torsional degrees
of freedom vary considerably. The entropy of fusion within homologous se-
ries of hydrocarbons provides an estimate of this entropic cost as – 1.6 to
– 3.6 kJ/mol at 300 K within a hydrocarbon chain [44], suggesting that sub-
stantial torsional freedom is retained in the bound-state.

Turning now to the protein, restriction of degrees of freedom is also antic-
ipated to occur upon ligand binding. A number of investigations have been
reported within the last decade whereby protein dynamics has been corre-
lated with binding thermodynamics using NMR relaxation techniques [45–
54]. Since each resonance in an NMR spectrum corresponds to an individual
nucleus or group of equivalent nuclei, relaxation measurements offer the po-
tential to obtain thermodynamic parameters at discrete sites within a macro-
molecule. The details of such measurements are outside the scope of this
work, and the reader is referred to several excellent reviews [55–64]. Essen-
tially, the time decay of nuclear magnetization is determined as a function
of time, from which characteristic relaxation rates can be determined. These
can in turn be interpreted in terms of a formalism for the dynamic motions
to which these relaxation rates are sensitive [65], giving rise to a generalized
order parameter S that defines the extent of internal motions on the ps–ns
timescale.

Early work by Akke et al. [45] described the derivation of free energies of
binding from differences in the square of the NMR-derived generalized order
parameter S2 [65] determined from backbone 15N relaxation data for cal-
bindin in the “apo” and ligand (Ca2+) bound states. In an important further
advance, Li et al. [66] used a simple one-dimensional vibrator as a model for
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dynamic motion to illustrate the relationship between dynamics measured
by NMR relaxation methods and the local residual entropy of proteins. They
concluded that dynamics of methyl containing side-chains in proteins corres-
ponds to a substantial entropic contribution to the free energy of ubiquitin
of approximately 40 kcal/mol at 300 K. Subsequently, Yang and Kay [46, 67]
examined the relation between the order parameter and conformational en-
tropy from ns–ps bond vector dynamics considering a number of simple
models describing bond vector motion. Although it was not possible to derive
equations relating the order parameter to conformational entropy for the ma-
jority of models considered, an approximate relation was found to describe
order parameters vs. entropy profiles extremely well:

Sp/k = A + ln π
[
3 – (1 + 8S)1/2] , (22)

where A is a model-dependent constant.
The studies above suggest that the measurement of both the free energy

and entropy of binding for a biomolecular association is possible on a per-
residue basis. Moreover, the enthalpy of binding could thus be determined
from Eq. 1. Unfortunately, however, as discussed by Yang and Kay [46], the
free energy change between states derived from this approach, unlike the en-
tropy change, is dependent upon differences in ground state energies. Since
the latter are in general unavailable, NMR relaxation measurements are only
able to offer reliable insight into the entropy of binding. There is a number of
assumptions in the derivation of Eq. 22 [46, 56]. First, this equation contains
the model dependent constant A, and in general the nature of the motional
model is unknown. In the case of the entropy of binding this is not a severe
limitation if the assumption is made that the motional models before and
after association are similar, in which case the constant A cancels. Second, the
order parameter measured from conventional heteronuclear relaxation meas-
urements is sensitive only to motions on a time scale shorter than overall
rotational diffusion (picoseconds to nanoseconds), and is sensitive only to re-
orientational motions of the relevant bond vector. Third, no account is taken
of correlated motions between different bond vectors. However, despite these
limitations, NMR relaxation measurements can provide reasonably accurate
per-residue entropies for a variety of biomolecular associations (vide infra).

Backbone dynamics of proteins are typically probed by detecting the reori-
entation of the amide bond vector in 15N-enriched proteins. Conformational
entropies of NH groups for each amino-acid residue can be measured from
15N relaxation data assuming a diffusion-in-a-cone model for NH vector mo-
tions [46]. In the case of side-chain dynamics measurements, the nucleus of
choice is deuterium. The reasons for this choice are discussed at length else-
where [68–70]. More recently, Millet et al. [71] have described an approach
whereby five relaxation rates per deuteron can be obtained in 13C-labelled
and fractionally 2H-enriched proteins, enabling self-consistency of the relax-
ation data to be established.
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One of the first applications of the above approach considered the con-
formational entropy change associated with the folding-unfolding transition
in the N-terminal SH3 domain of the Drosophila signal transduction pro-
tein drk [46]. The observed entropy change for the folding-unfolding tran-
sition averaged 12 J/mol K, compared with the average entropy change per
residue estimated from alternative techniques of ∼ 14 J/mol K [72]. In a sub-
sequent study, Wrabl et al. [73] used simulated order parameters for N – H
bond vectors from nanosecond molecular dynamics simulations of staphylo-
coccal nuclease, and compared per-residue entropies calculated using Eq. 4
with those estimated using quasiharmonic analysis [74]. A positive correla-
tion between these parameters suggested that NMR-derived order parameters
provide a reasonable estimate of the total conformational entropy change on
protein folding.

A number of studies using NMR relaxation methods have shown that
changes in the conformational entropy of the protein before and after ligand
association can make significant contributions to the free energy of binding.
For example, Bracken et al. [48] examined the dynamics of the leucine zip-
per domain of yeast transcription factor GCN4 on binding to DNA. In the
absence of DNA, the N-terminal basic region adopts an ensemble of transient
structures, but undergoes a transition to yield a stable α-helical structure
on binding DNA. Thus, an unfavourable contribution to binding is antici-
pated from the change in conformational entropy of the protein backbone,
which was estimated as – 0.6 kJ/mol/K, which agrees remarkably well with
theoretical predictions based on calorimetric measurements for the same sys-
tem (– 0.5 kJ/mol/K). At 300 K the contribution to the free energy of binding
is thus between – 150 and – 180 kJ/mol. This contribution is likely offset
by a number of other competing factors described in this section, but it il-
lustrates that the unfavourable entropic contribution from freezing protein
degrees of freedom on binding can be very significant.

Lee et al. examined the entropic contribution to binding from both back-
bone and side-chain degrees of freedom for calcium saturated calmodulin
binding with a peptide model of the calmodulin-binding domain of myosin
light chain kinase [52]. A remarkable result of these studies is that the protein
effectively redistributes the side-chain entropy upon binding of the peptide.
The side-chains of binding-site residues become more rigid upon associa-
tion of the peptide as anticipated, whereas certain residues remote from the
binding site become more flexible, thus offsetting in part the unfavourable
entropic contribution from binding-site residues. Once again, the overall en-
tropic contribution to binding free energy derived from NMR relaxation
measurements is in qualitative agreement with calorimetric measurements.

More recently Bingham et al. [54] undertook a study of the binding of
2-methoxy-3-isobutylpyrazine (IBMP) and 2-methoxy-3-isopropylpyrazine
(IPMP) to the major urinary protein. Backbone dynamics of certain re-
gions of the protein exhibited increased flexibility on binding either lig-
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and, whereas others displayed an overall reduction in flexibility (Fig. 7).
The overall entropic contribution from backbone dynamics was unfavourable
with T∆S = – 7.4 ± 6.5 kJ/mol. The overall contribution from side-chain
methyl dynamics on binding IBMP was also unfavourable (T∆Sb = – 3.4 ±
2.8 kJ/mol), and in common with the calmodulin-peptide complex studied by
Lee et al. [52], “entropy–entropy compensation” is observed, i.e. loss of dy-
namics for binding-site residues is offset by increased dynamics of side chains
distal to the binding site.

The NMR measurements discussed thus far in this section probe dynam-
ics on the ps–ns timescale. Dynamic changes on binding over timescales
outside this regime, such as slower motions resulting from domain motions
or substantial conformational rearrangement, will also clearly contribute to
the entropy of binding. The internal motions that give rise to such phe-
nomena typically have time constants in the microsecond to millisecond
range, and the relaxation times T1ρ and T2 are very sensitive to these mo-
tions since they contribute to resonance line-widths. Under the appropriate
circumstances, relaxation dispersion experiments can be utilized to extract
kinetic and thermodynamic parameters and chemical shift differences be-
tween the interconverting states [58, 75–85]. Experiments that have been
most recently developed monitor transverse 15N or 13C relaxation during
Carr-Purcell-Meiboom-Gill (CPMG) pulse trains [86], with effective relax-
ation rates measured as a function of the average CPMG radio frequency field
strength. Loosely, the function of the CPMG pulse train can be thought of
as suppressing chemical shift information, the extent of which depends on
the applied CPMG field strength. At low field strengths, transverse relaxation
rates are larger due to the presence of a contribution from conformational
exchange. Conversely, at large field strengths, the exchange contribution is

Fig. 7 Structural details of residues that contribute to the entropy of binding of
2-methoxy-3-isobutylpyrazine to MUP-I. Backbone residues that exhibit an unfavourable
entropic contribution to binding are coloured yellow, while those that exhibit a favourable
contribution are coloured red. Similarly, residues whose methyl-containing sidechains ex-
hibit an unfavourable contribution are coloured light blue, whereas those that exhibit
a favourable contribution are coloured magenta. Reproduced with permission from J Am
Chem Soc 2004, 126:1675–1681. Copyright 2004 Am Chem Soc
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largely suppressed, since it depends, inter alia, upon the chemical shift differ-
ence between exchanging sites.

Yung et al. recently applied the relaxation dispersion technique to probe
the influence of conformational exchange in the homopentameric B subunit
(VTB) of the toxin from E. coli O157 on the thermodynamics of binding of
a novel ligand known as “Pk dimer” [87]. VTB is known to possess three
binding sites for the natural carbohydrate ligand globotriaosylceramide on
each monomeric subunit [88]. Kitov et al. designed the potential chemother-
apeutic agent Pk dimer to straddle two adjacent binding sites, in order to
optimize binding affinity through multivalency [89]. Remarkably, the bind-
ing of this ligand to the B subunit gives rise to a narrowing of the line-width
of a number of resonances in the 15N – 1H heteronuclear single quantum cor-
relation (HSQC) of the protein (Fig. 8). This is at first sight counter-intuitive
since linewidths are generally expected to increase due to the larger rota-
tional tumbling time of the complex. However, this phenomenon can be
explained by the presence of conformational exchange in the homopentamer
before complexation that is suppressed on ligand binding. Interestingly, an
early crystal structure of VTB in the absence of ligand showed an asymmet-
ric structure for the protein, where two adjacent monomers were displaced
giving the appearance of a “lockwasher” [90]. In contrast, the NMR-derived
average structure suggested a symmetric homopentamer [91]. Typical re-
laxation dispersion profiles for VTB are shown in Fig. 9. Notably, residues
that displayed the most significant relaxation dispersion were located at the
monomer-monomer interface. These data were qualitatively consistent with
interconversion between the symmetric, lower energy state, and a higher en-
ergy state that might be related to that observed in the crystal structure.
Quantitatively, relaxation dispersion profiles can be fit to suitable expressions
for the exchange process. In the limit of fast exchange between two sites the
relevant expression is [92]:

R2
(
νCPMG

)
= R2

(
νCPMG = ∞)

+
(
papbδω

2/kex
)

× (
1 –

(
4νCPMG/kex

)
tanh

(
kex/4νCPMG

))
, (23)

where νCPMG is the CPMG field strength, pa and pb are the populations
of states a and b, and kex is the exchange rate. Fitting of relaxation dis-
persion profiles in Fig. 9 to Eq. 23 gave rise to a single effective value of
kex over a number of sites, indicating that a concerted exchange process
was taking place at the monomer-monomer interface. Relaxation dispersion
was unobservable in the presence of the ligand, which straddles adjacent
monomers and effectively quenches the conformational exchange. Corre-
spondingly, binding curves for the titration of Pk dimer with VTB probed
using either 15N chemical shift perturbations or ITC experiments could not
be fitted to a simple two-state binding model. However, these data could be
well-fitted with a co-operative sequential binding model. Assuming that a sec-
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Fig. 8 15N – 1H HSQC spectra of VTB in the absence (black contours) and presence (red
contours) of bivalent inhibitor Pk-dimer. Resonance assignments of residues that experi-
ence a shift on inhibitor binding are labelled. Note that in a number of instances (e.g.
L39 to the right of the figure) the resonance is broadened to the limit of, or below detec-
tion in the absence of inhibitor. Reproduced with permission from J Am Chem Soc 2003,
125:13058–13062. Copyright 2003 Am Chem Soc

ond Pk-dimer molecule bound to the homopentamer does not interact with
the first, the entropic cost of suppressing conformational exchange by the first
binding event was estimated to be – 68.5 kJ/mol at 45 ◦C. Thus, it is clear that
conformational rearrangement can give rise to a very significant unfavourable
entropic contribution to binding.

A conceptually different approach for characterizing protein dynamics in-
volves the measurement of three-bond scalar couplings, which can report on
rotamer distributions of amino-acid sidechains [93–95]. No information on
the timescale of such motions is available from these measurements, but im-
portantly scalar couplings are sensitive to motions over the entire range from
picoseconds to milliseconds. Chou et al. [96] measured 3JC′ – Cγ and 3JN–Cγ

scalar couplings to determine the degree of side-chain order about the Cα–
Cβ bond (χ1 angle) for threonine, isoleucine and valine residue sidechains
in ubiquitin. By use of the relevant Karplus parametrization, rotamer popu-
lations could be derived from a which a generalized order parameter, S2

J , was
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Fig. 9 Typical 15N relaxation dispersion profiles for the amide nitrogens of Val 50 (•),
Val 22 (�), and Lys 23 (�) in VTB. The relaxation dispersion profile for Val 50 in the pres-
ence of 5-fold molar excess of inhibitor Pk-dimer (inset) is shown by the broken line. Solid
lines represent the best-fit to the data using the equation appropriate for all exchange
time-scales with kex = 1000 s–1. Reproduced with permission from J Am Chem Soc 2003,
125:13058–13062. Copyright 2003 Am Chem Soc

calculated according to the following expression:

S2
J =

∑

i,j

PiPj
(
3 cos2 θij – 1

)
/2 , (24)

where the summation is over all pairwise combinations of the three rotamers,
Pi is the population of rotamer i and θij is the angle between the Cβ – Cα

bond vectors of rotamers i and j. Comparison of the order parameters thus
obtained with those derived from methyl 2H relaxation rates for the same
residues gave a correlation coefficient of 0.81, which is remarkable given that
the two approaches measure the order parameters over very different time-
scales. To the knowledge of the author scalar coupling measurements have
not been used to probe the contribution of side-chain motions to binding en-
tropy, but clearly these are highly complementary to relaxation methods for
this purpose.

3.3.2
Solvation Contribution

Entropies of solvation of small organic ligands are typically negative [25, 97].
This makes intuitive sense given the proposed solvent ordering around the
solute in the current view of the hydrophobic effect (Sect. 2.2). To the ex-
tent that ligand binding is a desolvation process, it is therefore anticipated
that solvent reorganization will offer a favourable entropic contribution to
binding. The magnitude of this contribution has been a topic of considerable
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debate. As described by Dunitz, there are however limits for the entropic cost
of bound water in biomolecules [98]. Comparison of the standard entropies
at 298 K for anhydrous and hydrated inorganic salts shows that a bound wa-
ter molecule in crystalline hydrates contributes approximately 42 J/mol/K to
the standard entropy. Since the standard entropy at 298 K of liquid water is
approximately 70 J/mol/K, the entropic cost of immobilizing a given water
molecule in a crystalline lattice is thus approximately – 28 J/mol/K. Since
a water molecule within the solvation cage of a nonpolar ligand or a protein
binding site will not be bound more firmly than a crystalline hydrate, this
value can be taken as the maximum entropic cost of ordering, which corres-
ponds to a standard free energy of approximately 8.3 kJ/mol at 298 K. Thus,
the release of a solvent water molecule from the solvation shell of a ligand or
from a protein binding-site on binding is anticipated to correspond to a max-
imum – 8.3 kJ/mol favourable contribution to the free energy of binding.

Direct experimental measurement of the entropic contribution from
bound water molecules in fraught with difficulty, and most conclusions have
arisen from indirect observations. An interesting example is the study of
Holdgate et al. [99] on the binding of the antibiotic novobiocin to a resis-
tant mutant of DNA gyrase. Novobiocin binds to a 24 kDa fragment from the
B subunit of DNA gyrase, and resistance to this antibiotic occurs from muta-
tion of Arg-136 which hydrogen bonds to the coumarin ring of novobiocin.
Holdgate et al. showed that an R136H mutant binds with a Kd that increases
from 32 nM to 1200 nM compared with the wild-type protein at 300 K. This
increased affinity was shown by isothermal titration calorimetry measure-
ments to arise from a more favourable enthalpy of binding and a much less
favourable entropy of binding. This is opposite to the expected thermody-
namic signature given that the loss of the arginine residue is expected to
reduce solute–solute hydrogen bonding. However, in the crystal structure of
the mutant complex, an ordered water molecule is sequestered into the re-
gion vacated by the arginine guanidinium group. Holdgate et al. suggested
that the resulting water-mediated protein-antibiotic hydrogen bonds give rise
to a favourable enthalpic contribution, whereas the sequestration of a wa-
ter molecule leads to an entropic cost and reduction in heat capacity of the
system.

Further experimental evidence for an entropic contribution to binding de-
rives from the work of Clarke et al. [100] on the binding of trimannoside
oligosaccharides to the plant lectin concanavalin A (Con A). These authors
characterized the thermodynamics of binding of Manα1-6(Manα1-3)Manα1-
OMe and a derivative bearing a hydroxyethyl moiety at C-2 of the central
mannose unit to Con A using ITC. Molecular dynamics simulations of the
complexes of Con A with each of these ligands established that the hydroxy-
ethyl moiety displaces a conserved water molecule present in the Con A
binding site. Correspondingly, the binding of the hydroxyethyl derivative dis-
played a more favourable entropy and a relatively large unfavourable enthalpy
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term in comparison with the underivatized ligand. It was proposed that an
indirect interaction through the water molecule in the complex with the lat-
ter provides a larger number of hydrogen bonds in the complex that have
higher occupancies than in bulk solution, thus providing enthalpic stabiliza-
tion. The more favourable entropy of binding of the hydroxyethyl derivative
was suggested to derive from expulsion of the conserved water molecule that
is present in the uncomplexed protein into bulk solvent.

The above studies probed the entropic contribution to binding from the
solvent indirectly via changes in the thermodynamic signature of binding.
It is very difficult experimentally to probe directly the entropic contribution
to binding from the solvent. X-ray diffraction data often show bound wa-
ter molecules in protein binding sites, but only if these are well-ordered and
the occupancy is sufficiently high. Moreover, NMR methods typically report
on the average properties of solvent water molecules, and since exchange
with bulk solvent is typically fast on the NMR time-scale, it is difficult al-
though not impossible [101] to observe ordered water molecules, but the
extraction of accurate thermodynamic parameters is a different matter. De-
spite these difficulties, pioneering work by Halle and coworkers using 17O, 2H
and 1H NMR dispersion measurements has made significant progress in this
direction [102, 103]. In principle, relaxation dispersion measurements on sol-
vent water are similar to those described in Sect. 3.3.1. However, the exchange
rates for solvent water molecules transiently bound to proteins are much
greater than rates of conformational change within proteins, and it is neces-
sary to vary the static magnetic field rather than a weak spin-locking field in
order to record water relaxation dispersion profiles. Such measurements have
however shown that the three buried water molecules in bovine pancreatic
trypsin inhibitor exchange with bulk water on a time-scale of 15 ns to 1 µs
and undergo librational motions of considerable amplitude in proteins [104].
Analysis of three independent order parameters provided by relaxation dis-
persion data for 17O, 2H and 1H in terms of an anisotropic harmonic libration
model, provided the amplitude and anisotropy of water rotation within the
protein. Although each of the buried water molecules investigated engage in
three or four hydrogen bonds, entropies were found to span the range from
ice to bulk water, suggesting that the hydration of cavities in proteins with
weaker hydrogen-bonding capacity may be entropically driven. Thus, these
data contradict the conventional view (described in the previous two para-
graphs) that ligand binding to proteins is entropically favored by release of
ordered water.

Further insight into the entropic contribution of solvent water molecules
has been obtained from atomistic molecular dynamics simulations. Li and
Lazaridis used inhomogeneous fluid solvation theory to study the contribu-
tion of a bound water molecule in the binding site of HIV-1 protease to the en-
ergy, entropy and heat capacity of solvation [105]. The entropy loss in binding
this water molecule was found to be 41 J mol–1 K–1 and the total contribution
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to the free energy of solvation was found to be – 63.5 kJ mol–1. Notably, the
calculated entropy is significantly larger than that predicted by Dunitz [98].
Hamelberg and McCammon, using rigorous statistical mechanical molecu-
lar dynamics simulations, computed the standard free energy of releasing
a bound water molecule from the binding pocket in a Trypsin/Benzylamine
complex and an HIV-1/KNI-272 complex [106]. Values of ∼ – 8 kJ mol–1

and – 13 kJ mol–1 respectively, were obtained, suggesting that localized water
molecules stabilize ligand-protein interactions in both complexes.

4
Concluding Remarks

Complete dissection of the thermodynamics of binding of a ligand to a pro-
tein into enthalpic and entropic contributions from both partners and the
solvent is a formidable task. However, it is a battle that must ultimately be won
in order to make use of the rapidly increasing numbers of high-resolution
protein structures in “rational” drug design. Although much remains to be
done, significant progress has been made in the last decade. For example,
high-resolution NMR methods have shed light on the contribution of protein
degrees of freedom to the entropy of binding on a per-residue basis for a num-
ber of systems. While the approach is subject to a number of assumptions,
a feature of the binding process in systems studied to date is the reduction
in the unfavourable entropic contribution to binding resulting from freezing
of binding site residues by melting of binding site residues at distal loca-
tions. This entropy–entropy compensation phenomenon may be a universal
property of proteins. At present we know insufficient detail about protein dy-
namics to predict this phenomenon, and hence it will be difficult to exploit
it for rational ligand design purposes. It is tempting to speculate that muta-
tions distal to binding-site regions in various protein drug targets in resistant
bacterial strains may derive from dynamic processes such as these, although
this has not been examined experimentally to our knowledge. Turning to the
enthalpy of binding, the notion of binding-site “shape” complementarity has
long been a mainstay of computational approaches to lead compound design.
The recent discovery that solute–solvent van der Waals interactions do not
necessarily exchange for solute–solute van der Waals interactions in protein
binding sites that are sub-optimally hydrated [107], offers the possibility to
obtain dramatic increases in the free energy of binding by optimizing shape
complementarity in such systems. Whether this approach is worthwhile will
clearly be dependent on the degree of hydration of the binding pocket, which
to our knowledge has not been systematically examined.

Despite these advances, there are still many gaps in our knowledge. Per-
haps the most contentious area concerns the thermodynamic contribution
from solvent water. For every “quantitative” measure of the enthalpic and en-
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tropic contribution from, for example, bound water molecules, it appears that
there are conflicting data. The only common feature appears to be that the
thermodynamic contribution from solvent water can be significant. There is
general agreement that the ejection of bound water molecules from a bind-
ing pocket into bulk solvent on ligand binding is an entropically favourable
process, but the enthalpic contribution from this process remains a mat-
ter for debate. Resolution of these issues is likely to be extremely difficult.
NMR methods, except in certain special cases, only provide information on
the average properties of solvent water molecules, which typically exchange
rapidly between the protein-bound state and bulk water. X-ray diffraction
methods can only detect bound water molecules if the occupancy or degree
of order is sufficiently high. All atom molecular dynamics simulations per-
haps provide the greatest hope of quantifying the solvation contribution, but
the current level of accuracy of molecular mechanical forcefields leaves some
concerns regarding the validity of the data thus obtained.
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Abstract Signaling by the fibroblast growth factors (FGFs) and their receptors (FGFRs)
has been implicated in a wide range of diseases including cancer and arthritis. The need
to understand the mechanisms of these diseases, and the potential for the development of
novel therapeutics, has driven the characterization of complexes of the FGFs, FGFRs, and
the co-receptor heparin. These efforts have led to the proposal of two models, based on
crystal structures, for the biological signaling complex: these models show considerable
differences that are of great importance to the mechanism of signaling, but neverthe-
less share common themes. The merits of these models have been illuminated by a range
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of further crystal structures that have revealed the more relevant conformations of each
model. The development of methods in ultracentrifugation and mass spectrometry has
allowed the analysis of both complexes in solution, and has suggested that both archi-
tectures bind only one molecule of heparin. New methods for sequencing heparin and
preparing heparin derivatives have allowed the affinity of FGFs for heparins to be deter-
mined. Finally, evidence has accumulated for complexes involving more than two FGFRs,
and tantalizing hints have emerged of how both crystallographic models may contribute
to a larger “signalosome”.

Keywords Ligand–receptor complexes · Structure-function relationships ·
X-ray crystallography

Abbreviations
FGF Fibroblast growth factor
FGFR Fibroblast growth factor receptor
HS Heparan sulfate
Ig Immunoglobulin

1
Perspective on the FGF System

Fibroblast growth factors are found in all multicellular animals [1]. Signaling
associated with FGFs has been associated with a wide range of cellular behav-
iors, including cell proliferation, differentiation, migration, and survival. This
range of behaviors has led to the FGFs being co-opted into a wide range of
pathways involved in the development and homeostasis of higher eukaryotes:
indeed, there is no major organ or tissue in humans in which FGF signaling is
not involved.

Following the commitment of a cell to express an FGF signal, there are
many potential control steps before a response occurs in the target cell(s).
For some FGFs (especially FGFs 1 and 2), some control occurs at the level
of cellular release, as they are expressed without a conventional export se-
quence, and so require other mechanisms to effect their release [2]. The FGFs
then bind heparan sulphate (HS) proteoglycans in the extracellular matrix,
which both protect the FGF against degradation and sequester the FGF in the
matrix [3]. Some FGFs have their activity potentiated by the FGF binding pro-
teins, which release them from the matrix to allow them to interact with target
cells [4, 5].

On reaching target cells, FGFs interact with HS as part of cellular proteo-
glycans (reviewed in [6]). Following this, the FGF-HS complex binds to the
FGF receptor (FGFR), a transmembrane protein with an intracellular tyro-
sine kinase domain. Binding of the FGF to the FGFR leads to activation of
the receptor kinase domain, and the activation of downstream effectors [7].
Following stimulation, clusters of activated FGFRs, together with the FGFs
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and HS, are endocytosed; FGFs are capable of escaping from the endoso-
mal particles, and then translocate to the nucleus where they further activate
cells [8, 9]. Many of these steps are influenced by other proteins, demon-
strating that the process of FGF signaling is a complex and highly regulated
process.

This review will focus on the formation of the FGF-FGFR-HS complex that
leads to the FGF signal being transmitted into the target cell, particularly on
the synthesis of multiple crystal structures with biochemical data to generate
a more complete picture of the signaling process.

2
Introduction

2.1
Fibroblast Growth Factors

The FGFs are a family of small (17–34 kDa) proteins containing a conserved
core domain. Humans have 18 signaling FGFs; these can be divided by se-
quence similarity into six subfamilies (reviewed in [10]). The members of
each subfamily exhibit similar, but subtly different, properties. The core do-
main contains the most significant sites for binding to both FGFRs and HS;
N- and C-terminal extensions to this domain modulate the functions of the
FGF, providing additional interactions with receptors and targeting signals.
FGFs demonstrate a high affinity for both FGFRs and HS, with separate bind-
ing sites for the two molecules: this allows the formation of complexes that
contain both HS and FGFR bound to the FGF.

2.2
FGF Receptors

FGFRs are the protein receptors for FGFs, and they bind to FGFs and HS
to form a tight ternary complex [11, 12]. Mammals have four signaling
FGFRs (FGFR1–4), each of which consists of an ectodomain containing three
immunoglobulin (Ig) domains, a single transmembrane helix, a short jux-
tamembrane region, and a split tyrosine kinase domain (Fig. 1 [13]). The FGF
binding activity is located in the two membrane proximal Ig domains (Ig
domains 2 and 3) [14–18], with both domains contributing significantly to
the FGF binding interface. In spite of the high sequence identity of the four
FGFRs [19], they show a wide variety in their affinities for the FGFs [20].
Furthermore, FGFRs1–3 undergo a significant alternative splicing event in Ig
domain 3, where two exons are available for the C-terminal section of the
domain, giving rise to the “IIIb” and “IIIc” forms of the receptors [1]. The
sequence altered by this splicing event includes a part of the FGF binding
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Fig. 1 Schematic of FGFR domain structure. Domains are shown for the most abundant
forms of FGFRs1–4. The extracellular region (left) consists of three immunoglobulin-like
domains, Ig1, Ig2, Ig3. Between Ig1 and Ig2, each FGFR has a sequence of four to eight
acidic residues, termed the “acid box”. Ig3 (colored gray) undergoes alternative splicing,
leading to FGFRs with very different FGF binding properties. FGFRs have a single trans-
membrane helix (black box). The intracellular region (right) consists of a juxtamembrane
region (black, wavy line) of undetermined structure, and a split tyrosine kinase domain
(gray boxes). Cartoons are shown below for domains with experimental structures

site, and this leads to a dramatic change in the affinity of the receptor for
FGFs [20]. There are therefore in effect seven mammalian FGFR proteins, and
the range of affinities that these have for the FGFs constitutes the first level of
specificity in the signaling system. FGFRs also have affinity for HS, which is
located in an 18-residue loop rich in basic residues in Ig domain 2 [21]. Thus,
there is a capacity for the FGFR to bind to both FGF and to the HS with which
the FGF is complexed, forming a strong ternary complex.

2.3
Downstream Signaling from Tyrosine Kinase Receptors

Upon binding of the FGF ligand to FGFRs, kinase domains from activated
FGFRs phosphorylate one another [22], and are then potentiated to ini-
tiate signaling cascades within the cell. FGFRs use a number of signal-
ing pathways, most notably the Ras/MAP kinase, phospholipase Cγ , STAT1
and phosphatidylinositol 3-kinase pathways to transduce signals to the cell
(reviewed in [7]). In addition to these, regulatory proteins such as phos-
phatases (Shp2) and ubiquitin ligases (Clb) are activated to downregulate
the FGFR signal.

There is increasing evidence that, for many receptor types, including tyro-
sine kinases, the effect of the signal may also be dependent upon the forma-
tion of higher order complexes [23–26], and the duration and location [27]
of the signal. Higher order complexes have been observed in a wide range
of signaling systems, where stimulation of a cell with a large dose of a lig-
and to one of the cell’s receptors leads to the receptor altering its localization
to a limited number of foci. This has been best demonstrated for the epider-
mal growth factor receptor (EGFR) [24]. Following this, activated tyrosine
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kinase receptors are rapidly endocytosed using both clathrin and clathrin-
independent mechanisms. During this process of endocytosis, and before the
proteins are sent to proteolytic organelles, the receptors continue to signal (as
has been convincingly shown for the EGF receptor); indeed, it may prove that
certain receptors perform the majority of their signaling in the endosomal
pathway.

It is clear that a response from an activated receptor can include a single
local signal produced at the membrane location of that receptor, an intense
membrane localized signal from a cluster of activated receptors, and finally
an internalized “signalsome” of strongly activated receptors moving through
the cell. The extent of the signaling is likely to depend upon the dose of the
protein ligand that is administered to the cell, and so in a physiological con-
text a range of cell responses can be achieved when a gradient of ligand is
present. However, there are as yet few clues as to how a cluster of tyrosine
kinase receptors might be built.

2.4
Heparin and Heparan Sulfate (HS)

HS is a polysaccharide modification that is attached to a number of cellu-
lar and extracellular matrix proteins (Fig. 2) [28, 29]. It consists of a linear
saccharide, 100 to 300 saccharide units in length, composed of repeating dis-
accharides of N-acetyl glucosamine and uronic acid [30, 31]. The HS chains
are modified by a range of enzymes that (1) replace N-acetyl with N-sulphate,
(2) epimerise glucuronic acid to iduronic acid, (3) add sulphate groups to the
2-O position of iduronic acid and (4) add sulphate groups to the 6-O, and
more rarely, the 3-O positions of glucosamine (Fig. 3). Each of these modifi-
cations is carried out incompletely; however, they are co-ordinated, with each
step in the biosynthesis more likely where the previous steps have been per-
formed, with the result that on each HS chain, several domains are formed
that have extensive modification over a 12–14 saccharide unit (S-domains),
and these are interspersed with stretches of 14–18 saccharide units that dis-
play intermediate or low levels of modification [32]. Most experiments that
have been carried out on FGFs and other heparin binding growth factors have
used fragments of heparin, a mast cell derived analogue of the S-domains of
HS. Heparin is sufficient to replace HS for FGF signaling in chlorate treated
(HS free) cells [33–35]; however, heparin is far more homogeneously sul-
phated than most S-domains, and lacks the variety of complex sulfation
patterns that are observed with HS.

The structure of heparin has been extensively studied using nuclear mag-
netic resonance [36–41]: heparin has less flexibility around its glycosidic link-
ages than most saccharides, due to its highly charged density, and so forms
a rather rigid structure with a repeating unit of four saccharides, displaying
groups of sulphate modifications on alternating sides of the molecule [40].
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Fig. 2 HS carrying proteins. Domain structures are shown for the proteins that constitute
the major HS attachment sites. After [28, 29]

HS, in contrast, cannot be studied using these techniques, owing to its hetero-
geneous nature. However, linkages similar to those that will be found outside
S-domains have been found to have considerably more flexibility than hep-
arin [42–44].
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Fig. 3 Structure of heparin. The repeating disaccharide of fully modified heparin is
shown. The structure is shown with the reducing end (attached to the protein) at the
right, non-reducing end at the left

3
Structural Insights into the Complex of FGF-FGFR-HS

3.1
FGF-FGFR and FGF-Heparin Structures

A series of structures of complexes of FGFs, FGFRs and heparin have been
solved crystallographically (Table 1). Firstly, the structures of the cores do-
mains of FGFs 1 [45], 2 [46], 4 [47], 7 [48], 9 [49], and 19 [50] have shown
that the structure of this domain is extremely well conserved across the fam-
ily, indicating that many observations regarding FGF biology, especially in the
context of complexes with receptors, will be generally applicable.

Several structures are available of complexes of one FGF bound to one
FGFR [14, 16, 51–54]: these show the FGFs binding to the same sites on the
FGFRs, comprising one face of both Ig domain 2 and 3, and the extended
linker between these two domains (Fig. 4). Comparison of the structures re-
veals that the conformations of the FGF and the FGFR in the seven structures
are strikingly similar (Fig. 5). The FGF components of these complexes bind
to the receptors using very similar regions of the FGF, regardless of which
FGFR, or splice form, is making the complex. This similarity in interacting
regions is mirrored in the FGFRs, indicating that existing structural insights
into the binding of FGFs to FGFRs are likely to be similar for FGF-FGFR pairs
whose structure has not been determined.

Superposition of the structures shows that the location and orientation of
the FGF, and of the FGFR Ig domain 3 with respect to the FGF is extremely
well conserved between the seven structures: in contrast, while the orienta-
tion of Ig domain 2 shows small (10◦) alterations in its conformation within
six of the seven structures, the seventh shows a much larger (> 15◦) rota-
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Table 1 Currently available crystal structures of FGFs, FGFRs and heparin

FGF FGFR Heparin fragment Resolution (Å) Refs.

FGF1 1.1 [45, 105]
FGF2 1.6 [46, 106]
FGF4 1.8 [47]
FGF7 3.1 [48]
FGF9 2.2 [49]
FGF19 1.3 [50]
FGF1 FGFR1c 2.8 [51]
FGF1 FGFR2b 2.1 [54]
FGF1 FGFR2c 2.4 [52]
FGF1 FGFR3c 3.2 [14]
FGF2 FGFR1c 2.8 [16]
FGF2 FGFR2c 2.2 [51]
FGF10 FGFR2b 2.9 [53]
FGF1 10mer 2.9 [55]
FGF2 6mer 2.2 [56]
FGF1 FGFR2c 10mer 2.8 [15]
FGF2 FGFR1c 10mer 3.0 [57]

tion with respect to the other domains within the complex [53]. This complex
involves an FGF from a separate subfamily to the other structures, and cor-
relates with the loss of a key hydrogen bond between the FGF and FGFR Ig
domain 2 in this FGF subfamily [38]. This suggests that the orientation of the
FGFR domains with respect to the FGF is a variable that can be exploited by
these proteins to ensure that the correct specificity between the ligand the
receptor is achieved.

A further difference between these structures is observed in the conform-
ation of the βC′–βE loop of the FGFR Ig domain 3. The conformation of this
loop shows considerable flexibility, to the extent that it is even disordered in
one structure. The intimate interactions that the loop makes with the FGF in
some of the structures, together with this loop belonging in the region of Ig
domain 3 that is alternatively spliced, have led to this loop being proposed
as a “specificity loop”, whose inherent flexibility and sequence diversity al-
lows it to select a conformation for each FGF, and so disfavor the binding
to FGFs that do not provide a sufficiently high enthalpic gain on binding to
compensate for the loss of entropy in the loop [38].

These observations demonstrate how the availability of multiple crystal
structures permits a comparison that highlights differences between the var-
ious structures, and so allows detailed hypotheses of key biological relevance
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Fig. 4 FGF structure and FGFR binding site. A Cartoon of the structure of the FGF core.
The twelve β-strands are shown. Strand β8 is shown twice (second time in light gray) to
illustrate the β-barrel at the base of the structure. “Strand β11” is shown as a waved arrow
to illustrate that it does not make conventional strand hydrogen bonds. B,C Orthogonal
views of the FGF1 structure (PDB code: 1JQZ) shown in the cartoon representation.
B Shows the six-stranded β-barrel at the base of the structure. C Shows the pseudo-
threefold axis of the FGF fold. Selected β-strands are labeled. The regions corresponding
to strands β10 and β11 are indicated by a dashed black arrow and a black arrowhead,
respectively. D FGF2-FGFR1 complex, shown in cartoon format (structure 1CVS). FGF2
shown in gray, FGFR1 in black. FGFR1 is shown with Ig2 at the top, Ig3 at the bottom.
E,F FGF2-FGFR1 binding interfaces. FGFR1 (E) and FGF2 (F) surfaces are shown above
the cartoon. Atoms making hydrophobic interactions are shown in black, atoms making
hydrogen bonds or charge–charge interactions are shown in white

to be formed. Crystal structures are particularly appropriate for this role, as
the single conformations observed enhance the differences and similarities,
particularly in cases such as loop conformations.
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Fig. 5 Comparison of FGF-FGFR structures. A The structures of the six FGF-FGFR pairs
deposited in public databases are shown as cartoons, with FGFR in black, FGF in gray.
The structures were superimposed using the FGFs to guide the superimposition. All
structures are shown in the same orientation, with FGFR Ig2 at the top, Ig3 at the bottom.
The FGF-FGFR pairs and PDB codes are: (i) FGF1-FGFR1c (1EVT); (ii) FGF1-FGFR2c
(1DJS); (iii) FGF1-FGFR3c (1RY7); (iv) FGF2-FGFR1c (1CVS); (v) FGF2-FGFR2c (1EV2);
(vi) FGF10-FGFR2b (1NUN). B The FGF10-FGFR2b structure shows a change in the
angle of Ig2. The FGF-FGFR complexes were superimposed as above. FGFRs shown as
cartoons, FGFs as surface representation. (i) FGF10 shown, with FGFR2c (from FGF2-
FGFR2c structure) in black, FGFR2b in light gray. (ii) FGF2 shown, with FGFR2c (from
FGF2-FGFR2c structure) in black, FGFR2c (from FGF1-FGFR2c structure) in light gray.
Note that Ig3 shows little change in angle between the structures, and that the Ig2 angle
changes little on binding to FGF1 or FGF2, while there is a significant change on binding
to FGF10

Two groups have presented structures of an FGF complexed with heparin
(Fig. 6) [55, 56]. These structures demonstrate firstly that the conformation
of the FGF does not noticeably alter upon binding to heparin: the changes
observed are restricted to the heparin-binding site, and to necessary con-
formational alterations to accommodate the heparin. Both structures show
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Fig. 6 FGF binding to heparin. FGFs shown as cartoon representation, with facing strands
indicated. The β10 and β11 regions are indicated by a dashed arrow and a solid arrow,
respectively. Heparin is shown as a sticks representation, with sulfate groups colored
black. The reducing end is marked in each structure. A FGF2-heparin 6mer struc-
ture (1BFC) [56]. B Best-defined FGF molecule of the FGF1-heparin 10mer structure
(1AXM) [55]. C Heparin 10mer linked FGF1 dimer [55]: the molecule represented in (B) is
shown on the left

heparin binding to the same site on the FGF; however, one structure (Fig. 6B)
shows two FGF molecules binding to the heparin. One of these molecules,
(the better defined one) binds with the heparin molecule in the opposite
orientation with respect to the FGF, compared to the second molecule in
this structure, and the previous FGF-heparin structure [56] (Fig. 6). Further
crystal structures [15, 57] have demonstrated that the orientation of heparin
observed by DiGabriele et al. [55] in this better defined molecule is likely to be
physiologically correct. These observations highlight the difficulties that crys-
tallographers face when forming complexes of biological molecules: many of
the most interesting complexes (especially those that mediate steps in sig-
naling pathways) are rather weak and transitory. In cases such as heparin
binding, where one molecule exhibits similar properties in multiple orienta-
tions, there is a risk that the best crystal lattice will be formed by a complex
that is near native. Such complexes were observed by Faham et al. [56], and
in the case of the second FGF molecule binding to heparin by DiGabriele
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et al. [55]. Nevertheless, these structures have been of great value in illuminat-
ing the heparin binding sites of the FGFs, and in highlighting the potential of
HS to bind multiple molecules.

3.2
Ternary FGF-FGFR-Heparin Complex: Two Alternative Structures

One key goal of the work on the FGF signaling system has been to demonstrate
how FGFs can lead to the juxtaposition of two (or more) FGFR molecules, which
will lead to the activation of the tyrosine kinase domains and the transmission
of the signal into the cytoplasm. Two structures have been proposed that show
a complex that could achieve this (Fig. 7)—a 2 : 2 : 1 FGF1 : FGFR2 : heparin
decamer structure [15] and a 2 : 2 : 2 FGF2 : FGFR1 : heparin decamer struc-
ture [57]. There are several significant differences between these complexes.
They differ in the manner of the preparation of the crystallised complex:
the Pellegrini complex (Fig. 7A,B) [15] was crystallised using a pre-formed

Fig. 7 FGF-FGFR-heparin ternary complexes. Structures are shown with FGFRs shown as
a black cartoon, FGFs shown as light gray cartoon, heparin as all-atom structure, with
sulphate and carboxyl groups in black, glucosamine amide nitrogens in white. FGFRs are
shown with Ig2 at the top, Ig3 at the bottom. A,B Orthogonal views of the FGF1-FGFR2-
heparin 10mer structure (1E0O) [15]. C,D Orthogonal views of the FGF2-FGFR1-heparin
10mer structure (1FQ9) [57]
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complex of FGF-FGFR-heparin, while the Schlessinger–Mohammadi complex
(Fig. 7C,D) [57] was prepared by first crystallising FGF-FGFR dimers [16] and
then soaking heparin into the resulting crystal.

Each structure can be considered as two FGF-FGFR pairs, brought to-
gether by heparin to form a complex. The FGF-FGFR pairs are similar to
those detailed above (Sect. 3.1), with the exception that the Ig domain 3 in
the Pellegrini structure is in a different orientation to that observed in the
other FGF-FGFR pairs. In the case of the Pellegrini structure, the two FGF
molecules are dimerized upon a decamer heparin chain in a manner reminis-
cent to that observed by DiGabriele et al. [55]; however, in this case, the FGFs
bind in the same orientation with respect to the heparin, confirming that this
is likely to be the physiologically relevant orientation.

The complex observed by Schlessinger, Mohammadi and colleagues, in
contrast, shows considerable protein–protein contacts between the two FGF-
FGFR pairs, with each FGFR interacting with both of the two molecules from
the other pair. In addition, this structure shows two heparin molecules (with
eight saccharide units ordered for one molecule, and six saccharide units for
the other), each making contacts primarily with one FGF-FGFR pair, but also
with the other FGF unit. The orientation, conformation, and protein contacts
of the heparin are consistent with those observed in both the better ordered
molecule of the 2 : 1 FGF1-heparin dimer [55] and the Pellegrini complex.
Thus, a unit comprising the FGF, Ig domain 2, and the heparin molecule are
common to both complexes [58].

3.3
Critique of the Two Alternative Structures in the Light of Prior Evidence

The differences between these two crystal structures raise a number of im-
portant and potentially awkward questions. Foremost amongst these is how
two structures with such seemingly irreconcilable differences can be deter-
mined from very similar components. Which structure represents the true,
bioactive, conformation? Although the FGFs and FGFRs used for the two
structures are different, they have considerable sequence similarity [10, 19],
and it seems unlikely that this is the source of the discrepancy.

Analysis of previously existing data showed some support for each model.
Many of the features observed in the conserved unit of the FGF, Ig domain 2
and the heparin were previously predicted: the heparin interacts primarily
with a loop on the FGFR that was implicated in heparin binding and func-
tion [21], while a tripeptide whose deletion abrogated FGFR function [59]
contacts both the heparin and the FGFR. The heparin binding sites are con-
sistent with those observed in biophysical assays [60] and earlier crystal
structures [55, 56]. Furthermore, the orientation of the FGF and the FGFR
relative to one another are consistent with the previously observed FGF-FGFR
structures [16, 51, 52]. The orientation of Ig domain 3 in the Schlessinger–
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Mohammadi model showed a better fit to previous data, in that FGF residues
identified as important in receptor binding by mutagenesis studies [61] in-
teract with the receptor in this model, while they do not in the alternative
orientation of this domain observed in the Pellegrini model.

Earlier biophysical analyses of the FGF-FGFR-heparin interaction had
showed that FGFs and FGFRs tend to bind in a 1 : 1 stoichiometry [11, 62];
however, one of these studies had shown that a second FGFR molecule could
bind to FGFs in the presence of HS, albeit at a dramatically lower affinity
than the primary binding event (1.2 µM, compared to 5 nM for the primary
site) [11]. This could be suggestive of the secondary FGFR binding observed
in the Schlessinger–Mohammadi model, although the low affinity observed
would suggest that this mechanism is unlikely to be physiologically relevant.

Finally, analysis of the heparin requirements for cells to respond to FGFs
had shown that, in general, heparin fragments of eight to twelve saccharide
units are required to generate similar cellular responses to HS [33]. However,
a few reports had suggested some activity for very short fragments, includ-
ing even disaccharides [63, 64]. These results suggest that any model must be
compatible with some activity for short heparin fragments, with activity in-
creasing with longer fragments. While the Schlessinger–Mohammadi model
is consistent with activity for small fragments, this model cannot explain the
greater activity of heparin dodecamers: in contrast, one can imagine a role
for fragments as short even as a tetramer serving to dimerize two FGFs, as
required by the Pellegrini model, while longer heparins will engage more
of the FGF and FGFR, leading to greater activity for the longer fragments.
Thus, the Pellegrini model appears to be more consistent with the heparin
length requirements, although how disaccharides would stabilize this com-
plex is unclear.

From these observations, it is clear that there is considerable support for
many features of each model: however, for each model, there are key pieces
of data that cannot be explained by that model. These structures have there-
fore served as a stimulus for further experiments aimed at reconciling each
model with the data, refining the models, and determining the physiological
relevance of each model.

4
Recent Insights into the FGF-FGFR-HS Complex

4.1
Recent FGF and FGF-FGFR Structures

Since the proposal of the two models for the FGF-FGFR-heparin ternary com-
plex, the structures of several additional FGFs have been solved by X-ray
crystallography [47–50]. These structures have confirmed that the core of the
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FGFs is extremely well maintained across the entire family, and that there are
no significant deviations in structure that should affect the FGF binding to the
receptor. They have also given insights into novel features of the various FGF
subfamilies that may influence the activity and biological roles of particular
FGFs [49, 50], demonstrating how additions to a well-defined core structure
can profoundly influence protein function.

Three additional FGF-FGFR dimeric complexes have been solved, which
have provided significant insights into the nature of the FGF-FGFR inter-
action. The structure of FGF10-FGFR2b and FGF1-FGFR2b(P253R mutant)
complexes [53, 54] demonstrated that the alternative splicing in the FGFR
Ig domain 3 does not affect the conformation in which this domain binds
FGFs: the conformation of this domain is highly similar to that found in the
structure of the other FGF-FGFR pairs. The alternative splicing alters the side
chains on a wide cleft in D3, leading to the formation of novel interactions
with features of FGF10 that are not found in FGFs that do not bind to FGFR2b.
In the FGF10-FGFR2b structure, the orientation of FGFR Ig domain 2 with
respect to the rest of the structure showed a 15◦ rotation (Fig. 5B). This sug-
gested that the orientation of this domain is induced by specific interactions
with the different FGFs [53].

The FGF1-FGFR3c crystal structure [14], aside from confirming that
FGFR3 adopts a similar conformation to the other FGFRs, powerfully demon-
strated that the FGFR Ig domain 1 does not interact with the FGF. This study
and others [17, 18] had shown that Ig domain 1 can be dispensed with for,
and may even be inhibitory to, FGF binding. The structure was solved using
a crystal in which the FGFR contained all three Ig domains: the data allowed
FGFR Ig domains 2 and 3, and the FGF, to be positioned (in their expected
conformations); Ig domain 1, however, could not be placed in the electron
density. This strongly suggests that this domain has a highly flexible conform-
ation, indicating that it is unlikely to be forming any meaningful interactions
with the FGF. This structure highlights a strength and weakness of crystallog-
raphy: regions of the protein that are not constrained, either by interactions
with other molecules or crystal contacts, are often sampling a sufficiently
large number of conformations that the averaged electron density is not inter-
pretable. Although this can be highly frustrating, as no structural information
can be determined for these regions even with excellent data, it nevertheless
confirms that such regions are highly flexible, that they are not constrained
in the biological unit, and that they are unlikely to contributing to the inter-
actions in view.

4.2
Analysis of FGFR Mutants

A number of human developmental pathologies have been linked to the
FGFR1-3 genes (reviewed in [65]). In the majority of these cases, the pathol-
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ogy is caused by point mutations in the FGFR that lead to (moderate) over-
activation of the receptor due to either an increase in the affinity for its
cognate FGF, the introduction of unpaired cysteines, or activation of the ki-
nase domain. These mutations have provided the possibility to test aspects of
the models for the ternary FGF-FGFR complex by crystallising complexes in-
volving mutant FGFRs, and assessing the relevance of the interactions formed
for the two models.

Amongst the most severe developmental effects associated with FGFRs are
observed in Apert’s syndrome [66]. This syndrome results from the over-
activation of FGFR2, and is associated with two point mutations in the linker
between FGFR2 Ig domains 2 and 3, S252W and P253R. Crystal structures of
FGF2 in complex with the two Apert mutant FGFR2c molecules [67], and of
FGF1 and FGF10 in complex with FGFR2b Apert mutant molecules [54], have
provided a molecular basis for these mutations. These structures demon-
strated that the mutant FGFRs provide additional contacts with FGFs (Fig. 8),
explaining the additional affinity for FGFs. Biophysical analysis of the Apert
mutant FGFR2 [54, 68] has confirmed that Apert FGFR2 shows an increased
affinity for a range of FGFs, including in some reports an increase in affin-
ity for FGFs that are not ligands for the wild-type protein [54]. Analysis
of the equivalent mutations to P253R in FGFRs 1 and 3, which cause simi-
lar but less debilitating pathologies, confirmed that these form a similar
interaction with the FGF [69]. These structures again provide considerable
evidence that the conformation of the FGFR Ig domain 3 in the Schlessinger–
Mohammadi model is correct, as the interactions observed in the structures
can be explained by this conformation. The association of the structural,
biophysical and clinical data provide strong evidence for this conformation
being correct.

Further support for the physiological relevance of the Schlessinger–
Mohammadi model of the ternary complex has been provided by analysis
of an unusual FGFR2 mutant that causes Pfeiffer syndrome, a cranial devel-
opmental pathology [70]. One case of this disease has been mapped to an
A172F mutant of FGFR2, a site in Ig domain 2 [71]. This site forms part of
the FGFR-FGFR interface that is created between the two FGF-FGFR pairs in
the Schlessinger–Mohammadi model. Crystallisation of a complex contain-
ing this mutation showed that the mutant FGFR is still capable of forming
the 2 : 2 FGF : FGFR complex that forms the base of this model [72]. Indeed,
the two introduced phenylalanine residues form a novel interaction in the
complex, with the side chain rings stacking against one another. These data
support the role of the secondary interactions formed between the FGFRs in
bringing together FGF-FGFR pairs to form a ternary complex, as the addit-
ional interaction observed in the crystal structure correlates with a clinical
phenotype.

The conclusions from these studies of mutations observed in human
pathologies are that the orientation for Ig domain 3 proposed in the
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Fig. 8 Mutations that lead to Apert syndrome increase the affinity of FGFRs for FGFs.
FGF2 shown as light gray cartoon, FGFR2 shown as black cartoon. Key side chains shown
as sticks: FGFR2 nitrogen atoms are shown in light gray, FGF2 nitrogen atoms shown in
darker gray, FGF2 oxygen atoms in black. Hydrogen bonds are shown as dashed lines.
A FGFR2 S252W mutation creates a hydrophobic pocket (with FGFR2 I257 and Y281) that
binds to FGF2 F21, providing an additional interaction. B View of the FGF-FGFR pair in
the same orientation. C P253R mutation provides three additional hydrogen bonds with
FGF2, with the carbonyl oxygens of L107 and E108, and the side chain of N111. D View of
the FGF-FGFR pair in the same orientation

Schlessinger–Mohammadi complex is highly likely to be physiologically rel-
evant, and that the secondary interactions formed between the FGFRs in this
model seem to contribute to the formation of complexes that signal across the
cell membrane.
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4.3
Biophysical Analyses of the Alternative Models

The elucidation of the two models for the FGF-FGFR-heparin ternary com-
plex has allowed researchers to apply a wider range of biophysical techniques
to these molecules, as far more of the parameters are known and the discrim-
inating factors between the complexes have been identified. Two key areas
have been examined, in addition to those mentioned above: the unique in-
teractions between the FGFs and FGFRs in the two models, and the role of
heparin/HS in the formation of the complex.

Two sets of FGF-FGFR interactions have been probed in a series of elegant
mutation studies [72]. These authors mutated two side chains in FGF10, one
of which makes significant contacts with the FGFR Ig domain 3 only in the
Pellegrini complex, and the other of which makes significant contacts with
this domain only in the Schlessinger–Mohammadi complex. The former mu-
tation resulted in FGF10 molecules that showed an apparently similar affinity
for FGFR2 in vitro, while the other showed a significant reduction in affinity
(∼ 4 times increase in kD). These data gave further weight to the supposition
that the conformation of Ig domain 3 observed in the crystals by Pellegrini
et al. [15] was driven not by interactions with the FGF, but by the require-
ments of crystal packing, in particular a very strong interaction between two
FGFR2 Ig domain 3 molecules that was observed in this crystal. Furthermore,
the orientation of the FGFR2 was stabilized by nickel ions observed in the
crystal structure, and this may also have contributed to the favorability of this
conformation [38].

In addition, Mohammadi and colleagues [72] examined mutations of two
side chains that contribute to the formation of the secondary FGF-FGFR in-
teraction site in the FGF10-FGFR2b structure. They demonstrated that the
mutation of these residues does not affect the affinity of FGF10 for FGFR2b
in the binary interaction, but that the mitogenic capacity of the FGFs was
diminished nevertheless. This correlated with a reduction in the capacity
of the FGF10 to form 2 : 2 complexes with FGFR2b in the presence of hep-
arin in a semi-quantitative mass spectrometry experiment. The conclusion of
these data is that the mechanism of multimerization of the FGFR proposed
by Schlessinger, Mohammadi and colleagues [57] is likely to be relevant to
signaling on the cell surface.

A key question has been whether the different crystal structures arise from
a fundamental difference in the protein components. The discovery that com-
plexes with in vitro properties consistent with the two proposed complexes
could be prepared from identical protein components (as assessed by analyt-
ical ultracentrifugation and nanoflow mass spectrometry) [73] has confirmed
that the difference is due to the manner of preparation of the complex, not
the protein. Analytical ultracentrifugation of the two complexes showed that
the Pellegrini complex dissociates most favorably with the loss of one FGFR
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subunit (as suggested by the presence of one FGFR that does not bind to
heparin), while the Schlessinger–Mohammadi complex tends to dissociate
into the two FGF-FGFR pairs (Fig. 9). These observations were confirmed
by mass spectrometry of the two complexes, which again demonstrated sig-
nificant differences in their dissociation. These observations crucially show
that the both of the two complexes are stable in solution, and that nei-
ther are likely to be artifacts of the crystallisation process. Furthermore,
this rules out the possibility that the architecture observed by Pellegrini and
colleagues might be the result of FGFR misfolding (as had been previously
suggested [67]), as this would considerably prejudice the formation of the
Schlessinger–Mohammadi style complex. This also raises the intriguing prob-
lem of how the proteins might choose between the two possible complexes
upon the cell surface.

In addition to confirming that both complexes could be formed from the
same protein components, this study examined the stoichiometry with re-
spect to heparin in the complexes in solution. This is a major difference
between the two models, with the Pellegrini complex suggesting that one
heparin molecule will bind to two molecules each of FGF and FGFR, while
one molecule of heparin is required per FGF and FGFR in the Schlessinger–
Mohammadi model. Mass spectrometry showed conclusively that the com-
plexes prepared using either methodology contain one molecule only of
heparin in the gas phase (Fig. 10). A small proportion of molecules from

Fig. 9 Analytical ultracentrifugation of the Pellegrini and Schlessinger–Mohammadi com-
plexes. Samples of FGF-FGFR-heparin complexes prepared according to Pellegrini and
colleagues [15] (left) or Schlessinger and colleagues [57] (right) were used for analytical
ultracentrifugation. Calculated distributions of solution species are shown. The Pellegrini
complex shows a small level of dissociation into a 60 kDa (2 FGF1 : 1 FGFR2 : heparin)
complex, and a 25 kDa species (FGFR2), as predicted from the uneven heparin binding
of the FGFR2 species in this complex (Fig. 7). The Schlessinger complex shows dissocia-
tion into a 45 kDa complex (FGF-FGFR dimer, possibly also bound to heparin), consistent
with a more symmetrical complex (Fig. 7). Reprinted from the Journal of Molecular Biol-
ogy, Vol. 339, Harmer et al., Towards a Resolution of the Stoichiometry of the Fibroblast
Growth Factor (FGF)–FGF Receptor–Heparin Complex, p 821–834, © 2004, with permis-
sion from Elsevier
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Fig. 10 Mass spectrometry of the Pellegrini and Schlessinger–Mohammadi complexes.
A Mass spectrometry of complexes prepared according to Pellegrini and colleagues [15]
shows FGF1 (A), FGFR2 (B), 1 : 1 : 1 FGF : FGFR : heparin complexes (C), and a 2 : 2 : 1
FGF1 : FGFR2 : heparin complex (D). Inset: comparison of experimental data with the cal-
culated position of peaks for a 2 : 2 : 1 complex (dark line) or a 2 : 2 : 2 complex (light
line) shows that the data is inconsistent with a 2 : 2 : 2 complex. B Mass spectrometry
of complexes prepared according to Schlessinger and colleagues [57] shows FGFR2 (B),
a 2 : 2 : 1 FGF1 : FGFR2 : heparin complex (E), and two larger species (F,G). Inset: compar-
ison of experimental data with the calculated positions of peaks for a 2 : 2 : 1 complex
(arrowed dark line) or a 2 : 2 : 2 complex (light line) shows that the data is most consistent
with a 2 : 2 : 1 complex, although a small amount of 2 : 2 : 2 complex cannot be excluded.
Reprinted from the Journal of Molecular Biology, Vol. 339, Harmer et al., Towards a Reso-
lution of the Stoichiometry of the Fibroblast Growth Factor (FGF)–FGF Receptor–Heparin
Complex, p 821–834, © 2004, with permission from Elsevier

the Schlessinger–Mohammadi sample showed two molecules of heparin
per complex; however, this represented a small minority of the species.
This result suggests that the stoichiometry suggested by crystallography in
the Pellegrini complex, rather than the Schlessinger–Mohammadi complex,
is correct.
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Given that the biophysical data suggests that there is only one molecule
of heparin in the solution complex consistent with the Schlessinger–
Mohammadi model, it is necessary to consider why the crystal shows two
molecules. The presence of two molecules in the structure presented by
Schlessinger and colleagues might have been the result of a single heparin
molecule soaking into each complex, creating disorder about the pseudo-
symmetric axis of the complex that would be difficult to distinguish from
two molecules binding per complex; or from two molecules of heparin bind-
ing per complex due to the extremely high protein concentration in the
crystal, and the intrinsic low affinity for a second heparin suggested by the
mass spectrometry. Both of these possibilities demonstrate difficulties that
can be encountered in determining bioactive conformations by X-ray crys-
tallography. Soaking experiments, which are an extremely powerful method
for rapidly determining the structures of complexes, bring the risk of ob-
taining less favorable interactions due to the conformation of the protein
that the crystal has fixed, or the concentration of the protein in the crystal.
Nevertheless, the Schlessinger–Mohammadi method demonstrates also the
power of the method, as no structure containing heparin could be obtained
without soaking, and the structure, even with these caveats, is of immense
value.

The stoichiometry that was obtained by mass spectrometry was more sur-
prising, as a previous study of these complexes, using a series of careful
native gel experiments, had suggested a 2 : 2 : 2 FGF : FGFR : heparin stoi-
chiometry [74]. However, it is not clear that the complexes observed were
active 2 : 2 : 2 complexes. FGF : FGFR : heparin complexes were observed with
a number of heparin fragments that had previously been shown to be inef-
fective at supporting FGF signaling on cells. Furthermore, these experiments
suggested that heparins sulphated at only the N- and 3-O-positions were ca-
pable of binding to FGFs and FGFRs, while the 2-O- and 6-O-positions have
been shown to be important for FGF1 binding by a number of studies [75–
77]. It therefore seems that this study might have been detecting 1 : 1 : 1
FGF : FGFR : heparin complexes, which have been observed by others with
heparins that are not capable of activating cells [78].

The conclusion of these biophysical studies appears to be that the conform-
ation of Ig domain 3 observed by Schlessinger, Mohammadi and colleagues
is most likely to be the physiological conformation; that the Schlessinger–
Mohammadi complex appears to have relevance for physiological signaling;
that both complexes can be prepared from the same protein and saccha-
ride samples; and that the stoichiometry with respect to heparin is most
likely to be 2 : 2 : 1 FGF : FGFR : heparin. It is thus clear that while both
models appear to have relevance to the conditions at the cell surface, there
are also elements of each model that are inconsistent with the most reliable
data.
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5
Recent Advances in Other Areas of the FGF-FGFR-HS Model

5.1
Development of Methods for Assessing the Specificity of Heparin and HS

A major limitation in our understanding of the biology of the FGF-FGFR
system (and indeed of many heparin-binding growth factors) has been the
difficulty of working with HS. The overwhelming majority of studies have
used heparin or depolymerised heparin fragments. These allow the use of
well-defined fractions whose effects can be well understood, and a better
comparison between different batches and studies. However, the polysaccha-
rides that FGFs and FGFRs will encounter in the extracellular matrix and
on the cell surface are considerably different to these species. Methodologi-
cal and technological advances in the past few years have allowed a deeper
study of the heparin/HS binding of FGFs and FGFRs, and have helped to ad-
vance our understanding of how FGFs and FGFRs might bind to HS at the cell
surface.

One major advance has been the capacity to perform sequencing of HS
derived oligosaccharides, using the small quantities of purified HS fragment
that can typically be prepared experimentally [75, 79, 80]. Although these
methods cannot always unambiguously determine the exact location of every
sulfate group in every sample, the structure of individual HS or heparin frag-
ments can be resolved to a very high level. Using these methods, the sequence
specificity of a number of FGFs have been determined, by immobilizing FGFs,
adding a range of HS fragments to the immobilized FGFs, and eluting frag-
ments at a variety of sodium chloride concentrations. These experiments have
suggested that FGFs bind to broadly similar sulfation patterns, but that there
are differences between the exact sequences that are preferred by each FGF,
and the overall affinity of each FGF for heparin [75, 81].

Similar methods have been used to elucidate the patterning of HS
ends [82]. These studies have shown that the ends in FGF responsive cells are
relatively homogeneous, that they are relatively highly sulfated (except at the
terminal position), and that HS ends are not significantly degraded on the cell
surface in vivo. This confirmed that the ends of HS chains might be competent
to form signaling complexes, although the homogeneity of the structure, and
the absence of modification at the terminal position, might prejudice against
the very end of the chain being used for signaling.

A further advance has been the improvement in the technology for synthe-
sizing heparins with specific sulfation patterns. Although it is not yet possible
to produce large quantities of heparin with complex patterns, the removal of
one type of sulfate group can be routinely achieved, using chemical desulfa-
tion [76], purified sulfotransferase enzymes [77], and a recently characterized
6-O-endosulfatase enzyme. The heparins thus prepared can then be assayed
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for FGF and FGFR binding activity in vitro or in vivo. The results of such ex-
periments have again suggested that the FGFs have differences in their HS
preferences, but these suggest a broader difference than has been suggested
by the sequencing of FGF binding fragments of HS [76, 77, 83]. The causes
of this difference are not at present clear. Furthermore, experiments using
heparins with defined sulfation patterns in vivo have again shown that FGF-
FGFR pairs have distinct HS preferences; and that the combination of FGF
and FGFR is sufficiently important that the FGFR can overcome a reluctance
of the FGF to bind to a heparin fragment in vitro [76].

The conclusion from these experiments is that, as had been predicted by
the results of HS extracts from a variety of tissues, the sulfate sequence of the
HS or heparin is important for FGF binding and the formation of active sig-
naling complexes. It is therefore likely that different HS sequences will affect
the tendency of FGFs and FGFRs to form complexes that can transmit signals,
and so these must be borne in mind when considering the nature of the true
signaling complex.

5.2
Possible Mechanisms for Multimerizing Complexes of FGFRs

Mass spectrometry of the FGF-FGFR-heparin complexes showed small
amounts of complexes involving more than two FGFR units [73]. Although
it cannot be ruled out that this is an artifact of the gas phase, it hints tanta-
lizingly at a higher level of complexing of FGFs, FGFRs and HS. Such higher
order complexes are expected if the FGFRs, like many other receptors in-
cluding EGFR, are to form large clusters on the cell surface that will lead to
“signalsomes” upon internalization. Mechanisms by which the FGFRs may
multimerize have been suggested by recent observations.

Firstly, multiple FGF-FGFR complexes can form upon a single HS or hep-
arin chain [84]. Increases in the length of heparin chains from 12 saccha-
ride units to 24 units leads to four molecules of each of FGF1 and FGFR2
assembling on the chain, in a manner suggestive of two complexes after
the Pellegrini model forming upon one saccharide chain. Preliminary ex-
periments with full-length HS chains suggest that several complexes could
form per chain. This suggests that one mechanism for multimerization
would be the formation of multiple complexes upon a single HS chain,
which would poise the intracellular domains for forming further interac-
tions. This also strongly suggests that the non-reducing ends of heparin
are not a requirement for the formation of FGF-FGFR-heparin complexes
(as has been championed by Mohammadi and colleagues [38]): the com-
plexes here form with two copies of the 2 : 2 FGF-FGFR complex, while only
one non-reducing end is available. This implies that any model for FGFR
dimerization should allow for the formation of multiple complexes upon one
saccharide.
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It has also become apparent that the two proposed models for FGFR
dimerization are not mutually exclusive, and that they can be accommo-
dated together. Indeed, the recent results that have tested aspects of the two
models have tended to cast more doubt on the elements of the models that

Fig. 11 A Schlessinger–Mohammadi like complex is observed in the crystal packing of
the Pellegrini complex. FGF1 and FGFR2 are shown as cartoons, heparin as an all-atom
model (carbon: green, oxygen: red, nitrogen: blue, sulfur: orange). The reported Pellegrini
complex is formed by molecules FGF-a (yellow), FGF-b (green), FGFR-a (violet), FGFR-b
(blue), while the Schlessinger–Mohammadi like complex in the crystal packing is formed
by FGF-a, FGFR-a, FGF-c (orange) and FGFR-c (raspberry). Note that the crystal pack-
ing does not result in a second heparin molecule in the Schlessinger–Mohammadi like
structure: there is no hint of a “two-ends” structure. B Placing the FGFR2 Ig3 in the orien-
tation found in other FGF-FGFR structures highlights the Schlessinger–Mohammadi like
complex
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are less consistent with the co-existence of the complexes than those that
are more consistent with co-existence. In the crystal structure solved by
Pellegrini and colleagues [15], crystal packing contacts showed two copies
of the Pellegrini complex packed in a manner that strongly resembles the
Schlessinger–Mohammadi model (Fig. 11) [58]. In the crystal structure, the
Schlessinger–Mohammadi like complex appears a rather unlikely structure,
as the conformation of Ig domain 3 leaves the two C-termini oriented in
a manner that is not consistent with a close contact with the membrane.
However, upon superposition of the FGF-FGFR structure determined by Mo-
hammadi and colleagues onto this structure, the conformation of these do-
mains appears quite consistent with both complexes existing upon the cell
membrane (Fig. 11B). It is also likely that the complexes, whose conforma-
tions have been selected for optimal crystal packing, would be remolded
somewhat to provide a more energetically favorable complex in the context
of membrane bound proteins. This is particularly likely in the case of the
HS molecule, which is likely to have the capacity to sample more conforma-
tions than a heparin molecule, and which will have more flexibility to alter
its conformation than the binary FGF-FGFR interactions. The true cellular
conformations will have to be determined in the future by examining the
complexes that form upon live cells.

6
Towards a Model for an FGFR “Signalosome” Initiating Complex

6.1
FGF-FGFR-HS Interactions in the Physiological State

The formation of complexes between FGFs, FGFRs and HS on the cell surface
is likely to show a number of differences from the experimental conditions
that have been generally used for in vitro experiments on these molecules.
These differences will be briefly explored before an attempt is made to de-
scribe how an FGFR “signalsome” might be generated in vivo.

A first difference, as mentioned above, is that the HS complement of cells is
quite different from heparin. In addition to the lower overall level of sulfation
and uronic acid epimerization, the organization of HS into short highly sul-
fated S-domains interspersed with stretches of saccharide with a low level of
sulfation [85] gives HS a far greater degree of conformational flexibility, as the
linkages of poorly sulphated regions have far greater rotational freedom [39].
This will have considerable implications for the manner in which HS inter-
acts with FGFs and FGFRs. Furthermore, the levels of the various biosynthetic
enzymes are clearly regulated by cells to generate HS with distinct proper-
ties [86–89], possibly to take advantage of the subtle differences in affinity
that the FGFs have for different HS structural patterns.
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A further difference is that the HS on the cell surface is linked to the mem-
brane by the HS carrying proteins, the syndecans and glypicans [28] (Fig. 2).
These carry the cellular HS, and so will have an impact in determining the
location of active HS chains. In particular, the glypican HS attachment sites
are proximal to the membrane, while the syndecan attachment sites are dis-
tal to the membrane: this might lead to a series of FGF/FGFR binding events
with HS, as the molecules bind to and are released by HS, searching for one
another to form the start of a complex.

On the cell surface, HS will be in vast excess, due to the number of HS
molecules that are found on an average cell in comparison to the number
of FGFRs on the cell, and the number of FGF molecules required for activa-
tion [90]. This is consistent with the large number of signaling molecules that
have affinity for and whose function requires HS [91]. One effect of this is that
FGFs will be largely sequestered upon meeting a cell, as the concentration of
HS will be sufficient to ensure that the FGF is likely to continue to bind fur-
ther HS whenever it releases from one molecule. This will tend to increase the
effective concentration of FGF on the cell surface as the FGFs are restricted
to two dimensions. Furthermore, the FGFRs will tend to be associated with
HS constitutively, due to the concentrations of the two molecules. One key
consequence of the high concentration of HS will be that the favorability of
HS-linked dimers of FGFs will be reduced by the vast excess of FGF binding
sites. Although the 2 : 1 FGF : heparin and 2 : 2 : 1 FGF : FGFR : heparin com-
plexes are stable in the presence of considerable excess of heparin [78, 84],
it is not yet clear that these complexes are sufficiently stable for this excess
of HS.

A key aspect of the membrane environment that has become clearer in the
past few years is the effect of membrane microdomains [92, 93]. Some of these
microdomains, such as caveolae, are highly enriched in signaling molecules,
and receptors translocate to these locations upon activation [94]. This serves
to increase the local concentrations of all the molecules involved in the in-
teraction, increasing the likelihood of lower affinity, transient interactions
becoming favorable. FGFRs [95], FRS-2 [96], glypicans and syndecans [97]
have all been associated with localization to membrane microdomains in the
basal states, and so it is likely that FGF signaling (which has been suggested to
localize to rafts [98]) will be focused upon a number of local foci on the cell
surface.

A final variable that must be borne in mind is the presence of other
molecules that interact with FGFs and FGFRs. A number of other cell surface
receptors and signaling molecules have been shown to interact with FGFRs
and to have effects upon signaling via these receptors. Examples include
N-CAMs, which several studies have implicated as FGFR co-receptors in cer-
tain cell types [99, 100], cadherins [101, 102], the tyrosine kinase FLRT3 [103],
and integrins [104]. Although some of these interactions may be of low
affinity in vitro, the effects of reduced dimensionality on the membrane, co-
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localization to microdomains, and bridging interactions with intracellular
proteins may be sufficient to drive these molecules to participate in the clus-
tering of FGFRs and FGFs.

6.2
How Might Signaling Clusters of FGFRs Form?

From all of these observations, one can speculate as to the steps that might
lead to the formation of an FGFR signalsome (Fig. 12). The state of the cell in
the absence of FGF signaling (although mammalian cells are unlikely ever to
be totally devoid of some FGF signal) will have a pre-determined level of one
or more FGFR isoforms, which will be distributed in the membrane between
the various lipid microdomains and the bulk membrane. All of these are likely
to be bound to HS S-domains, periodically releasing one HS chain and bind-
ing another. A significant proportion, if not all, of the FGFRs are also likely to
be constitutively dimerized in an inactive, basal form.

On the production of FGF by a cell that will send a signal (perhaps in
response to a change in differentiation state, or injury), the FGFs will form
a gradient from the signaling cell. On encountering the target cell, the FGFs
will rapidly form complexes with HS due to the high concentration of HS
and the rapid speed of this interaction. This will have the effect of concen-
trating the FGF on the cell surface. Following these events, the FGFs will
migrate to other HS molecules, binding to the most favorable sites for the
FGF in question. At this stage, HS-linked dimers of the FGF are likely to form,
driving the FGFs towards S-domains. The FGF-HS complexes will then form
high affinity sites for FGFRs to bind, forming a complex after the Pellegrini
model. The FGFRs may come from separate preformed dimers, or may be de-
rived from a single preformed dimer dissociating to bind the two FGFs. In
either event, the binding of an FGFR to the FGFs will create a potential bind-
ing site for another FGF-FGFR-HS complex to join, forming a Schlessinger–
Mohammadi interaction, to nucleate a cluster of FGFRs. The local activation
of the FGFRs appears to encourage the receptors to translocate to membrane
microdomains (if they are not there already), as stimulation with FGF alters
the localization of many types of receptors to this location. In this environ-
ment, with a higher concentration of FGF and FGFR, multiple complexes may
form upon single HS chains, helping to drive the formation of a larger clus-
ter. Activation of the tyrosine kinase domain will lead to the recruitment of
signaling molecules to the associated FRS-2 adaptor, creating a multiprotein
complex around the activated FGFR on the inner face of the membrane. Fur-
ther signaling proteins that bind FGFRs may be recruited to join the complex
and participate in signaling. Ultimately, the FGF-FGFR-HS complex will be
internalized, with the FGFRs continuing to signal until they reach a late stage
of the endosomal pathway and are degraded. Many of these effects are likely
to be conditional upon the state of the cell when the FGF reaches it (as this
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Fig. 12 Model for the formation of a signaling cluster. A Cell basal state. FGFRs are likely
to be bound to HS, and may be dimerized in an inactive form in their intracellular do-
mains. B FGFs exposed to the cell will rapidly bind to HS (left). Rapid binding and release
of FGFs will allow them to find optimal sites, and form heparin-linked dimers (center).
These will form optimal binding sites for FGFRs, and will drive the activation of the
FGFRs (right: here, FGFRs are shown as dissociating from intracellular dimers). C The
initial complexes will act as nucleating points for the formation of larger complexes, as
more protein is driven into membrane microdomains. Routes to the formation of larger
complexes that have been suggested experimentally include the formation of multiple
complexes on single HS chains (left), or the formation of Schlessinger–Mohammadi like
and Pellegrini like complexes linked together (right). D With high stimulation, the FGF-
FGFR-HS complexes will be internalized into endosomes, from where they will continue
signaling until the late endosomal stages
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will affect the density of FGFR and other signaling molecules, and the level of
crosstalk between signaling systems that affects the FGFR downstream path-
way), and upon the dose of FGF. When smaller doses of FGF are present, the
more transient signals such as those observed in the absence of HS, or with
sub-optimal heparin replacement, may occur: at some stage in this process,
the activation of the FGFR will fail to be sufficiently strong to drive the for-
mation of a self-sustaining signaling cluster, and the FGFR will be degraded
or dephosphorylated before a cluster can form. Conversely, in cells that are
chronically stimulated by FGFs, new clusters will form as the old ones are
endocytosed, ensuring that the signal continues and that the target cell is
maintained in its correct state of differentiation, proliferation, or whatever
other cellular behavior is appropriate.

7
Conclusions and Future Perspective

Since 2000, when the first experimental models for the active complex of
FGFs, FGFRs and heparin were produced, a large number of insights have
been made into the nature of the FGFR complexes that form in solution
and in vivo. These have revealed the features of each model that are less
tenable, and which may be consequences of the techniques and conditions
that were used to prepare the crystals from which the structures were deter-
mined; and the features of each model that are consistent with the solution
properties and in vivo activities of FGFs, and FGF-FGFR complexes. Revised
views of each model, with the less reliable features altered to resemble the
equivalent features of the other model (Figs. 11B, 13) show that the two
models are indeed compatible with co-existence. These studies have shown
both the power and the potential pitfalls of X-ray crystallography. Using this
technique, the structures of large complexes of biological molecules can be
accurately determined. In addition, once crystals have been obtained, ligands,
cofactors, or potential inhibitors can be soaked into the crystals and often
the resulting structural solution is facile. However, the requirements of crys-
tal packing and the extremely high concentration of a single protein in the
crystal can give rise to conformations that, in solution, are not greatly sam-
pled, but which are selected by the experimental conditions. Furthermore,
the high concentrations may give rise to interactions that are less favorable—
for good or ill.

Although a great deal of progress has been made on the biophysical char-
acterization of the FGF-FGFR-heparin complexes, there is still much to be
done before the true bioactive conformation can be confidently modeled. Key
areas include a movement away from heparin towards the natural co-receptor
HS: this will require sensitive experimentation to determine the interactions
of the more heterogeneous saccharides of HS. Further, experiments that de-
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Fig. 13 Re-interpretation of the FGF-FGFR-heparin ternary complexes in the light of re-
cent evidence. Structures are shown with FGFRs shown as a black cartoon, FGFs shown
as light gray cartoon, heparin as all-atom structure, with sulphate and carboxyl groups
in black, glucosamine amide nitrogens in white. FGFRs are shown with Ig2 at the top,
Ig3 at the bottom. A,B Orthogonal views of the FGF1-FGFR2-heparin 10mer structure
(1E0O) [15], with the orientation of Ig3 altered to conform to the other FGF-FGFR struc-
tures. Note how the new structure shows a greater splay of the FGFR Ig3 domains (A), and
that it is flatter than the originally presented structure (B; compare Fig. 7). C,D Orthogonal
views of the FGF2-FGFR1-heparin 10mer structure (1FQ9) [57], with the less well-defined
heparin molecule removed

termine the effects on the interactions of tethering FGFRs to a membrane
in which they are free to migrate will undoubtedly help to interpret much
of the data. Finally, indications of how FGFRs multimerize to form the large
clusters that generate the highest levels of signaling will add further dimen-
sions to our understanding of the active conformations of the initial ternary
FGF-FGFR-HS complexes.

Acknowledgements The molecular images in this article were prepared using the program
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Abstract Molecular chaperones are a group of proteins that bind transiently to nascent
polypeptide chains and are thought to function by preventing aggregation by maintain-
ing polypeptides in conformations competent for folding and subunit assembly. On the
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other hand, specific chaperones are considered to be involved in the mechanism of prion
propagation and others are found to colocalize in plaques of patients suffering from neu-
rodegenerative diseases. Solution-state NMR spectroscopy can provide insight into the
interactions between the misfolding protein and the chaperone at atomic resolution. In
particular, experimental results for Sup35, a yeast prion protein, and β-amyloid, which is
responsible for Alzheimer’s disease, and their interactions with Hsp104 and αB-crystallin,
respectively, are discussed.

Keywords Alzheimer’s disease · Chaperone · Heat shock proteins ·
Protein misfolding and aggregation · Saturation transfer difference (STD) ·
Solution-state nuclear magnetic resonance (NMR) · Yeast prions

1
Introduction

More than 16 proteins are known to be associated with a disease involv-
ing protein deposition [1]. Amyloid fibrils are formed by polymerization of
abnormal states of normally soluble proteins and peptides [2]. The most
prominent examples of peptides and proteins involved in protein aggregation
are the β-amyloid peptide (Aβ) found in plaques in the brains of Alzheimer’s
disease patients [3], and the prion proteins assigned to transmissible spongi-
form encephalopathies (TSE) [4]. Dobson and coworkers found recently that
not only disease-related proteins can form amyloid fibrils, but also fibril
formation can be induced for almost any soluble protein under specific sol-
ubilization conditions [5–7].

In the last few years, rapid progress was made in the structural charac-
terization of the fibril structure of the β-amyloid peptide using magic-angle
spinning (MAS) solid-state NMR studies [8–10]. In a similar way, the fibril
structure of a fragment of transthyretin [11, 12] as well as of the prion protein
HET-s could be characterized [13, 14].

However, little is known about the structural mechanism of protein mis-
folding at atomic resolution. In some cases only specific residues seemed to
be responsible for promoting fibril formation [15]. In other systems, stretches
of amino acids were identified to contribute to the core of the fibril struc-
ture [16]. In a cell, a number of strategies have been evolved which pre-
vent protein aggregation. In case a protein cannot be refolded properly, the
misfolded protein will finally be targeted and degraded in the ubiquitin–
proteasome pathway [17]. However, a large number of molecular chaperones
are present in all types of cells and cellular compartments to prevent pro-
tein misfolding. Some chaperones interact with nascent chains as they emerge
from the ribosome, whereas others are involved in guiding later stages of the
folding process [18, 19]. The best-characterized chaperone so far is the bacte-
rial complex of GroEL involving the co-chaperonin GroES [20, 21]. The X-ray
structure of GroEL [22, 23] displays a cavity in which incompletely folded
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polypeptide chains can enter and undergo the final steps in the formation of
their native structure. Solution-state NMR studies were carried out in order to
study the interactions between GroEL and peptide substrates [24–27]. These
studies focussed on the substrate. In addition, NMR experiments were per-
formed to investigate the full-length protein GroEL [28].

The 70-kDa heat shock protein Hsp70 is another chaperone which plays
a crucial role in protein (re-)folding in the mammalian cytosol. Solution-state
NMR studies were carried out to better understand the structural mechan-
ism due to which Hsp70 binds and disaggregates the target proteins [29–31].
Furthermore, it was demonstrated that Hsp70 inhibits, e.g., α-synuclein fibril
formation via preferential binding to prefibrillar species [32], thereby altering
the characteristics of toxic α-synuclein aggregates.

In the following, two examples will be given in which interactions between
a misfolding peptide and a molecular chaperone are studied by solution-state
NMR. In the first example (Sect. 2), interactions between the yeast prion pro-
tein Sup35 and Hsp104 are characterized. In the second example (Sects. 3 and
4), interactions between the Alzheimer’s disease β-amyloid peptide and the
small heat shock protein αB-crystallin are investigated.

2
Sup35 and Hsp104

The [PSI+] factor of Saccharomyces cerevisiae is a protein-based genetic elem-
ent that consists of the cytosolic translation termination factor Sup35. In [PSI–]
cells, Sup35 is a soluble protein, but in [PSI+] cells, most of the Sup35 pro-
tein is found in a prion-like, aggregated conformation that can be propagated
onto the daughter cells. The occurrence of this phenotype is modulated by the
chaperone Hsp104. Hsp104 was first identified as a protein important for the
thermotolerance of yeast [33, 34]. Like its homologue, ClpB from Escherichia
coli, Hsp104 forms ring-shaped oligomers, and is thought to be involved in
the dissociation of protein complexes and aggregates [35, 36]. Both deletion of
the gene encoding Hsp104 and overexpression of Hsp104 can cure yeast cells
from [PSI+] and return Sup35 into its soluble state [37, 38]. The N-terminal
domain of Sup35, which is rich in glutamine and asparagine, was attributed
a critical role in the process of prion formation and propagation [39], hence
the name prion domain (PrD). Especially, mutations in the N-terminal part of
PrD not only alter the fibril formation properties, but can also cause curing of
wild-type aggregates in vivo. In non-prion neurodegenerative disorders, like
Huntington’s disease, similar expansions of polyglutamine repeats appear to be
responsible for amyloid formation and neurotoxicity [40, 41]. Fusion proteins
consisting of huntingtin-type polyglutamine repeats and green fluorescent pro-
tein were found to form aggregates when expressed in yeast cells. Deletion of
the Hsp104 gene, however, resulted in elimination of aggregation [42].
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Two models have been proposed for [PSI+] inheritance. Lindquist and
coworkers suggest a model in which Hsp104 is required to put the polyg-
lutamine repeats into an “aggregation competent” state, thereby inducing
prion formation. Glutamine residues are a determining factor in interactions
with Hsp104 [37, 38]. Hsp104 is thought to be necessary for the formation
or maintenance (or both) of a partially unfolded form of Sup35. Therefore,
an insufficient amount of the chaperone would prevent prion formation. If
the amount of chaperone was too high, however, the prion “template” would
dissociate from the unfolded intermediate, leading to the loss of the protein-
modifying activity. Similarly, Cohen and Prusiner [43] have suggested that
the conformational conversion from the wild-type to the prion form may
require a partially unfolded intermediate. A prion template is supposed to
bind to this intermediate, converting it into the prion conformation. Alter-
natively, Ter-Avanesyan and coworkers propose a model in which Hsp104
cleaves Sup35 [PSI+] aggregates into smaller pieces, which is necessary for
their stable segregation during cell division [44, 45].

In the past, the only biochemical evidence that soluble Sup35 directly in-
teracts with Hsp104 came from circular dichroism (CD) experiments [46]. Re-
cently, we used NMR spectroscopy to obtain a more quantitative understand-
ing of the interaction between Sup35 and Hsp104 [47]. In our experiments,
we show that the peptide Sup355–26, which corresponds to residues 5–26 of
Sup35, instead of the full-length protein

N – N5QGNNQ10QNYQQ15YSQNG20NQQQG25N – C

interacts with Hsp104. This peptide was chosen since mutation studies reveal
differences of prion formation propensity upon mutations in the respective
section of the PrD [39]. More importantly, deletion of this fragment cures
yeast cells from [PSI+]. It was therefore hypothesized that binding of Sup35
to Hsp104 involves glutamine and asparagine side chains of Sup355–26. Al-
though it was shown that other parts of Sup35 have an influence on prion
formation as well [48, 49], this peptide constitutes a good model system to
investigate the interaction of Sup35 with Hsp104 by NMR. The aim of our
studies is to identify the chemical groups which are involved in interactions
with the chaperone. We find that the peptide exists as a complex mixture of
different oligomeric states ranging from monomers to octamers. Upon add-
ition of Hsp104, the formation of a monomeric species can be observed that
shows only weak interactions with Hsp104.

2.1
Aggregation of Sup355–26 is Suppressed by Hsp104

Upon dissolution of freeze-dried Sup355–26 in buffer, the peptide aggre-
gates quickly, as shown by the rapid decay of observable 1H NMR reso-
nances (Fig. 1, triangle up). Only signals originating from soluble peptide
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Fig. 1 Time dependence of the intensity of the 1H NMR resonance line of tyrosine Hδ

in Sup355–26 for different molar ratios Hsp104 : Sup355–26 [triangles up: without Hsp104
(T = 27 ◦C); squares: 1 : 100 (T = 12 ◦C); circles: 1 : 50 (T = 12 ◦C); triangles down: 1 : 100
(T = 27 ◦C)]. The initial concentration of Sup355–26 was 1.5 mM in all experiments. The
peptide was dissolved in 50 mM Na phosphate buffer, pH 7.7. Sup355–26 and Hsp104 were
mixed 3 min before recording the first data point

molecules are visible in the spectrum. At a peptide concentration of 1.5 mM
and T = 27 ◦C, the characteristic time τagg, after which 50% of the peptide be-
came insoluble, was found to be approximately 80 min. At 12 ◦C, aggregation
was too fast to be monitored with this experimental setup. A possible expla-
nation for this counterintuitive, temperature-dependent behavior is that the
peptide consists of an ensemble of species with differing aggregation proba-
bilities. At higher temperature, this distribution is shifted toward forms that
have a smaller tendency to aggregate. Also, the aggregates may be less sta-
ble at elevated temperatures. This idea is supported by the observation that
the aggregated peptide could be resolubilized by heating the sample to 60 ◦C
(vide infra). Importantly, the aggregated peptide strongly increased the fluo-
rescence of Thioflavin T, a dye that is commonly used to detect amyloids (vide
infra).

Addition of Hsp104 substantially reduces the rate of aggregation (Fig. 1).
Furthermore, aggregation is no longer quantitative in the presence of Hsp104.
At a molar ratio of Hsp104 to Sup355–26 of 1 : 50 (monomer : monomer,
T = 12 ◦C), ∼ 35% of the peptide remains soluble after incubating the sam-
ple for 800 min (Fig. 1, filled circles). τagg was determined to be in the range
of 400 min. NMR resonances of protons stemming from Hsp104 are not ob-
servable in these experiments due to the low concentration and the large
molecular weight of the hexameric Hsp104.
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2.2
Reversibility of Aggregation

In order to understand the effect of temperature on Sup355–26, 1D 1H NMR
spectra were recorded at various temperatures. To start out with, a sample con-
taining aggregated Sup355–26 was used. No Hsp104 was present in this case. The
intensities of the NMR signals in 1H NMR spectra are directly related to the
fraction of soluble Sup355–26 in the NMR sample tube. Molecules involved in
fibrillar structures cannot be detected by solution-state NMR. Figure 2 shows
the reversibility of the aggregation process upon increase and decrease of tem-
perature. Aggregated Sup355–26 could be partially resolubilized upon stepwise
heating to 50 ◦C. Lowering the temperature again induced loss of signal inten-
sity, and thus a change of equilibrium toward the aggregated state. After each
temperature step, the system was given 20 min for equilibration. Notably, no
additional resonance signals could be observed in the proton spectrum upon
heating (data not shown), implying that no significant conformational changes
are occurring prior to protein aggregation.

Fig. 2 1H NMR spectra of Sup355–26 incubated with Hsp104 at a molar ratio of
Hsp104 : Sup355–26 = 1 : 25 at 27 ◦C as a function of time

2.3
Hsp104 Induces Conformational Changes in Sup355–26

To obtain a more detailed view of the interaction between Hsp104 and
Sup355–26, we recorded 1D 1H spectra at 27 ◦C and a molar ratio of Hsp104 to
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Fig. 3 Relative intensity of Sup355–26 as a function of temperature. The intensity directly
reflects the fraction of Sup355–26 in solution (in contrast to the fraction of Sup355–26

which is in an aggregated/fibrillar state)

Sup355–26 of 1 : 25 (Fig. 3). Under these conditions, the peptide apparently can
no longer aggregate. The intensities of nonexchangeable protons are constant
throughout the experiment. After 300 min, however, new signals appear in the
spectrum that cannot be found in the reference spectrum recorded in the ab-
sence of Hsp104 or in the experiments recorded at lower temperature (12 ◦C)
in the presence of Hsp104. Matrix-assisted laser desorption/ionization mass
spectrometry (MALDI-MS) was carried out to verify that the peptide had not
become degraded or chemically modified during the experiment (data not
shown). The new signals must therefore reflect a change in the conformation
of Sup355–26. A detailed view of the Tyr aromatic region is displayed in Fig. 4.
The decay of the initial resonance line (Tyr Hδinitial) is accompanied by the
rise of two intermediate species (Tyr Hδintermediate(1,2)). At later times, a fourth
conformer (Tyr Hδfinal) accumulates (Fig. 5).

Sup355–26 contains two tyrosines. The scalar coupling between Hδ and Hε

causes a splitting of the signal into a doublet. For clarity, the intensities of
the doublets for intermediate 2 and the final conformer are divided by two,
to take into account the overlap of the two resonance lines. The decay of
the initial species occurs with a time constant of 1600 min. Concomitantly,
intermediate 1 becomes populated and reaches its maximum concentration
after ∼ 2000 min. After 5000 min, the prevailing species of Sup355–26 is in-
termediate 2. At this point, the final conformer is only populated with ca.
25%; 100% population of this final Sup355–26 conformer was found only after
7 days.
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Fig. 4 1D 1H NMR spectra displaying only the tyrosine Hδ spectral region. Spectra
recorded between 0 and 5500 min are represented in equidistant steps. Transiently popu-
lated species (1,2) are indicated by bold lines and asterisks

Fig. 5 Time dependence of the 1H signal of tyrosine Hδ in Sup355–26 for the molar ratio
Hsp104 : Sup355–26 = 1 : 25 at 27 ◦C for the initial (circles), intermediate (triangles), and
final set (squares) of tyrosine resonances

2.4
Sup355–26 is a Mixture of Various Oligomeric Species

The differences in the aggregation behavior at 12 and 27 ◦C (Fig. 1), and the
conformational changes observed in the presence of Hsp104 (Fig. 3), indi-
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cate that Sup355–26 consists of a variety of species with differing aggregation
properties and affinities for Hsp104. To further characterize this ensemble,
we determined the molecular mass of Sup355–26 with diffusion-ordered spec-
troscopy (DOSY) NMR experiments [50]. In these experiments, the size of
a molecule can be estimated by encoding the diffusion of a molecule in
a gradient echo. The measured diffusion constant D = (kBT)/(6πηFrS) is re-
lated via the Stokes–Einstein relation to the hydrodynamic radius rS of the
molecule, and thus to the molecular weight at a given viscosity η of the so-
lution. kB denotes Boltzmann’s constant, T the absolute temperature, and
F the dimensionless Perrin factor. Only molecules that are not diffusing
along a given axis are detected. The decay of magnetization can be analyzed
in an analytical way, employing I/I0 = exp{– D(∆ – δ/3)q2}, where q = γδg.
∆ refers to the separation of the gradient echo, δ to the duration of the gra-
dient, γ to the gyromagnetic ratio of the nucleus, and g to the strength of
the gradient.

Figure 6 shows the time dependence of the calculated molecular weight
of Sup355–26 in the presence of Hsp104 at 27 ◦C. It is apparent that the aver-
age molecular weight of Sup355–26 changes due to a shift in equilibrium
between different oligomeric states. At 12 ◦C, the molecular weight decreases

Fig. 6 NMR diffusion data (DOSY) for Sup355–26 in the presence of Hsp104 at a molar
ratio of Hsp104 : Sup355–26 = 1 : 25 and T = 27 ◦C. The figure displays the calculated mo-
lecular weight of Sup355–26 as a function of time. Each curve thus reflects the diffusion
coefficient of the tyrosine aromatic resonance as indicated in Fig. 2. The calculated mo-
lecular weight shifts from ∼ 15 kDa (t = 0 min; I = I0) to 5.0 kDa (t = 4000 min; I = 0.2 I0)
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from approximately 22 kDa (t = 0 min; I = I0) to 10 kDa (t = 280 min; I = 0.8–
0.4 I0) (data not shown). Under these conditions ∼ 65% of the peptide
molecules precipitate. Apparently, the initial distribution is centered around
an octameric species. Upon longer incubation, the majority of the molecules
form insoluble aggregates, whereas a fraction dissociates into smaller species
which remain soluble. At a molar ratio of 1 : 25 for Hsp104 : Sup355–26 at
T = 27 ◦C, we observe a different behavior. Initially, the average molecular
weight of Sup355–26 is ∼ 14 kDa, corresponding to a population of a pre-
dominantly hexameric species. With longer incubation, this species disso-
ciates into smaller oligomeric states, and the apparent molecular weight
decreases (∼ 8 kDa). Importantly, the chemical shift of the Tyr Hδ proton
remains the same, indicating that the electronic and chemical environment
of this proton does not change during this process. From the spectra dis-
played in Fig. 4, we deduce that Sup355–26 is slowly converting into new
species, indicated by changes in the chemical shifts. Using signals specific
for the new species, their molecular weight could be determined in the same
DOSY experiment. Intermediate 1 is mainly tetrameric at the beginning of
the experiment. Upon incubation with Hsp104, the equilibrium is shifted to
smaller oligomeric states, and Sup355–26 is slowly converted into a dimeric
species. Intermediate 2 as well as the final product are monomeric throughout
the experiment.

These results suggest that at 27 ◦C, the Sup355–26 peptide adopts a range
of oligomeric states that is centered around hexameric species. Upon interac-
tion with Hsp104, these hexamers are slowly converted to structurally closely
related tetramers. Subsequently, these tetramers dissociate into monomers in
a two-step process, which is accompanied by characteristic changes in the 1D
1H NMR spectrum.

2.5
Binding of Sup355–26 to Hsp104

In order to identify the chemical groups of Sup35 that interact with Hsp104,
we carried out saturation transfer difference (STD) experiments. STD was
successfully used in the past to screen compound mixtures for binding to
a receptor protein [51]. Furthermore, it was used to characterize interac-
tions between membrane channel proteins and neurotoxic peptides [52]. This
way it is possible to identify the chemical groups involved in ligand binding.
The experiment relies on the selective saturation of the 1H resonances of the
target protein. If a ligand binds weakly, saturation is transferred via cross re-
laxation to the bound ligand. An attenuated signal is then observed for the
free ligand after dissociation. The method works best for small ligands (with
fast correlation times) and large complexes, where the reorientation process
is slow enough to give rise to large cross relaxation rates. The STD amplifica-
tion factor α is defined as α = (I0 – Isat/I0)c, where I0 and Isat correspond to
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the intensity of the signal during off-resonance and on-resonance irradiation,
respectively, and c refers to the relative concentration of the ligand with re-
spect to the enzyme. The time dependence of the STD amplification factor for
Sup355–26 in the presence of Hsp104 at a molar ratio of 50 : 1 at 12 ◦C is shown
in Fig. 7.

At 12 ◦C, no STD signal is observed in the beginning, indicating that
the initial ensemble of Sup355–26 species shows no interaction with Hsp104.
Taking into account the results of the DOSY experiment, this observation
suggests that octameric Sup355–26 does not bind to Hsp104. With further in-
cubation, however, STD signals are increasing monotonously, suggesting that
species are formed that bind to Hsp104. Side-chain resonances of Asn and
Gln, as well as Tyr, show the fastest STD buildup. This may be expected,
since mutation studies show that these residues are essential for prion propa-

Fig. 7 Time dependence of the STD signal for Sup355–26 in the presence of Hsp104 for
a molar ratio of Hsp104 : Sup355–26 = 1 : 50 at T = 12 ◦C. The assignment of the STD
amplification factor for the various protons is given in the figure. Side-chain protons of
Asn, Gln, and Tyr show the fastest buildup, corresponding to the strongest interaction
with Hsp104. At this temperature, no interaction between Hsp104 and Sup355–26 is ob-
served at t = 0. As a consequence, the affinity between high oligomeric states of Sup355–26

and Hsp104 must be small. Experimentally, a train of 300 square pulses of 12 ms dura-
tion (with 1.0 ms gap between the pulses) is applied in order to saturate the 1H(methyl)
resonances of Hsp104. Even (on-resonance irradiation at – 0.02 ppm) and odd scans (off-
resonance irradiation at + 30.0 ppm) are recorded subsequently and subtracted from each
other by incrementation of the receiver phase. 512 scans are accumulated at each time
point, resulting in a total experimental time of 45 min per time point. STD experiments
were always adjusted in the first place in a reference experiment on a sample contain-
ing no Hsp104 in order to minimize artifacts. The amount of the relative concentration
of Sup355–26 was always taken into account in the evaluation by recording 1D reference
spectra in parallel with the STD experiments
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gation and interaction with Hsp104 [39]. On average, the time constant of
the process monitored in the STD experiment is similar to the time con-
stant observed for the decay of magnetization shown in Fig. 1 (ca. 400 min).
Since no new 1H resonances can be observed under these conditions, the de-
crease in signal intensity is therefore purely due to aggregation. Apparently,
the molecular chaperone Hsp104 modulates an equilibrium between differ-
ent conformers of Sup355–26. Initially, the Sup35 species that interact with
Hsp104 are not populated and therefore no STD signal can be observed. Bind-
ing of Hsp104 to these molecules, however, could shift the distribution toward
these conformers by the law of mass action. Their concentrations increase
and hence we observe an STD signal.

At 27 ◦C, Sup355–26 behaves strikingly differently. Figure 8 displays the
STD amplification factors of the tyrosine Hδ resonance lines for the initial,
the intermediate, and the final species of Sup355–26. Other resonance lines
show qualitatively the same behavior. The tyrosine signal has been selected

Fig. 8 Time dependence of the STD signal for Sup355–26 in the presence of Hsp104 for
a molar ratio of Hsp104 : Sup355–26 = 1 : 25 and T = 27 ◦C. Open circles, squares, and
triangles indicate the STD amplification factor of the Hδ tyrosine signal of the initial,
intermediate, and final conformer, respectively. In contrast to T = 12 ◦C, first a decay
and after t = 2000 min an increase of the STD amplification factor is observed. During
the experiment, the equilibrium between high oligomeric and low oligomeric states of
Sup355–26 is shifted toward the low oligomeric state of Sup355–26 (circles), which can
both interact with hexameric Hsp104. The initial species shows strong interactions with
Hsp104, whereas the “release” form shows a decreased interaction with Hsp104. The time
constant of the rate of change is in agreement with the decay of magnetization due to the
formation of a new species
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in the analysis since it is not overlapping with other 1H resonances. The ini-
tial species (circles) shows the strongest interaction with Hsp104, whereas
the interaction of the intermediates 1 and 2 (triangles) is reduced. The final
species (squares) only shows very weak binding to the chaperone. Error bars
are based on the signal-to-noise ratio of the respective data sets. Generally,
the error bars for the initial species are increasing in the course of the experi-
ment, whereas the error bars for the final species are decreasing, due to the
changing populations of the two states.

The STD amplification factor for the initial conformer shows a character-
istic minimum after ca. 1500 min. Thereafter, the signal is slowly increasing,
and finally dropping again at the end of the experiment. Combining the in-
tensity data, to which all conformational states at a specific chemical shift
contribute, and the DOSY results allows us to estimate the population of
the individual Sup355–26 oligomer at a given time (assuming that there is
conformational averaging between two predominantly populated species).
The population of the initial hexameric conformer is decaying with a time
constant of ca. 1500 min, whereas the population for intermediate 1 is first in-
creasing and finally decaying at the end of the experiment. Since the relative
STD amplification factor is related to the population of an individual species
in a nonlinear manner, superposition of one exponentially decaying and one
increasing STD curve leads to the observed amplification factor with an abso-
lute minimum after ca. 1500 min. We conclude, therefore, that a hexamer as
well as a tetramer of Sup355–26 can interact with Hsp104 at this temperature
(circles).

A similar dip-type curve would also be expected for the STD amplifica-
tion factor of intermediate 1 (triangles up), which consists of a tetrameric and
a dimeric species (see above). The total population of this intermediate in-
creases in the beginning, and then decreases after 2000 min. At the same time,
the distribution is shifted from the tetrameric to the dimeric species, as mon-
itored by DOSY experiments. Qualitatively, the STD signal of intermediate 1
is comparable to the curve shape of the initial species. The absolute inten-
sity, however, is much less pronounced, indicating a weaker binding affinity
of intermediate 1 compared to the initial conformer of Sup355–26 with respect
to Hsp104. A decreased STD amplification factor might also be indicative
of stronger binding. This possibility can be ruled out, as stronger binding
would induce an increased aggregation rate of the remaining Sup355–26 pep-
tides in solution. This is however, not observed. In principle, an increase of
the STD amplification factor for t < 800 min would be expected. However,
these time points are not accessible, since this species is not populated at
the beginning of the experiment. For the second intermediate of Sup355–26,
only a decrease in the STD amplification factor can be detected. Simultan-
eously, small changes in the apparent molecular weight for this conformer
are observed which correspond to a shift of equilibrium from a dimeric to
monomeric species of Sup355–26. Again, the initial points in the DOSY experi-
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ments for intermediate 2 are difficult to access for a reliable interpretation
due to the low signal-to-noise ratio for intermediate 2 for t < 1500 min. No
STD signal is observed for the resonance lines of the final state of Sup355–26

(squares), indicating that there is negligible interaction between the release
form of Sup355–26 and Hsp104.

In these studies, care was taken to prepare Hsp104 in defined oligomeric
states. Gradient SDS-PAGE performed at different concentrations of Hsp104,
as well as with and without addition of peptide, shows that Hsp104 can be
quantitatively cross-linked to a complex with a molecular mass of ∼ 600 kDa
corresponding to a hexamer. This is in agreement with other studies [53].
Additionally, dynamic light scattering (DLS) experiments were carried out to
obtain information about the degree of oligomerization of Hsp104. Hsp104
was found to be hexameric under the conditions used in the NMR experi-
ments (data not shown). Assuming a globular structure for Hsp104, a hy-
drodynamic radius of ca. 3.42 nm for the monomer is expected1 [54]. The
observed hydrodynamic radius of ca. 7.0 nm corresponds relatively well to
a hexameric complex of Hsp104 at the two temperatures investigated (12
and 27 ◦C).

2.6
Analysis of the Sup355–26 Aggregation Process

The NMR experiments presented above are ambiguous with respect to the
absolute oligomeric state of Sup355–26. The diffusion constants measured by
DOSY experiments yield only the average molecular weight and do not give
information on the population of different oligomeric states. In addition,
the interactions of Hsp104 with fibrillar Sup355–26 could not be addressed
due to molecular weight restrictions of solution-state NMR spectroscopic ex-
periments. So far, it is controversial whether Hsp104 is able to resolubilize
aggregated Sup35 [55–59]. In order to resolve these ambiguities, we carried
out dialysis experiments using dialysis bags with varying molecular weight
cutoff (MWCO) membranes and a molar ratio of 1 : 25 for Hsp104 : Sup355–26

(Fig. 9). We monitored the population of aggregated Sup355–26 within the
dialysis bag as a function of time using Thioflavin T (ThT) fluorescence, and
determined the amount of peptide which diffused out of the dialysis bag using
tyrosine fluorescence [60].

Using a MWCO of 3.5 kDa, which only allows the release of monomeric
Sup355–26, we observed a strong monotonous increase in ThT fluorescence
in the absence of Hsp104. This increase is much reduced in the presence
of Hsp104 (Fig. 10b). Tyrosine fluorescence analysis confirms that an in-
creased amount of monomer is released from samples incubated with Hsp104

1 The empirical relation between the number of residues N and the hydrodynamic radius of
a native-state protein is given as rH = 4.75 N0.29Å.
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Fig. 9 Schematic representation of the dialysis experiment. A Sup355–26 solution is incu-
bated in a dialysis bag in the presence and absence of Hsp104 and ATP using different
MWCO membranes. ThT and tyrosine fluorescence are measured separately to quantify
the number of Sup355–26 fibrils in the dialysis bag and the amount of peptide diffusing
out of the dialysis bag, respectively

(Fig. 10a). Tyrosine fluorescence intensities are normalized such that 100%
corresponds to complete equilibration between the dialysis solution and the
reservoir. At the end of the experiments, 60% of Sup355–26 diffused through
the membrane in the absence of Hsp104, whereas in the presence of Hsp104,
80% of Sup355–26 could escape the dialysis bag in the presence and absence of
ATP, respectively (Fig. 10a).

The experiment was repeated using a 10-kDa MWCO membrane, corres-
ponding to the size of tetrameric Sup355–26. At the end of this experiment,
approximately 80% of Sup355–26 diffused out of the membrane in the ab-
sence of Hsp104. A similar level of equilibration is achieved in the presence
of Hsp104 and ATP. However, in the latter case the initial rate of diffusion is
increased by a factor of 2 (Fig. 10c). No amyloidogenic intermediates are ob-
served in the ThT fluorescence assay using the 10-kDa MWCO membrane,
irrespective of the presence of Hsp104 and ATP (Fig. 10d). These observations
suggest that, prior to aggregation, Sup355–26 forms small oligomeric species,
which can pass through the 10-kDa membrane but are retained in the case of
the 3.5-kDa-cutoff membrane.

2.7
Analysis of the Sup355–26 Disaggregation Process

The temperature dependence of the intensities of the 1D 1H NMR spectra in
Fig. 2 indicate that Sup355–26 molecules in fibrillar structures are in chemical
exchange with Sup355–26 molecules in solution. This raised the question as to
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Fig. 10 Experimental results of the dialysis experiment. After solubilization of Sup355–26,
the amount of peptide diffusing out of the dialysis bag is quantified via the tyrosine flu-
orescence (a MWCO = 3.5 kDa; c MWCO = 10 kDa). Addition of Hsp104 to the Sup355–26

solution increases significantly the rate of diffusion through the membrane. A 100% tyro-
sine fluorescence intensity corresponds to equilibration of the peptide solution between
the dialysis bag and the dialysis buffer. The solid symbols in a represent the intensities
in tyrosine fluorescence measurements using preaggregated Sup355–26. The amount of
aggregated Sup355–26 is quantified using a ThT fluorescence assay (b MWCO = 3.5 kDa;
d MWCO = 10 kDa). Using a 3.5-kDa MWCO membrane, addition of Hsp104 strongly
reduces the buildup of the ThT fluorescence signal

whether aggregation and disaggregation follow distinguishable pathways. In
order to follow the disaggregation of preformed aggregates and to better un-
derstand the specific role of Hsp104 in this process, aggregated Sup355–26 was
injected into the dialysis bag. Using a 3.5-kDa MWCO membrane, we found
that only 9% of Sup355–26 diffused out of the membrane irrespective of the
presence of Hsp104 (Fig. 10a, filled symbols). Using a 10-kDa MWCO mem-
brane, which allows the passage of tetrameric Sup355–26, we found approxi-
mately 40% of the Sup355–26 peptide in the dialysis reservoir after 300 min
(Fig. 11). At the same time, ThT fluorescence was not affected. After chang-
ing the membrane cutoff value to 25 kDa (at 400 min), we observed that ThT
fluorescence rapidly decreased. In the absence of Hsp104, ThT fluorescence
was reduced to 75% after 900 min. In the presence of Hsp104 and ATP, the de-
crease was enhanced and ThT fluorescence was reduced to 50%. Irrespective
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Fig. 11 Dialysis experiment employing preaggregated Sup355–26. Tyrosine and ThT fluo-
rescence are indicated by open and filled symbols, respectively. Change of the MWCO of
the dialysis membrane from 10 kDa to 25 kDa after approximately 360 min induces a sig-
nificant decrease in the ThT fluorescence intensity, indicating a loss of fibrillar Sup355–26

of the presence of Hsp104, 60% of the total amount of Sup355–26 is diffusing
through the dialysis membrane. A MWCO of 25 kDa corresponds to approxi-
mately decameric Sup355–26. The results indicate that disaggregation does not
occur by substraction of monomers, but rather by removal of oligomers con-
sisting of eight to ten Sup355–26 monomer units.

2.8
Interaction Model for Sup35 and Hsp104

We could demonstrate that the presence of catalytic amounts of the chap-
erone Hsp104 significantly reduces the aggregation of Sup355–26. At lower
temperatures (T = 12 ◦C), only the rate and the extent of conversion from the
soluble into the aggregated form is reduced. At higher temperatures (27 ◦C),
we find that Hsp104 also induces structural changes in Sup355–26. It has been
shown previously that temperature can affect the equilibrium between dif-
ferent oligomeric states of Sup35 [61]. Our observations suggest that Hsp104
may facilitate this process by either lowering the activation barrier or energet-
ically favoring an alternatively folded state of Sup355–26.

A model of the different equilibria between monomeric and oligomeric
species of Sup355–26, and their interaction with Hsp104, is depicted in Fig. 12.
After dissolution, Sup355–26 quickly forms oligomers. These oligomers may
be related to nuclei that precede fibril formation or aggregation [62]. Ulti-
mately, aggregation of Sup355–26 leads to the formation of high oligomeric
structures that bind the amyloid-specific dye Thioflavin T (ThT). Their mo-
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Fig. 12 Interaction model for Hsp104 and Sup35. Sup355–26 can exist in various oligomeric
states. At 12 ◦C, Hsp104 induces an increase in population of smaller oligomeric states
of Sup355–26. Higher oligomeric states (n > 6) of Sup355–26 cannot interact with Hsp104.
At 27 ◦C, refolding of an initially hexameric form of Sup355–26 to a monomeric form via
two intermediate species is observed. This is reflected by a characteristic chemical shift
change of the resonances of Sup355–26. The initial, hexameric species of Sup355–26 display
the largest interaction with Hsp104, whereas the lower oligomeric states show a reduced
interaction with the chaperone. The implicated oligomeric states of Sup355–26 and Hsp104
are verified experimentally by DOSY NMR and DLS experiments

lecular weight is too large to be detected by solution-state NMR spectroscopy.
This process is responsible for the loss of signal shown in Fig. 1.

2.9
Substoichiometric Amounts of Hsp104 Suppress the Aggregation of Sup355–26

How can we explain the observation that the addition of small amounts of
Hsp104 to a solution of Sup355–26 strongly reduces the aggregation of the pep-
tide? Our data suggest that Hsp104 may simply bind to the nuclei and thus
block further polymerization. Alternatively, the chaperone may be able to dis-
solve nuclei and/or aggregated peptide, even in the absence of ATP. A third
model, in which Hsp104 binds to monomeric peptide and prevents its incor-
poration into aggregates, is less probable since, according to our data, binding
of monomeric Sup355–26 to Hsp104 is relatively weak and Hsp104 is active in
substoichiometric amounts.
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2.10
Oligomeric Species of Sup355–26 Dissociate in the Presence of Hsp104

Our results obtained with DOSY NMR suggest that at 27 ◦C, the freshly dis-
solved peptide is mainly hexameric (Fig. 12). It is not known whether these
molecules or some other species in the initial oligomer distribution rep-
resent the nuclei for the subsequent polymerization process. However, the
concentration of nuclei must be high in order to account for the high rate of
aggregation.

After addition of Hsp104 to Sup355–26, the hexameric state is slowly con-
verted to smaller species in a multistep process. The different intermediates
are characterized by their specific chemical shifts. A characterization of the
exact oligomeric state of Sup355–26 is difficult. First, multiple oligomeric
states are likely to be in fast exchange. Second, we cannot assume that
Sup355–26 is a spherical molecule. Therefore, only weighted averages of dif-
fusion constants and approximated molecular weights can be determined.

Eventually, all soluble peptide becomes monomeric. This observation in-
dicates that, under the conditions of the experiment, the monomeric pep-
tide may be more stable than the oligomeric species. The 1D NMR spectra
thus monitor the establishment of the equilibrium distribution, and Hsp104
may serve as a catalyst in this process. This is difficult to assess, since
the reaction can only be observed in the presence of the chaperone. Ac-
cording to this notion, the initial distribution of Sup355–26 does not reflect
the equilibrium, but is highly enriched in oligomeric species that serve as
seeds for rapid aggregation. After its synthesis, the peptide was purified
by reversed-phase HPLC and subsequently lyophilized. It is possible that
organic solvents stabilize the oligomeric states of Sup355–26 and are thus
responsible for the over-representation of these species in the starting ma-
terial. Furthermore, the dissolution process will generate high local concen-
trations of peptide, which may in turn lead to the formation of metastable
oligomers. Thus, one would expect that the “equilibrated” peptide solution
would show a decreased tendency to aggregate, because it no longer contains
nuclei. This is indeed what we observe: after dialysis of the Sup355–26/Hsp104
solution, Sup355–26 no longer aggregates, even in the absence of Hsp104
(data not shown).

Like many other chaperones, Hsp104 requires the hydrolysis of ATP to
carry out its biological function [35, 56]. It would thus be obvious to investi-
gate whether the presence of ATP changes the way in which Hsp104 interacts
with Sup355–26. However, this turned out to be very difficult. The turnover
rate of Hsp104 for ATP is in the order of kcat ≈ 70 min–1 [53]. Thus, the rate
of ATP hydrolysis would be ∼ 4 mM min–1 in cases where Hsp104 : Sup355–26

= 1 : 25. The required concentration of ATP is not amenable for an NMR ex-
periment, which takes several minutes to hours. Therefore, we focused on
the intrinsic binding properties of Sup35 to Hsp104 in the present study. It
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has been shown for a number of ATP-dependent molecular chaperones that
some features of their mechanism, e.g., substrate specificity, can be studied in
the absence of nucleotide [63, 64]. Experiments have been carried out using
a nonhydrolyzable ATP analogon (AMP-PNP) to study the influence of ATP
on binding of Sup35 to Hsp104 (data not shown). These experiments show
quantitatively the same behavior as in the case without AMP-PNP.

2.11
Interactions Between Sup355–26 and Hsp104

The chemical groups on the peptide that are involved in the interaction with
Hsp104 could be identified using STD NMR. STD signals were observed for
the side chains of Asn/Gln and Tyr. Since binding kinetics are presumably fast
compared to the time required for recording an STD experiment, a change
in the STD signal over time can only be caused by changes in the concen-
tration or in the affinity of the ligand. Our data show that Sup355–26 remains
soluble throughout the experiment, and thus its total concentration is con-
stant. We can conclude from DOSY experiments and 1D NMR spectra that
both the degree of oligomerization and the structure of the peptide change
over time. Therefore, the time dependence of the STD signal can be attributed
to the interconversion of the various Sup355–26 species. Moreover, conclusions
can be drawn about the relative affinities of these species toward Hsp104. The
data recorded at 27 ◦C suggest that Hsp104 preferentially binds to oligomeric
peptide species. Although we have currently no structural information on the
peptide binding site(s) of the Hsp104 hexamer, this is a rather intriguing re-
sult. It indicates that peptide binding may be cooperative, i.e., the peptide
oligomer behaves like a multivalent ligand that binds to several Hsp104 sub-
units simultaneously (Fig. 12). This idea is in agreement with recent results of
Lindquist and coworkers, who showed that polylysine stimulates ATP hydro-
lysis by Hsp104 in a cooperative manner [65]. Multivalent peptide binding has
also been observed for the molecular chaperone GroEL from E. coli, which
consists of two rings of seven subunits each [66]. Another interesting observa-
tion in this context is that the octameric species, which dominates the initial
distribution at 12 ◦C, does not bind to Hsp104. One can speculate whether
this molecule is not recognized because of its size or because of its inappro-
priate symmetry.

2.12
Equilibrium Between Fibrillar and Soluble Sup355–26

An increase of the temperature causes a shift of the aggregation equilib-
rium toward the soluble form (Fig. 13). This is in agreement with an ear-
lier report on Sup35-NM (N-terminal (residues 1–123) and center domain
(residues 124–253) of Sup35), which shows that temperature influences the
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Fig. 13 Schematic representation of oligomeric intermediate states of Sup35 aggregation
upon interaction with Hsp104

equilibrium between the soluble and the aggregated form of Sup35 [61].
The intensities of the 1H NMR resonances represented in Fig. 2 show a hys-
teresis behavior upon heating and cooling. The establishment of the equi-
librium between soluble and aggregated Sup355–26 must therefore be slow,
since the temperature was set 20 min before each individual spectrum was
recorded. This is in agreement with STD experiments. An STD signal would
be expected if Sup355–26 exchanged rapidly between its soluble and aggre-
gated forms. Fast exchange between the soluble and the aggregated state of
a protein was observed previously for Alzheimer’s disease β-amyloid pep-
tide [67]. The observation that the 1H chemical shift of Sup355–26 recorded
at different temperatures does not vary significantly argues for a model
in which the oligomeric states of Sup355–26 are rather stable. The finding
that the diffusion constant—as measured in DOSY experiments—is chang-
ing as a function of temperature might therefore be indicative of a change
in equilibrium between critical oligomers which are different in size (4 ≤
n ≤ 8). Chemical exchange between fibrillar and soluble states can, however,
be ruled out.

2.13
Influence of Hsp104 on Sup355–26 Fibril Assembly

The aggregation kinetics of solubilized Sup355–26 in the dialysis experiment
(Fig. 9) can be characterized as competition between an aggregation and
a dilution process. The former is driven by fibril assembly and the latter is
governed by diffusion of Sup355–26 out of the dialysis bag. In the case of the
3.5-kDa MWCO membrane and in the absence of Hsp104, less time is re-
quired for aggregation (15 min) than for dilution (300, 120, and 80 min for
Sup355–26, Sup355–26 + Hsp104, and Sup355–26 + Hsp104 + ATP, respectively).
Within 15 min, the concentration of Sup355–26 inside the dialysis bag is only
reduced by 3 and 8% in the absence and presence of Hsp104, respectively
(Fig. 9a). The rate of release of monomer is increased by a factor of 2.5 upon
incubation of Sup355–26 together with Hsp104. ThT fluorescence is quenched
at the same time. Addition of ATP has only a slight effect on both the dilu-
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tion process and in preventing Sup355–26 aggregation. The increase of the rate
of diffusion in the presence of Hsp104 and the quenching of the ThT fluores-
cence can only be accounted for if one assumes that Hsp104 shifts the equi-
librium between different Sup355–26 aggregation states toward monomeric
Sup355–26.

Using a membrane with a 10-kDa MWCO, we observe almost equal con-
centrations (up to 90%) of the peptide inside and outside of the dialysis
bag after 1000 min, irrespective of the presence of Hsp104 (starting with
solubilized Sup355–26). The time constants for the dilution process are—
with the exception of the Sup355–26 sample in the absence of Hsp104—
comparable to the experiment in which a 3.5-kDa MWCO membrane was
employed (160, 120, and 80 min for Sup355–26, Sup355–26 + Hsp104, and
Sup355–26 + Hsp104 + ATP, respectively). No fibrillar structures could be de-
tected in the ThT fluorescence experiments.

Comparing the 3.5- and 10-kDa dialysis data, we find that the system is
almost completely diffusion controlled in the presence of Hsp104 and ATP,
since the differences in the rate of increase of the ThT fluorescence intensities
are only very modest. This implies that Hsp104 must very efficiently convert
oligomeric Sup355–26 into monomers. The fact that the rate of diffusion for
Sup355–26 alone is different using 3.5- and 10-kDa MWCO membranes is in
agreement with the observation that Sup355–26 is not monomeric after disso-
lution [47]. The exchange kinetics from oligomeric to monomeric Sup355–26

must be slow, as otherwise similar dialysis profiles would be expected for the
3.5- and 10-kDa MWCO membranes. Fibril assembly depends critically on
the concentration of Sup355–26. However, it is not expected that a decrease
in concentration by 3–8% within 15 min (the characteristic time required
for aggregation) results in the abolition of fibril formation. The quenching
of ThT fluorescence observed in the presence of Hsp104 using a 3.5-kDa
MWCO membrane must therefore be due to a destabilization of oligomeric
Sup355–26 molecules. This implies, however, that fibril assembly occurs by
agglomeration of (Sup355–26)n oligomers, with n ≈ 4. This seems to be in
disagreement with results obtained by Weissman and coworkers who demon-
strated that fibril growth occurs via monomer addition [68]. However, these
authors were investigating the fibril elongation process, not the formation of
critical oligomers which precedes fibril formation. In addition, we focus only
on the N-terminal part of the N-domain of Sup35 in our studies. It is conceiv-
able that the repeat sequence in the N-domain (residues 40–114) of Sup35 and
the M-domain modulate the aggregation behavior.

2.14
Influence of Hsp104 on Sup355–26 Fibril Disaggregation

Equilibrium dialysis experiments on preaggregated Sup355–26 show that 9%
of the Sup355–26 monomers are released from the dialysis bag using a 3.5-kDa
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MWCO membrane (Fig. 9a). This demonstrates that fibrils are not static
structures, but that Sup355–26 molecules in fibrillar structures are undergo-
ing chemical exchange between the fibrillar state and the soluble state. Using
dialysis bags with a 10-kDa MWCO membrane, we observe a release of 40% of
the total amount of Sup355–26 present in the dialysis bag. This release is not
accompanied by a decrease in the population of amyloidogenic intermedi-
ates and fibrils, as detected by ThT fluorescence (Fig. 10). Upon changing the
membrane to a MWCO of 25 kDa, a fast release of Sup355–26 out of the dialy-
sis bag and simultaneously a decrease in ThT fluorescence was observed. This
demonstrates that (Sup355–26)6–10 molecules can be subtracted from fibril-
lar structures which induces a breakdown of ThT fluorescence. We therefore
speculate that critical oligomers important for fibril disassembly must consist
of six to ten Sup355–26 molecules. Sup355–26 oligomers consisting of four or
fewer molecules are not directly linked to fibril disassembly, since a MWCO
of 10 kDa does not influence the ThT fluorescence intensity. The experiments
also indicate that these (Sup355–26)n oligomers (6 ≤ n ≤ 10) must be suffi-
ciently stable, since an interconversion to (Sup355–26)n≤4 oligomers would
have resulted in a loss of ThT fluorescence at the beginning of the experiment
(0 < t < 360 min).

Irrespective of the presence of Hsp104, we find that the same amount
of Sup355–26 (60%) diffuses out of the membrane, though ThT fluorescence
showed a differential effect (faster decrease in fluorescence for Sup355–26

fibrils in the presence of Hsp104) (Fig. 10). This behavior is expected if
we assume that Hsp104 interacts only with low oligomeric weight (Sup35)n
oligomers (n ≤ 6–8). A shift of equilibrium among (Sup355–26)n oligomers
(1 ≤ n ≤ 8) would not result in a change of the rate of diffusion out of
the dialysis bag. However, dissolution of (Sup355–26)n oligomers (n = 6–8)
by Hsp104 would imply the recruitment of new (Sup355–26)6–8 oligomers
out of Sup355–26 fibrils, and therefore induce a destabilization of the fibril
structure.

2.15
Structural Changes in Sup355–26 Upon Interaction with Hsp104

The monotonously decaying STD intensity of intermediate 2 indicates that
the monomeric peptide does not interact with Hsp104. The observation that
signals arising from exchangeable protons disappear in the course of the 1D
1H NMR spectra of Sup355–26, whereas the intensity of protons from nonex-
changeable sites remains constant, suggests that hydrogen bonds, in which
amide protons are protected from exchange through the formation of hy-
drogen bonds, are lost. This conclusion is supported by the NMR diffusion
data. Moreover, the chemical shift dispersion for the two tyrosine aromatic
resonance lines becomes degenerate, indicating a loss of structure in both
intermediate 2 and the release state of Sup355–26.
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2.16
Implications for Fibril Assembly and Prion Propagation

The proposed model for the interaction between Sup35 and Hsp104 also has
possible implications for the assembly process of amyloid fibrils, as indicated
by dashed lines in Fig. 11. It is plausible to assume that monomeric Sup35 as-
sociates to small oligomers and eventually larger species that may serve as
nuclei for amyloid fibril formation or aggregation. In the absence of Hsp104,
these intermediates are short-lived and cannot be detected by NMR. However,
in the presence of the chaperone, they are stabilized and therefore amenable
to a structural investigation [61].

With respect to prion propagation, our observations favor a model in
which Hsp104 interacts only with low oligomeric state (4 ≤ n ≤ 6) species of
Sup355–26, as has been postulated by Lindquist and coworkers [37, 38]. No
interaction between Hsp104 and Sup355–26 (n > 6) could be detected. The
latter observation comes from experiments that were carried out at 12 ◦C,
since species with n > 6 are only stable at lower temperature. We cannot,
however, rule out the possibility that Hsp104 also interacts with fibrillized
Sup355–26. At 27 ◦C, fibrils are not formed: the total intensity (Fig. 5) is ap-
proximately constant during the experiment. At 12 ◦C, however, a significant
amount of Sup355–26 is aggregating and is presumably forming fibrils, which
are too large to be detected by solution-state NMR. The state-of-the-art de-
tection limit is in the order of M < 900 kDa [69]. This would correspond to
an oligomer comprising ∼ 350 Sup355–26 subunits. Scheibel and Lindquist
reported that the nucleus which precedes fibril elongation consists of 10–
30 subunits of the N + M domain of Sup35 [61]. Therefore, we exclude the
possibility that interactions between Hsp104 and a nucleus of this size are
not detected. To characterize interactions between fibrillized Sup355–26 and
Hsp104, solid-state NMR experiments are envisaged. Such interactions have
recently been reported by Yoshida and coworkers [70]. However, their impor-
tance with respect to prion propagation is so far unclear.

3
Alzheimer’s Disease β-Amyloid

Alzheimer’s disease is the most abundant age-related neurodegenerative dis-
ease. The β-amyloid peptide, which exists in different lengths (39–43 amino
acids), is generated after processing of a transmembrane protein, APP [71,
72]. The disease is characterized by two fundamental events: the accumula-
tion of insoluble fibrillar aggregates of Aβ, and the degeneration and death
of neurons in the brain regions that are concerned with learning and mem-
ory processes. Abnormal protein deposition is also a shared characteristic
of other age-related neurodegenerative diseases, such as Parkinson’s disease,
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Huntington’s disease, and the prion diseases. There is increasing evidence
that the mechanism of this aggregation may be similar in each of these
diseases [73]. At the same time, it is found that probably not the fibrillar
state, but a protofibrillar state which is in fast equilibrium with a so-called
LMW (low molecular weight) state, is responsible for its neurotoxicitiy [74–
76]. Most interestingly, it was found recently that antibodies can specifically
recognize these soluble oligomers [77]. So far, the molecular basis for the neu-
rotoxicity of Aβ could not be identified. It is speculated that Aβ1–40 forms
a pore in the membrane and leads to an unregulated flux of Ca2+ into and
out of the cell [76]. Alternatively, Aβ1–40 may generate radicals that are neu-
rotoxic themselves [78–80]. However, it is not understood why only certain
aggregation states of Aβ1–40 should be associated with neurotoxicity given
the identical primary structure of Aβ1–40. So far, NMR structural studies of
Aβ1–40 show that the peptide is mostly unstructured in aqueous solution [81,
82]. It was shown as well that Aβ1–40 adopts a helix-turn-helix structure
upon addition of trifluoroethanol (TFE) [83, 84] or sodium dodecyl sulfate
(SDS) [85, 86]. Recently, solid-state NMR structural data have also become
available for Aβ1–40 in the fibrillized state [8]. Interestingly, a similar loop at
approximately the same position in the primary structure was found around
residues S26NKG, which was already observed in the SDS solution-state struc-
ture [85]. In the solid-state structure, the only charged side chains in the core
are those of D23 and K28 which form a salt bridge [8]. The C-terminus of the
peptide folds back onto the hydrophobic core, so that hydrophobic core and
the aliphatic side chains of the C-terminus come into close contact.

3.1
Solution Conditions Change the Aggregation State of Aβ

In order to study the β-amyloid aggregation process, we searched for (phys-
iological) solution-state conditions which would possibly allow shifting of
the chemical equilibrium between different aggregation states of Aβ1–40 [67].
Goto and Aimoto [87] showed by CD spectroscopy that addition of anions
to the buffer solution can induce an α-helical structure in otherwise un-
structured amphiphilic polypeptides. The stabilization is proportional to the
strength of the anion added in the order of triphosphate4– > diphosphate3– >
phosphate2– > SO4

2– > ClO4
– > Cl– > F–. An increase in propensity for the

α-helical structure in Aβ1–40 should—in analogy to the results obtained by
Goto and Aimoto—decrease the propensity for amyloid aggregate formation.
We added 100 mM of F–, Cl–, NO3

–, ClO4
–, and SO4

2– to the buffer solution
and observed an increase in solubility for Aβ1–40 in the order indicated (data
not shown). In all NMR experiments, Aβ1–40 was directly dissolved in 450 µL
of buffer and 50 µL of D2O yielding a final Aβ1–40 concentration of 0.5 mM.
No attempt was made to dissolve possible aggregates before starting the ex-
periment. In all samples, β-mercaptoethanol was added at a concentration of
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Fig. 14 a CD spectra of 0.15 mM Aβ1–40 dissolved in buffer solution with additional
100 mM salt: NaF (red), NaCl (dark blue), NaClO4 (light blue), and Na2SO4 (black). The
sample was filtered through a membrane with a 0.2-µm pore diameter before transfer into
the CD cuvette. b CD spectra of a 0.15 mM Aβ1–40 solution employing a salt concentration
of 50 mM NaCl (red) and 100 mM NaCl (blue). In contrast to a, the spectra were obtained
without filtering the sample prior to the measurement. This preparation is analogous to
the NMR sample preparation. c CD spectra of a 0.50 mM Aβ1–40 solution employing a salt
concentration of 0 mM NaCl (red) and 100 mM NaCl (blue)
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200 µM as an internal standard for the DOSY experiments. Care was taken to
reproduce the same peptide concentration in all NMR experiments. The error
in balancing Aβ1–40 is estimated to be in the order of 5%.

The CD spectrum displays a decrease of contributions due to random
coils upon increase of the anionic strength (Fig. 14a). At the same time, the
level of contributions of α-helical secondary structure elements is increased,
as could be shown by a quantitative analysis using the programs CDSSTR
and CONTINLL [88]. Before the measurements, all samples are sterile fil-
tered (membrane pore diameter: 0.2 µm) to eliminate large aggregates. We
can therefore exclude that the spectrum is due to fibrillar structures in the
CD sample. A similar effect is observed for decreasing concentrations of, e.g.,
Cl–. In this case the sample was not filtered prior to the measurement. Sol-
uble and aggregated components are therefore both present in the sample.
The CD spectrum is stable in the order of 24 h, which is a prerequisite for the
solution-state NMR experiments presented below. A reduction of the salt con-
centration from 100 to 50 mM (at an Aβ1–40 concentration of 0.15 mM) results
in a decrease of unstructured Aβ1–40 in the CD spectrum (Fig. 14b). Quanti-
tative fitting of the data yields a distribution for α-helical, β-sheet, turn, and
random coil secondary structure elements of 24.1, 37.9, 19.5, and 22.1% for
100 mM NaCl, and of 58.5, 15.9, 14.3, and 12.4% for 50 mM NaCl, respec-
tively. A high degree of α-helical structure for an intermediate oligomeric
state during Aβ aggregation was observed previously [89]. At higher peptide
concentrations (0.5 mM), a similar effect is visible (Fig. 14c). For the NMR
experiments, conditions are employed, where Aβ1–40 is soluble for several
days (0.5 mM Aβ1–40, 50 mM phosphate, 50 mM sodium sulfate or chloride,
pH 6.9).

Figure 15 shows a comparison of the 1D 1H NMR spectra that are obtained
of Aβ1–40 dissolved in buffer containing 50 mM NaCl and 50 mM Na2SO4. We
observe that the intensity in the spectrum of the sample containing Cl– as
the anion is reduced by a factor of 0.77. Care was taken in order to assure
the same amount of peptide in both samples. Since the error due to bal-
ancing errors can be estimated to be smaller than 5%, we conclude that the
equilibrium between soluble and insoluble Aβ1–40 molecules must be shifted
toward the fibrillar species in the case of Cl–. This observation is corrobo-
rated by the spectra presented in Fig. 15b. Increasing concentrations of Cl–

yield an increase in the observed signal-to-noise ratio in the 1D 1H NMR
spectra, again indicating that the equilibrium must be shifted toward a solu-
ble monomeric structure of Aβ1–40 at higher salt concentration. Interestingly,
using Cl– in the buffer we observe a very broad peak at around 0 ppm. The
intensity of this peak is increasing with decreasing salt concentration. This
resonance is not observed if we use SO4

2– as anion in the buffer (Fig. 15a). We
show below that the molecule giving rise to this resonance has a diffusion co-
efficient corresponding to a molecular weight of > 100 kDa. We hypothesize
that this resonance belongs to an oligomeric Aβ1–40 molecule which could be
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Fig. 15 1D 1H NMR spectra of Aβ1–40 at various NaCl concentrations (top: 0 mM; middle:
10 mM; bottom: 50 mM). The intensity of the resonances is increasing as the salt concen-
tration is increased. Note that the resonance upfield of 0 ppm is increased as the NaCl
concentration is decreased. The amount of peptide is the same in all samples. The error
of balancing Aβ1–40 can be estimated to be smaller than 5%

identical to a critical oligomer which was postulated to be essential for fibril
formation.

In order to estimate the molecular weight of Aβ1–40 under these various
salt conditions, we recorded DOSY experiments. The molecular weight that
can be fitted to the magnetization decay curve corresponds to an average mo-
lecular weight of approximately 20.8 kDa (for SO4

2–), assuming a spherical
shaped Aβ1–40 molecule (Fig. 16). This molecular weight is larger than that
expected for a monomeric Aβ1–40 molecule (M = 4330 Da). The deviation can
be explained either by assuming that Aβ exists as an aggregated oligomer (on
average tetramer) or by assuming that Aβ undergoes chemical exchange be-
tween a soluble and a fibrillar form, yielding on average a higher molecular
weight. DOSY experiments recorded for samples using 100 mM Cl– instead
of 100 mM SO4

2– as anion in the buffer solution yield a systematically higher
average molecular weight in the order of ca. 24 kDa for Aβ1–40, supporting the
hypothesis that different oligomeric states of Aβ undergo chemical exchange.
Interestingly, the broad resonance at around 0 ppm diffuses with a very small
diffusion constant corresponding to a molecule with an approximate molecu-
lar weight of > 100 kDa.

In order to confirm the hypothesis that soluble Aβ1–40 undergoes chem-
ical exchange with higher oligomeric state aggregates, and to show that the
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Fig. 16 DOSY NMR experimental data of Aβ1–40. The natural logarithm of the rela-
tive intensity is represented as a function of the square of the gradient strength. Under
the solution conditions used in the experiments, Aβ1–40 (Mmono = 4329.8 Da) diffuses
with a molecular weight of approximately 23 900 and 20 781 Da using 100 mM NaCl
(filled squares) and 100 mM Na2SO4 (open diamonds) in the buffer solution, respec-
tively. As a molecular weight standard, we use a resonance of oxidized β-mercaptoethanol
(M = 156 Da) which is also present in the buffer of the sample (open circles and squares).
The decay of the broad resonance line at around 0 ppm, which is present in samples con-
taining Cl–, can be fitted assuming a molecular weight of approxiamtely 14 MDa

broad resonance at around 0 ppm is related to Aβ1–40, we have carried out
STD NMR experiments (Fig. 17). The STD experiments are performed with
an on-resonance saturation at around 0 ppm for 1.5 s. Significant STD in-
tensities are observed for several resonances. As shown in Fig. 17a, the STD
intensity is dependent on the employed salt conditions in the sample. In
the case of Cl–, we observe a higher intensity in the STD experiment, even
though the effective number of nuclei is smaller (reduced intensity in a refer-
ence 1D 1H experiment). Especially, aromatic resonances at around 6.8 ppm
are observed which are missing in the spectrum obtained from the SO4

2–-
containing sample. Before performing experiments with Aβ1–40, the STD ex-
periments were carefully calibrated using two peptide samples, Sup356–25 and
LPFFD. In both cases, the signal-to-noise ratio of the reference experiment
(performed in the absence of a protein with a peptide binding affinity) is neg-
ligible using a comparable number of scans. We assume therefore that we
observe in this experiment a soluble Aβ1–40 molecule in chemical exchange
with an insoluble, aggregated Aβ1–40 molecule. The fibrillar state itself cannot
be observed directly by solution-state NMR methods. The NMR resonances
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Fig. 17 a 1D 1H STD spectra recorded for Aβ1–40 employing 50 mM NaCl (top) and
Na2SO4 (bottom) in the buffer solution. In the case of NaCl, a higher STD signal intensity
can be observed, suggesting that higher oligomeric states of Aβ1–40 (which are not visible
by solution-state NMR) undergo chemical exchange with the soluble monomeric form of
Aβ1–40. b 1D 1H STD spectra recorded for Aβ1–40 employing 50 mM NaCl in the buffer.
The spectrum on the top is obtained after saturating the broad resonance line at 0 ppm.
The spectra below are recorded after changing the on-resonance radiofrequency as indi-
cated by the arrow. The highest STD intensity is obtained using a saturation frequency
corresponding to 0 ppm, suggesting that the molecules giving rise to this resonance are
related to the soluble form of Aβ1–40. For reference, a 1D 1H spectrum of Aβ1–40 is
represented on the bottom
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of these molecules are broadened beyond detection due to the long correla-
tion time of an amyloid aggregate. Figure 17b represents the spectra obtained
upon irradiation of the broad resonance at around 0 ppm which we hypothet-
ically assigned to an oligomeric state of Aβ1–40. On-resonance irradiation of
the broad peak induces a strong difference signal on amide, aromatic, and
aliphatic resonances of Aβ1–40, whereas a much weaker effect is observed in
the case of off-resonance irradiation. We conclude that the broad resonance
must be due to an Aβ conformer which is in chemical equilibrium with solu-
ble Aβ1–40.

In order to identify the chemical groups involved in Aβ1–40–Aβ1–40 con-
tacts, we carried out a 2D STD total correlation spectroscopy (TOCSY) experi-
ment. The spectral assignments that have been obtained previously [82, 90]
could be reproduced. Figure 18 represents the aliphatic region of the 2D STD-
TOCSY spectrum (red), superimposed with a standard TOCSY for reference
(black). We find that mostly the methyl groups of leucine, isoleucine, va-
line, and alanine side chains contribute to the interaction. We observe a high
STD peak intensity for the aromatic resonances of tyrosine (Y10). Careful an-
alysis of the 1D STD spectrum indicates that Leu-17Hδ, but not Leu-34Hδ,
contributes to Aβ–Aβ interactions (Fig. 17b). Except for Tyr-10 (Hε̃δ), Val-18
(Hβ̃Hγ), Ile-31/Ile-32 (Hγ2/Hγ1; Hγ2/Hβ), and the buffer resonances, no STD

Fig. 18 Superimposition of a 2D STD-TOCSY of Aβ1–40 (red) and a standard 2D TOCSY
(black), displaying the (a) aromatic and (b) aliphatic region of the spectrum. The STD
experiment yields highest intensities for those chemical groups which are involved in
interactions or in chemical exchange between soluble and aggregated Aβ1–40 molecules
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intensity can be detected for cross peaks. An unambiguous assignment of
all chemical groups that are involved in Aβ–Aβ contacts is therefore difficult
and requires a uniformly 15N, 13C- labeled Aβ1–40 sample. Work in this direc-
tion is currently in progress in our laboratory. All residues that contribute to
Aβ1–40–Aβ1–40 interactions are represented in the scheme below:

D1 – AEFRHDSGY10 – EVHHQKLVFF20 – AEDVGSNKGA30 –

IIGLMVGGVV40

Residues which can be unambiguously resolved are underlined and at the
same time highlighted in bold letters. Alanine Hβ resonances are not resolved
in the TOCSY correlation experiment. Therefore, they are represented only in
bold, but are not underlined. At the current resolution, it is not possible to
differentiate if Glu-22Hβ or Val-12Hβ, and Glu-11Hβ or Val-24Hβ contribute
to the diagonal peak intensity in the STD-TOCSY experiment. At the same
time, it is not possible to unambiguously assign a STD diagonal peak to lysine
Hε (Lys-16/Lys-28) or to Phe-Hβ. A similar ambiguity exists for the chemical
shift of Arg-5Hδ and His-Hβ. Therefore, these amino acids are represented
all in bold. However, we find that the region around the hydrophobic core
(residues 15–24) contributes most to Aβ1–40 · Aβ1–40 contacts.

In contrast to previous NMR studies [90–93], we find that Aβ exists in
equilibrium with higher oligomeric state structures and that the peptide ap-
pears to adopt on average a tetrameric oligomeric state. Recently, DOSY
studies were carried out on the fragment Aβ12–28 at acidic pH (pH 2.9) [91].
In this early study, the diffusion constant was measured as a function of pep-
tide concentration, in order to follow a shift of equilibrium from a monomeric
to a dimeric Aβ12–28. Gräslund and coworkers [93] investigated the same
fragment (Aβ12–28) at pH 5.0 and found that the peptide exists mostly in
a monomeric, random coil conformation. Studies by Maggio and cowor-
kers [92] on the full-length peptide Aβ1–40 show that the peptide is mostly
monomeric under NMR conditions. Size exclusion chromatography indicates,
however, a population of dimeric Aβ1–40. In this case, the peptide (0.23 mM)
was directly dissolved in phosphate-buffered saline (PBS; 10 mM sodium
phosphate, 100 mM NaCl, pH 7.5). We explain the different results com-
pared to our studies by the different concentration of phosphate used in the
buffer and the different peptide concentration. Similarly, Zagorski and co-
workers [90] demonstrated that the peptide is predominantly monomeric at
neutral pH. There, the sample was prepared using an explicit disaggregation
protocol [94] to dissolve preformed fibrils and to obtain monomeric Aβ in
solution.

These DOSY NMR results are in contrast to observations made in bio-
chemical experiments which indicate the presence of oligomeric structures
in vitro. Beyreuther and coworkers observe dimeric Aβ10–43 using size ex-
clusion chromatography and water as a solvent [95]. If salt is present in the
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sample (e.g., 500 mM NaF), only monomeric Aβ10–43 is observed. Variation
of the anionic strength and the concentration of the salt results in a shift be-
tween lower and higher order oligomeric states. The results that we observe
in our experiments follow the same trend. Further evidence that Aβ is not
monomeric in solution comes from cross-linking experiments [96]. Photoin-
duced cross-linking of unmodified proteins (PICUP) allowed the identifica-
tion of short-lived metastable assemblies. In addition, Teplow and coworkers
showed that the Aβ fibril assembly proceeds in vitro via α-helical inter-
mediates [89]. The structural intermediates have an approximate molecular
weight larger than 100 kDa, as estimated from dialysis experiments. Inter-
estingly, upon addition of 50 mM NaCl we observe a CD spectrum which
contains a high degree of α-helical structure. At the same time, we observe
a very broad resonance at around 0 ppm in the 1H spectrum that is related to
monomeric Aβ1–40 by chemical exchange, and for that we determined a mo-
lecular weight of > 100 kDa. We speculate that the addition of anions can
stabilize this transient α-helical intermediate that was observed in the process
of fibril formation.

SDS-stable Aβ oligomers are also obtained when Aβ is either incubated in
the presence of apolipoprotein J under physiological conditions [97] or in cell
culture medium where the oligomeric assemblies were referred to as ADDLs
(amyloid-derived diffusible ligands) [98, 99]. LaDu and coworkers showed
that addition of 150 mM NaCl to the culture medium significantly reduces the
amount of larger oligomers and aggregates [100]. At the same time, a larger
number of protofibrillar structures and oligomeric aggregates are observed
by atomic force microscopy (AFM). A similar trend is observed for in vitro
studies. AFM studies indicate that the presence of salt yields a faster growth of
fibrillar structures [101]. We speculate that addition of salt reduces the popu-
lation of oligomeric intermediate structures and thus yields larger amounts of
fibrillar aggregates, but also increases the population of monomeric Aβ.

In contrast to the NMR studies referred to above, we directly dissolved
Aβ in buffer. In addition, we added various salts to the buffer in order to
allow for a shift of equilibrium between different oligomeric states. To our
knowledge, NMR experiments reported so far were carried out without the
addition of salt to the sample. The observation that we detect on average
a higher oligomeric state compared to other groups is corroborated by the ob-
servation of a differential CD spectrum for differentially prepared samples. In
the absence of salt, the CD spectrum displays characteristic spectral features
which do not originate from random coil structures.

At the same time, we do not observe a significant change in the HN,Hα

chemical shift pattern in the presence and absence of salt (Fig. 19). We can
only explain this finding by assuming that higher oligomeric states are being
populated which are not detectable by solution-state NMR. This also explains
the reduced signal intensity in the 1D NMR spectra. Comparing a TOCSY cor-
relation spectrum recorded without and with 50 mM NaCl (Fig. 19), we find
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Fig. 19 Superposition of Aβ1–40 2D TOCSY spectra employing 50 mM NaCl (black) and
0 mM NaCl (red) in the buffer. The HN,Hα spectral region is displayed. Assignments are
given in the figure

that the chemical shifts of Gln-15, Asn-27, and His-14 are mostly affected.
Removal of the salt induces a broadening of the respective HN and Hα reso-
nances resulting in the disappearance of the respective signal. We therefore
speculate that the anion binds to positively charged side chains and, this way,
prevents peptide–peptide interactions. A very similar result is obtained if we
compare TOCSY correlation spectra that were recorded with 50 mM NaCl
and 50 mM Na2SO4 (data not shown). Again, the resonance frequency of the
HN,Hα correlation peaks of His-13, His-14, Gln-15, Val-24, Ser-26, and Asn-
27 are affected. Residues which are influenced upon addition or variation of
salt are represented in italics in the scheme above displaying the Aβ1–40 pri-
mary structure. At the same time, using Cl– as the anion in the buffer, the
aromatic resonances of His-13 and His-14 are broadened and only the cross
peak involving His-6 in the aromatic part of the spectrum can be detected.
The respective cross peaks are clearly visible in the SO4

2– sample. This ef-
fect again might be due to the differential chemical environment of a SO4

2–

anion in contrast to a Cl– anion. Interestingly, Ser-26 and Asn-27 are also
affected. In the structure that was obtained on fibrillar Aβ1–40 [8], S26 is
involved in a loop (SNKG) which is stabilized by a salt bridge between Asp-
23 and Lys-28. We observe a correlation between the binding of anions to
this loop and the aggregation characteristics of Aβ1–40. We therefore specu-
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late that the folding and stability of this loop are influenced by the presence
of anions.

Solution-state NMR structural studies revealed a collapsed coil structure
of Aβ in an aqueous environment [81, 82, 102]. Characteristic restraints in
this structure are a nuclear Overhauser effect (NOE) contact between the S-
methyl group of Met35 and the side-chain and backbone atoms of Phe-19,
Ala-21, and Lys-28. Furthermore, medium-range contacts between Ile-31/Ile-
32 and the HN atom of Ser-26 are observed. The side chain of Val-18 was
determined to be buried within the central hydrophobic core of Aβ. Dy-
namic studies indicate that the central region of Aβ (residues 5–35) must
adopt a relatively compact kind of molten globular state [82, 103]. The N- and
C-terminal residues show increased mobility. In contrast, a helix-turn-helix
structure was observed in aqueous SDS micellar environment [85], with the
turn located around residues Ser-26, Asn-27, Lys-28, and Gly-29. If Aβ1–40 un-
dergoes chemical exchange between a monomeric form and an oligomeric
state, the NOE spectroscopy (NOESY) correlation peaks would in fact be tr-
NOE [104] correlations and should reflect the structure in the oligomeric
state due to its high correlation time. Also, the STD signals reflect these
NOE contacts and correspond to the tertiary contacts observed in aggre-
gated Aβ1–40. In the correlation experiments that we have carried out so far,
we do not observe a change in the chemical shift pattern as a function of
time. Such a change would be indicative of a structural rearrangement in the
course of time. At the same time, the diffusion constant measured for Aβ1–40

in DOSY experiments stays constant over a period of approximately 1 week
(data not shown). We can therefore exclude the influence of a kinetic effect
on our data.

The STD NMR experiments give information about the aggregation mech-
anism of Aβ1–40. We observe the largest STD peak intensities for methyl and
aromatic resonances in the neighborhood of the hydrophobic core of Aβ1–40.
The flanking region around this hydrophobic core shows reduced STD in-
tensities. For example, we observe only weak intensity for Lys-Hε, and no
STD signal for Lys-Hγ/β. Since the STD peak intensity is correlated to the
proximity of the respective chemical groups to the amyloid aggregates, we
conclude that the region around the hydrophobic core (residues 15–24) con-
tributes most to Aβ1–40–Aβ1–40 intermolecular interactions. Therefore, hy-
drophobic interactions determine the association of Aβ monomers, before
electrostatic interactions, like formation of salt bridges, can occur. This is in
agreement with thermodynamic data, such as those from isothermal titra-
tion calorimetry (ITC) experiments, which show that aggregation is initially
entropy driven [105]. The release of structured water is the driving force for
self-association. Chemical shift changes upon addition or variation of salt
occur predominantly in the flanking region around the hydrophobic core
residues. We observe that residues His-13, His-14, Gln-15, Val-24, Ser-26, and
Asn-27 are mostly affected. We therefore conclude that anions can bind to
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these positively charged side chains and attenuate protein interactions by pre-
venting attractive electrostatic interactions.

The intensities in the 1D STD experiment recorded for Aβ dissolved in
NaCl containing buffer are significantly higher compared to the intensities
which are obtained if Na2SO4 is present in the solution. The increased STD
intensity in the case of Cl– can be explained by a decreased dissociation con-
stant which would allow a more efficient transfer of saturation. An exact
quantitative analysis of the STD amplification factor with respect to the dis-
sociation constant is difficult, since the saturation difference signal depends
on many parameters like temperature and proton density, and requires know-
ledge about the intermediate aggregation states of Aβ. A detailed theoretical
characterization of the STD amplification factor as a function of various ex-
perimental conditions is given by Krishna and coworkers [106]. In theory,
a comparison of STD interactions in Cl– and SO4

2– would allow identification
of the chemical groups which become increasingly important for aggregation,
as the equilibrium is shifted toward the aggregated state.

4
β-Amyloid and αB-Crystallin

Recently, molecular chaperones were identified as binding partners of Aβ

using a transgenic Caenorhabditis elegans model to search for intracellular
factors that can contribute to the neurotoxicity and metabolism of Aβ [107].
Importantly, a deranged expression profile of molecular chaperones was ob-
served in the brain of Alzheimer’s disease (AD) patients [108]. Especially,
a major lenticular, non-tissue-specific, small heat shock protein (sHsp), αB-
crystallin, was found to coprecipitate with Aβ [108, 109]. Further evidence for
a relation between AD and αB-crystallin stems from clinical studies which
show that nearly all cases of AD patients with trisomy-21 (Down’s syndrome)
display abnormal expression of αB-crystallin [110]. Notably, all Down’s syn-
drome (DS) patients show AD pathology above 40 years of age [111]. Addi-
tionally, the observation of frequent equatorial supramolecular cataracts in
lenses of AD patients suggests a relation between crystallins and Aβ [112].
αB-crystallin also plays a major role in several neurological [113, 114] and
neuromuscular diseases [115, 116]. The molecular mechanistic interactions of
αB-crystallin with Aβ are, however, far from clear. In vitro, αB-crystallin was
shown to interact physically with amyloid peptides and was reported to in-
hibit fibril formation [117, 118]. At the same time, it was demonstrated that
preincubation of Aβ with αB-crystallin yields increased neurotoxicity despite
reduced fibril formation [119].

The studies described below were motivated to obtain a better understand-
ing of the mechanism due to which αB-crystallin increases the neurotoxicity
of Aβ. We have carried out STD NMR experiments to identify the chem-
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ical groups of Aβ1–40 which contribute to the interaction of αB-crystallin
(unpublished results). As we showed previously, even in the absence of the
chaperone, STD intensities are observed for several Aβ1–40 resonances [67].
As shown above, this effect is attributed to chemical exchange between Aβ1–40

molecules in the aggregated state and the soluble state. In the presence of
substoichiometric amounts of αB-crystallin, STD intensities are significantly
increased, indicating that Aβ1–40 and αB-crystallin interact.

Figure 20 represents a proton 1D STD spectrum recorded for Aβ1–40 in the
presence (top) and in the absence (middle) of αB-crystallin. In addition, a 1D
reference spectrum is displayed at the bottom of the figure. The 1D STD ex-
periment recorded in the presence of αB-crystallin yields a much stronger
STD signal, indicating that Aβ1–40 and αB-crystallin do indeed interact. This
interaction must represent the interaction between the soluble form of Aβ1–40

and αB-crystallin, since no increase in the STD signal would be expected if
αB-crystallin exclusively interacted with the fibrillar form of Aβ1–40.

Figure 21 represents the aliphatic region of a 2D STD TOCSY spectrum,
superimposed with a standard 2D TOCSY spectrum for reference. The inter-

Fig. 20 1D 1H reference spectrum for Aβ1–40 (bottom) and 1D 1H STD spectra recorded
for Aβ1–40 in the absence (middle) and presence (top) of αB-crystallin at a molar ratio
of [αB] : [Aβ1–40] = 1 : 25. STD signals reflect the chemical groups of Aβ1–40 interacting
with αB-crystallin. Even in the absence of the chaperone, significant STD signals can be
observed which are due to chemical exchange between the fibrillized state and the soluble
state of Aβ1–40. In the presence of αB-crystallin, the intensities of these STD signals are
strongly enhanced, indicating an interaction between αB-crystallin and Aβ1–40
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Fig. 21 Superimposition of a STD-TOCSY of Aβ1–40 (red) and a standard TOCSY (black),
recorded in the presence of αB-crystallin (molar ratio 1 : 25). The STD experiment shows
only the chemical groups that are in close proximity to the chaperone. The spectra display
the methyl and parts of the Hβ spectral regions only. Amino acids from the hydrophobic
core region of Aβ1–40 show the strongest STD correlations

acting residues of Aβ1–40 with αB-crystallin are indicated in bold letters in the
Aβ1–40 sequence:

D1 – EAFRHDSGY10 – EVHHQKLVFF20 –

AEDVGSNKGA30 – IIGLMVGGVV40 .

We find that the region around the hydrophobic core (residues 17–21) con-
tributes most to the interaction with αB-crystallin. In addition, STD signals
are observed for the side-chain resonances of the two isoleucine residues I31
and I32. CD spectra recorded in the presence and absence of αB-crystallin
indicate a structural change of Aβ1–40 induced by αB-crystallin (data not
shown). At the same time, no major time-dependent changes of the NMR
chemical shifts of Aβ1–40 in the presence of αB-crystallin are occurring. We
therefore interpret our finding by assuming that interactions between Aβ1–40

and αB-crystallin involve higher oligomeric states of Aβ1–40 that are not ob-
servable using solution-state NMR spectroscopy.

Careful inspection of the NMR spectra indicates the accumulation of
Aβ1–40 molecules in which Met35 is populated in its oxidized state (Fig. 22).
The assignment of the chemical shifts is corroborated by a recent study which
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Fig. 22 TOCSY spectra of Aβ1–40 in the presence of αB-crystallin displaying the HN–H
region (left) and the aliphatic region (right) of the spectrum as a function time. The
spectra recorded on the first and third days after incubation are colored black and red,
respectively. Newly appearing resonances can be assigned to Met35 in its oxidized state

has been carried out by Zagorski and coworkers [90]. In addition, we find that
the rate of auto-oxidation of β-mercaptoethanol is increased by a factor of 2
at low temperature (7 ◦C) and by a factor of 5 at higher temperature (25 ◦C) in
the presence of αB-crystallin (data not shown). β-Mercaptoethanol was added
to all samples as a reducing agent to prevent oxidation. This led us to the in-
vestigation of the role of the redox characteristics of αB-crystallin and the
implications for its interactions with Aβ1–40.

In order to study the redox characteristics of the system Aβ1–40/αB-
crystallin, we suggest following the auto-oxidation of monomeric glutathione
(GSH) to its dimeric form (GSSG) in the absence and presence of αB-
crystallin and various cosolutes by solution-state NMR spectroscopy. This is
a simple method which allows qualitative determination of the redox prop-
erties of proteins with respect to reduced glutathione. If the protein which
is added to the GSH solution possesses reducing activity compared to GSH,
GSSG dimer formation occurs more slowly. Auto-oxidation of GSH is mostly
due to solubilized oxygen in the sample buffer, but is affected by the pres-
ence of other proteins in the sample. The monomeric/reduced (GSH) and the
dimeric/oxidized (GSSG) form of glutathione can be differentiated by their
different 1HN chemical shifts. GSH monomer and GSSG dimer can be un-
ambiguously identified by DOSY NMR experiments. The ratio of GSSG to
GSH is obtained from 1D NMR experiments at each point in time. As a ref-
erence, the rate of auto-oxidation of GSH was determined in the absence of
any added substance. To determine the redox behavior of Aβ1–40, a 1.0 mM
solution of GSH was incubated together with 50 M of Aβ1–40 (oligomer/fibril)
and/or 10 µM of αB-crystallin. We tested this method first using ascorbic
acid as coadded substance. As expected, a retardation of the rate of auto-
oxidation of GSH is observed in the presence of ascorbic acid (Fig. 23). The



156 B. Reif · S. Narayanan

differences of the initial rates of the GSSG dimer formation can be used to
quantify the electrochemical potential of a given molecule added to the GSH
solution. Figure 23a (triangles down) represents the effect of αB-crystallin on
the auto-oxidation of GSH. Addition of αB-crystallin significantly slows down
the auto-oxidation process, whereas Aβ1–40 has almost no effect (Fig. 23a,
squares). A mixed sample of Aβ1–40 and αB-crystallin displays an interme-
diate effect. If Aβ1–40 and αB-crystallin act as independent redox chemicals
in the reaction, the same curve would be expected as in the case where
αB-crystallin was added alone to the GSH solution. The fact that an inter-
mediate effect was observed can only be explained by a cooperative effect
of the complex of Aβ1–40 and αB-crystallin. More interestingly, copper has
a strong effect on the redox characteristics of αB-crystallin (Fig. 23b). Add-
ition of Cu(II) to GSH yields a faster oxidation of GSH in the presence of
αB-crystallin. Since Cu(II) alone does not change the rate of auto-oxidation
of GSH, we conclude that Cu(II) binds tightly to αB-crystallin and alters its
redox potential.

In order to validate the NMR data, we carried out colorimetric experiments
using Uptiblue (Uptima) as a redox indicator. Uptiblue is a resazurin-based
sensitive dye, originally designed to sense the electron transport of mitochon-
dria in living systems. The dye changes its color from blue to red upon re-

Fig. 23 Auto-oxidation of GSH upon addition of Aβ1–40 and αB-crystallin as monitored
by NMR. The figure displays the relative intensity of oxidized to reduced glutathione
I(GSSG)/I(GSH) as a function of time. As reference, we record the auto-oxidation of GSH
due to solubilized oxygen in the NMR tube (circles). αB-crystallin has a reducing effect on
GSH (triangle down). Aβ1–40 alone (squares) has almost no effect on the auto-oxidation
of GSH, whereas Aβ1–40 in combination with αB-crystallin (filled triangles up) shows
an intermediate effect, indicating an altered redox potential for the complex of Aβ1–40

and αB-crystallin in contrast to the individual components. As reference, the effect of
ascorbic acid on the auto-oxidation process of GSH was recorded (stars). The concen-
tration of GSH was 1.0 mM. Ascorbic acid, Aβ1–40, and αB-crystallin were added using
a concentration of 1.0 mM, 50.0 and 10.0 µM, respectively
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duction. The end product is very stable and allows an easy comparison of the
redox activity of various proteins. Each well of a 96-well plate was filled with
10 µL of Uptiblue. Then, 0.1 mL of an Aβ1–40 solution (concentration vary-
ing from 80 to 400 µM) was added to the wells. In the case of αB-crystallin,
concentrations of 8 to 40 µM were used, varying the concentration in steps
of 8 µM. After incubation for 48 h, the samples were centrifuged and 50 µL
of the supernatant was transferred into a new 96-well plate. The colorimetric
change was observed directly by scanning the samples. Increasing amounts
of αB-crystallin induce a reduction of Uptiblue (Fig. 24, lane 1). This reaction
is abolished in the presence of Cu(II) (lane 2). A less pronounced colorimet-
ric effect is observed as a function of Aβ1–40 concentration (lane 3). Note the
much higher concentration of Aβ1–40 needed in this case. This behavior is
in agreement with the GSH auto-oxidation data from the NMR experiment.
Aβ1–40 reduces Uptiblue only at much higher concentrations (concentration
range from 0 to 400 µM). In the presence of αB-crystallin (at a molar ratio

Fig. 24 Colorimetric assay to probe Aβ1–40/αB-crystallin redox properties. Reduction of
the dye Uptiblue due to an added compound causes a change from the oxidized (non-
fluorescent, blue) form to the reduced (fluorescent, red) form. The oxidation–reduction
potential of Uptiblue corresponds to E0 = + 380 mV at pH 7.0, 25 ◦C. Increasing amounts
of an added compound yield an increased redshift, depending on the electrochemical
potential of the compound. Strong reducing agents should induce a rapid redshift. In
all experiments, the concentration of αB-crystallin was always kept tenfold lower with
respect to the concentration of Aβ1–40. Uptiblue is always used in excess. Lane 1: αB-
crystallin; lane 2: αB-crystallin + Cu(II); lane 3: Aβ1–40; lane 4: Aβ1–40+αB-crystallin;
lane 5: Aβ1–40 and αB-crystallin + Cu(II); lane 6: fibrillized Aβ1–40; lane 7: fibrillized
Aβ1–40 + αB-crystallin
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Fig. 25 Size exclusion chromatography of αB-crystallin in the presence and absence of
copper. It is found that the average molecular weight of αB-crystallin in the presence
of 0.1 mM copper increases. Molecular weight standards corresponding to 67 kDa (albu-
min), 232 kDa (catalase), 440 kDa (ferritin), and 670 kDa (thyroglobulin) are indicated by
arrows

of 1 : 10 with respect to Aβ1–40) (lane 4), the observed effect is larger com-
pared to the case when Aβ1–40 is incubated alone. The redshift induced by
the reaction occurs at lower concentrations of Aβ1–40 and αB-crystallin. This
colorimetric effect is not influenced by the presence of Cu(II) (lane 5). In-
terestingly, fibrillized Aβ1–40 seems to have an electrochemical potential that
is larger than + 380 mV, since it does not reduce Uptiblue even at very high
concentrations. This situation is changed once αB-crystallin is added. Now,
the colorimetric effect is similar to the case in which nonfibrillized Aβ1–40 is
mixed with αB-crystallin, indicating that αB-crystallin dissociates preformed
fibrils.

Gel filtration studies indicate that the molecular weight of αB-crystallin
is increased in the presence of Cu(II) (Fig. 25). At the same time, bind-
ing of Aβ1–40 to αB-crystallin seems abolished and association of Aβ1–40

molecules into aggregates is promoted. Addition of EDTA restores the en-
dothermic behavior in the ITC experiment, indicating that copper ions be-
come complexed and that the interaction between Aβ1–40 and αB-crystallin
can be recovered.

4.1
Interaction Mechanism of αB-Crystallin and Aβ1–40

Analysis of the 2D STD-TOCSY experiment allows the identification of the
chemical groups of Aβ1–40 that are involved in interactions with respect to
αB-crystallin. We find that the amino acids Gln15–Asp23 and Ile31–Ile32 of
Aβ1–40 show especially strong interactions. These residues are located in the
hydrophobic core of Aβ1–40. ITC experiments are in agreement with this
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observation. We observe a positive binding enthalpy and conclude that the
interactions are hydrophobic in nature. Figure 20 demonstrates that STD res-
onances can be observed even in the absence of the chaperone. The observed
signals are not subtraction artifacts, as the same experiment using a peptide
sample which is not prone to aggregation yields a spectrum without signals.
We have shown above that this effect is due to chemical exchange: Aβ1–40

monomers are in equilibrium with Aβ1–40 molecules in the aggregated state.
The observed resonances reflect the chemical groups which are involved in
Aβ1–40–Aβ1–40 interactions [67]. Since the intensities of the 1D STD spectrum
are much increased upon addition of αB-crystallin, we conclude that αB-
crystallin effectively competes for Aβ1–40 monomer–monomer interactions.
This way, αB-crystallin might destabilize Aβ1–40 fibril structures. This is in
agreement with fluorescence studies which have shown that Aβ1–40 partici-
pates in subunit exchange of αB-crystallin which promotes Aβ1–40 protofibril
formation [117]. DOSY experiments show that the average molecular weight
of soluble Aβ1–40 does not change upon interaction with αB-crystallin. Given
the fact that we observe strong STD signals, we conclude that the binding
of monomeric Aβ1–40 to αB-crystallin is weak and short-lived. The helical
propensity of Aβ1–40 observed in the CD experiments (data not shown) slowly
disappears upon incubation with αB-crystallin. At the same time, the CD
spectrum of Aβ1–40 alone does not change as a function of time. Dramatic
changes in ThT fluorescence were observed upon incubation of Aβ1–40 with
αB-crystallin [119], indicating a structural reorganization. We interpret this
finding by suggesting that a conformational change is induced for the fibrillar
or the protofibrillar state of Aβ1–40, but not for the soluble state. By competing
for binding to the hydrophobic core region of Aβ1–40, αB-crystallin might shift
the equilibrium between fibrillar and oligomeric/protofibrillar Aβ1–40 more
toward the oligomeric state.

4.2
Redox Activity of αB-Crystallin

In redox reactions proton and electron transfers are coupled. Many enzymes
act as electron or hydrogen atom carriers. We conclude from our NMR
as well as from the colorimetric redox experiments (Figs. 23 and 24) that
αB-crystallin possesses a biological redox activity. It was shown previously
that the protective activity of human αB-crystallin against TNFα-mediated
cell death results from its ability to raise the intracellular concentration of
glutathione [120]. In addition, many redox-active proteins are differentially
up-/downregulated due to overexpression of αB-crystallin in HeLa cells (un-
published data). Especially, on downregulation of the cellular quality control
protein disulfide isomerase, Erp57, and the cellular redox-state balancing pro-
tein, PDX1 is observed (data not shown). These findings indicate a relation
of αB-crystallin to cellular redox regulation. Figure 26 summarizes qualita-
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Fig. 26 Proposed redox electrochemical potentials for Aβ1–40 and αB-crystallin in the
presence and absence of Cu(II)

tively the findings from the NMR GSH titration experiments and the Uptiblue
colorimetric analysis in terms of electrochemical potentials for the differ-
ent mixtures of Aβ1–40 and αB-crystallin. As reference, the electrochemical
potentials of β-mercaptoethanol, GSH, ascorbic acid, GSSG, Uptiblue, and
molecular oxygen are indicated. Arrows that are placed on the left-hand
side of the diagram represent αB/Aβ complexes that tend to give electrons
to the molecules that are placed on the right-hand side. Experimentally, we
find that GSH oxidation is retarded in the presence of αB-crystallin (Fig. 23,
open triangle down). Therefore, the electrochemical potential of αB-crystallin
is positioned left with respect to GSH. Similarly, we observed that GSH
oxidation is unaffected in the presence of Aβ1–40 (Fig. 23a, squares). The
electrochemical potential of Aβ1–40 should therefore be similar to the po-
tential of GSSG. Upon addition of Aβ1–40 together with catalytic amounts
of αB-crystallin to the GSH solution, the rate of auto-oxidation of GSH lies
in between the two rates observed for the pure compounds. This is repre-
sented in the diagram by a horizontal arrow pointing in the direction of
smaller electrochemical potentials. Upon addition of αB-crystallin and cop-
per (Fig. 23b, filled triangle down), αB-crystallin does not have a reducing
activity on GSH any more, but an oxidative one. The diagram accounts for
this observation by a horizontal arrow pointing to larger electrochemical po-
tentials for the complex of αB-crystallin and Cu(II). Surprisingly, we find
that the electrochemical potential of aggregated Aβ1–40 appears to be very
close to the potential of molecular oxygen, since Aβ1–40 fibrils are not able
to reduce Uptiblue (Fig. 24, lane 6). Coaddition of Aβ1–40 fibrils and αB-
crystallin to the GSH solution (Fig. 24, lane 7) induces fast reduction of
Uptiblue, which indicates that the electrochemical potential of the complex
is largely changed.
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4.3
Oxidation of Aβ1–40 (Met35) Might Explain Reduced Aβ Fibril Formation
and Increased Neurotoxicity in Presence of αB-Crystallin

Figure 26 shows that αB-crystallin possesses reducing activity with respect to
Aβ1–40. At the same time, we observe that Met35 in Aβ1–40 changes its ox-
idation state upon interaction with Aβ1–40 (Fig. 26). Two explanations can
account for these—at first sight contradictory—observations. First, because
of its large size, αB-crystallin might change the redox potential of Aβ1–40

oligomers as a whole. As shown by the 2D STD correlation experiment,
there is no detectable interaction between Aβ1–40(Met35) and αB-crystallin
(Fig. 21b). This residue was shown to be not surface accessible under nonox-
idative conditions (PDB code: 1BA4). It might be that the increased difference
in the redox potential between the complex Aβ1–40–αB-crystallin and Aβ1–40

alone with respect to molecular oxygen is sufficient to facilitate the oxida-
tion of Met35. Second, the observed 2D STD correlations reflect interactions
between monomeric Aβ1–40 and αB-crystallin. If αB-crystallin interacts with
fibrillar Aβ1–40, this interaction is not easily observable by solution-state
NMR. This interpretation is also supported by the fact that the NMR chemical
shift and the intensities are not changing over time, whereas the CD spec-
trum is changing. The oxidized form of Aβ1–40 can then only be observed as
a consequence of the chemical exchange between the fibrillar state of Aβ1–40

and a soluble state. Oxidation of methionine induces an increased polarity
by changing its dipole moment from 1.60 to 5.28 debye [121]. This increased
polarity yields an increased solubility of Aβ1–40 which destabilizes fibrillar
structures [121]. This is in agreement with previous observations which show
that αB-crystallin does indeed dissolve preformed Aβ1–40 fibrils [117, 119].
Butterfield and coworkers showed that Met35(ox) in Aβ1–40 induces an in-
creased neurotoxicity, since the oxidized form can propagate more easily free
radicals to adjacent residues [122]. Recent experiments suggest that proba-
bly not the fibrillar state, but a high oligomeric state of Aβ1–40 is responsible
for its neurotoxicity [123–125]. Taken together, we conclude that oxidation
of Met35 in Aβ1–40 is a consequence of the redox properties induced by αB-
crystallin, and that αB-crystallin induces increased neurotoxicity due to the
population of oligomeric Aβ1–40 assemblies.

4.4
Regulation of αB-Crystallin Substrate Binding by Cu(II) In Vitro

STD and ITC experiments show that Aβ1–40 specifically binds to the hy-
drophobic region of αB-crystallin in the absence of copper. In the presence
of copper, the binding affinity is drastically reduced. This can be attributed
either to a change in the conformation of Aβ1–40 or to αB-crystallin or to
both. Titrating EDTA into the Aβ1–40–αB-crystallin–Cu(II) solution reconsti-
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tutes the endothermic effect and, thus, binding of Aβ1–40 to αB-crystallin.
Gel filtration studies are in agreement with this interpretation and show
that copper alters the oligomeric state of αB-crystallin (Fig. 25). Combin-
ing the results from the redox assay, ITC, and gel filtration experiments, we
conclude that αB-crystallin uses copper as a switch to regulate binding to
Aβ1–40.

4.5
Regulation of αB-Crystallin Redox Properties by Cu(II)

Many neurodegenerative diseases including Alzheimer’s disease seem to be
dependent on the concentration of copper in the cell [126, 127]. Familial
amyotrophic lateral sclerosis (ALS) is a motor neuron disease which has
its molecular origin in an inactivation of the radical scavenging protein
superoxide dismutase 1 (SOD1), which transports copper across mitochon-
dria [128]. In ALS patients, expression of the small heat shock proteins
Hsp25 and αB-crystallin is upregulated. These proteins are found specif-
ically cofractioned with insoluble SOD1 [129]. Involvement of copper and
crystallins in cataractogenesis [130] and modulation of chaperone activity
of crystallin in the presence of transition metal ions [131] confirms the
hypothesis that copper might be a factor in regulating the function of αB-
crystallin. So far, nothing is known about the involvement of copper in
the modulation of αB-crystallin function and its implication with respect
to substrate binding. Since no cystein residue is present in the sequence,
we speculate that coordination of copper occurs via binding of the metal
to the histidine imidazole ring. It was recently postulated that APP is im-
portant for maintaining neuronal copper homeostasis [132]. In addition, it
is found that a mutant copper transporter CuATPase7b induces elevated lev-
els of intracellular copper, reducing the amyloid burden in the brain at the
same time [133]. It could be shown that the elevation of the intracellular
copper concentration stabilizes the SOD1 activity and decreases the produc-
tion of Aβ1–40 [127]. Importantly, regulation of SOD1 activity is not only
restricted to the copper chaperone CCS, but can also be regulated by cel-
lular redox conditions: an increased level of cellular (reduced) glutathione
(GSH) provides an alternative pathway to activate SOD1 [134]. At the same
time, the authors find that high levels of intracellular glutathione result in
a lower level of SOD1, suggesting that GSH can affect the posttranslational
stability of SOD1 [134]. We therefore propose that αB-crystallin has a reg-
ulation function with respect to cellular redox conditions. We find that the
redox activity of αB-crystallin is modulated by copper. Addition of copper
abolishes binding of Aβ1–40 to αB-crystallin. These findings indicate a re-
lationship between copper transport, redox activity, and the mechanism of
the disease.
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Abstract NMR spectroscopy yields structural information on a new class of biopro-
tectants with the general composition oligo(1 → 2)-α-d-glucopyranosyl-(1 → 2)-β-d-
fructofuranoside. Their smallest representative is sucrose for which conflicting models try
to explain its cryoprotective properties. Starting from sucrose, we characterize the influ-
ence of the growing chain of oligo(1 → 2)-α-d-glucopyranoses. An analytical approach
will be presented that can identify ultraweak membrane affinities, a property often dis-
cussed in the context of cryoprotectants. The most prominent feature of the vicinally
connected (1 → 2)-α-d-glucopyranose oligomers is their well-defined solution structure
with a stand-alone sugar helix. The unfolding barrier of this helix is large enough to
become observable as line-broadening in the 1H NMR.

Keywords NMR Spectroscopy · Conformation analysis · Bioprotectants · Glucans ·
Helical structures

1
Introduction

The disaccharides sucrose and trehalose are important bioprotectants but the
essential structural features that distinguish them from other sugars remain
elusive. Membrane binding or the disturbance of the water structure are the
two main lines of thought about how cryoprotectants act on a molecular level
and are distinguished from other sugars [1–3]. A complex dynamic behav-
ior complicates the identification of a bioactive conformation that interferes
with the cellular membrane or its solvation sphere. Homooligomeric saccha-
rides like fructans (inulins and levans) are a further class of commercially
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important bioprotectants [4]. The oligo(1 → 2)-α-d-glucopyranosyl-(1 → 2)-
β-d-fructofuranosides described here are a new class of cyanobacterial glu-
cans, which bridge the gap between sucrose and the larger homooligomeric
saccharides. Their unparalleled signal dispersion in the 1H NMR allows a de-
tailed structural analysis with the aim of identifying the essential structural
features.

2
Disaccharides

Furanose-ring puckering and glycosidic bond rotations make sucrose a flex-
ible molecule at room temperature. This dynamic picture evolved from
the early hard-sphere studies [5] to more recent investigations [6, 7]. NMR
spectroscopy played a dominant role in the development of this view [8].
Intramolecular hydrogen bonds, which are detected in the solid state
and in modeling studies [9], have a mere transient character in solu-
tion. Aqueous solutions require supercooling [10–12] to detect the solvent-
accessible hydroxyl protons, and the excellent proton acceptor DMSO in-
terferes with hydrogen bonds to blur possible biologically relevant con-
formations. Solvent mixtures like DMSO/water or acetone/water (so-called
cryo-mixtures) [13, 14] face the same problems [15–17] and therefore alter-
native solvent conditions are welcome. The polarity of methanol is sufficiently
increased by small amounts of calcium chloride to be able to dissolve su-
crose or many other saccharides. Even though it is a protic and polar solvent,
the hydroxyl chemical exchange rates are effectively slowed down to make
them observable at 300 K. The proton chemical exchange rates in methanol
are below 10 s–1, thus giving rise to separated signals with coupling pattern
in 1D 1H NMR and to cross signals in 2D COSY and NOESY spectra, respec-
tively, as long as acid or base catalysis is excluded (which otherwise would
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Fig. 1 1H NMR of sucrose (CD3OD/CD3OH 1 : 1, 4 eq. CaCl2, 600 MHz, 292 K, h = high-
field, l = low-field proton). The upper spectrum shows the well-resolved hydroxyls that are
assigned in the lower expansion. Gauss transformation identifies 3J coupling constants for
4aOH, 3bOH, and 4bOH. 2bOH and 3aOH are broadened from isotope effects. Multiplet
structures are not resolved for primary hydroxyls

speed up chemical exchange by several orders of magnitude). The 1 : 1 mix-
ture of D3- and D4-methanol visualizes coupled hydrogen bonds on the basis
of their isotope effect [18] (Fig. 1). This provides a simple setup to identify
the transient intramolecular contacts at ambient temperature. Sucrose 2bOH
and 1aOH show the only chemical exchange cross peak in the ROESY, which
can be interpreted as a hydrogen bond similar to the one observed in the solid
state. The smallest temperature coefficient of all eight protons (– 6.3 ppb/K
between 280 and 310 K) was measured for 6aOH, which can coordinate to the
ring oxygen of glucose. These data add to the picture of a dynamic sucrose
with an average solution structure close to the crystal structure.

It has been stated that sugars that protect membranes from desiccation, heat,
or salt stress bind to biological membranes to perform their membrane protect-
ing action [1–3]. NMR spectroscopy can detect membrane affinities that are
mediated by hydrophobic effects and/or by salt bridges [19–21] but the spe-
cific binding of neutral polyols onto a lipid bilayer has not been observed yet.
Such affinities can be only weak and are out of range of traditional NMR titra-
tions although they play an important role on cellular membranes. On the cell
surface, individual ligand–receptor affinities cooperatively multiply to reflect
strong polyvalent interactions where selectivity and not affinity is the key issue
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in each individual binding event [22–25]. An NMR method is developed here to
scrutinize the properties of the plain membrane bilayer as a structure-selective
receptor for several polyols, including cryo-protective sugars [26].

Solution NMR methods like DOSY [27–29], STD [30–32] or trNOE [33, 34]
extend the affinity range of classical titration methods towards weaker mo-
lecular recognition processes with the advantage that the spectra are con-
fined to the resonance signals of the ligand. Residual dipolar couplings [35–
38] (RDCs) can identify bound ligand conformations by transferred dipo-
lar couplings (trDCs) [39, 40] and provide information on the conform-
ation of the ligand in the bound state and on its relative orientation to the
receptor [41–43]. RDCs are applied here for the analysis of transient bind-
ing events between phosphatidylcholine bilayers and polyols. Large signal
responses are expected even for low percentages of “ligand–receptor com-
plexes” making RDCs a sensitive tool for the analysis of molecular recogni-
tion events. A small fraction of receptor-bound ligand can be detected as an
additional signal splitting (Fig. 2).

Fig. 2 Accessible measuring windows (dynamic ranges) of three different 1H NMR para-
meters. The effective range of RDCs is compared to other 1H NMR parameters like
three-bond couplings 3JH,H and chemical shifts δH. A typical NMR titration with a chem-
ical shift variation ∆δH upon ligand binding of 1 ppm covers an effective range of 500 Hz
on a 500 MHz spectrometer. 10 Hz variation (2% binding) compares to the maximal re-
sponse detectable with 3JH,H couplings yet to only 0.1% signal response observed for
RDCs. The strong dipolar coupling in the solid state (1DCH ∼ 10 kHz) is averaged to
zero in solution as a result of the fast random reorientation of the molecules, whereas
the alignment of on average only one in a thousand molecules in a liquid-crystalline
medium is sufficient to measure RDCs of 10 Hz with the precision of high-resolution
NMR methods. They can be followed up to approximately 200 Hz in high resolution
NMR, which corresponds to 2% binding. In spite of this restriction, RDCs yield excep-
tionally large signal responses for weak binding affinities. Thus, RDCs are a sensitive tool
for the analysis of relative binding specificities of different ligands
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A liquid crystalline phase that is suitable for the analysis of membrane
binding is provided by phospholipid bicelles, which consist of a mixture
of long-chain phospholipid (e.g., DMPC, C14) and a short-chain detergent
(e.g., DHPC, C6) [44–47]. The bicelles are the receptors in the present study.
Bicelles can be either regarded as disc-shaped bilayered phospholipid mem-
brane fragments or as a “spongelike system, in which DMPC bilayers are dis-
rupted by DHPC pores” [48]. With variation of the composition of the bicelle
solution, i.e., different total amount of lipid (c) or different molar ratios (q)
of DMPC : DHPC it is possible to tune the degree of alignment for dissolved
molecules, which depends linearly on the surface area of the liquid crys-
tal [49]. Sucrose and other disaccharides exhibit RDCs not exceeding ±3 Hz
for heteronuclear couplings [50]. Even at high lipid concentrations (q = 2.7,
c = 12%) 1DCH do not exceed 10 Hz. The anisotropic tumbling is caused by
steric interaction with the bicelles, not by a specific molecular recognition of
the phospholipid bilayers. Only strongly anisotropic linear oligosaccharides
resembling a cylindrical (prolate) shape with a ratio of inertial axes around
∼ 1 : 5 approach higher values of + / – 20 Hz [51–54].

Structure-dependent interactions of small, polar molecules with bicelles
have been discussed by Bax et al. for threonine [47]. But how does a weak
membrane affinity of a cryo-sugar look like in the 1H NMR? Polyols of type 1
combine a rigid bicyclic ring system with defined stereochemistry and a glob-
ular shape [55, 56]. Their polarity and charge can be diversified to exclude
contributions from non-specific membrane interactions. Variation of c, q and
the ratio of 1 : DMPC reveals a strong dependence of the measured RDC
values on the composition of the bicelle solution (Fig. 3). The higher the
amount of 1, the lower the RDCs measured, as expected for a binding event
when the ratio of ligand to receptor is increased. As RDCs also depend on the
total amount of lipid (c) we can confirm that the degree of alignment is related
to the surface area of liquid crystal available, as proposed by Gaemers and
Bax [47]. First-order spectra are obtained only with relatively high concentra-
tions of the ligand 1 in dilute solutions of the bicelle receptor (c ∼ 5%). Still,
the quantity of the 1DCH coupling constants are in the range of the 1JCH. 1DCH
can approach several hundred Hertz even in diluted bicelle solutions (c ∼ 5%,
q= 3). Individual 1H NMR resonance signals become intractable above signal
splittings of 200 Hz for |DHH + JHH|.

The explanation for the strong alignment is the molecule’s affinity to-
wards the membrane surface. This affinity cannot be explained by a non-
specific hydrophobic binding nor by a simple charge effect since it displays
the characteristics of a specific molecular recognition process with the lig-
and’s stereochemistry, conformation, and electrostatic properties as the cru-
cial parameters. More examples of polar membrane-binding molecules are
given in [26]. All studied cryo-sugars are different. Their RDCs are in the
range of expected values for small molecules without membrane binding that
are independent of the type of medium used. This is in contrast to 1, which
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Fig. 3 |DHH + JHH| of 1 for different q and c. a 1H NMR of 1 (58 mM) in D2O (600 MHz,
308 K). The 3JHH couplings of H6–H7 and H9–H9a are small (< 2 Hz) and therefore H6
and H9a appear as singlets. b 1H T1-inversion-recovery NMR of 1 (55 mM, q = 2.9,
c = 5%, 3% CTAB), 700 µL buffered D2O (600 MHz, 308 K, ∆ = 420 ms). Signal splitting
due to the alignment of 1 between the bicelles is given in Hz. c 1H T1-inversion-recovery
NMR of 1 (64 mM, 55 mM NaCl, q = 2.7, c = 13%, 4% CTAB), 700 µL D2O (600 MHz,
308 K, ∆ = 430 ms)

shows a dependence of its RDCs on the medium. In media that orient the
solute only due to steric effects (e.g., PEG/n-hexanol/water) the RDCs are dis-
tinctively smaller than for media with additional electrostatic effects (e.g.,
bicelles). The GDO value (a scalar parameter that mirrors the overall strength
of the molecule’s orientation) and Euler angles, which relate the alignment of
orientation to any molecular coordinate system (e.g., crystal structure), were
calculated for both the bicelle solution and PEG/n-hexanol/water. The relative
strengths of alignment of the polyol 1 and sucrose differ by a factor of 25.

The calculated GDO values for 1 under different sample conditions are
in accordance with the idea that the binding constant of a ligand–receptor
system is independent of sample conditions but specific for every ligand–
receptor combination.
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The affinity between 1 and the DMPC/DHPC model membrane is strong
enough to become observable by alternative methods. Saturation transfer dif-
ference (STD) measurements can visualize the transfer of saturation between
the bicelles and 1 but not between bicelles and sucrose. The STD spectrum ex-
hibits intense signals for protons that are in close vicinity to the membrane
while more distant protons are mediated to zero. The saturation transfer from
saturated DMPC-/DHPC-groups onto specific protons of 1 confirm the as-
sumption of a weak but selective binding between 1 and the bicelles.

Polar compounds like 1 or the example investigated in [26] can exhibit con-
siderable membrane affinities with a strong dependence on the electrostatic
properties of the investigated molecules. The degree of alignment, as quantity
of the ligand–receptor binding strength, is in accordance with the assumption
that the overall charge and the hydrogen bonding pattern are crucial for the
membrane affinity. Hence, RDCs expand the sensitivity range of NMR spec-
troscopy to characterize the structure-dependence of ultraweak molecular
recognition processes between small molecules and the phosphatidylcholine
head groups of the bilayered membrane models. But, due to the fact that
strong binding will lead to complete dephasing of magnetization and thus
no observable RDCs, the approach presented here will be limited to ultra-
weak interactions, which are discussed for polar small molecules like drugs or
cryoprotectants [57–60]. Sucrose is a dynamic molecule that does not inter-
act with membranes, but what about its cryoprotective derivatives with larger
molecular weights?

3
Cyanobacterial Oligosaccharides

α-d-Gluco-oligosaccharides and glucans are ubiquitous saccharides con-
nected by either (1 → 3)-, (1 → 4)-, or (1 → 6)-linkages. Beside their role
as storage sugars, certain oligosaccharides are important bioprotectants of
cellular membranes and proteins. The oligosaccharides isolated from the
cyanobacteria Nostoc spec. and N. ellipsosporum extend this class of car-
bohydrates by the (1 → 2)-linked oligomers of α-d-glucose with the high-
est degrees of polymerization known so far. In contrast to the widespread
inulins [61], where a single pyranose ring terminates a fructan oligomer:
α-d-Glc(1 → 2)[-β-d-Fru(1 → 2)]n, the cyanobacterial oligosaccharides de-
scribed here have an inverted composition with a single fructofuranose ter-
minating a linear chain of glucopyranoses: [α-d-Glc(1 → 2)]n – β-d-Fru. The
individual oligomers could be separated up to the decasaccharide (n = 9).
They adopt right-handed helices with a tetrasaccharide repeat, a diameter
of 12 Å, and a pitch of 5 Å. Although any glucan can assume helical con-
formations in solution, only the vicinal α-(1 → 2)-glycosidic linkages of the
cyanobacterial oligosaccharides induce a compact helix which – in the pres-
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ence of appropriate helix-capping by fructofuranose – exhibits a relevant
energy barrier against unwinding. Kojiheptaose with a fructofuranose cap [α-
d-Glc(1 → 2)]7-β-d-Fru is the smallest biopolymer with an NMR-observable
unfolding barrier (1H NMR, 300 K, 600 MHz), thus demonstrating the co-
operative effect of helix capping and helix pitch of the individual building
blocks. The secondary structure of the native oligosaccharide collapses upon
selective hydrolysis of the helix-capping fructofuranose.

The amount and composition of cyanobacterial intracellular saccharides
varies in response to environmental stress. Total intracellular carbohydrate
levels of the investigated Nostoc species rise up to tenfold in response to salt
(75 mM NaCl, 2 days) and temperature (40 ◦C, 1 day), respectively. Especially
under heat stress, sucrose and the lower gluco-oligosaccharides in N. ellip-
sosporum are displaced by higher oligomers up to the decasaccharide. The
quality of this new class of non-reducing sugars to act as bioprotectants [62]
are described elsewhere [63]. Oligo-(1 → 2)-α-d-glucopyranosyl-(1 → 2)-β-
d-fructofuranosides were isolated and characterized up to the decasaccha-
ride, thus exceeding previously known koji-oligomers obtained from in vitro
synthesis [64] or natural sources [65] and establishing a complete series of
α(1 → 2)-glucans with a fructofuranoside capping on the reducing end termi-
nus. Transglycosidic heteronuclear 3JCH couplings identify α(1 → 2)-linkages
and assign the fructofuranoside on the reducing end of the α(1 → 2)-glucan
chain. Well-separated anomeric resonances in the 1H NMR spectra with 3J
coupling constants around 3.5 Hz are observed even for the hexasaccharide
[α-d-Glc(1 → 2)]5-β-d-Fru. The homo- and heteronuclear NMR assignments
are obtained in a completeness that cannot be achieved for other glucans
because they exhibit the minimal 1H chemical shifts dispersions typical of
homo-oligomers. The anomeric protons of the α-(1 → 2)-linked hexasaccha-
ride are at least 0.1 ppm (1H NMR, 600 MHz) separated from each other,
while, for comparison, the anomeric protons of the three glycosidic linkages
of the α-(1 → 4)-glucan maltotetraose are not separated at all in the 1H NMR
(Figs. 4 and 5).

The unexpectedly large chemical shift dispersion is a consequence of the
limited conformational flexibility of the vicinal progression of glycosidic link-
ages. One helix turn is formed by four glucose rings, and hydrophobic stack-
ing between neighboring helix turns stabilizes the overall secondary struc-
ture. The characteristic NOEs are discussed in Fig. 6 and a model is shown
in Fig. 7. The glycosidic torsions of each α-Glc(1 → 2)-Glc disaccharide moi-
ety of the right-handed helix assume values of approximately φ = – 30◦ (φ =
H1-C1-O-C2′) and ψ = + 30◦ (ψ = C1-O-C2′-H2′), which are well within the
global energy minimum of the Ramachandran plot of an isolated kojibiose
disaccharide encompassing values for φ between 0 and – 60◦ and ψ between
– 60◦ and + 60◦ [66]. In contrast to an isolated kojibiose disaccharide, the φ/ψ
plots of the longer α(1 → 2)-glucans are much more restricted because the
borderline between P and M helicity divides the global energy minimum of
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Fig. 4 Expansion of the anomeric region from the 1H NMR spectra (D2O, 300 K,
600 MHz) of the α-d-gluco-oligosaccharides [α-d-Glc(1 → 2)]n-β-d-Fru isolated from
N. ellipsosporum. The signal assignments are based on homo- (DQF-COSY) and het-
eronuclear (HMQC, HMBC) correlations and additionally on dipolar contacts (ROESY)
in the fast-exchange regime (320 K) for the octa- and decasaccharide. In all compounds
studied, the anomeric proton of pyranose b (light gray) is resonant at lowest field (high-
est ppm value) while the glucopyranose on the opposite end of the oligomer appears at
highest field

the φ/ψ plots along a line where the sum of φ and ψ equals – 60◦. Together
with the approximately + 60◦ (H2-C2-C1-H1) added by each pyranose ring,
the preference for an overall zero helicity is obtained.

In other words, the combination of glycosidic torsions preferred by an
individual α(1 → 2)-glycosidic bond is not accessible for α(1 → 2)-glucans,
which evade the zero pitch region towards the neighboring tight helical con-
formations. Both helix senses are accessible by only minor changes of the
glycosidic torsions and the preference for either helix sense is controlled by
secondary effects (Fig. 7).

Such a secondary effects are minor structural variations on the termini of
the α(1 → 2)-glucan, which suffice to induce either P or M helix sense or an
equilibrium of both. Fructofuranose acts as a helix-cap for a right-handed
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Fig. 5 Comparison of 1H and 13C chemical shift dispersion of tetramaltoside (α/β mix-
ture) and the pentasaccharide [α-d-Glc(1 → 2)]4-β-d-Fru (D2O, 300 K, 600 MHz). The
anomeric regions of 1H NMR and 2D HMQC spectra are shown

helix by coordinating to the terminal trisaccharide moiety (Fig. 8). The dy-
namics of the fructose cap remain largely unaffected by the growing chain of
(1 → 2)-α-linked glucopyranoses.

The conformation of the glycosidic linkage of the fructofuranose moiety is
found to be similar to the solid-state structure of sucrose. Hydrophobic con-
tacts are visible as NOEs but no permanent hydrogen bonds were identified
for the end-capping fructose. The end-capping fructofuranose effectively ter-
minates the hydrophobic ring planes of the four terminal glucopyranoses. The
average furanose ring plane is close to perpendicular to the helix axis (Fig. 8).
Values for the homooligomeric helix are given in Table 1.

Selective acidolysis of the single ketosidic bond of the pentasaccharide
(n = 4) causes the collapse of the secondary structure apparent from signifi-
cant overall chemical shift changes and the altered NOE pattern. The koji-
tetraose [α-d-Glc(1 → 2)]4-OH appears as two separate 1H NMR signal sets,
one for the α- and one for the β-anomer of the reducing glucose. Both differ
significantly from the fructose-capped α-(1 → 2)-glucan; even the anomeric
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Fig. 6 Top: Expansion of the anomeric region from the ROESY spectrum of the hexa-
saccharide [α-d-Glc(1 → 2)]5-β-d-Fru including the NOE assignments. The average
distance for NOEs H1i-H1i+1 = 2.9–3.4 Å, H2i-H1i+1 = 2.1–2.2 Å, and the long range
NOEs H1i-H3i+3 = 2.4–2.5 Å. Long-range NOEs are absent after acidolysis of the fructo-
furanoside bond and the average interglycosidic NOEs shorten, (H1i-H1i+1 = 2.3 Å for
the α-epimer and 2.4–2.8 Å for the β-epimer) as a result of conformational flexibility

Fig. 7 Global energy minimum in the φ/ψ-plot of α(1 → 2)-glucans is divided by a line
where the sum of φ and ψ equals – 60◦. The accessible φ/ψ-combinations for longer
α(1 → 2)-glucans are either right-handed or left-handed helical to both sides of this for-
bidden region. The basic φ/ψ-plot shown was taken from GlycoMaps [65] and calculated
for a disaccharide unit
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Fig. 8 Left: Side view of the energy-minimized average structure of the octasaccha-
ride including NOE-derived distance restraints. The glycosidic torsions (φ = 91.7◦ and
ψ = – 31.3◦) assume values similar to the ones observed in the solid state for sucrose
(φ = 107.9◦ and ψ = – 44.8◦). Right: Top view along the helix axis showing the tetrasac-
charide repeat (ring a is not shown in this representation). Molecules were constructed
in HyperChem and minimized in vacuo to 0.01 kcal (mol Å)–1. The MM2+ parameter set
was used for the minimization procedure in conjunction with the Polak–Ribiere conjugate
gradient method implemented in HyperChem(TM) [67]

Table 1 Average rotating frame NOE distances across the glycosidic linkage (1-2 ROE) and
between the anomeric protons of sequential pyranoses (1-1 ROE) and the corresponding
Φ/Ψ angle ranges of the O-glycosidic linkages that were obtained from MD simulations

Oligosaccharide 1-1 ROE 1-2 ROE Φ/Ψ angle (defined
(Å) (Å) via protons)

greenα-Defruct Short (∼ 2.4) Short (∼ 2.4) Φ = – 42to – 69◦
Ψ = – 50to – 61◦

β-Defruct Short/medium Missing Not calculated
(2.4 – 2.8)

Penta/hexa capped Long (2.6 – 3.4) Short (2.1 – 2.2) Φ = – 30to – 45◦
oligosaccharides Ψ = – 32to – 55◦

Helix model right-handed Long (2.8 – 2.9) Short (∼ 2.3) Φ = ∼ – 50◦
(Φ = 60◦, Ψ = 120◦) Ψ = ∼ 0◦
(defined via heavy atoms)
Helix model left-handed Short (2.1 – 2.2) Long (3.0 – 3.1) Φ = – 55to – 60◦
(Φ = 60◦, Ψ = 60◦) Ψ = ∼ 60◦

Experimentally determined proton–proton distances of the various oligosaccharides in-
vestigated were set as restraints in these calculations, whereas the calculations of the
model helices are based on Φ/Ψ angle restraints
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proton of the terminal glucose on the opposite end of the homo-oligomer
senses a low-field shift of 0.17 ppm (α-anomer) and 0.66 ppm (β-anomer),
compared to [α-d-Glc(1 → 2)]4-β-d-Fru, respectively. Such large chemical
shift variations document how the fructofuranose helix-cap influences the
entire chain of the α(1 → 2)-glucan (Fig. 8). The cooperative collapse of the
helical secondary structure upon cleavage of the fructofuranose is visible
even in the NMR spectra of the highest oligomers studied here although only
the shorter ones can be fully assigned in the 1H NMR (Fig. 9 and Fig. 10).

The line-broadening observed for the larger octa- and decasaccharide
(Fig. 4) could be nearly resolved in the fast exchange regime at 320 K but the
slow-exchange regime with separate signal sets for the exchanging isomers
was not accessible. At 300 K, the fourth-last anomeric proton (pyranose e
of the octasaccharide and pyranose g of the decasaccharide, respectively)
and the anomeric protons of the terminal pyranoses are the only resolved
anomeric protons. The anomeric proton of the fourth-last pyranose is reso-
nant at a chemical shift of approximately 5.4 ppm, baseline-separated from
all other resonances. The discrete chemical environment of a single pyra-
nose within the α-(1 → 2)-glucan chain is caused by different secondary
structures of the reducing end and the non-reducing end moieties. These op-
posing helix senses accessible by the α(1 → 2)-glucans are bridged by the
fourth-last pyranose forming the saddle required between the P and M he-
lices. The right-handed helix induced by the helix-capping fructofuranose
is opposed by the terminal trisaccharide moiety (f, g, h of the octa- and
h, i, j of the decasaccharide) of the larger oligomers forcing the fourth-last
pyranose into the saddle position between the two opposing helix senses.
The energy barrier does not further increase for higher polymerization de-
grees, a phenomenon which is also observed also for racemization barriers

Fig. 9 Anomeric region (1H NMR, D2O, 300 K, 600 MHz) of the pentasaccharide [α-d-
Glc(1 → 2)]4-β-d-Fru and the defructosylated koji-tetrasaccharides [α-d-Glc(1 → 2)]4-
α/β-OH obtained from selective acidolysis of the ketosidic bond
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Fig. 10 Anomeric region (1H NMR, D2O, 300 K, 600 MHz) of the decasaccharide [α-d-
Glc(1 → 2)]4β-d-Fru and the defructoslylated koji-nonasaccharide [α-d-Glc(1 → 2)]9-
OH (black, not to scale). Selective acidolysis of the single ketosidic bond in the
decasaccharide (n = 9), again, as in the case of the defructosylated [α-d-Glc(1 → 2)]4-OH,
results in a complete reshaping of the 1H NMR. Yet, no signal assignment is feasible due
to the insufficient chemical shift dispersion, as expected for a homo-oligomer with fray-
ing ends. The collapse of the secondary structure is accompanied by a low-field shift of
the anomeric resonances

Fig. 11 Left: 1H NMR (600 MHz) and STD spectra of [α-d-Glc(1 → 2)]5β-d-Fru in the
presence of DMPC/DHPC liposomes at 300 K (isotropic solution). Right: The same spec-
tra at 308 K in bicelles (nematic liquid-crystalline medium). No saturation transfer is
observed in the STD spectra, neither in the case of liposomes (left) nor in the case of the
nematic phase (right). The RDCs are in the region of a few Hz as expected for a molecule
that does not bind to the phosphatidylcholine bilayer. The broad underground stems from
the DMPC/DHPC liposomes or bicelles, respectively

of achiral homo-oligomers [68]. Illustrative examples of macroscopic sys-
tems with saddle structures are found in twines of bryony (Bryonia alba)
or vine tendrils that have to adopt both helix senses to relieve torsion
during curling.
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Based on STD NMR measurements and RDCs, membrane affinity can
be excluded for the α-(1 → 2)-glucans (Fig. 11) as it was excluded for the
more common cryoprotective sugars sucrose and trehalose. Taken together,
α-(1 → 2)-glucans have a strong tendency to form helical secondary struc-
tures, with structural modifications on the reducing end of the α(1 →
2)-gluco-oligosaccharide exerting a long-range conformational effect. The
fructofuranose cap on the reducing end terminus stabilizes a right-handed
helix, which is independent from the length of the attached homo-oligomer,
ending however, at the fourth-last pyranose.

4
Conclusion

Sucrose and its higher homologs show cryoprotectant properties, although
varying considerably in their structural properties like molecular shape and
dynamics. Oligo-(1 → 2)-α-d-glucopyranosyl-(1 → 2)-β-d-fructofuranosides
challenge the general view of linear oligosaccharides as being flexible
biomolecules. This new class of glucans show a slow equilibrium between
a folded helix and a partially unfolded structure. How these unique con-
formational properties correlate with the bioprotective properties of the
fructose-capped oligo-kojibioses remains to be elucidated.
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18. Dabrowski J, Kožár T, Grosskurth H, Nifant’ev NE (1995) J Am Chem Soc 117:5534
19. Middleton DA, Reid DG, Watts A (2004) J Pharm Sci 93:507
20. Wang J, Schnell JR, Chou J (2004) J Biochem Biophys Res Commun 324:212
21. Middleton DA, Hughes E, Madine J (2004) J Am Chem Soc 126:9478
22. Morton CJ, Campbell ID (1994) Curr Biol 4:615
23. McLendon G (1991) Struct Bond 75:159
24. Kim KH, Thomas DW (1988) J Immunol 140:2500
25. Simons K, Ikonen E (1997) Nature 387:569
26. Fischer D, Geyer A (2005) Magn Reson Chem 45:893
27. Johnson CS (1999) Prog NMR Spectrosc 34:203
28. Yan J, Kline AD, Mo H, Zartler ER, Shapiro MJ (2002) J Am Chem Soc 124:9984
29. Diaz MD, Berger S (2000) Carb Res 329:1
30. Klein J, Meinecke R, Mayer M, Meyer B (1999) J Am Chem Soc 121:5336
31. Vogtherr M, Peters T (2000) J Am Chem Soc 122:6093
32. Mayer M, Meyer B (1999) Angew Chem Int Ed 38:1784
33. Campbell AP, Sykes BD (1993) Ann Rev Biophys Biomol Struct 22:99
34. Ni F (1994) Prog NMR Spectrosc 26:517
35. Tjandra N, Bax A (1997) Science 278:1111
36. Prestegard JH, Al-Hashimi HM, Tolman JR (2000) Quart Rev Biophys 33:371
37. Tolman JR (2001) Curr Opin Struct Biol 11:532
38. Simon B, Sattler M (2002) Angew Chem Int Ed 41:437
39. Koenig BW (2002) ChemBioChem 3:975
40. Bolon PJ, Al-Hashimi HM, Prestegard JH (1999) J Mol Biol 293:107
41. Koenig BW, Mitchell DC, König S, Grzesiek S, Litman BJ, Bax A (2000) J Biomol NMR

16:121
42. Koenig BW, Kontaxis G, Mitchell DC, Louis JM, Litman BJ, Bax A (2002) J Mol Biol

322:441
43. Shimizu H, Donohue-Rolfe A, Homans SW (1999) J Am Chem Soc 121:5815
44. Sanders CR II, Schwonek JP (1992) Biochemistry 31:8898
45. Ottiger M, Bax A (1998) J Biomol NMR 12:361
46. Sanders C, Hare B, Howard K, Prestegard JH (1994) Prog NMR Spectrosc 26:421
47. Brunner E (2001) Conc Magn Reson 13:238
48. Rowe BA, Neal SL (2003) Langmuir 19:2039
49. Gaemers S, Bax A (2001) J Am Chem Soc 123:12343
50. Neubauer H, Meiler J, Peti W, Griesinger C (2001) Helv Chim Acta 84:243
51. Rundlöf T, Landersjö C, Lycknert K, Maliniak A, Widmalm G (1998) Magn Reson

Chem 36:773
52. Martin-Pastor M, Bush CA (2000) Biochemistry 39:4674
53. Thompson GS, Shimizu H, Homans SW, Donohue-Rolfe A (2000) Biochemistry

39:13153
54. Tian F, Al-Hashimi HM, Craighead JL, Prestegard JH (2001) J Am Chem Soc 123:485
55. Geyer A, Bockelmann D, Weissenbach K, Fischer H (1999) Tetrahedron Lett 40:477
56. Geyer A, Moser F (2000) Eur J Org Chem 7:1113
57. Lambruschini C, Relini A, Ridi A, Cordone L, Ghiozzi A (2000) Langmuir 16:5467
58. Engel A, Bendas G, Wilhelm F, Mannova M, Ausborn M, Nuhn P (1994) Int J Pharm

107:99
59. Santarius KA (1996) Cryobiology 33:118



NMR Analysis of Bioprotective Sugars 185

60. Turner S, Senaratna T, Touchell D, Bunn E, Dixon K, Tan B (2001) Plant Sci 160:489
61. Stevens CV, Meriggi A, Booten K (2001) Biomacromolecules 2:1
62. Brumfiel G (2004) Nature 428:14
63. Fischer D, Geyer A, Loos E (2006) FEBS J 273:137
64. Chaen H, Nishimoto T, Nakada T, Tetsuya F, Fukuda S, Kurimoto M, Tsujisaka Y

(2001) J Biosci Bioeng 92:177
65. Watanabe T, Kamo Y, Yoshihiro M, Matsuda K, Dudman WF (1982) Carbohydr Res

110:170
66. Lütteke T, Frank M, Lieth C-W v. d. (2005) Nucleic Acid Res 33:D242
67. HyperChem. Hypercube, Gainesville, FL
68. Janke RH, Haufe G, Würthwein EU, Borkent JH (1996) J Am Chem Soc 118:6031



Top Curr Chem (2007) 272: 187–215
DOI 10.1007/128_2006_088
© Springer-Verlag Berlin Heidelberg 2006
Published online: 25 October 2006

Residual Dipolar Couplings Report
on the Active Conformation
of Rhodopsin-Bound Protein Fragments

Bernd W. Koenig

Structural Biology Institute, IBI-2, Research Center Jülich, 52425 Jülich, Germany
b.koenig@fz-juelich.de

Present address:
Heinrich-Heine-Universität Düsseldorf, Universitätsstrasse 1, 40225 Düsseldorf,
Germany

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

2 Residual Dipolar Couplings in High-Resolution NMR . . . . . . . . . . . . 190
2.1 What are Residual Dipolar Couplings? . . . . . . . . . . . . . . . . . . . . . 190
2.2 Residual Dipolar Couplings of Aligned Molecules . . . . . . . . . . . . . . 192
2.3 Lining Up Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
2.4 Measuring Residual Dipolar Couplings . . . . . . . . . . . . . . . . . . . . 195
2.5 Turning RDCs Into Protein Structure and Orientation . . . . . . . . . . . . 198

3 Residual Dipolar Couplings in Weakly Bound Systems . . . . . . . . . . . 200
3.1 The Concept of Transferred Dipolar Couplings (TrDCs) . . . . . . . . . . . 200
3.2 Applications of TrDCs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
3.3 TrDC Study on Peptide Binding to the Integral Membrane Protein

Rhodopsin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
3.3.1 Spontaneous Alignment of Disk Membranes . . . . . . . . . . . . . . . . . 204
3.3.2 The Critical Role of Rapid Exchange . . . . . . . . . . . . . . . . . . . . . . 205
3.3.3 Choosing the Ligand-to-Target Ratio . . . . . . . . . . . . . . . . . . . . . 206
3.3.4 RDCs of Metarhodopsin II-Bound Peptide . . . . . . . . . . . . . . . . . . 208
3.3.5 TrDC-Based Peptide Structure Refinement . . . . . . . . . . . . . . . . . . 208
3.3.6 Orientation of Transducin and Metarhodopsin II in the Bound Complex . . 210

4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Abstract Residual dipolar couplings (RDCs) provide unique information on the structure
and dynamics of soluble biomolecules. They are easily extracted from high-resolution
liquid-state NMR spectra of molecules that undergo slightly anisotropic tumbling. Op-
tions for solute alignment are discussed, followed by a summary of NMR strategies for
detection of RDCs. The use of RDCs in protein structure determination and for estab-
lishing domain orientation is reviewed. Transient binding of ligand to an aligned target
molecule can give rise to transferred dipolar couplings that characterize the target-bound
form but are easily detected on the free form of the ligand by liquid-state NMR. There
is no size limit on the target molecule. RDCs have been used to study the interaction of
bound peptides with the G protein-coupled receptor rhodopsin in its natural membrane



188 B.W. Koenig

environment, with amyloid fibrils, and with lipid model membranes. Further, transient
binding of small carbohydrates to soluble proteins was characterized using RDCs. A brief
literature review is followed by a detailed discussion of the RDC-based structure deter-
mination of a rhodopsin-bound transducin peptide.

Keywords Ligand · Membrane protein · NMR · Residual dipolar couplings ·
Transient binding

Abbreviations
A molecular alignment tensor
Aa magnitude of the alignment tensor
CCR cross-correlated relaxation
CT-HSQC constant time version of HSQC
Da magnitude of dipolar coupling tensor

DPQ
B bound state dipolar coupling between nuclei P and Q

DPQ
F free state dipolar coupling between nuclei P and Q

DPQ
obs observed dipolar coupling between nuclei P and Q

DMPC 1,2-dimyristoyl-sn-glycero-3-phosphocholine
DHPC 1,2-dihexanoyl-sn-glycero-3-phosphocholine
Gtα α-subunit of transducin
Gtγ γ -subunit of transducin
HSQC heteronuclear single quantum correlation
KD dissociation constant
MII metarhodopsin II state of rhodopsin
NOE nuclear Overhauser effect
NOESY nuclear Overhauser effect spectroscopy
PALES prediction of alignment from structure
PAS principal axis system
Pf1 filamentous bacteriophage
R rhombicity of dipolar coupling tensor
RDC residual dipolar coupling
REDCAT residual dipolar coupling analysis tool
S generalized order parameter
SA simulated annealing
STD saturation transfer difference spectroscopy
SUV small unilamellar lipid vesicles
SVD single value decomposition
S2 peptide with sequence IRENLKDSGLF
S3E spin-state selective excitation
TrDC transferred dipolar coupling
TrNOE transferred NOE
TROSY transverse relaxation optimized spectroscopy
2D two-dimensional
3D three-dimensional
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1
Introduction

Protein structure determination by high-resolution liquid-state NMR has
been traditionally based on numerous short-range proton-proton distances
(up to ∼ 5 Å) derived from Nuclear Overhauser enhancement (NOE) experi-
ments and to a lesser extent on torsion angles from scalar couplings and
correlations between chemical shift values and secondary structure [1]. These
structure restraints are local by nature. Over the last decade residual dipo-
lar couplings (RDCs) have emerged as a new powerful structure determinant
that provides both short- and long-range structure information [2, 3]. RDCs
depend both on the distance between two interacting nuclei and the aver-
age orientation of the internuclear vector relative to a molecule-fixed refer-
ence frame. This orientational dependence allows specification of the mutual
orientation of internuclear vectors no matter where in the structure these
vectors are located, which makes RDCs truly global restraints.

The advent of transverse relaxation optimized spectroscopy (TROSY)
based NMR experiments [4] has dramatically extended the size limit for sol-
uble biomacromolecules that are amenable to liquid-state NMR structure de-
termination. However, the TROSY principal works best in concert with highly
deuterated biopolymers severely limiting the extraction of 1H – 1H distances
from NOESY experiments. Reliability of NOE-based distance restraints may
also be hampered by potential spin diffusion which becomes problematic in
large molecules. Therefore, RDCs take center stage as a major structure de-
terminant in large biopolymers while also providing unique information on
structure and orientation of small and medium-size biomolecules.

Measurement of RDCs by high-resolution NMR requires partial alignment
of the solute under study. The introduction of widely applicable and practica-
ble concepts that afford a tunable degree of solute alignment was a key step in
the development of RDC methodology. The most popular alignment concepts
that are available to the NMR spectroscopist today will be summarized. One
important prerequisite of straightforward RDC measurements is the preser-
vation of the high-resolution character of liquid-state NMR spectra without
generating undue spectral complexity by the reintroduction of dipolar coup-
ling information into the spectra. Generating just the right degree of alignment
is the key to this central requirement. NMR experiments that are used for
measurement of RDCs are often based on concepts originally developed for de-
tection of scalar couplings. A reference-like overview will be given on the most
widely used experimental schemes employed in gathering RDC data.

Interpretation of RDCs in terms of structure, orientation, or dynamic fea-
tures of the biomolecule under study requires knowledge of the order tensor
that mathematically describes partial alignment. Different strategies have
been developed for determination of this or other closely related tensors.
Software tools are available in the public domain that can aid in the derivation
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of tensor components from experimental RDCs. Determination of the order
tensor is often embedded in the structure determination process. There are
several RDC-based approaches that address different aspects of protein struc-
ture and biomolecular interaction. The major strategies will be introduced in
order to aid the interested reader in choosing the most promising approach
for solving a problem at hand. For example, RDCs are most commonly used
as supplemental but highly valuable restraints in structure refinement proto-
cols. Alternatively, they have been used to determine the relative orientation
of sub-molecular domains in proteins or of interaction partners in complexes.
RDCs are very sensitive to structural changes that may occur as a result of
complex formation. Concepts for de novo determination of protein structure
from RDCs have been developed recently. These approaches often integrate
other sources of structural information like data base-derived structures of
molecular fragments, structure of homologous proteins, or structure predic-
tion schemes.

The second part of this review is dedicated to the use of RDCs in studies
of weakly binding complexes. RDCs of strongly aligned molecules can be very
large while RDCs of a freely moving small solute are typically small or average
to zero in the case of isotropic motion. High-resolution liquid-state NMR can
provide a time-weighted average of the RDCs that apply to bound and free
ligand, respectively, if the exchange between target-bound and free ligand is
fast on the NMR time scale. These transferred dipolar couplings (TrDCs) are
very sensitive to the bound conformation of the ligand. The TrDC method al-
lows extraction of the bound ligand structure from easily recorded spectra of
the free ligand. Under fortunate conditions, the bound ligand can be char-
acterized even if the size of the target molecule is way above the size limit
that applies to liquid-state NMR. In particular, the TrDC method can provide
the bound structure of ligands and other interaction partners of membrane
proteins. Requirements for the application of the TrDC method will be dis-
cussed. RDCs have been used in a few studies for characterization of weakly
bound complexes. These recent applications will be briefly reviewed followed
by a detailed account on the use of TrDCs for determination of the receptor-
bound conformation of a peptide that mimics a major rhodopsin-binding site
of the G protein transducin.

2
Residual Dipolar Couplings in High-Resolution NMR

2.1
What are Residual Dipolar Couplings?

Dipolar couplings result from the direct through-space interaction between
magnetically active nuclei. In the interest of simplicity we will ignore here any
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spin-spin interactions other than dipolar couplings that could further modify
the energy levels of the spins and the NMR spectrum (e.g. scalar couplings).
NMR magnets provide a very strong and homogeneous magnetic field B0
which is parallel to the z-axis of the laboratory frame by convention. A spin
1/2 nucleus, P, (e.g., 1H, 13C, 15N) that is placed in the B0 field acts as a mag-
netic moment that is either parallel or antiparallel to B0 and becomes the
source of a magnetic dipolar field. The local field at the position of a second
spin 1/2 nucleus, Q, will then be the sum of B0 and the dipolar field arising
from P. In practice, only the component of the dipolar field parallel to the
much stronger B0 field needs to be considered (secular approximation). As-
suming a static and isolated spin pair P, Q, the effective field strength at Q
can have two different values depending on the spin state of P. Since the res-
onance frequency of a nuclear spin is proportional to the local magnetic field
strength this gives rise to two possible resonance frequencies for each of the
two interacting nuclei. The NMR spectrum of an ensemble of spin pairs P, Q
shows a symmetric doublet for each nucleus. The doublet splitting is a meas-
ure of the dipolar coupling, it depends on the distance rPQ and the angle ξ

between the internuclear vector PQ and the z-axis. In the absence of motion
the dipolar coupling of nearby spins can be as large as several kHz (∼ 41 kHz
for 1H – 1H, ∼ 22 kHz for 15N – 1H, and ∼ 48 kHz for 13C – 1H interactions
based on Eq. 1b and lower distance limits of 1.80 Å, 1.04 Å, and 1.08 Å, re-
spectively). Heavy overlap of multiplet pattern may result in complete loss
of spectral resolution for multispin systems. However, if the vector PQ un-
dergoes motion then only a reduced dipolar coupling, DPQ, will be observed
which is a time and ensemble average over all orientations of PQ:

DPQ = DPQ
0

〈
3 cos2 ξ – 1

2

〉
(1a)

DPQ
0 = – µ0

h
2π

γPγQ

4π2r3
PQ

. (1b)

Equation 1 is an approximation that is valid for weakly coupled spins. Here

DPQ
0 is the static or maximum dipolar coupling that applies if PQ is invari-

ably parallel to the direction of B0. The definition of DPQ
0 in Eq. 1b differs

by a factor of 2 from the static dipolar coupling constant used in solid-
state NMR. Further, µ0 is the magnetic permittivity of vacuum, h is Planck’s
constant, and γX the gyromagnetic ratio of nucleus X. Isotropic Brownian
motion of a solute molecule in buffer and/or internal motion that is fast com-
pared to the inverse of the static dipolar coupling will average the dipolar
coupling to zero. This situation applies to most small organic molecules in
aqueous solution. Narrow NMR lines are obtained and spectral crowding can
be dealt with by using 2D or 3D NMR experiments resulting in good sig-
nal dispersion. Virtually complete motional averaging of dipolar couplings
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is the basis of high resolution in solution-type NMR spectra of small to
moderate size biomolecules. Increasing the size and thus the rotational corre-
lation time of the solute renders the averaging incomplete with concomitant
line broadening and rapid transverse relaxation which eventually prevents
NMR structure determination. However, if the incomplete averaging is the
result of an alignment process that applies equally to all solute molecules
and imparts a uniform motional anisotropy to them then a non-vanishing
residual dipolar coupling (RDC) will normally be retained. The effective scal-
ing factor resulting from the averaging in Eq. 1a depends on the degree of
anisotropy. A minute degree of alignment that corresponds to a scaling fac-
tor of about 10–3 is most appropriate for the RDC measurements discussed
in this work.

2.2
Residual Dipolar Couplings of Aligned Molecules

Let’s first consider a rigid molecule that undergoes only whole body motions.
In a molecule-fixed coordinate frame all internuclear vectors are uniquely
defined and time-independent. In contrast, the orientation of the external
magnetic field B0 is time-dependent in the molecule-fixed frame. Anisotropic
averaging over the mutual orientations of B0 and the molecular frame can
be mathematically described in terms of a 3 × 3 Saupe order matrix [5, 6].
The elements of this traceless and symmetric second-rank order tensor are
time averages of terms that contain direction cosines of the instantaneous
angles between B0 and the three axes of the chosen molecular frame [7].
Five independent matrix elements are sufficient for a complete description of
the order tensor in any given coordinate frame. In its principal axis system
(PAS) the order tensor is closely related to the dimensionless diagonalized
molecular alignment tensor A with |Azz| > |Ayy| ≥ |Axx| [3] and to the cog-

nate dipolar coupling tensor with magnitude Da = 3
4 DPQ

0 Azz and rhombicity

R = 2
3

Axx–Ayy
Azz

[8, 9]. In addition to Da and R one also has to specify the orien-
tation of the molecular frame with respect to the tensor PAS by the remaining
three variables, e.g., the Euler angles. Once the alignment tensor has been
determined one can predict the RDC for spin pair P, Q:

DPQ (
ϕ, θ

)
= Da

[(
3 cos2 θ – 1

)
+

3
2

R sin2 θ cos 2ϕ
]

. (2)

Polar angles φ and θ indicate the orientation of vector PQ in the tensor PAS.
Apparently, a measured value of DPQ does not uniquely define the orientation
of vector PQ but merely restricts it to the surface of two distorted cones. This
strong angular degeneracy of RDCs can be reduced either by determining
several RDCs in molecules of known structure or by repeating the measure-
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ments under conditions that provide qualitatively different alignment, i.e.,
different alignment tensors are obtained [10, 11].

Internal motions will complicate analysis of RDCs. Vibrational fluctuations
of bond length can be accounted for by replacing the term r–3

PQ in Eq. 1b by the

time average
〈
r–3

PQ

〉
. A molecule or a molecular fragment can be described as

a quasi-rigid entity with a single alignment tensor if only axially symmetric
internuclear vector motions about their mean positions occur. In principle,
a residue-specific generalized order parameter S that accounts for such angu-
lar bond vector fluctuations [12] must be introduced to scale the predicted
RDCs in Eq. 2. However, S values tend to be highly homogeneous for back-
bone bond vectors in structured regions of proteins [13]. Assuming a uniform
order parameter S in this case introduces only a negligible error in the cal-
culated RDCs. A uniform S is most conveniently adsorbed in the components
of the alignment tensor A. However, indiscriminate use of the simplified Eq. 2
for prediction of RDCs can cause substantial errors if the motional properties
of the corresponding internuclear vectors are very different from one another,
e.g. in motionally decoupled domains of a large protein.

In general RDCs are a sensitive probe of local molecular dynamics and
report on motional averages up to the timescale of milliseconds where the
upper limit corresponds to the inverse of the measured RDCs. In combina-
tion with spin relaxation measurements that are sensitive to motions on the
pico- and nanosecond timescale, previously unavailable insight into slower
motions can be derived from RDCs. However, it is very challenging to sepa-
rate the determination of an “underlying” average structure from a detailed
characterization of the local dynamics based on the same RDC data. Emerg-
ing concepts and first promising results in this very active research area have
been discussed in detail in a recent review [14]. The current overview is fo-
cused on structural information that can be derived from RDCs.

2.3
Lining Up Molecules

A suitable degree of alignment of the solubilized protein is fundamentally
important for the measurement of RDCs. Motional averaging of dipolar cou-
plings down to ∼ 10–3 of their static values is desirable in most cases. Align-
ment that is too strong will cause line broadening due to dipolar coupling of
distant spins and will increase spectral complexity. If alignment is too weak
precise measurement of the small RDCs will be difficult and eventually im-
possible.

Many molecules possess an intrinsic anisotropy of their magnetic sus-
ceptibility, i.e., the magnetic field will induce natural alignment of such
molecules and the degree of alignment scales with the square of the field
strength. However, in most cases this natural alignment is too weak for RDC
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measurements. Nevertheless, Bothner-By and colleagues demonstrated that
anisotropy of the magnetic susceptibility of small molecules can be suffi-
cient to induce very small but observable alignment [15]. Prestegard et al.
reported the first measurement of RDCs in a solubilized protein based on
field-induced alignment of paramagnetic myoglobin [2]. Metal-binding sites
in proteins or nucleic acids have been used to accommodate paramagnetic
lanthanides resulting in complexes with substantial magnetic susceptibility
anisotropy providing the desired degree of field-induced alignment [16–19].
A more generally applicable approach relies on engineered fusions of target
proteins with small lanthanide-binding tags [20–23]. Field-induced align-
ment of diamagnetic molecules is usually much weaker [24]. However, the
diamagnetic susceptibility tensors of individual subunits may coherently add
up in favorable cases [25]. Substantial net alignment was observed due to par-
allel stacking of nucleic acid bases with coplanar arrangement of aromatic
rings [13, 26].

A different concept for aligning solubilized molecules does not rely on
the intrinsic magnetic susceptibility anisotropy of the solute. Instead, the
molecule is exposed to an anisotropic environment. Weak interaction with
this environment induces a non-random orientational distribution of water-
soluble molecules. Implementation of this broadly applicable concept using
a diverse array of alignment media has made the measurement of RDCs
a standard method in high-resolution liquid-state NMR [9]. The first medium
that proved the feasibility of this concept for detection of RDCs in proteins
was a dilute liquid crystalline phase [3]. It is commonly referred to as bicelles
and consists of a dilute binary mixture of zwitterionic phospholipids DMPC
and DHPC [27]. Most likely they form stacks of perforated lipid bilayers that
orient with the membrane normal perpendicular to the B0 field or small disk-
shaped membrane fragments depending on concentration and molar ratio of
the lipids and on temperature [28–30]. Observation of RDCs requires con-
ditions that support field-induced cooperative alignment of the bicelles [31].
Partial alignment of water-soluble molecules by uncharged bicelles results
primarily from steric interactions upon collision with the aligned membranes
and requires an asymmetric shape of the solute [32]. Doping the bicelles with
charged molecules may induce electrostatic interactions that can strongly
modify the solute alignment tensor [10]. Mixtures of n-alkyl poly(ethylene
glycol) and n-alkyl alcohols form very stable, uncharged bicelle-like liquid
crystalline alignment media [33].

Solutions of filamentous bacteriophage, Pf1, are another very popular
alignment medium [34]. Pf1 carries a negative net charge and electrostatic
interactions usually dominate cosolute alignment. The magnetically oriented
liquid crystalline phase formed by Pf1 in buffer is stable over wide ranges of
temperature and concentration [35]. The degree of solute alignment can be
easily tuned by varying Pf1 concentration and/or ionic strength which allows
access to a wide range of homo- and heteronuclear RDCs.



Residual Dipolar Couplings 195

Mechanically strained polyacrylamide gels provide a qualitatively dif-
ferent means of solute alignment which is referred to as strain-induced
alignment [36, 37]. The solubilized molecule is confined to asymmetrically
shaped aqueous pores that are obtained by compressing or stretching the
gel, i.e., the alignment is independent of the magnetic field. The inertness
of the polyacrylamide makes this medium compatible with most biomolec-
ular solutes and buffer conditions. It is very simple to recover the biopoly-
mer from the gel after the NMR measurement. Solute alignment in the
electrically neutral polyacrylamide gel is steric in nature. Using charged
gels decreases line broadening and allows greater variability of alignment
features [38, 39].

The above selection covers only the most common alignment media. The
list of alignment options is still growing, a more comprehensive sample was
discussed in recent reviews [9, 40]. Availability of diverse alignment media in-
creases the chance of identifying a means of alignment that is compatible with
the molecule under study. Important points to consider include the follow-
ing. A suitable alignment medium should support conditions under which the
biomolecule is stable, correctly folded, and functional. The alignment process
must not compromise the structure nor cause aggregation of the biopolymer.
An appropriate degree of alignment is more easily obtained in media where
the alignment can be tuned over a broad range. Finally, availability of several
alignment media that are compatible with the biopolymer but provide very
different alignment tensors, mainly due to different alignment mechanisms,
allows one to reduce the degeneracy of the orientational information encoded
in the RDCs [10, 11].

2.4
Measuring Residual Dipolar Couplings

RDCs between scalar coupled spins manifest themselves as an addition to the
J-couplings. Magnitude and sign of the RDC are extracted from the differ-
ence between the couplings measured for partially aligned and isotropically
tumbling biopolymers. However, only the size of the RDC is obtained if scalar
coupling is absent or too weak for detection. Standard high-resolution pulse
schemes suitable for detection of J-couplings can be used after minor mod-
ifications. Measurement of one-bond 1H – 15N and 1H – 13C couplings in
moderately sized biomolecules is often based on HSQC-like pulse sequences.
One can distinguish frequency-resolved schemes, where the coupling is de-
rived from multiplet splittings in a frequency domain and intensity-based
methods, where the coupling is encoded in the NMR signal intensity via
J-modulation.

Intensity-based methods are also referred to as quantitative J-correlation
experiments [41]. They offer very high precision and allow decoupling in
both dimensions which reduces spectral crowding and increases sensitivity.
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However, they are prone to systematic errors like relaxation-induced effects,
pulse imperfections, or presence of passive couplings which must be care-
fully considered in order to prevent loss of accuracy [42, 43]. High precision
is particularly important for measurement of very small RDCs [24, 44].

The advent of alignment media that allow tuning the size of RDCs to larger
values has shifted the focus toward frequency-based methods. Accuracy of
RDCs measured in such experiments is very sensitive to phase errors and de-
pends strongly on spectral resolution [45]. Pulse sequences must allow for
J-coupling evolution. Often HSQC spectra are recorded without decoupling
during the heteronuclear evolution period. This allows observation of J or
J + D splittings, respectively, in the F1 dimension which promises better reso-
lution due to smaller R2 relaxation rates of 15N relative to 1H spins.

Measurement of splittings between doublet components in F1-coupled
HSQC spectra works fine for most small molecules. However, the twofold
higher number of peaks in comparison with a decoupled HSQC causes severe
spectral overlap for larger biomolecules. An elegant approach to reduce spec-
tral crowding utilizes spin-state selective elements. Subspectra are generated
that contain only one component of each doublet, i.e., resonances of nuclei
where the coupling partner is in either the |α〉 or the |β〉 spin state. This can
be accomplished by spin-state selective excitation (S3E) in conjunction with
2D correlation experiments in an E.COSY-type [46] fashion for determination
of heteronuclear [47–49] or homonuclear couplings [50]. Another concept
for obtaining spin-state separated spectra utilizes combinations of separately
stored in-phase and antiphase components of J-coupled HSQC spectra (IPAP
approach) [51–53]. The components of an HSQC cross-peak can also be sep-
arated into subspectra using the generalized TROSY scheme [4], an approach
referred to originally as the α/β-HSQC-α/β experiment [54–56]. Spin-state
selective elements can be incorporated into 3D NMR experiments to further
reduce resonance overlap [57, 58].

Triple-resonance 3D experiments recorded without decoupling in the di-
mension of interest have been used to measure RDCs while alleviating spec-
tral crowding. Examples include the very sensitive 3D HNCO [45, 59], the 3D
CT-(HA)CA(CO)NH [60], and the 3D HA(CACO)NNH [59]. However, extrac-
tion of precise signal splittings from the indirect dimension of a 3D experi-
ment may require very long acquisition times to fulfill the requirement for
high spectral resolution and small couplings may be insufficiently resolved
for measurement in the frequency domain. The resolution and thus acqui-
sition time requirement can be significantly relaxed by use of J-modulation
elements that encode coupling in signal intensity. A J-modulated pseudo-3D
version of the 1H – 13C CT-HSQC experiment is often used for measurement
of 13C – 1H couplings [61]. Very recently a suite of J-modulated 1H – 15N
HSQC-type experiments were introduced which encode Hα–Cα, Cα–C′, Cα–
Cβ , HN–N couplings in the peak intensities of HN–N and HN–C′ correla-
tions [62].
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Measurement of RDCs in large biopolymers with a rotational correlation
time exceeding 15 ns can greatly profit from exploiting the TROSY princi-
ple [4] in the pulse sequence [63, 64]. TROSY elements are most beneficial
at the highest field strength currently available and in triply labeled (15N,
13C, 2H) molecules. Slow tumbling of increasingly larger macromolecules
causes severe line broadening of the upfield multiplet component due to
cross-correlated relaxation effects which will eventually prohibit extraction
of RDCs directly from frequency domain splittings of the multiplet com-
ponents. Combination of quantitative J-correlation with TROSY selection
of the narrow multiplet components provides a valid alternative [65]. The
coupling may also be derived from the frequency difference between the
TROSY-selected narrow 15N doublet component and either the 1H-decoupled
15N resonance or the peak position measured in a J-scaled experiment [45].
J-scaling in TROSY-based HNCO experiments was utilized for measurement
of several different types of coupling [64] in particular 1DH–N couplings
in a 15N, 13C, 2H-labeled 81 kDa enzyme [66]. A conceptually similar 2D
coupling-enhanced (CE)-TROSY HSQC provided 1DH–N couplings in a 15N,
2H-labeled 53 kDa homotrimeric mannose-binding protein [67]. Alterna-
tively, a J-evolution period has been used to displace the narrow cross-
peak multiplet component selected in a 2D TROSY scheme along an addi-
tional dimension (JE-TROSY) [68]. The coupling is measured directly from
the frequency displacement of this component relative to a zero frequency
origin.

Besides one-bond 1H – 13C and 1H – 15N RDCs a wide range of different
types of couplings have been measured, including 1DN–C′ , 1DN–Cα, 1DCα–C′ ,
1DCα–Cβ , 2DN–Cα, 2DHN–C′ , 2DHN–Cα, 3DHN–Cα and 1H – 1H couplings. Triple-
resonance experiments offer the advantage to determine RDCs of different
types simultaneously from a single 2D or 3D data set [63]. Such experiments
often exploit the E.COSY principle [46] to resolve very weak couplings.

Sidechain RDCs like 1DH–C, 2DH–H, and 1DC–C, are highly valuable for
protein structure refinement and analysis of protein interactions. Common
approaches to measure 1DH–C couplings include a J-modulated CT-HSQC [61,
69], a sophisticated E.COSY-type method (SPITZE-HSQC) [70], an IPAP-CT-
HSQC [52], or intensity evaluation of a set of two or three J-modulated 3D
CB-(CA)CONH spectra [71].

There is a still growing number of NMR approaches for determination of
RDCs. The selection of a pulse scheme for a specific task depends on several
aspects such as degree of alignment, size of couplings, rotational correla-
tion time of the biopolymer, isotope labeling, field strength etc. Available
methods have been discussed in more detail [72, 73] and summarized in tab-
ular form [40, 74] in recent reviews to highlight the elements and principles
utilized along with the types of RDCs that can be addressed with a particular
method.
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2.5
Turning RDCs Into Protein Structure and Orientation

There are different strategies for application of RDCs in structural studies.
In each case, determination of an order tensor is required. Let’s consider the
most simple case of a protein or a protein domain where all backbone bond
vectors have approximately the same generalized order parameter S and bond
lengths are essentially known, i.e., there is a unique order tensor that re-
lates all measured backbone RDCs and the corresponding bond orientations
according to Eq. 2. Magnitude and rhombicity of the alignment tensor are
often estimated from a histogram of a large ensemble of qualitatively dif-
ferent, normalized one-bond backbone RDCs, assuming a uniform isotropic
distribution of bond vector orientations [8, 75]. Histogram-derived tensor pa-
rameters may be fine-tuned using a grid search in the stage of structure
calculation [76].

Alternatively, if at least five mutually independent RDCs have been meas-
ured and the accurate molecular structure is either known a priori or
a limited set of structural models has been identified, then the order tensor
of a partially aligned molecule or fragment can be determined by singular
value decomposition (SVD) and Monte Carlo sampling [6]. Various SVD-
based software tools are available for analysis and back-calculation of RDCs,
e.g. REDCAT [77] or PALES [78]. The functionality of PALES also includes
prediction of solute order tensors in both charged and neutral alignment me-
dia [79]. SVD-based order tensor solutions provide orientational information
rather than structure. They allow one to specify the mutual orientation of
molecular subunits in macromolecules and complexes.

Protein structure refinement is the most frequent application of RDCs. The
RDCs are used along with other structure-relevant NMR data (NOE-derived
distances, torsion angles, chemical shifts etc.) in molecular dynamics-based
structure calculation protocols. For example, an RDC-based quadratic har-
monic potential energy term has been included in the target function of
the program XPLOR-NIH [80]. This potential depends on the square of the
difference between the measured backbone RDCs and synthetic RDCs cal-
culated for a trial structure with respect to a trial PAS of the alignment
tensor. Both the structure of the protein and the orientation of the PAS rela-
tive to an arbitrary chosen molecule-fixed coordinate frame are varied in the
course of structure calculation with the objective to reproduce the measured
RDCs [13]. The large diversity of sidechain dynamics complicates interpre-
tation of dipolar couplings involving sidechain nuclei. In practice, synthetic
sidechain couplings of a trial structure are calculated using the alignment
tensor derived for backbone couplings. However, dipolar couplings meas-
ured for sidechains of unknown mobility are treated as a lower bound, i.e.,
a potential energy penalty is accrued only if the magnitude of the measured
RDC exceeds the calculated RDC [61]. Similar RDC-based potentials have
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been added to other popular structure calculation software like DYANA [81],
CNS [82] or AMBER [83]. Inclusion of an RDC term in the total energy
function yields a rugged energy landscape with multiple sharp local minima
which may lead to convergence problems [73]. In order to prevent the cal-
culated structure becoming trapped in a false minimum, the RDC term is
usually turned on only at the later stages of structure refinement, i.e., after
the global fold has been established from conventional restraints. Inclusion
of RDC data in protein structure refinement generally improves the preci-
sion and Ramachandran score of the calculated structures [13]. It also tends
to drive the NMR structure closer toward the X-ray structure, indicating an
increase in accuracy [84].

A second class of applications that specifically exploits the global character
of RDCs is determination of mutual orientation of subunits in large proteins
and of individual components in molecular complexes. Provided interdomain
rigid-body motion is negligible, then both domains share a common align-
ment tensor. Usually alignment tensors are determined separately for each
fragment. The relative domain orientation is obtained by rotating the align-
ment tensors until they coincide. Prior knowledge of subunit structures, e.g.,
from X-ray crystallography, can be very beneficial in the process and RDCs
are highly sensitive reporters of structure modifications caused by com-
plex formation [85–87]. Orientational ambiguity of the fragments in their
common PAS frame can be reduced by collecting RDCs under qualitatively
different alignment conditions and/or by complementing the RDCs by at
least a small set of interdomain NOEs or other distance-dependent restraints.
Such additional restraints are also required to fix the translational distance
between the components, which can be accomplished by rigid-body simu-
lated annealing [88, 89]. For example, RDCs were used for characterization
of protein-target recognition modes in stable calmodulin complexes [90, 91].
Very recently, the methodology was applied to study a large two-domain mo-
lecular chaperone [92] and very large protein-protein complexes [93]. How-
ever, if the dynamic properties of the individual fragments are not equivalent,
e.g., due to qualitatively different interactions of the domains with the align-
ment medium in combination with a flexible linker between the domains,
then there is a good chance that alignment tensors and RDC histograms are
significantly different [94]. Comparison of the alignment features may allow
conclusions regarding the interdomain motion [95]. Another complication
arises for weakly bound complexes, perhaps with multiple binding modes.
Observed RDCs of an exchanging component represent time-weighted aver-
ages over the individual states [96].

Concepts for de novo determination of protein backbone structure that are
almost exclusively based on RDC measurements have been developed over
the past few years. If large sets of backbone RDCs are available the well-
defined geometry of the peptide plane can serve as a starting point to screen
for torsion angles φ and ψ, specifying the relative orientation of consecu-



200 B.W. Koenig

tive peptide planes that are in agreement with the measured RDCs. Both the
backbone structure of protein fragments consisting of multiple amino acids
and the corresponding alignment tensors are determined in parallel using
iterative algorithms. Protein tertiary structure is assembled on the premise
of coinciding alignment tensors and refined against all measured RDCs [97–
101]. A low-resolution initial backbone fold may also be obtained by search-
ing a large database (e.g., the PDB) for homologous structures that allow close
reproduction of the measured RDCs [102]. RDC-based molecular fragment
replacement is conceptually similar but more generally applicable [103–105].
All measured one-bond backbone RDCs within a sliding frame of usually 7
to 10 residues are fitted against synthetic RDCs of all fragment structures in
a comprehensive database. Torsion angles φ and ψ of a representative num-
ber of fragments that best fit the experimental RDC data are collected for each
dipeptide junction of the target protein. Statistic evaluation of this ensemble
of φ and ψ values allows identification of residue pairs with unambiguous
torsion angles, which are then assembled into larger protein backbone frag-
ments [103]. Another way to generate a reliable initial backbone structure
is incorporation of experimental RDC restraints in homology-based pro-
tein structure prediction methods like DipoCoup [106], Rosetta [107], or
RDC-PROSPECT [108]. RDCs improve the accuracy of the predicted struc-
tures. Alternatively, RDCs have been used to efficiently filter predicted protein
folds [109]. Very recently, the periodic behavior of RDCs in extended sec-
ondary structure elements has been exploited to map the location of helices
in a soluble protein and to subsequently refine the tertiary structure based on
RDCs and a minimal number of NOE-derived distances [110]. Some of the
RDC-based strategies described above are very efficient and may live up to
the challenges of structural genomics. Backbone-only structures are adequate
for rapid screening of fold space. However, they must be obtained with mini-
mal amount of NMR data and isotope labeling. Data processing and structure
generation should be highly automated and possibly take advantage of struc-
ture prediction schemes and data base knowledge [101].

3
Residual Dipolar Couplings in Weakly Bound Systems

3.1
The Concept of Transferred Dipolar Couplings (TrDCs)

There are several high-resolution NMR approaches that allow study of pro-
tein-ligand interactions even if the target protein is way beyond the size limit
of liquid-state NMR. These experiments rely on fast exchange of a small lig-
and molecule between the bound form and a free form in solution. NMR data
are acquired on the free form using standard liquid-state NMR pulse schemes.
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Spin interactions that occur in the bound state can leave their signature in the
spin system of the ligand. In fortunate cases this information can be recovered
from the spectra of the free ligand and may be sufficient to reconstruct the
structure and/or dynamics of the bound ligand. For example, proton-proton
distances in the bound ligand can be derived from the transferred NOE (Tr-
NOE) experiment based on the much higher efficiency of cross-relaxation
in a slowly tumbling complex compared to the rapidly reorienting free lig-
and (Peters, 2006, in this volume) [111, 112]. Similarly, saturation transfer
difference spectroscopy (STD) utilizes the very efficient intermolecular mag-
netization transfer in high molecular weight complexes to screen compound
libraries for potential ligands of a given target molecule and for identification
of ligand spins that are in immediate contact with the target molecule (Meyer,
2006, in this volume) [113]. Finally, cross-correlated relaxation (CCR) results
from the interference between dipolar- and chemical shift-based relaxation
processes and is sensitive to the projection angles between the vectors defin-
ing the two relaxation processes. CCR scales with the rotational correlation
time and is thus much more rapid in a large complex than in a free ligand in
solution [114–116].

Transferred dipolar couplings (TrDCs) arise from fast exchange of a weakly
binding ligand between a partially aligned bound complex and the free ligand
in solution. The exchange must be fast enough to ensure a single set of ligand
NMR signals with chemical shifts that are weighted averages of the shifts in
the two states rather than individual resonance lines of free and bound ligand,
respectively. The target molecule might be part of a magnetically anisotropic
large particle that aligns spontaneously in the B0 field, e.g., certain mem-
brane patches, bicelles, or fibrils. Alternatively, the target may get aligned by
secondary interactions with an anisotropic environment. The degree of align-
ment should be substantially larger for the protein-ligand complex than for
the free ligand in order to ensure high sensitivity of the measured RDCs to
the bound conformation even if only a minor fraction of ligand is bound. The
observed RDCs will be referred to as TrDCs since they carry information on
the bound ligand but are detected on the free ligand using liquid-state NMR.
Interpretation of TrDC data is based on the assumption of a single mode of
ligand binding to the aligned target that gives rise to a unique set of RDCs(

DPQ
B

)
characterizing the bound conformation of the ligand. In the absence

of target binding the dipolar couplings of the ligand
(

DPQ
F

)
might be zero

due to unrestricted isotropic molecular tumbling or might assume some fi-
nite value caused by interactions of the ligand with the alignment medium or
the B0 field. Under fast exchange conditions the measured TrDCs

(
DPQ

obs

)
will

be a population-weighted average over the fraction of ligand molecules in the
bound and free states, χB and (1-χB), respectively [96]:
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obs = χBDPQ
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(
1 – χB

)
DPQ

F . (3)
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The size of the observed couplings depends on the dissociation constant of
the complex, the ligand-to-target ratio in the sample, and the degree of tar-
get alignment. Binding to a very large target with a long correlation time can
cause rapid dephasing of transverse magnetization in the bound ligand. The
lifetime of the bound state must be sufficiently short to avoid complete T2
relaxation before the ligand leaves the binding site. Otherwise, detection of
TrDCs on the free ligand will not be possible.

3.2
Applications of TrDCs

The fast exchange condition for observation of TrDCs is usually fulfilled in
carbohydrate-protein interactions which show weak affinities (KD > 10–5 M).
Exchange-transferred RDCs were first reported for the oligosaccharide moi-
ety of globotriaosylceramide (Gb3-OS) that weakly binds to the B-subunit
homopentamer of verotoxin 1 (VTB) [117]. RDCs of the bound ligand were
derived from TrDCs and free state RDCs according to Eq. 3 and subsequently
used to calculate the VTB-bound conformation of Gb3-OS. The principal axis
of the molecular alignment tensor of VTB-bound Gb3-OS must coincide with
the 5-fold symmetry axis of the homopentameric VTB allowing one to de-
termine the ligand orientation with respect to the known crystal structure of
VTB [118].

The orientation of α-methyl mannose (AMM) relative to its target
mannose-binding protein (MBP) was determined from RDCs of the ligand
observed with and without MBP present in a bicelle solution [96]. The align-
ment tensor of the bound ligand was derived from the known structure of
AMM and five bound-state RDCs calculated with Eq. 3 from experimental
data. A symmetry-based argument provides the relative orientation of AMM
and MBP in the bound complex without measuring RDCs of the protein [119].
Later, the weakly bound complex of MBP and the ligand trimannoside was
studied. Order tensors of both MBP and the ligand in the bound state were
determined separately using bound-state RDCs and the known structures of
MBP and trimannoside [67]. The relative orientation was obtained by align-
ing the two order tensors.

Residual dipolar couplings have been used to address weak binding of
small molecules to phospholipid membranes. Binding to the membrane is
used intentionally as the means of ligand alignment. Information on struc-
ture and orientation of the bound ligand relative to the membrane will be
encoded in the RDCs. Examples include transient binding of peptides [120–
122], polyols [123], and ethanol [124] to magnetically aligned bicelles. NMR
spectra of uniaxially oriented ligands are observed in the case of rapid axial
rotation of the membrane-associated molecules about the bilayer normal. In
the published peptide studies the fraction of membrane-bound peptide is as
high as 40 to 95%, i.e., the observed NMR signals are dominated by the bound
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peptide population resulting in rather broad lines and large RDCs. Solid-
state NMR methods are currently developed to deal with such systems [122]
but this subject is outside the scope of the current review. Under the con-
ditions of the ethanol study only about 4% of the alcohol was membrane-
associated and the TrDCs could readily be extracted from high-resolution
liquid-state NMR spectra [124]. The observed RDCs were in close agreement
with the known solution structure of ethanol indicating that membrane bind-
ing causes no or only very minor structural changes in this case. The ethanol
study demonstrates the potential of TrDC measurements for the characteriza-
tion of membrane-ligand interactions in the case of weak binding.

Formation of β-amyloid fibrils is a hallmark of Alzheimer’s disease. In
vitro, these fibrils align spontaneously in strong magnetic fields with the fibril
axis parallel to the external field. Small peptide inhibitors can block or even
reverse the growth of such fibrils by transient binding to the fibril. The con-
formation and backbone bond vector orientation of such a peptide inhibitor
in the fibril-associated state was recently characterized using TrDCs [125].

3.3
TrDC Study on Peptide Binding to the Integral Membrane Protein Rhodopsin

The overall tumbling rate of a membrane protein is severely restricted due to
the slow reorientation of membrane particles. Even artificial small unilamel-
lar lipid vesicles (SUVs) that are obtained by sonication of lipid dispersions
have diameters in excess of 250 Å and reorient on a time scale larger than 10–6

seconds [126]. Nevertheless, anisotropic spin-spin interactions may get par-
tially averaged out for small membrane constituents by fast lateral diffusion
across the surface of highly curved SUVs in combination with rapid axial ro-
tation [127]. However, lateral diffusion of membrane proteins is generally too
slow for efficient averaging. This is particularly true for larger membrane par-
ticles like the disk membrane from rod outer segments of the retina that have
diameters on the order of several micrometers. Membrane proteins embedded
in such a large particle are in general unsuitable for direct observation by solu-
tion NMR. The use of liquid-state NMR in studies of membrane protein-ligand
interactions is therefore restricted to the observation of weakly binding ligands
and spectra are recorded exclusively on the free form of the ligand.

TrDCs in combination with TrNOE-derived 1H – 1H intra-ligand distances
have been used to determine the rhodopsin-bound structure and orientation
of an 11-residue peptide based on high-resolution liquid-state NMR [128].
The peptide, which is referred to as S2 peptide, constitutes a major binding
epitope on the surface of the G protein transducin that is involved in bind-
ing of transducin to the metarhodopsin II (MII) state of rhodopsin [129].
The G protein-coupled receptor rhodopsin is an integral membrane protein
with seven membrane spanning α-helices [130]. Observation of TrDCs on
the free form of the S2 peptide requires (i) a suitable degree of alignment
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of rhodopsin, (ii) rapid exchange between the free and bound forms of the
peptide, and (iii) a large excess of peptide over receptor in the sample.

3.3.1
Spontaneous Alignment of Disk Membranes

The outer segment of a rod cell in the retina of vertebrates consists of a stack
of hundreds of disk-shaped particles with a species-specific diameter in the
micrometer range [131]. These particles constitute osmotically intact but flat-
tened vesicles of lipid and protein and are referred to as disk membranes.
Rhodopsin is the major protein component of the disks and makes up about
50% of the membrane by weight. The outer surface of the disk faces the
cytoplasm. The cytoplasmic loops of rhodopsin contain binding epitopes
for interaction with transducin and other molecular partners during signal
transduction.

The positive anisotropy of the diamagnetic susceptibility of α-helices fa-
vors alignment of the helix axis in parallel with the direction of an external
magnetic field [25]. The high density and large number of almost paral-
lel transmembrane α-helices of rhodopsin in rod outer segments induces
a strong net alignment of rods in the magnetic field [132]. Spontaneous
alignment of micrometer-sized individual purple membrane fragments that
contain about 75 wt % bacteriorhodopsin, another integral membrane pro-
tein with seven membrane-spanning helices, has also been reported [133].
Suspension of intact individual disk membranes in hypotonic solution causes
considerable swelling of the vesicles and reduces their shape asymmetry.
Nevertheless, it is possible to find conditions for spontaneous alignment of in-
dividual disk membranes in the 14 Tesla field of an NMR magnet [134]. This
was achieved by empirically optimizing the ionic strength of the buffer with
the aim to avoid both disk aggregation, which occurs at high salt, and loss
of disk shape asymmetry, which happens at low ionic strength. The residual
quadrupolar splitting of the solvent 2H2O deuterium signal can serve as an
indicator of disk alignment [31]. Analysis of 31P-NMR spectra of the phos-
pholipid component of the disks revealed that the disks are oblate spheroids
with an aspect ratio of approximately 2 : 1 and the unique short axis aligned
in parallel with B0. The effective alignment of a rhodopsin-bound peptide
is a weighted average over the surface of these spheroids and is reduced by
a factor of 0.4 relative to the alignment that would result from binding to
a perfectly flat and completely aligned disk [128].

Binding of the S2 peptide to the light-induced MII state of rhodopsin
serves a dual purpose. Specific binding of the peptide to its target protein in-
duces the biologically active peptide conformation. At the same time, binding
to the partially aligned membrane-embedded protein conveys an anisotropic
component to the motion of the S2 peptide which encodes the active con-
formation in measurable TrDCs.
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3.3.2
The Critical Role of Rapid Exchange

Dipolar couplings provide a dominant mechanism for spin relaxation in dia-
magnetic proteins. The spins of the MII-bound S2 peptide experience much
stronger dipolar couplings than the spins in the free peptide. A significant
increase in the apparent transverse relaxation rate of peptide spins is ob-
served upon transient binding of the peptide to MII. Another consequence
of strong dipolar couplings in the bound complex is a pronounced doublet
asymmetry in proton coupled 15N – 1H HSQC spectra observed after photo-
activation of the peptide-binding MII state (Fig. 1). This asymmetry is caused
by relaxation interference between the 15N chemical shift anisotropy and the
one-bond 15N – 1H dipolar interaction [135].

Observation of TrDCs is possible only, if the dissociation rate constant (off-
rate) of the bound complex exceeds a certain limit, i.e., the peptide must
leave the binding site prior to complete transverse relaxation. This off-rate
limit for peptide binding to MII has been estimated [128]. The micrometer-
sized disk membrane moves very slowly in solution, for NMR purposes it
is a solid, non-tumbling object. In the absence of internal motion the decay
rate of transverse magnetization is determined by the largest static dipolar in-
teractions which amount to roughly 20 kHz. However, rhodopsin undergoes
fast axial rotation about the membrane normal with a rotational correlation
time of ∼ 20 µs [136]. This rotational diffusion is faster than the inverse of

Fig. 1 Section of a 15N–1H HSQC of 15N-labeled S2 peptide (2.6 mM) in the presence
of rhodopsin-rich disk membranes recorded at 20 ◦C without proton decoupling in the
F1 dimension. Acquisition was started immediately after photo-activation of rhodopsin
(63 µM). Cross sections through the Gly9 and Leu10 resonances show strong doublet
asymmetry due to relaxation interference indicating transient binding of the small pep-
tide to a very slowly tumbling target. Gly9, Ser8, and Asn4 sidechain signals (labeled
n4) are folded as a result of the small spectral width in F1. (Reprinted with permission
from [146])
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even the largest static dipolar interactions. As a consequence, all dipolar cou-
plings relevant for the MII-bound peptide will be scaled down by a factor of(
3 cos2 α – 1

)
/2, where α is the angle between the local bilayer normal and

the B0 field of the NMR magnet. Both intermolecular dipolar couplings in the
bound peptide

(
DPQ

B

)
and the decay rate of transverse relaxation vary with

α, i.e., they depend on where on the surface of the aligned oblate disk mem-
brane the peptide binds. The most rapid decay of transverse magnetization on
a time scale of ca. 50 µs occurs for α close to zero. Peptide magnetization will
survive much longer in regions where α is close to the magic angle. For bound
times exceeding 50 µs only a decreasing fraction of the released peptides will
contribute to the measured NMR spectrum.

Let’s consider a subset of rhodopsin molecules specified by a uniform
angle α. The TrDCs observed as a result of peptide binding to this subset of
receptor molecules will be related to the corresponding bound-state dipolar
couplings by a uniform scaling factor if the peptide off-rate is much larger
than the dipolar couplings in the bound state [128]. This condition is fulfilled
for the interaction between MII and the S2 peptide, which is characterized by
a dissociation constant of about 1 mM [137]. Assuming a diffusion-controlled
on-rate of ∼ 108 M–1 s–1 one obtains an off-rate on the order of 105 Hz and
a bound time of ∼ 10 µs. Successive peptide binding to rhodopsin molecules
that are oriented at different angles α causes averaging of TrDCs that simply
changes the magnitude of the uniform scaling factor.

3.3.3
Choosing the Ligand-to-Target Ratio

A simplified scheme of the TrDC experiment is shown in Fig. 2. Dipolar cou-
plings of a ligand undergoing unrestricted isotropic tumbling average to zero.
If the ligand is a small peptide it may not adapt a well-defined structure in
solution. Instead, small peptides often have considerable flexibility in the un-
bound state (cf. Fig. 2a). The target-bound peptide adopts a unique conform-
ation that gives rise to a single set of dipolar couplings

(
DPQ

B

)
provided all

target molecules are uniformly aligned with respect to the external magnetic
field. Very large dipolar couplings that are unsuitable for liquid-state NMR
detection may arise in the case of an essentially immobile target molecule
(Fig. 2b). However, if a large excess of weakly binding ligand competes for
a small number of aligned target molecules then only a small fraction of lig-
and will be bound (Fig. 2c). The observed TrDC is a weighted average over
the couplings that apply to the two states (Eq. 3) provided the off-rate is suf-
ficiently fast. Observed TrDCs and bound-state RDCs are simply related by
a scaling factor if the unbound ligand does not show any preferred alignment,

i.e., DPQ
F = 0.
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Fig. 2 Simplified scheme of the TrDC experiment. Dipolar couplings average to zero for
small flexible peptides tumbling unrestricted in aqueous solution (a). Target binding sta-
bilizes the active peptide conformation (b). A unique set of strong dipolar couplings
arises if the immobile target is macroscopically aligned relative to the magnetic field.
However, liquid-state NMR is not compatible with an immobile molecular complex. Fast
exchange of the peptide with a minor population transiently bound to the aligned tar-
get and a large majority of peptide in the free state enables detection of TrDCs on the
free form of the peptide (c). (Reproduced in modified form with permission from refer-
ence [146])

Several benefits arise from a large excess of ligand in the sample. It reduces
the size of the observed TrDCs. Ideally, only the strongest one-bond couplings
should show up in the spectrum amounting to just a couple of Hz. This pre-
vents dipolar line broadening and avoids undue spectral complexity. Instead,
the high-resolution character of the liquid-state NMR spectrum is preserved.
A large excess of ligand also reduces the overall time that a given peptide
spends in the bound state which reduces the risk of complete loss of mag-
netization. Finally, a high peptide concentration increases sensitivity. On the
other hand, precise measurement of TrDCs requires that the magnitude of the
largest TrDCs does not fall below a few Hz.

The assumption of completely isotropic tumbling of the unbound ligand is
not always justified. Interactions of the ligand with the alignment medium or
the membrane particles carrying the target may result in measurable RDCs
even in the absence of specific target binding. Indeed, non-vanishing RDCs
have been reported for small flexible peptides in bicelle solution and strained
polyacrylamide gel [138]. TrDC analysis should start with Eq. 3 if measurable
RDCs are observed in the absence of specific binding. For example, incuba-
tion of the S2 peptide with dark-adapted disk membranes, i.e., without the
peptide-binding MII state present, induces small but measurable RDCs. These
dark-state RDCs are most likely caused by unspecific binding of the peptide
to the membrane and/or steric alignment. Analysis of Eq. 3 indicates that the
bound-state RDCs are proportional to the difference of the RDCs measured
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after light-activation of MII and the RDCs obtained in the same sample prior
to photo-activation if both the small size of the free-state RDCs and the al-
most 100-fold excess of S2 peptide over MII are taken into account.

3.3.4
RDCs of Metarhodopsin II-Bound Peptide

Dipolar couplings were derived from 15N – 1H HSQC and 13C – 1H CT-
HSQC spectra recorded without proton decoupling in the indirect dimension
(Fig. 1). Each observed signal splitting provides the sum of the scalar and,
if any, residual dipolar coupling of a directly bonded spin pair. Subtraction
of the signal splittings measured on the dark-adapted sample from the sig-
nal splittings obtained after light-activation provides a set of TrDCs that are
directly proportional to the bound-state RDCs.

The peptide-binding MII state decays in an exponential fashion with half-
life times of 15 and 54 min at 20 and 10 ◦C, respectively. A series of short
HSQC experiments were recorded to follow the time dependence and to ex-
trapolate all couplings to the time of photo-activation. The need to measure
as many TrDC constraints as possible for structure refinement and the fast de-
cay of the MII state made it mandatory to use uniformly 15N- and 13C-labeled
peptide. Recombinant S2 peptide was efficiently produced as part of a fusion
protein in E. coli and subsequently released from the fusion partner by enzy-
matic cleavage [139]. In total 38 TrDCs (9 backbone N – H, 9 Cα–Hα, and 20
sidechain C – H) were determined for the 11-residue S2 peptide.

Rapid rotational diffusion of rhodopsin about the membrane normal re-
sults in an axially symmetric alignment tensor for the MII-bound S2 peptide
with the unique axis being parallel with the membrane normal. The magni-
tude Aa of this alignment tensor must be known in order to employ RDCs
as restraints in structure refinement. An estimate of the magnitude of the
dipolar coupling tensor DNH

a = DNH
0 Aa was obtained from the distribution

of the observed dipolar one-bond 1H – 15N and 13Cα – 1Hα backbone cou-
plings. The difference in bond length and gyromagnetic ratio between N – H
and Cα–Hα spin pairs was accounted for by multiplying Cα–Hα couplings by
a factor of – 0.48. A more precise value of DNH

a was derived from a series of
peptide structure simulations conducted with different DNH

a values. The total
energy of the calculated conformations assumes a minimum if the correct
DNH

a is used [128].

3.3.5
TrDC-Based Peptide Structure Refinement

Calculation of the MII-bound peptide structure followed a simulated anneal-
ing (SA) protocol implemented in XPLOR-NIH [128]. The measured 38 TrDCs
alone do not sufficiently restrain the conformational space of the bound
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peptide. Preliminary peptide structures were based exclusively on 121 in-
tramolecular 1H – 1H distances and 12 dihedral angles derived from TrNOE
data. The NOESY cross-peak pattern is dominated by the bound peptide
structure. Quantitative separation of cross-peaks that characterize the bound
state and cross-peaks that are already observed for the free peptide is most
easily achieved by recording NOESY spectra both in the presence and absence
of binding and calculating the difference spectrum [140]. In the S2 peptide
study these two spectra were acquired prior to and after photo-generation of
MII, respectively, using the same sample.

The probability of indirect magnetization transfer in the bound state, i.e.,
spin diffusion, increases with the size of the bound complex. Spin diffusion
can result in severely biased distance restraints and may lead to compromised
structures. To reduce the effects of potential spin diffusion NOESY spectra
were acquired with a relatively short mixing time of 48 ms, a r–4 distance
dependence of NOE cross-peak intensity was assumed, rather generous tol-
erance limits of distance restraints were used, and weak cross-peaks between
protons A and C were ignored if strong cross-peaks between A and B and be-
tween B and C were observed. Most importantly, the refined peptide structure
must also satisfy the large set of dipolar coupling restraints, which are not
contaminated by spin diffusion [128].

The parallel use of TrDCs and TrNOEs in the final stage of structure re-
finement aides in defining force constants and error limits for the two sets of
restraints. It also provides a safeguard against structure perturbations caused
by artifacts in either one of the two data sets. Defining the subtle details of the
structure calculation protocol was an iterative process that resulted in a nar-
row bundle of S2 conformations with a non-hydrogen backbone atom rmsd of
0.17 Å. Use of TrDCs in addition to TrNOEs improves the local peptide geom-
etry as reflected by an increased Ramachandran score with 100 rather than
88% of residues in the most favored region. Upon completion of the struc-
ture refinement protocol, the unique axis of the alignment tensor frame of the
bound peptide, which reorients freely during SA, shall point along the axis of
fast rotation of the bound complex, i.e., the membrane normal. This informa-
tion on peptide alignment is encoded in the TrDCs but not in the TrNOE data.

A nearly ideal α-helix is formed by residues Ile1 through Ser8 of the
bound S2 peptide. The helix is terminated by an αL-type capping motif with
Gly9 at the C′ position in the center of the reverse turn. The C-terminus
forms a rather open structure and provides ample opportunity for hydrogen
bonding and hydrophobic interaction with rhodopsin. This bound S2 con-
formation is very similar to the overall fold of the MII-bound Gtα (340–350)
fragment determined by Kisselev et al. [141]. S2 differs from Gtα (340–350)
by two conservative amino acid replacements. The long axis of the S2 helix is
tilted by (40±4)◦ with respect to the membrane normal. The rotation of the
S2 peptide relative to the helix axis is also narrowly defined by the measured
TrDCs [128].
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3.3.6
Orientation of Transducin and Metarhodopsin II in the Bound Complex

Activation by a single photon causes structural changes in the G protein-
coupled receptor rhodopsin that triggers binding of transducin, the first step
in the visual signal transduction cascade. A crystal structure of the active
MII transducin complex has remained out of reach until now. However, in-
dividual high-resolution X-ray structures of ground-state rhodopsin [130]
and of transducin in the GDP-bound form [142], both crystallized in the
absence of the interaction partner, have been published. Interestingly, the
last eight residues of the α-subunit of transducin, which correspond to the
C-terminal eight residues of the S2 peptide, are not structured in the crystal.
The observed distinct conformation of the S2 peptide is apparently induced
by binding to the MII state of rhodopsin and does very likely reflect the bi-

Fig. 3 Schematic depiction of the metarhodopsin II transducin interaction. Ribbon rep-
resentations of the two proteins are based on the X-ray structures of ground-state
rhodopsin [130] and GDP-bound transducin [142]. The unstructured C-terminus of the
α-subunit of transducin was replaced by the NMR structure of the largely homologous
S2 peptide [labeled with Gtα (340–350)]. S2 peptide orientation with respect to the mem-
brane normal (black arrow) was derived from TrDCs. Color coded in red are potential
interaction sites on both proteins. Three cytoplasmic loops of rhodopsin [147–149] and
four distinct regions of transducin [129, 150] are likely binding sites according to muta-
tional assays and peptide studies. (Reprinted from reference [128] with permission from
Elsevier)
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ologically active structure of the MII-bound C-terminus of the α-subunit of
transducin.

In the crystal structure of transducin helix 5 of the α-subunit ends at
residue 342. A simple model of MII-bound transducin is obtained by dock-
ing the S2 peptide NMR structure to the crystal structure of transducin based
on an overlap of two residues that are α-helical in both structures [128, 141].
Assuming that no global changes occur in the transducin structure upon
binding to MII, and that the elongated helix 5 is not kinked, the orienta-
tion of transducin with respect to the membrane normal is determined by
the peptide orientation (Fig. 3). There remains just one rotational degree of
freedom around the membrane normal for the orientation of transducin in
the bound complex. The crystal structure of dark-adapted rhodopsin is in-
cluded for illustration purposes in the figure, but this structure is expected
to change significantly upon light-activation. The complimentary binding site
for Gtα (340–350) was located near Ser240 in the third cytoplasmic loop of
light-activated rhodopsin in a cross-linking study [143]. Future TrDC/TrNOE
studies on peptide analogs representing other known binding sites on trans-
ducin (Fig. 3 and references in the figure caption) may provide clues to the
relevance of the transducin crystal structure for the bound complex. For ex-
ample, a recent TrNOE study revealed that a farnesylated peptide mimicking
the C-terminus of the γ -subunit of transducin [Gtγ (60–71)] forms an amphi-
pathic helix upon binding to MII [144]. However, the published TrNOE data
provide no information on the orientation of the bound Gtγ (60–71) fragment
relative to rhodopsin.

4
Conclusions

Residual dipolar couplings have been established as a unique and very rich
tool in high-resolution NMR analysis of biomolecular structure and dynam-
ics over the last decade. The TrDC method can be used for investigation of
weakly bound complexes. Particularly attractive is the opportunity to study
ligand-binding interactions of membrane proteins in a natural membrane
environment using well-established high-resolution liquid-state NMR experi-
ments. Application of the TrDC methodology to a diverse range of membrane
proteins will require target reconstitution into membranes or membrane
fragments that can be aligned in the NMR magnet. Partial alignment of
small membrane fragments in strained polyacrylamide gels might provide
a solution to this challenge [145]. Future applications may also benefit from
heterologous expression of membrane proteins.
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Abstract The biosynthesis of the oligosaccharides and polysaccharides observed in any
organism requires the existence of a repertoire of glycosyltransferase enzymes that cat-
alyze the sequential transfer of sugars from a specific activated donor to a specific
acceptor molecule to form regio- and stereospecific glycosidic linkages. A viral genome
may encode just one glycosyltransferase, while a mammalian genome encodes hundreds
of these enzymes. It is notable that approximately 1% of open reading frames over all
sequenced genomes have been found to be glycosyltransferases, which is a fraction com-
parable to that allotted to kinases. Glycosyltransferases are a highly diverse group of
enzymes with little homology even among enzymes that share the same substrate speci-
ficity. Classification of glycosyltransferases according to sequence homology reveals at
least 86 families; however, to date only 27 of these families have members with known
structure. This is in sharp contrast with glycosylhydrolases, which to date have published
structures for 70 of the so far described 102 classes. The paucity of structural data for
glycosyltransferases has been attributed to their membrane-associated character and low
expression levels, but even with the relatively limited number of available structures it is
possible to see emerging trends that offer a glimpse of the principles of enzyme structure.

1
Introduction

Recognition of the full significance of complex carbohydrate biosynthesis has
lagged in comparison to that of other biological macromolecules. While the
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intricacies of simple sugar metabolism forged the foundations of biochem-
istry, many of the details of complex carbohydrate anabolism and function,
called “the last frontier of molecular and cell biology” [1], are only now being
elucidated. There are ample prospects in the field for both basic and applied
research.

Glycosyltransferases are a broad range of anabolic enzymes that synthesize
simple and complex carbohydrates by sequentially adding monosaccharides
from activated donors in a stereo- and regio-specific manner to target accep-
tors. Glycosyltransferases specific for acceptors of every macromolecular class
have been described.

Carbohydrates are by far the most variable and complex of all biolog-
ical polymers. First, simple monosaccharides like ribose and glucose have
2n–2 possible epimers (where n is the number of carbon atoms), though
mammalian glycosyltransferases predominantly utilize only 9 monosaccha-
ride donors. Second, these units can in turn be O-linked through different
oxidized stereocenters to yield an ordinal combination of linear or branched
configurations [2]. The alternative connections and the possibility of branch-
ing distinguish carbohydrates from linear amino acid and nucleic acid poly-
mers. Third, carbohydrates may contain substitutions and/or reductions,
such as N-acetylation. Given such complexity, and the similar reactivity of
a sugar’s multiple functional groups, chemical synthesis of complex carbohy-
drates is challenging and often a rate limiting step in carbohydrate research.
This alone has prompted a great deal of examination into the enzymes in-
volved in carbohydrate and glycan biosynthesis.

The acceptor substrate of a glycosyltransferase may be as simple as a sec-
ond monosaccharide homologous to the donor, or as complex as a com-
ponent of a heteropolysaccharide requiring hundreds of glycosylation steps
by a number of enzymes for complete biosynthesis [3, 4]. The acceptor is
not always another carbohydrate, and can be nucleic acid [5, 6], lipid [7, 8],
or a topological protein epitope [9, 10]. More than half of all mammalian
proteins are glycosylated [11], most often N-linked to asparagine amines
as part of an Asn-X-Ser/Thr consensus sequence required but not sufficient
for N-linked glycosylation [12], or O-linked to serine, threonine [13–15],
tyrosine [16], hydroxylysine [17] or hydroxyproline [18]. Initial glycosy-
lation usually occurs in the ER during or immediately following transla-
tion [19], and hydrophilic oligosaccharides can facilitate correct folding in
part by sheltering hydrophobic patches of the nascent protein from aggrega-
tion in the ER [2].

Glycosyltransferases are found as soluble globular proteins [20], integral
membrane bound proteins, or as lipid-anchored enzymes [21] in almost all
eukaryotic cellular compartments including the inter-membrane space of mi-
tochondria and chloroplasts [22]. Glycosylation is the most common form of
post-translational modification, and the most variable from individual to in-
dividual, which has prompted the development of many elaborate expression
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vectors with overstuffed cassettes designed to mimic endogenous synthesis
conditions [23–25].

Glycosylation of acceptor molecules is required for many different func-
tions, including development [26], signal transduction [27], cell adhe-
sion [28], to aid alleopathic warfare as both inhibitory molecules [29–31] and
in providing resistance [32, 33], as well as afford molecular refuge from heat
shock [34], nucleases [6] and desiccation [35].

Glycosyltransferases comprise a dominant fraction (approximately 1%) of
expressed eukaryotic open reading frames [36], which is comparable to the
fraction currently allocated to kinases. The exploration of glycogenomics
promises to elucidate many of the perplexing anomalies of total phenomics
and lead to novel approaches to scores of biotechnological issues. Just a few
of the current and proposed applications of glycosyltransferases include
bioremediation [37–39], isospecific antimicrobial toxins [31, 40, 41], herbi-
cides [42, 43] and pesticides [44], reducing the effects of aging [45], powerful
idiospecific adjuvants and immunogens [46], as well as a broad range of
biomedical applications including organ transplants [47]. Glycosyltransferase
function has been extensively reviewed (for example, see [48, 49]) and we
concentrate here on the structure-function correlations that have emerged in
the last few years.

Classification. The International Union of Biochemistry and Molecular Bi-
ology (IUBMB) enzyme nomenclature and classification is founded on the
reactions catalyzed, not on the structures of the enzymes. While this is in-
tuitive and useful for most enzymes with specific molecular substrates, it
is not sufficient to classify glycosyltransferases into a reasonable number of
families. As little as a single point mutation [50–52], a conformational shift
induced by a regulatory factor [53], or even the utilization of alternative
acceptors [54] can alter enzyme substrate specificity while leaving the stere-
ochemical mechanism and even the underlying form of the fold unchanged.
As such, the Carbohydrate Active enZyme databank (CAZy) has utilized gen-
eral amino acid sequence homology to categorize glycosyltransferases into
86 families to date [55–57]. Family rosters are increasing in parallel with ge-
nomic revelation, and several enzymes have been discovered that have yet
to be formally classified. Families contain members who appear to share
common evolutionary origins and presumably tertiary structure as well. Out
of 86 families, only 27 currently have one or more members with known
structure.

Functionally, glycosyltransferases have always been segregated into “re-
taining” or “inverting” enzymes, according to whether the stereochemistry of
the donor’s anomeric bond is retained (α → α) or inverted (α → β) during
the transfer [58], Fig. 1. With the advent of several structure determinations
in the last few years, it has become possible to go beyond this simple demar-
cation to reveal some common trends in mechanism, activity and substrate
recognition.
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Fig. 1 Glycosyltransferases are divided into two fundamental classes, where they either
a invert or b retain the configuration of the anomeric bond in the transfer of the donor
sugar to an acceptor

Observed Glycosyltransferase Fold Types. Given their principal biological
roles and locations in the cell, it is not surprising that most glycosyltrans-
ferases are membrane associated. Most integral glycosyltransferases share
type II membrane topology, i.e. a cytosolic N-terminus separated from the
C-terminal catalytic domain by a single transmembrane pass and a stem re-
gion, Fig. 2 [59].

The modest degree of sequence homology within and sometimes among
the various families has made the prediction of tertiary structures difficult;
however, structural determinations in recent years have revealed that the
catalytic domains of most glycosyltransferases display one of two fold types
designated GT-A or GT-B [56, 60]. Examples of retaining and inverting en-
zymes have been observed in both the GT-A and GT-B type folds, thus this
structural characteristic is not determinative of stereospecificity.

Fig. 2 Typical type II transmembrane topology observed for most glycosyltransferases,
with a small intracellular N-terminal domain, a transmembrane region, a stem region,
and a catalytic C-terminal domain that may be extracellular or within the lumen of
membranous compartments
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Examples of the catalytic domains of the GT-A and GT-B fold types are
presented in Fig. 3, where GT-A and GT-B fold types consist of two closely
associated domains at least one of which contains a Rossmann-fold respon-
sible for donor nucleotide recognition. The Rossmann fold is a nucleotide
binding domain [61], and is a ubiquitous structural motif among enzymes
with either GT-A or GT-B fold type where it constitutes a dominant portion
of the catalytic center in a cleft between the two domains. The Rossmann
fold often contains much of the limited sequence homology that is observed
across many glycosyltransferase families due to a finite repertoire of donor
nucleotides utilized [55].

The GT-A type fold, Fig. 3a, is believed to be ancestral to enzymes with
the GT-B type fold [56, 62]. The donor usually binds the N-terminal domain’s
Rossmann fold, as for example with SpsA [63] and the human ABO(H) blood
group glycosyltransferases GTA and GTB (not to be confused with the fold
types GT-A and GT-B [64]. Typically one or two of this domain’s β-sheets ex-
tend into the C-terminal domain, rendering definite separation of the folds
difficult. The second domain is usually responsible for acceptor recognition
and has greater sequence and structural variability among the different fam-
ilies than the nucleotide binding domain. This is presumably due to the
limited number of different donor nucleotide sugars, but a vast number of
different acceptor molecules. The second domain occasionally has superfi-
cial resemblance to a Rossmann fold as SpsA does [63] but many motifs have
been observed, including all α-helix. The two domains in the GT-A type fold
cooperate to form the active-site cleft.

The GT-B type fold, Fig. 3b, has two somewhat homologous Rossmann
or Rossmann-like folds in distinct domains which are usually separated by

Fig. 3 SETOR [164] diagrams of the a GT-A-fold type showing human ABO blood group
A enzyme with a single Rossmann fold on the right, and b GT-B fold type with two Ross-
mann folds showing vancomycin glycosylation enzyme GtfB. In both enzymes the active
catalytic site is housed in a cleft between the two domains, albeit much more cavernous
and apparent in the GT-B fold
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a deep wide crevice while the enzyme is in an unliganded “open” conform-
ation. Enzymes with the GT-B type fold have been suggested to have step-wise
reaction mechanisms, where substrate binding in the “open” form can in-
duce a conformational shift by a pair of main chain rotations to generate the
“closed” form to align the nucleophile and substrates in the active site for
catalysis [56, 62, 65].

There have been two further fold types predicted using iterative BLAST
searches and other methods [57, 66, 67]. These so called GT-C and GT-D folds
are thought to contain catalytic centers within transmembrane loops. As the
catalytic domains themselves consist of integral-membrane proteins they are
intrinsically difficult to crystallize, and there is currently no structurally char-
acterized example of either the GT-C or GT-D fold types. A few enzymes, such
as the Family 42 (or GT-42) sialyltransferases described below, do not display
any of these fold types and are currently unclassified.

Enzyme Mechanism. The retaining and inverting enzymes require different
mechanisms to explain the product stereochemistry, Fig. 4. The inverting reac-
tion is mechanistically straightforward, and requires only nucleophilic attack
on the non-hydroxylated face of the donor anomeric carbon by the enzymat-
ically deprotonated acceptor, releasing the diphosphonucleotide (a favorable
leaving group) and resulting in inversion of the anomeric center, Fig. 4a.

There is more debate concerning the mechanism of the retaining reac-
tion, which has not been unambiguously resolved. The favored method for
retention is the “double-displacement” mechanism [68] that requires two
sequential SN2 substitutions that invert then invert again the anomeric con-

Fig. 4 Detailed proposed mechanisms for inverting and retaining glycosyltransferases.
a There is general consensus that the “inverting” glycosyltransferases proceed through
a single-step SN2 nucleophilic attack following deprotonation of the acceptor by a general
base. There is more debate concerning the “retaining” enzymes, where two mechanisms
have been proposed. c The double displacement mechanism requires two sequential SN2
reactions, b whereas the SNi mechanism involves an energetically unfavorable “internal-
return” intermediate
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figuration of the donor sugar yielding a net retention of stereochemistry. This
mechanism requires an initial nucleophilic attack, presumably by the enzyme,
to form a covalent intermediate which is subsequently directly attacked by the
acceptor, Fig. 4b.

However, doubts concerning the double displacement mechanism have
arisen based firstly on an inability to capture the inverted enzyme-sugar cova-
lent intermediate. While homologous glycoside hydrolase intermediates have
been trapped in crystallographic studies using fluoridated substrates [69, 70],
a comparable glycosyltransferase intermediate has been elusive. Liquid chro-
matographic/mass spectrometric analyses of fragmented proteolytic digests
have identified an unexpected potential nucleophile in the retaining enzyme
LgtC, where a galactosyl moiety has been observed covalently bound to an as-
partate residue 9 Å away from the active site [71]. Skeptics suggest that this
is an artifact of the digest and electrospray conditions; however, it does force
consideration of potential nucleophiles about the active site that may have
previously been disregarded outright due to their distance.

Additional doubt concerning the double displacement mechanism has
been expressed given the occasional lack of a strong nucleophile anywhere in
the active site of the enzyme [72]. However, as will be discussed in this review,
glycosyltransferases often exhibit high levels of molecular motion and dis-
order in portions of their polypeptide chains about their active sites, and it is
possible that these disordered regions contain appropriate nucleophiles [65].

It has also been proposed that retaining enzymes may utilize the unusual
SN2-like mechanism dubbed SNi, Fig. 4c. It would require nucleophilic attack
by the acceptor with concomitant release of NDP, with both bound to the
anomeric carbon to form an energetically unfavorable “internal return” inter-
mediate [58]. Such a mechanism is not without merit, though it is extremely
rare in synthetic organic chemistry and there is no evidence that it is utilized
in any other biological system.

Domain Movement, Disorder, and “Bioactive Conformations”. Like most
specific carbohydrate processing enzymes glycosyltransferases can be re-
quired to surround their substrates during recognition as the substrates can
be chemically identical and differ only in stereochemistry (like UDP-Glc
and UDP-Gal). Glycosyltransferases typically utilize a disordered region of
polypeptide chain to allow substrates access to and products egress from the
active site pocket. In crystallographic experiments this disorder is most of-
ten seen in the unliganded state. As well, the C-terminal tail (which has often
been shown to be required for catalysis, and has been observed to participate
in substrate recognition) is also frequently disordered [64, 73–76]. Some in-
vestigators have also suggested that the disordered loop functions to restrict
the access of water to the active site, thereby preventing wasteful hydrolysis
of the activated donor [76]. Hydrolysis of donor corresponds to using water
as an acceptor, which would be expected to be chemically favored as water is
less sterically hindered.
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Stacking Interactions, DXD Motifs and Donor Coordination. While
there are exceptions, glycosyltransferases primarily transfer monosaccharide
donors activated by phosphorylation or phospho-nucleotidylation, most of-
ten utilizing UDP. Structural studies of glycosyltransferases in complex with
the UDP-sugar donor or with UDP itself show that the donor’s uracil is usu-
ally aligned with an aromatic residue, typically tyrosine, in the Rossmann
nucleotide binding fold that forms the N-terminal domain in GT-A and GT-B
fold type enzymes, Fig. 5. This tyrosine residue is adjacent to an array of hy-
drophilic residues as well as additional aromatic residues complementary to
the enzyme’s specific donor sugar [77–81]. Next to this aromatic residue there
is usually found a “DXD motif” that consists of the amino acid triplet Asp-
X-Asp [77]. The DXD motif is sometimes absent in retaining GT-B fold type
enzymes, but was thought until quite recently [82] to be essential for catalysis
in the GT-A fold-type enzymes and has been suggested to play a more direct
role than simple donor coordination [78].

The DXD motif coordinates a metal center which, in turn, coordinates to
the diphosphate moiety of the diphosphonucleotide donor. The metal coordi-
nation observed for the DXD motif has so far been conserved for all inverting
enzymes, where typically only one Oδ of the second aspartate residue partic-
ipates in Mn+2 binding Fig. 6b. Retaining enzymes usually display a metal-
binding geometry with one contact between the metal and the first Asp and
bidentate coordination to the second Asp (Fig. 6a), although an exception has
been observed for Kre2p/Mnt1p, a yeast α-(1→2)-mannosyltransferase in-
volved in mannoprotein biosynthesis in which the second aspartate is not
involved in metal coordination [83].

There are glycosyltransferases that clearly do not utilize a metal center in
the binding of donor sugar. These include the GT-C and GT-D folds men-
tioned, as well as GT family 42 (α-(2→3)-sialyltransferases) that undergoes
catalysis in the absence of metal binding [57, 66, 67, 84].

Recognition of the donor sugar moiety itself varies from enzyme to en-
zyme, but is always in a hydrophilic pocket at the catalytic center. Though

Fig. 5 Typical stacking interactions of tyrosine and the uracil moiety of UDP often utilized
by glycosyltransferases to recognize the base moiety of the UDP-sugar donor
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Fig. 6 Typical DXD coordination of the manganese ion by a both aspartate residues of
the retaining (human ABO(H) blood group B glycosyltransferase GTB) enzymes as well
as b just one aspartate residue inverting (plant N-acetylglucosaminyltransferase GnTI)
enzymes

the UDP moiety is often incorporated in co-crystallizations, structures with
the entire donor bound are less common. Available examples have demon-
strated some common themes, such as hydrogen bonds to short aliphatic
contiguous regions of the main chain, stacking interactions with an aro-
matic residue as discussed above, and van der Waals interactions with several
isolated polar residues which are, of course, topologically specific to the stere-
ochemistry of the donor. The UDP-donor substrate is often characterized as
lying in a “tucked under” conformation, Fig. 7. This is true for both inverting

Fig. 7 The geometry of donor nucleotide-sugars bound to glycosyltransferases presenting
the group for nucleophilic attack is usually described as “tucked under”. Donor sugar C1
and phosphates are superimposed, and extra phosphate oxygen atoms have been omitted
for clarity. yellow GT-7, green GT-6, blue GT-43, violet GT-63
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Table 1 Glycosyltransferases discussed in this work

CAZy Family Enzyme Example Product Fold type Refs.
stereochemistry

GT2 SpsA Inverting GT-A [89]
GT7 Gal-T1 Inverting GT-A [93]
GT43 GlcAT-I Inverting GT-A [104]
GT43 GlcAT-P Inverting GT-A [104]
GT1 GtfA Inverting GT-B [65]
GT63 BGT Inverting GT-B [122]
GT6 GTA Retaining GT-A [64]
GT6 GTB Retaining GT-A [64]
GT64 mEXTL2 Retaining GT-A [135]
GT78 MGS Retaining GT-A [140]
GT5 Glycogen synthase Retaining GT-B like [148]
GT8 Glycogenin∗ Retaining GT-A [144]
GT20 OtsA Retaining GT-B like [162]
GT42 CSTII Inverting unclassified [163]

∗ For readability, this enzyme is discussed with retaining GTB-like glycogen synthase

and retaining enzymes, and reflects the geometry utilized for a nucleophilic
attack.

Acceptor Specificity and Known Structures. The biochemical, physiologi-
cal and clinical relevance of these enzymes is seen in the myriad of acceptor
molecules that are recognized by the glycosyltransferase repertoire. How-
ever, even with the diversity in acceptors and to some extent donors, and
with the dearth of known structures, it is possible to see patterns emerging.
The following sections describe a selection of enzymes (Table 1) chosen for
their diversity in acceptor and in function and arranged according to prod-
uct stereochemistry (inverting or retaining) and fold type (GT-A or GT-B).
Although most of the structures of these enzymes were determined within the
last 10 years, many of these molecules have scientific histories that date back
50 or even 100 years, and we have tried to place the structural studies into
their historical context.

2
Examples of Inverting Enzymes with the GT-A Fold: GT-2, GT-7, GT-43

SpsA and the Origin of GTs. CAZy family-2 (GT-2) enzymes appear to be
utilized by all life on earth, and chiefly polymerize diverse structural carbo-
hydrates including chitin [85], hyaluronan [86] and cellulose, as well as the
carbohydrate moieties of O-antigen, lipopolysaccharide and endospores [63].
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GT-2 is the only class of glycosyltransferase currently recognized in the ar-
chaea species Archaeoglobus fulgidus and Aeropyrum pernix [87], and is thus
arguably the most ancient derived family of glycosyltransferase. The species-
specific extracellular products of these enzymes make family members poten-
tial targets for unique pesticides [44], herbicides [42, 43], antimicrobials [29–
31, 40, 41] and for chemoenzymatic vaccine production [88].

SpsA participates in Bacillus subtilis spore coat polysaccharide biosynthe-
sis, and currently is the only GT-2 with solved structure, Fig. 8. The donor
and acceptor have yet to be indisputably identified despite extensive research
on B. subtilis as the dominant Gram positive model organism [63, 89]. As
such, SpsA cannot be classified by IUBMB standards; however, it was easily
assigned to be an inverting enzyme in the GT-2 family via shared sequence
homology. GDP-mannose and dTDP-rhamnose are known to be utilized by
some GT-2 enzymes [90, 91], so it is possible SpsA may utilize an unusual
nucleotide donor.

The dTDP and UDP substrates crystallized in complex with SpsA display
the usual stacking interactions with an aromatic residue in the N-terminal
nucleotide-binding domain, which has a traditional Rossmann fold. A disul-
fide bond confines the C-terminal tail, which is labile in many other glycosyl-
transferases [89].

Multi-iterative BLAST searches and site-directed mutagenesis experi-
ments [91] have identified functional sequence homology between GT-2 en-
zymes and several glycosyltransferase families; most notably the N-terminal
fold of retaining family GT-27. This has been suggested as evidence of either

Fig. 8 SETOR diagram of SpsA secondary structure. SpsA belongs to the GT-A fold family
where the unknown donor is bound in the cleft face of the N-terminal Rossmann fold
(right); however, SpsA is unusual in that the second (acceptor-binding, left) domain also
resembles a Rossmann fold
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GT-27 as a prototypic retaining enzyme ancestrally derived from GT-2, or
domain swapping between inverting and retaining enzymes [91]. The ob-
servation of structural homology between inverting and retaining enzymes
is occurring with increasing frequency, and such comparisons are likely to
give key insights into residues critical for retention as well as the underlying
mechanisms.

Gal-T1 and Lactose Synthase. Family 7 glycosyltransferases (GT-7) are
inverting hexosyltransferases, predominantly galactosyltransferases of glyco-
protein and glycolipid core glycans [87]. The β(1→4)-galactosyltransferase
(Gal-T) subfamily synthesize conserved eukaryotic glycoside cores or attach
intercellular oligosaccharides used for cell-surface adhesion, particularly dur-
ing fertilization and development [26]. The most prevalent core structure of
O-linked glycoconjugates is the disaccharide Gal-β(1→4)-GlcNAc (LacNAc),
formed by the galactosylation of GlcNAc terminated molecules by the enzyme
Gal-T1 [92].

Gal-T1 is a type II integral trans-Golgi protein with the C-terminal
GT-A fold type catalytic domain normally found in the lumen of the Golgi
as a homodimer [93]. The catalytic domain’s N-terminal fold is Rossmann-
like; however only two of its β-sheets are separated by α-helices. Instead, core
structure is maintained by four disulfide bonds between proximal cysteine
residues, stabilizing turns between the sheets to define the fold, Fig. 9a [93].
The enzyme contains one unpaired cysteine that is surface-exposed and
forms disulfide bonds with other molecules of Gal-T1 in solution forcing
aggregation into inclusion bodies. While it is possible to renature crystal-
lographic grade protein from these bodies, it has been demonstrated that
mutation of this cysteine to threonine not only enhances in vitro folding by
preventing aggregation but also increases enzymatic activity [94].

Fig. 9 SETOR diagram of Gal-T1 secondary structure a alone and b in complex with α-lac-
talbumin (green) in the lactose synthase ternary complex. The formation of a ternary
complex between the two proteins occludes the binding of glycans to bring about a re-
markable change in the conformation and the acceptor specificity of Gal-T1 to produce
the disaccharide lactose for breast milk in mammalian breast tissue
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Although the usual enzymatic function of Gal-T1 is to galactosylate gly-
cans en route to the plasmalemma, a more interesting study of substrate
specificity is found in milk production. In the glandular breast tissue of lactat-
ing mammals the preferred acceptor for this enzyme is altered from GlcNAc
terminated oligosaccharides to glucose monosaccharides for lactose synthe-
sis [95–97].

This change in Gal-T1 substrate specificity is due to an irreversible con-
formational shift imparted by the calcium dependant regulatory protein
α-lactalbumin [95, 96, 98], a structural homologue of lysozyme [99]. α-lactal-
bumin can only bind Gal-T1 to form the “lactose synthase ternary complex”
(Fig. 9b) after the initial binding of UDP-Gal [97], whereupon it becomes
a fully functional enzyme in lactose synthesis.

α-lactalbumin does not sterically hinder or directly interact with the af-
fected substrates to alter the specificity of Gal-T1 in the lactose synthase
ternary complex to the production of lactose. Instead, it triggers an alteration
in the secondary structure of Gal-T1, where residues 359–365 change con-
formation from loop to helix in the acceptor binding region to exclude the
larger substrates involved in glycan extension. In the loop conformation, Arg-
359, Phe-360 and Ile-363 form an N-acetyl binding pocket that is destroyed
in the helix conformation [100]. Upon donor binding, this conformational
shift exposes a hydrophobic patch which interacts with α-lactalbumin, which
accounts for the donor binding prerequisite.

The ordered construction of the lactose synthase ternary complex from
Gal-T1 and α-lactalbumin can only occur after Gal-T1 binds UDP-Gal [97];
however, once formed the complex will continue to use UDP-Gal in the pro-
duction of lactose.

In an interesting aside, α-lactalbumin also serves as an excellent calcium
delivery vehicle susceptible to proteolysis by the infant where milk lactose
provides a selective advantage for Lactobacillus bifidus to expand as the pri-
mary biofilm of an infant’s gastrointestinal tract in order to limit direct
colonization by potential pathogens [101].

β-Glucuronyltransferases GlcAT-I and GlcAT-P, and the Synthesis of Hep-
aran and HNK-1. GT-43 enzymes consist of a group of type-II membrane-
bound inverting β-glucuronyltransferases. Two examples from this family
have been crystallized and been shown to have the GT-A-type fold. The
first, glucuronyl transferase I (GlcAT-I) is involved in heparan/chondroitin
sulfate biosynthesis and catalyzes the transfer of glucuronic acid (GlcUA)
from UDP-GlcUA to the O3 oxygen of a galactose residue in a growing
linkage region [74, 102, 103]. The second enzyme, GlcAT-P, is required for
the synthesis of the carbohydrate epitope HNK-1 which is found on many
neural cell adhesion molecules [104, 105], where it catalyzes the transfer of
glucuronic acid from UDP-GlcUA to the O3 of the terminal galactose in
Galβ(1→4)-GlcNAc-R [104].
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The structure of GlcAT-I revealed the basis for glucuronic acid transfer to
the linkage region of various glycosaminoglycans, and spawned an intensive
period of structural studies of heparan/chondroitin sulfate biosynthesis and
glycosaminoglycan biology [102].

The structure of GlcAT-I displays only 7% sequence homology with the
well-characterized glycosyltransferase SpsA; however, the two enzymes share
a high degree of similarity in tertiary structure, including the position of
the prospective nucleophiles in both enzymes. This was early evidence sup-
porting the theory that many glycosyltransferases share structural homology
despite low sequence homology [102].

GlcAT-I exists in vivo as a dimer each of which consists of two domains.
The N-terminal domain contains a Rossmann fold that is mainly involved
in donor recognition. The C-terminal domain consists predominantly of
a mixed β-sheet. As with all glycosyltransferases with known structure the
active site lies along the inter-domain cleft. The two domains of the enzyme
are separated by a DXD motif comprised of Asp-194, Asp-195 and Asp-196.
The dimer is oriented in such a way that both active sites are displayed on the
same face of the enzyme, Fig. 10. The C-terminus itself has been shown to be
critical for catalysis [102], even though in the crystal lattice it forms an α-helix
that is not associated with either molecule of the dimer.

The donor GlcUA moiety is recognized by the conserved residues His-
308 and Asp-252, which both form hydrogen bonds with the 2-OH of GlcUA,
whereas the 3-OH is specifically recognized by Asp-194 from the DXD motif,

Fig. 10 SETOR diagram of GlcAT-I secondary structure, which belongs to the GT-A fold
family, depicting the active site orientation and monomer interactions of the dimer
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and the 4-OH forms hydrogen bonds with Arg-161 and Arg-156. Finally, the
carboxylate group of GlcUA forms a hydrogen bond with the backbone amide
of Arg-156.

GlcAT-I has been crystallized in the presence of UDP and the glycone of
the acceptor fragment corresponding to the linker region Gal-β(1→3)-Gal-
β(1→4)-Xyl-Ser, and in the presence of UDP-GlcUA, Fig. 11a [102]. Speci-
ficity for the enzyme toward the acceptor is provided primarily by the ter-
minal galactose, where hydrogen bonds are formed between O3 and Glu-281,
O4 and Asp-252, and O6 and Glu-227 and Arg-247. Glu-281, Asp-252 and
Glu-227, which form the specific interactions with the GlcUA residue, are con-
served among all Family-43 glucuronyltransferases [102]. The central galac-
tose moiety of the acceptor makes only one interaction, which is between the
O6 and Gln-318. No electron density at all is observed for the Xyl moiety,
indicating that it is probably not important for acceptor recognition.

GlcAT-P and Neurological Function. The second family GT-43 enzyme
with known structure is GlcAT-P, which is homologous to GlcAT-I. GlcAT-
P is involved in the synthesis of the HNK-1 carbohydrate epitope, which
is found on many neural cell adhesion molecules [106]. The HNK-1 car-
bohydrate is a sulfated glucuronic acid attached to the N-acetyllactosamine
structure, HSO3-3GlcA-Gal-β(1→4)-GlcNAc, on some glycolipids, and glyco-
proteins [107]. Mutations in GlcAT-P have been assessed in the general popu-
lation as potential risk factors for schizophrenia and related conditions [108].
Like GlcAT-I, GlcAT-P is a type-II membrane protein that exists naturally as
a dimer and extends its active site into the lumen of the Golgi.

All the residues involved in donor and substrate binding are conserved,
both in primary sequence and in structure, between GlcAT-P and GlcAT-

Fig. 11 a GlcAT-I acceptor fragment coordination by hydrogen bonds with Glu-227,
Arg-247, Asp-252, Glu-281, and Gln-318. b Hydrogen bonding and stacking interactions
observed in the acceptor binding site of GlcAT-P involves Glu-284, Asp-254, Glu-228, Asn-
321, Phe-245, Arg-249, and Gly-280. Interestingly, the hydrogen bond provided by Asn321
comes from a long C-terminal tail belonging to the second enzyme in the dimer
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I [104], and so it is not surprising that donor binding is almost identical to
that of GlcAT-I (the rms deviation between N-terminal Rossmann-like folds
of the two proteins is 0.4 Å).

GlcAT-P demonstrates the functional requirement for dimerization, as
a long C-terminal loop extends from the one enzyme in the dimer to the ac-
ceptor binding site of the other where it interacts with the acceptor GlcNAc
through Val-320 and Asn-321, Fig. 11b. [104].

3
Examples of Inverting Enzymes with the GT-B Fold: GT-1, GT-63

Gtf and Vancomycin-Class Antibiotics. CAZy family 1 members (GT-1) en-
compass enzymes covering a breadth of peptide and lipid acceptors. For
example, some of these enzymes glycosylate lipophilic metabolites and
xenobiotics to solubilize them for elimination [109]. Others are involved
in sphingosine [110] and steroid biosynthesis. Most GT-1 members to
date with solved structures are the Gtf-class glycosyltransferases GtfA [65],
GtfB [111], and GtfD [112], each of which glycosylate vancomycin-class
antibiotics.

Vancomycin is a trimacrocyclic oxidatively cross-linked heptapeptide an-
tibiotic containing both d and l chiral centers (d-Leu-d-Cyt-l-Asn-d-Hpg-
d-Hpg-l-Cyt′-l-DHpg, where Cyt = (2R, 3R) m-chloro-3-hydroxytyrosine;
Cyt′ = (2S, 3R) m-chloro-3-hydroxytyrosine; DHpg = dihydroxyphenyl-
glycine), Fig. 12, which is glycosylated with a deoxydisaccharide on the
peptide residue hydroxyphenylglycine-4 (Hpg 4), a non-standard amino
acid [75, 113], Fig. 13. The complexity of vancomycin makes chemical syn-
thesis challenging and impractical for mass production. This has provoked
great interest in its biosynthesis, which requires a series of anabolic en-
zymes thought to act in three discrete ordered steps. First, the heptapep-
tide core is assembled by non-ribosomal peptide synthetase. Second, its
five aromatic side chains are oxidatively cross-linked providing a rigid
aglycone substrate. In the third step this substrate undergoes a series of
glycosylations [73, 75].

The finished product is secreted by Actinomycetes to provide an advan-
tage over Gram positive competitors. Vancomycin prevents peptidoglycan
glycosylation by binding to conserved d-alanyl-d-alanine residues in order
to inhibit the transfer of the normal acceptors N-acetylmuramic acid and
N-acetylglucosamine. As a clinical antibiotic it was saved as a last resort for
methicillin-resistant infections, in part due to its nephrotoxicity [114]. Until
resistant staphylococci were identified in 1987 vancomycin was the only to-
tally effective unmodified antibiotic against Gram positives [115]. Resistant
pathogens, particularly nosocomial infections, are increasingly endemic in
the western world [116]. At a moderate energy cost to the bacteria [117], re-
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Fig. 12 Structure of the antibiotic vancomycin showing the proteinaceous backbone
(green), 5 hydrogen bonds formed with peptidoglycan d-alanyl-d-alanine (red), and gly-
cosylation sites of the glycosyltransferases GtfB and GtfD (blue)

Fig. 13 The closed form of GtfA is generated by hydrogen bonds between the rigid DVV
acceptor and residues Ser-10 and Asp-13, Leu-102, His-128 and Tyr-141 (cyan), causing
the observed rotations about the Pro-204-Ala-373 hinge to generate the closed form of the
enzyme
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sistant peptidoglycan can be achieved by changing the terminus from d-Ala-
d-Ala to d-Ala-d-lactate to radically lower vancomycin affinity and render the
antibiotic ineffective.

Changing vancomycin’s natural disaccharide has been shown to enhance
potency against resistant strains; but this has so far required minimum in-
hibitory concentrations [118, 119] on par with a lethal dose. Furthermore,
altering the sugar may not be the most direct way to combat resistance as it
is the rigid aglycone moiety that appears to confer substrate efficacy [120].

The Gtf proteins with known structure contain typical GT-B Rossmann
folds, Fig. 14a. The long C-terminal tail, known to be required for cataly-
sis, crosses the cleft behind the domain interface and forms an α-helix that
lies along the surface of the N-terminal domain. These structures display the
expected disordered polypeptide loop about their catalytic sites in the unli-
ganded, or “open”, form.

This open-form architecture of glycosyltransferases was first observed
while investigating GtfB, which transfers the initial sugar from UDP-Glc
to 4-OH-Phe-Gly-4 of the vancomycin aglycone. Open-form structures with
donor bound were not observed even when crystals were grown in the pres-
ence of vast molar excess, which suggested prerequisite binding of the accep-
tor [111].

The closed form, Fig. 14b, is generated upon binding of donor and ac-
ceptor, and results from the N and C terminal domains pivoting about two
residues, Pro-204 and Ala-373. The closed form is thought to best corres-
pond to the active conformation of the enzyme and has been proposed as
a useful vehicle for addressing mechanistic features and substrate binding
specificity [65].

Gtfs have revealed many molecular firsts, such as the first structure deter-
mination to show captured acceptor bound in the closed conformation, which
is relevant to all GT-B fold type glycosyltransferases.

Fig. 14 SETOR diagrams of GtfA secondary structure in the a unliganded open conform-
ation and b closed conformation induced by DVV (not shown) binding. The bisubstrate
dependant closed conformation caps the deep wide crevice between the two domains of
the GT-B fold by two main chain rotations and the ordering of a labile polypeptide loop
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BGT, Unfolding DNA, and more Open and Closed Forms. CAZy family-63
(GT-63) so far consists of the single member β-glucosyltransferase (BGT),
which is a DNA modifying enzyme encoded by T4 bacteriophage that trans-
fers glucose from UDP-Glc to DNA. The importance of BGT to the virion be-
comes immediately evident when examining its lifecycle. Upon host invasion,
T4 bacteriophage eliminates all host macromolecular synthesis by nuclease
digestion of host DNA. Both host and T4 nuclease activities impose a pro-
tective DNA modification requirement on T4 bacteriophage itself, which is
accomodated by inverting transfer of glucose from uridine-diphosphoglucose
(UDP-Glc) to cytosine by BGT to form 5-hydroxymethylcytosine (5-HMC) in
double stranded DNA [121].

BGT is a monomer of 351 amino acid residues and, like other members
of the GT-B fold family, consists of two non-identical flexible Rossmann-
like domains [122, 123]. Although it is not true for all glycosyltransferases,
the reaction kinetics suggest that BGT can bind acceptor and donor in any
order. The C-terminal domain binds UDP-Glc while the N-terminal domain
binds the DNA acceptor substrate. Although the open form can bind DNA,
BGT undertakes a large conformational change upon UDP-Glc binding, and
adopts a closed conformation that displays increased affinity for subsequent
DNA binding, Fig. 15 [123–125]. Domain closure appears to be necessary for
glucose transfer [126]. Part of the conformational change in generating the
closed form involves a UDP-glucose induced movement in a loop formed by
residues 189 to 195 [124]. Acceptor and donor have been proposed to come to-
gether one of two ways: If DNA binds the N terminus first, then UDP-glucose
brings the C-terminal domain, containing loop 189–195, to form the complete
active site of BGT. If UDP-glucose binds first, the loop is moved into the cata-
lytic position and the BGT-UDP-glucose complex becomes pre-formed for
DNA binding and catalysis [124].

UDP-Glc has been crystallized in the active site of the enzyme. In the
closed conformation, the uridine base of the UDP-Glc bound donor is buried

Fig. 15 SETOR diagram of BGT secondary structure a in open unliganded state, b closed
form with UDP-Glc bound and increased DNA affinity, and c closed conformation with
DNA bound
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within the protein where it forms several hydrogen bonds along with a weak
stacking interaction (in this case with Phe-213). In contrast, the ribose is
somewhat solvent exposed. The donor glucose moiety itself is situated in
a pocket defined by residues from both domains where it makes several in-
teractions and is accessible to external solvent through a channel [122].

The contrast in size between the UDP-Glc donor and the enzyme itself begs
the question as to how such a small molecule can induce the large confor-
mational change from the open to the closed form. The answer appears to
lie in the negatively-charged phosphate moieties of the donor that form elec-
trostatic interactions with the side chains of two arginine residues (Arg-191
and Arg-195). These arginine residues are part of a network of three inter-
domain salt bridges that exist in the closed form of the enzyme (Arg-191 to
Asp-258; Arg-195 to Asp-258; Asp-100 to Arg-191). The binding of UDP-Glc
to these residues induces the formation of these salt bridges and triggers the
inter-domain conformational changes, Fig. 16 [122, 127].

Recognition by BGT of the DNA acceptor itself requires an extra-helical
flipped 5-HMC base, which occurs by thermodynamic chance in natural dou-
ble stranded DNA [124]. Once BGT locates a flipped cytosine, the base is
stabilized in its flipped position by Asn-70 and Phe-71, which are part of loop
70–74 that penetrates into the DNA duplex via the major groove. Asn-70 fills
the empty space left by the extra-helical base, where it forms hydrogen bonds
to the guanine on the complementary strand and distorts the DNA backbone

Fig. 16 The binding of UDP-Glc to UDP induces the formation of several charged residue
interactions that result in a conformational change to generate the closed form of the
enzyme
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to stabilize the flipped base while Phe-71 completes the base stacking interac-
tions in DNA.

A final point concerns the role of the divalent metal cation found in
many glycosyltransferases. In most nucleoside diphosphate or triphosphate
containing enzymes the metal ion serves to stabilize the negatively charged
diphosphate group [126]. This is true for glycosyltransferases in the GT-A fold
family. However, the roles of the divalent metal ion have been suggested to
differ between glycosyltransferases in the GT-A fold family and those in the
GT-B fold family [125], where enzymes with the GT-B fold have a reduced
need for this function because either the helix dipole effect of the α/β/α mo-
tif or positively charged side-chains serve the same purpose [125]. BGT itself
contains three arginine residues that interact with the diphosphate moiety
to reduce the net charge. Instead of binding the diphosphate, the metal co-
factor has been suggested to facilitate the cleavage of the UDP-sugar linkage
and stabilize the leaving group [126]. In most GT-B fold family members,
divalent cations appear to be required only to achieve full catalytic activ-
ity [125]. Interestingly, superposition of crystal structures for the active site
of BGT bound to UDP in the presence of Mn2+ and BGT bound to UDP-Glc
indicate that the manganese and glucose binding sites conflict. Attempts to
obtain a BGT structure with UDP-Glc and Mn2+ simultaneously bound failed
to show electron density corresponding to the manganese ion, and it has been
suggested that the metal ion may be involved in product release after glucose
transfer [125].

4
Examples of Retaining Enzymes with the GT-A Fold: GT-6, GT-64, GT-78

GTA, GTB, and Blood Transfusions. Family 6 (GT-6) glycosyltransferases in-
clude two human enzymes GTA and GTB (named long before the GT-A and
GT-B fold types were discovered) that are responsible for the generation of the
human ABO(H) blood group A and B antigens. The human ABO(H) blood
group antigens are abundant erythrocyte cell surface oligosaccharides conju-
gated as both glycoprotein and glycolipid [128]. GTA and GTB both utilize the
same acceptor molecules, which all terminate in the H-antigen disaccharide
α-l-Fuc-(1→2)-β-d-Gal-OR. GTA forms the A antigen by the α(1→3) trans-
fer of N-acetylgalactosamine from UDP-GalNAc to the H antigen, while GTB
forms the B antigen by the corresponding transfer of galactose from UDP-Gal.
This means that the A and B antigens differ only in the replacement of an ac-
etamido group by an hydroxyl group on the terminal galactose residue. The
ABO(H) antigens comprise one of the most prevalent human alloantigens and
the first to be discovered [129], and this small difference between the A and
B antigens is sufficient to cause a lethal immune response in a mismatched
blood transfusion. Interestingly, the O blood group itself corresponds to the
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H antigen, and is usually the result of an inactive or truncated GTA or GTB
enzyme [130].

GTA and GTB are the two most homologous naturally occurring glyco-
syltransferases reported that utilize distinct naturally occurring donors, dif-
fering by only 4 “critical” amino acid substitutions Arg/Gly-176, Gly/Ser-235,
Leu/Met-266 and Gly/Ala-268 [131, 132]. Given that the enzymes share the
same acceptor it was initially thought that the four critical residues would be
involved exclusively in donor recognition.

With the two wild type enzymes differing by only four amino acids, the
generation of all possible recombinant chimera is straightforward. It has be-
come convenient when discussing the GTA/GTB chimera to designate the four
critical amino acid residues of GTA as AAAA and the four critical amino acid
residues of GTB as BBBB. Surprisingly, kinetic studies of all 14 chimera and
the two wild type enzymes showed (well in advance of any structural deter-
minations) that of the four critical amino acids, only the final two (Leu/Met-
266 and Gly/Ala-268) significantly affect donor specificity [51]. That is, any
chimera XXAA (where X can be either A or B) would selectively transfer
A donor (UDP-GalNAc), and any chimera XXBB would selectively transfer
the B donor (UDP-Gal). Similarly, chimera that mixed the final two critical
amino acid residues had mixed A and B activity. That is, any chimera XXAB
or XXBA would transfer either the A or the B donor [51].

Although the first two critical amino acids (Arg/Gly-176 and Gly/Ser-235)
did not affect donor specificity they clearly impacted enzyme turnover. The
chimera BAAA, BBAA, ABAA all have GTA activity exceeding that of wild
type GTA enzyme. The chimera BAAA has an 11-fold increase in Kcat, which
remains the highest increase in Kcat reported for a single amino acid change
in a glycosyltransferase [51].

The rationale for enzyme specificity and turnover had to wait for the struc-
tural studies [64]. GTA and GTB have nearly identical structures with all four
critical amino acids residing in the ∼ 13 Åwide active site cleft, Fig. 17. While
Arg/Gly-176 is found in the N-terminal UDP-donor binding Rossmann fold,
the other three are found on the C-terminal fold. Although the structure of
either enzyme has not been reported in complex with a complete donor they
have been crystallized with UDP, which has allowed for the likely modeling of
the position of the sugar moieties, Fig. 18. Only residues 266 and 268 of the
four critical amino acids are positioned to directly interact with the donor,
and so confer specificity [64].

Given their high homology, GTA and GTB are ideal probes of substrate
specificity. For example, a single point mutation of the non-critical amino
acid residue P234S in GTB surprisingly leads to a complete switch in donor
specificity from B to A [52], so much so that the GTB/P234S mutant transfers
the A donor faster, and the B donor slower than, wild type GTA. The rational
for this switch of specificity is not yet clear.
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Fig. 17 SETOR diagrams of the GT-A folds of the human ABO(H) blood group A and
B glycosyltransferases a GTA and b GTB. Differing by only four “critical” amino acid
residues, GTA and GTB are the two most homologous naturally occurring glycosyltrans-
ferases that utilize different naturally occurring nucleotide donors. The GTA and GTB
enzymes were named long before the GT-A and GT-B fold types were described

Fig. 18 Modeled donor coordination in the human ABO(H) blood group A and B enzymes
a GTA and b GTB, displaying the relative locations of the three “critical” residues that
are located in the active site relative to their respective donor sugars. The presence of
Leu/Met-266 and Gly/Ala-268 are sufficient to change the specificity of the enzyme to-
ward donor from UDP-GalNAc in GTA to UDP-Gal in GTB. The position of the acceptor
(H) and DXD motifs are also shown

GTA and GTB have also provided some of the few glimpses of the three
dimensional structures of glycosyltransferases with inhibitors bound [133].
One of the primary clinical applications of glycosyltransferases is to develop
methods of inhibiting pathogen enzymes; however, this has been hampered
by the relative paucity of structural data.
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mEXTL2 and Heparan Sulfate. Family 64 (GT-64) includes a group of re-
taining glycosyltransferases involved in the synthesis of heparan sulfate. EXT1
and EXT2 elongate the heparan sulfate chain by alternating the addition of
GlcUA and GlcNAc to their respective non-reducing ends. EXT1 and EXT2
have been linked to hereditary multiple exostosis, which is characterized by
the appearance in growing children of several cartilaginous hard protrusions
originating from the growth centers of bone marrow, and thus have direct
clinical relevance [134]. Although these two enzymes have yet to be crys-
tallized the structure for the EXT-like enzyme mouse EXTL2 (mEXTL2) has
been reported [135]. mEXTL2 is one of the most homologous EXT-like en-
zymes to EXT1 and EXT2 which makes it an ideal candidate for the study of
glucosaminyltransferases. mEXTL2 has been described as an α-GalNAc trans-
ferase from evidence showing the retention of configuration in the transfer
of α-GalNAc to form GalNAc-α(1→3)-Gal-β(1→3)-Gal-β(1→4)-Xyl-; how-
ever, the exact in vivo function of mEXTL2 has yet to be characterized [134].
In vitro, mEXTL2 displays α-GlcNAc and α-GalNAc transferase activity to
the acceptor GlcUA-β(1→3)-Gal-β-1-O-naphthalenemethanol. The mEXTL2
enzyme is suspected to be capable of transferring GlcNAc to a tetrasaccha-
ride linker of the core protein in heparan sulfate biosynthesis [136]. It has
been postulated that the transferase mEXTL2 GalNAc functions to termi-
nate glycosaminoglycan biosynthesis. As a result mEXTL2 is an excellent
model for the α(1→4)-N-acetylglucosaminyltransferase reaction catalyzed by
some members in this α-N-acetylhexosaminyltransferase heparan synthesis
family [135].

mEXTL2 is a type II Golgi membrane protein that contains a C-terminal
catalytic domain that has been crystallized in the apo form, in complex
with UDP-GlcNAc, UDP-GalNAc and UDP and GlcUA-β(1→3)-Gal-β-1-O-
naphthalenemethanol [135]. mEXTL2 is a globular protein with two domains,
a UDP-binding domain (Ala-63 to Val-150) and an acceptor binding do-
main (Thr-154 to Lys-327) that flank a DXD motif (Asp-151 to Asp-153).
The UDP-binding domain consists of a typical Rossmann-like fold with four
β-strands alternating with α-helices. The acceptor binding domain consists
of two β-sheets oriented about 90◦ to each other and flanked by α-helices.
Residues between these two sheets form a hydrophobic core, Fig. 19 [135].

UDP-GlcNAc and UDP-GalNAc bind almost identically to mEXTL2. The
UDP moieties of these two donors form stacking interactions and hydro-
gen bonds consistent with those seen in other glycosyltransferases. Although
the position of C1 is nearly identical for the pyranose moiety of the donor
molecules, these C4 epimers bind in slightly different orientations. The 3-OH
and 4-OH groups of the GalNAc moiety display the same hydrogen bond
partners as the 4-OH and 6-OH groups of the GlcNAc moiety. The residues
involved in donor recognition are highly conserved in this family and clus-
tered around the two completely conserved cysteine residues Cys-244 and
Cys-296 [135].
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Fig. 19 A secondary structure model of mEXTL2 displaying a typical N-terminal nu-
cleotide binding Rossmann fold on the right. The acceptor binding site (left) depicts two
β-sheets oriented about 90◦ to each other forming a hydrophobic core

The polypeptide loop Glu-275 to Glu-288 that is observed to be disordered
in the unliganded structure is ordered upon acceptor binding, which results
in the formation of two new hydrogen bonds between UDP and the protein.
As with many glycosyltransferases, interactions with the acceptor are limited
to a few residues. Enzyme acceptor interactions involve the carboxylate of
GlcUA and the Gal-O4 (to distinguish it from glucose). The orientation of
the acceptor analogue is preserved through stacking interactions with Phe-
290 and Trp-284. The naphthalenemethanol moiety in the acceptor was not
clearly defined in the structure [135].

mEXTL2 is one of the retaining transferases that has been suggested to
have an SNi-like reaction mechanism. The double displacement mechanism
does not readily lend itself to the observed geometry in the active site as there
does not appear to be an appropriately positioned nucleophile to accept the
first transfer. The authors suggest that Arg-293 may act as the enzyme’s nu-
cleophile; however, they also point out that this is speculative given the lack of
evidence that arginine is able to act as a strong nucleophile in any biological
system [135]. The authors also put forward the possibility of a double dis-
placement pathway involving a water molecule as the “enzyme” nucleophile
with Asp-246 as an activating base; however, the requirement of a confor-
mational change in Arg-293 in order to accommodate a water molecule in
a position to make a nucleophilic attack was finally held to be unfavor-
able [135].

MGS and Surviving in Hot Water. Family-78 (GT-78) currently contains
a single member, a retaining mannosyltransferase, mannosylglycerate syn-
thase (MGS), which is a key stress-induced enzyme in the hyperthermophilic



242 B. Schuman et al.

bacteria Rhodothermus marinus. Many prokaryotes accumulate low molecu-
lar weight compounds in order to maintain protein stability during os-
motic and temperature shocks. Hypothermophiles tend to produce negatively
charged soluble small molecules such as mannosylglycerate. Mannosylglyc-
erate and its derivative mannosylglyceramide are exploited by R. marinus
to protect against the osmotic stress and high temperatures found in alka-
line submarine hot springs [137]. Mannosylglycerate and the other negatively
charged osmolytes have been suggested to raise the Gibbs free energy of
both the native and denatured state of the protein by their exclusion from
its solvation shell. However, since the denatured protein has a larger solva-
tion shell than the native protein, the Gibbs free energy of the denatured state
is increased to a greater extent than that of the native protein [137, 138]. As
a consequence, the folded form of the protein has a significantly lower rela-
tive Gibbs free energy than the unfolded form, giving the folded form an
advantage under thermodynamic stress.

MGS is a GT-A fold enzyme that catalyzes the retaining transfer of
mannose from GDP-mannose to d-glycerate during the synthesis of 2-O-α-
d-mannosylglycerate, Fig. 20 [139]. Recognition of d-glycerate is imparted
mainly by hydrogen bonds through all 4 oxygen atoms, where the carboxylate
group forms hydrogen bonds to the main chain amide of Ile-138 and Thr-139
and the side chain hydroxyl of Thr-139. The C2-OH is held in position by Arg-
131, while the C3-OH forms hydrogen bonds to the peptide amide of Met-137
and Ala-136 [140].

Mannosylglycerate synthase is another example of a retaining glycosyl-
transferase where there appears to be a lack of an appropriate enzyme nu-
cleophile, and has been suggested to utilize an SNi mechanism. However, the

Fig. 20 Mannosylglycerate synthase (involved in the biosynthesis of mannosylglycerate)
has an acceptor binding domain consisting mostly of α-helices
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close relationship between the observed structures of retaining and invert-
ing enzymes has raised the possibility of engineering an enzyme of one sort
to undertake a transfer of the other. It has been speculated that only a small
change in the position of the acceptor in MGS could place the substrates in
position for an inverting instead of retaining transfer. This would require the
introduction of a basic residue to deprotonate the acceptor, and the authors
made suggestions of how this could be accomplished [140].

This point is especially interesting in light of the history of family-78, as
MGS was initially placed in the inverting family GT-2 based on 30% sequence
homology. A new family, GT-78, was created when it was shown that MGS
was a retaining enzyme. In view of this relatively high sequence homology,
it has been argued that only a few evolutionary steps should be required to
transform MGS into an inverting glycosyltransferase [140].

5
Examples of Retaining Enzymes with the GT-B Fold: GT-5, GT-20

Glycogen Synthase and other Glycosyltransferases of Glycogen Metabolism.
Family 5 (GT-5) enzymes polymerize starches, cellulose, glycogen, and other
glucans. Glucans are all-glucose glycans that can serve major structural roles
such as cellulose in plant cell walls [141, 142]; however, their most prevalent
function is fixed carbon biomass accumulation and energy storage [143]. The
main storage glucan of animals is glycogen, which is poly α(1→4) glucose
with α(1→6) branches every 8–12 residues.

Three enzymes, two of them glycosyltransferases with known structure,
are sufficient for glycogen anabolism from UDP-Glc monomers. An initial
octo-α(1→4) glucose primer necessary for a new glycogen molecule is pre-
pared by the enzyme glycogenin, which is a retaining GT-A enzyme belonging
to family GT-8 [144], Fig. 21a. Glycogenin initially catalyzes an unusual self
glycosylation to an internal tyrosine residue, then makes sequential α(1→4)-
Glc additions. A second enzyme, glycogen synthase, a member of retain-
ing family GT-5 (with GT-B fold type), Fig. 21b, then catalyzes additional
linear polymerization of this primer by α(1→4) retaining transfer of glu-
cose from UDP-Glc to the non-reducing end of the elongating polysaccha-
ride [145]. Finally, glycogen branches are formed by transfer of an α(1 → 4)
gluco-oligomer (at least 11 residues) from the reducing end of poly-α(1 → 4)-
glucose to an internal glucose by a transglycosylase commonly known as
“branching enzyme” [145]. Though it does technically transfer sugar moieties
from the activated linear precursor, this branching enzyme has been placed
in the glycoside hydrolase family-13 (GH-13) along with amylases due to the
hydrolytic mechanism of transfer [146].

Inherited metabolic disorders in many of the enzymes involved in glyco-
gen synthesis and degradation are known as glycogenosis, or glycogen stor-
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Fig. 21 SETOR diagrams of two glycosyltransferases involved in glycogen anabolism;
a Glycogenin is a GT-A fold type enzyme responsible for the construction of the poly-
Clc glycogen primer. b Glycogen Synthase has a GT-B like fold type and is the enzyme
responsible for the bulk of glycogen polymerization by sequential addition of glucose
units

age diseases (GSDs) [147]. Although glycogen storage diseases are quite rare
(∼ 1 in 20 000–25 000), their affects can be dire. For example, mutation in
GYS2, the gene encoding a liver isozyme of GT5’s glycogen synthase is a catas-
trophic disease (GSD type 0) which, unlike other forms of GSD, does not
involve the storage of excessive or abnormal glycogen and is characterized
by decreased glycogen stores, primarily in the liver, resulting in growth re-
tardance, neurological damage and developmental delay from decreased liver
glycogen anabolism [147].

An Agrobacterium tumefaciens glycogen synthase with solved structure
has a fold similar to the GT-B fold family, with two homologous Rossmann
folds [148]. Only the open form of this enzyme has been reported, both
unliganded and in complex with ADP. ADP binds the DXD triplet on the
C-domain face of the open crevice [148].

The closed form may be induced by crystallization of glycogen synthase
in complex with the octameric α(1 → 4) glucan primer. Unfortunately, this
has not yet been reported. Nor have the corresponding structures of the mu-
tated human GSD type 0 enzymes, of which there are at least three distinct
mutations identified [149].

The Trehalose Synthase OtsA. Family 20 glycosyltransferases have an un-
classified compact GT-B-like fold. They catalyze the formation of trehalose,
a non-reducing disaccharide Glc-α(1, 1)-α-Glc found in abundance, some-
times as the dominant storage glucan, in cryptobiotic organisms able to
withstand severe environmental stresses such as desiccation, pressure [150],
osmotic stress [151], extreme heat [152] or cold [153], reduction [154] or
oxidation [155, 156].

Trehalose has a tremendous water binding capacity, giving it some unique
stabilizing physico-chemical properties. Trehalose is not easily hydrolyzed by
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Fig. 22 a SETOR diagram of the unclassified compact GT-B like fold type of OtsA, a Tre-
halose synthase. b OtsA lacks a DXD motif, donor diphosphate is instead coordinated by
the basic side-chains of Arg-262 and Lys-267

acid, begins to melt at 97 ◦C, resolidifies as an anhydrous disaccharide at
130 ◦C, then melts again at 203 ◦C [157, 158]. These factors allow a hydro-
gen bonding shell of trehalose to maintain membrane and protein integrity
through an array of physiological stresses [159].

While some cryptobiotic bacteria support several pathways for tre-
halose synthesis, most utilize a two step process such as that of E. coli in
which trehalose-6-phosphate synthase (OtsA, Fig. 22a) transfers UDP-Glc to
α-Glc6P, which is subsequently dephosphorylated by OtsB [160].

OtsA lacks a DXD motif and divalent cation density, and instead the UDP
donor diphosphate moiety forms a salt bridge with the basic side-chains of
Arg-262 and Lys-267, Fig. 22b.

Though the Glc6P acceptor binding site lies mostly in the N-terminal do-
main, its phosphate group is sequestered in a positively charged pocket made
by the side chains of Arg-9 and Arg-300 [161, 162]. OtsA selects the α-anomer
of the acceptor to form its α(1 → 1)α product. The β-anomer is hydropho-
bically excluded by Ile155 and Trp85 and furthermore, only α-Glc6p O1 is
correctly positioned to attack the donor [161, 162].

6
Neither GT-A nor GT-B—Example of Unclassified Folds, GT-42

Cstll, Brain Function and Food Poisoning. Family-42 consists of a family of
inverting 2,3-sialyltransferases that all use a CMP-β-N-acetylneuraminate as
a sugar donor. Sialyltransferases are involved in the transfer of sialic acid
(N-acetylneuraminic acid or NeuAc) to a range of glycoproteins, glycolipids
and polysaccharides located on the cell surfaces of a variety of organisms.
One important group of sialic acid containing glycosphingolipids is ganglio-
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sides. Gangliosides are membrane phospholipids with a complex sialic acid-
containing oligosaccharide headgroup, and are a dominant glycan species
in neural tissues. In microorganisms, gangliosides may behave as toxins or
receptors and may modulate cell growth, differentiation, and cell-cell or cell-
matrix interactions [84].

Structural data is available for one of these sialyltransferases, Cstll from
Campylobacter jejuni strain OH4384. C. jejuni has been identified as the most
frequent source of intestinal infections in the world and is usually caused
by eating tainted food. Common symptoms include diarrhea and abdominal
pain [163]. More significantly, C. jejuni has been closely linked to the degener-
ative autoimmune disease Guillian–Barre syndrome (GBS), which is an acute
disease of the peripheral nervous system where the nerves in the arms and the
legs become inflamed and, over time, stop working [163]. C. jejuni is an in-
testinal pathogen that is believed to express variable cell surface carbohydrate
mimics of gangliosides that are associated to bacterial virulence. It is these
ganglioside mimics that are suspected to trigger the auto immune response
involved in GBS [84, 163].

The solved structure for CstII consists of 259 residues arranged in two un-
equally sized domains, Fig. 23. The first domain is a Rossmann like fold that is
associated with nucleotide sugar binding. The active site of the enzyme is lo-
cated at the cleft between these two domains which does not involve residues
from any of the other participants of the CstII tetramer. The second domain
is simple in structure containing two α-helices and is involved in acceptor
recognition and sealing the active site on substrate binding.

Fig. 23 Cstll secondary structure involves two unequally sized domains. The nucleotide
binding domain is a typical Rossmann fold. The second small domain contains two
α-helices that form a lid over the active site upon substrate binding. Interestingly, this
enzyme lacks a DXD motif and therefore also lacks a metal cation at the catalytic center
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Interestingly, Cstll lacks a DXD motif, and does not have a metal cation
at the catalytic center [84]. The donor CMP molecule binds in a cleft in the
nucleotide binding domain at the protein membrane interface which facili-
tates the transfer of the sugar onto the terminus of the acceptor. The cytidine
ring of CMP is held in position by hydrogen bonds, but with no DXD motif
the CMP phosphate itself is held by hydrogen bond interactions with the hy-
droxyl groups of Tyr-156 and Tyr-162, ND2 of Asn-31 and by Asn-9 through
a bridging water molecule, Fig. 24 [84].

The structure of Cstll crystallized with donor analogue CMP-3FNeuAc
maintains the interactions observed with CMP and induces a conformational
change in residues 175–187 creating a “lid” that buries the donor away from
the solvent and creates the acceptor binding site. Specificity for the NeuAc
moiety is endowed mainly by the recognition of the two carboxylate groups.
Specificity for one of these carbonyl groups arises from the complementarity
to the positively charged region on an α-helix dipole [84].

Current evidence points towards an SN2 mechanism for Cstll. Some
Cstll variants are bifunctional enzymes that can catalyze either α(2→3)-
sialyltransferase activity or α(2 → 8)-sialyltransferase activity. The two re-
actions have different acceptors. In the first, a nucleophilic attack on C2
of CMP-NeuAC by the 3-hydroxyl of galactose results in the formation of
NeuAC-α(2→3)-Gal-β(1→3)-GalNac. In the second, a nucleophilic attack on
another CMP-NeuAC residue by the 8-hydroxyl of the N-acetylneuraminic
acid residue of this sugar results in the elongation of this chain. The candi-
date enzyme nucleophile in both cases is His-188 that is located 4.8 Å from
the anomeric carbon of the donor sugar.

The lack of a DXD motif in Cstll provides a unique problem in catalysis.
The DXD motif is involved mainly with cation binding. This metal cation is

Fig. 24 Cstll lacks a DXD motif and displays a unique method of binding the donor phos-
phate through hydrogen bonding interactions arising from Tyr-156, Tyr-162, Asn-31 and
Asn-9 through a bridging water molecule
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believed to act as a Lewis acid that stabilizes the leaving group in the reaction.
The authors suggest that Cstll resolves this problem through hydrogen bond-
ing interactions provided by Tyr-156 and Tyr-162 that increase the leaving
group character of CMP [84].

7
Conclusions

Glycosyltransferases utilize a limited repertoire of donors and a vast array
of acceptors to produce a nearly countless variety of complex carbohydrate
structures. There are now more identified genes for glycosyltransferases than
any other type of enzyme save, possibly, kinases. Although the first glycosyl-
transferases were chemically characterized a generation ago it is only within
the last decade that significant progress has been made in elucidating their
three-dimensional structures. To date, all glycosyltransferases with known
structure contain mobile polypeptide loops or protein domains that allow the
enzyme to isolate the active site in order to exclude incorrect substrates as
much as identify the correct ones. Although almost all glycosyltransferases
fall within one of two fold families, there are exceptions. With the growing
need to exploit these enzymes as targets for new therapeutics or as robust
chemosynthetic tools it is imperative to carry structural studies to as many
unique glycosyltransferase families as possible.
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Abstract Interactions between a biological macromolecule and a small molecule ligand
involve intricate recognition events which are strongly influenced by both structure and
dynamics factors. The ligand and receptor must mutually fit and adapt to each other
to form a strong complex, and detailed knowledge of these factors would certainly aid
drug design efforts. This work describes our experience in the characterization and ex-
ploitation of these properties within the context of two medicinal chemistry programs
that targeted the essential protease enzymes of the human cytomegalovirus (HCMV) and
the hepatitis C virus (HCV). Central to the rational use of such data was the qualita-
tive elucidation of the binding parameters that defined modes/roles of each substituent of
the ligands. This required the development of dynamics- and structure-based strategies
that logically considered data from structure–activity relationships, NMR spectroscopy,
computational chemistry, and X-ray crystallography. An important emphasis was made to
monitor the relationship between inhibitor activity and ligand flexibility using 13C NMR
T1 relaxation data, within the context of promoting the bioactive conformation as a drug
design tool. Besides these methods which focused on data from the ligand perspective, in-
teresting ligand-induced adaptive features of the receptors were also observed, and their
impacts on drug design were explored.

Keywords 13C T1 relaxation · Bioactive conformation · Drug design · Dynamics ·
HCMV · HCV

Abbreviations
NMR nuclear magnetic resonance
13C T1

13C NMR spin lattice relaxation
IC50 inhibition constant at 50% concentration
HCV hepatitis C virus
HCMV human cytomegalovirus
C-terminal C-terminus of a peptide chain
N-terminal N-terminus of a peptide chain
NOESY NMR nuclear Overhauser effect spectroscopy
ROESY NMR rotating-frame nuclear Overhauser effect spectroscopy
AIDS auto-immune deficiency syndrome
HSV herpes simplex virus
DLB NMR differential line broadening
SAR structure-activity relationship
NS non-structural
HSQC NMR heteronuclear single-quantum correlation

1
Introduction and Overview

The binding of a ligand to a macromolecule involves intricate recognition
events that are strongly influenced by forces which include shape comple-
mentarity, van der Waal contacts, electrostatic interactions, and solvation
effects. Most structure-based, drug design efforts focus on these attributes.
Also critical to these recognition events, and often ignored, are structural
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and flexibility adaptations of the ligand and receptor to attain the bioactive
complex. Therefore, a more encompassing view of biomolecular recognition
must include an extension of the classical “lock-and-key” model to one that
incorporates the effects of dynamics and conformational changes.

Although rational drug design efforts would certainly be accelerated from
knowledge of these adaptive processes, only limited applications have been
reported. This is partly due to the fact that few experimental methods can
provide this type of atomic-level information by practical and timely means,
and as a consequence, its importance and potential impact in drug design
have not yet been fully appreciated.

Here, two projects are reviewed that illustrate our findings in antiviral drug
design in which the dynamics and structural principles that dictated ligand
binding were explored and exploited. In addition, novel strategies and tools
were developed to monitor the adaptive, biomolecular recognition processes,
and it is expected that they will have general utility in other medicinal chem-
istry efforts.

The first account describes the identification and characterization of an-
tiviral inhibitors that targeted the serine protease domain of the human cy-
tomegalovirus (HCMV protease). Although it is written from a chronological
point-of-view, it focuses primarily on the multidisciplinary strategies applied
to monitor the impact of bioactive conformations on inhibitor activity. The
account first provides an introduction to HCMV protease as an antiviral tar-
get. It then explains our strategy of identifying the first lead inhibitor whereby
a C-terminal warhead was incorporated onto N-terminal product peptides.
The warhead induced a reversible, covalent mode of binding that mimicked
the transition-state of substrate cleavage.

Having identified the core scaffold of the ligand which was involved in
direct binding to the protease, potent inhibitors with less peptidic charac-
ter were discovered. NMR methods were developed to monitor the bioactive
conformation of these inhibitors, and the dependence of potency on the free-
state flexibility was discovered. The more potent compounds exhibited similar
free and bound conformations, which was likely due to optimization of the
bioactive conformation and, as a result, to a reduction in the entropic cost of
binding.

Another important finding in this first account was that the active-site
underwent important conformational adaptations upon binding the pep-
tidomimetic ligands and substrates, which ultimately served to characterize
HCMV protease as an induced-fit enzyme. Owing to this, the resultant en-
tropic cost required to induce the “activated” state adversely limited attempts
to further improve inhibitor potencies. Based on this, medicinal chemistry
efforts shifted to an alternate series of compounds that were found to bind
to the “unactivated” form of the protease, which presumably avoided paying
expensive entropic costs. Throughout this campaign, novel strategies were de-
veloped to monitor the bioactive conformation, and changes in flexibility of
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the ligands and receptor. Given the general nature of these strategies, they
were then applied with success to a highly related campaign that targeted the
HCV protease.

The second account evaluates the bioactive conformation of peptide-based
inhibitors of HCV protease, and it reviews the application of the 13C T1
method as a tool for monitoring changes to this bioactive conformation for
drug design purposes. It begins with an introduction to the rationale for
considering HCV protease as an antiviral target. Then a brief overview is pro-
vided on the design of the potent BILN 2061 family of inhibitors starting from
an N-terminal product peptide. Rather than provide a chronological review,
the subsequent sections focus on systematically evaluating the importance of
the bioactive conformation with regard to potency. First it is shown that a po-
tent precursor of BILN 2061 adopts similar free and bound conformations
using transferred NOESY and ROESY NMR data. Then spin-lattice relaxation
NMR experiments (13C T1) are introduced as a tool for monitoring atomic-
level details of the flexibility of the inhibitors. This is followed by examples of
13C T1 collected on inhibitors that were pivotal along the pathway in design-
ing BILN 2061. The data presented clearly show a striking correlation between
13C T1 times and inhibitor potency, which demonstrates the importance of
optimizing the free state conformation via rigidification strategies, when and
where appropriate.

2
HCMV Protease

2.1
HCMV Protease as an Antiviral Target

The human cytomegalovirus (HCMV) is a highly prevalent pathogen that
poses a serious risk to immunocompromised individuals, notably AIDS pa-
tients, organ transplant recipients and neonates who acquire the infection
congenitally [1, 2]. Typical of members of the herpesvirus family, HCMV en-
codes a unique protease involved in capsid assembly whose activity is essen-
tial to the production of infectious virions [3–6]. The enzyme is responsible,
late in the viral cycle, for the processing of the assembly protein whose func-
tion is analogous to that of the “scaffolding” protein of bacteriophages [7]. In
the case of HCMV’s close homologue HSV-1, failure to process the assembly
protein results in the accumulation of aberrant, noninfectious capsids [5].

The full-length HCMV protease precursor (Fig. 1) contains 708 amino
acids encoded by the UL80 gene, which is co-terminal with the UL80.5 open
reading frame [3]. The assembly protein precursor is encoded by UL80.5 and
is in frame with the carboxyl-terminal amino acids of the protease precursor.
It was found that the enzyme can process its own C-terminus at a site identi-
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Fig. 1 Diagram depicts the UL80 and UL80.5 open reading frame products. The HMCV
protease cleavage sites (R-site and M-site) are indicated on the HCMV protease and as-
sembly protein precursors

cal to that of its assembly protein substrate, the maturation site (M-site), see
Fig. 1. The protease also undergoes self-processing at the release site (R-site)
near its amino terminus. This cleavage liberates the 256 amino acid cata-
lytic domain, which will be referred to here as HCMV protease. Although this
enzyme has been characterized as a member of the serine protease family,
X-ray crystallographic analyses [8–11] have shown that it possesses a unique
protein fold and an unusual catalytic triad in which the third member is a his-
tidine rather than an aspartate. Also setting it apart from classical serine
proteases is its existence as a dimer, which is believed to be the sole ac-
tive species [12, 13]. Finally, our spectroscopic studies [14] demonstrated that
the binding of substrate-based competitive inhibitors results in a conforma-
tional change in the enzyme and that catalysis by HCMV protease can be best
described in terms of an “induced-fit” model [15, 16].

2.2
Mapping the Critical Binding Parts of the Substrate Peptides
and Determining the First Structure of a Ligand Bound to HCMV Protease

Given that substrate hydrolysis by human cytomegalovirus (HCMV) pro-
tease was essential for viral capsid assembly, we embarked on a knowledge-
building exercise to acquire a clear understanding of the structural elements
of the substrates that were required for recognition and hydrolysis. Our enzy-
mology studies demonstrated that peptides which corresponded to 17 amino
acids of the R- and M-sites (and referred to as R-site and M-site peptides)
were sufficient to induce hydrolysis by HCMV protease (Fig. 2) [16]. Enzy-
mology studies also found that amino acid substitutions of the P′ residues
(using standard nomenclature [17]) had a much less pronounced effect on
oligopeptide substrate hydrolysis rates than those of P-side residues (data
not shown) [18]. It was also discovered that a peptide spanning the P4–
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Fig. 2 Amino acid sequences of peptides/inhibitors are provided along with enzymolog-
ical (kcat/KM) and inhibitory activity (IC50) data [16]. The nomenclature used to denote
amino acid positions are given above (i.e. P9 to P4′) [17]. The peptide labeled as R-site,
R-mutant, M-site, and M-mutant are 17 amino acids in length, but only the sequence
to P4′ is provided for the sake of limited space. The full sequence can be found else-
where [16]

P1′ M-site core alone was capable of competitively inhibiting catalysis with
binding affinity only 5-fold less than that of the P4–P4′ substrate [19]. This
supported the presumption that the structural elements of the substrate
which were N-terminal to the scissile bond were crucial for complexation
to the enzyme.

In addition to enzymology studies, differential line-broadening (DLB)
NMR was employed to obtain a concise picture of which residues played dir-
ect binding roles in substrate and product recognition by the enzyme [16].
An important advantage of the DLB method [20] was that it provided atomic-
resolution data that was easily acquired and interpreted. An example is shown
in Fig. 3A using the N-terminal product peptide (R-product) of the R-site. Al-
though it was not a potent inhibitor (IC50 ∼ 3000 µM), it nonetheless bound
to the protease as revealed by the selective resonance perturbations observed
when the hydrogen resonances of the peptide where compared in the ab-
sence versus presence of HCMV protease (Fig. 3A). The changes in the peak
shape and intensity were a result of fast-exchange averaging between the free
and bound states (Fig. 3B), which differ in chemical shift and line-shape. The
broadened resonance of the methyl group of Ala 1 (compare “a” with “b”
in Fig. 3A) indicated that this group became pocket exposed upon bind-
ing to HCMV (see the illustration in Fig. 3B). In contrast, the 1H resonance
of the methyl group of Thr 9 changed little, as expected for a group that
was predominantly solvent exposed in the free and bound states. Using this
method, the ensemble of DLB patterns were monitored for the R-product
and M-product peptides, and it was discovered that the P4 to P1 residues
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Fig. 3 DLB mapping that distinguished between residues that were solvent exposed versus
those that directly contact the receptor. Shown is the methyl region of the 1H NMR spec-
trum of R-product showing the P1 and P9 CH3 side-chain doublets [16]. A “a” is of free
R-product; “b” is of R-product after the addition of HCMV protease at a ratio of 7 : 1; and
“c” is of R-product after the addition of HCMV protease ratio and inhibitor 6 at a 7 : 1 : 2
ratio. For the sake of clarity, the P1 methyl signals have been skewed slightly. B A dia-
gram demonstrates that the DLB method requires fast-exchange binding between the free
and bound states (on the NMR time-scale). C The 3D structure of the P5–P1 sequence
of R-product when bound to HCMV protease. The 32 overlapped structures determined
were derived using transferred NOESY restraints and simulated annealing calculations

directly contacted the protease whereas the P9 to P5 residues were solvent
exposed [16].

It was later established that complexation was indeed at the active site of
HCMV protease using DLB competition experiments. Upon the addition of
a potent inhibitor of the enzyme, compound 6 (vide infra, Fig. 5), the P1
methyl signal was restored to its original uncomplexed form (“c” in Fig. 3A)
owing to the ability of compound 6 to plug the active-site by forming a stable
hemiketal, covalent adduct with the catalytic serine (vide infra) [16].

Moreover, the 3D structures of the R-product and M-product peptides
when bound to HCMV protease were also determined [16] using another
powerful NMR method, the “transferred NOESY” experiment [20]. The
crosspeaks observed from this experiment reflected a finger-print of short,
intra-molecular hydrogen distances of the peptides, and distance-restrained
simulated-annealing calculations were performed to determine the bound
structures. As an example, Fig. 3C shows that a single-family of structures
of R-product bound to the protease in well-defined, extended conformations
from P4 through P1, with no defined structure for the P9 to P5 segments.
In summary, although these N-terminal product peptides were very weak
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inhibitors (Fig. 2), they were nevertheless found to be bound in similar, well-
defined conformations.

Also of interest was the identification of the source of the different pro-
cessing rates observed between the R-site and M-site peptides (Fig. 2), where
the M-site was hydrolyzed significantly faster than the R-site substrate (657
versus 42kcat/KM) [16]. To address this question, enzymology studies which
utilized mutated R-site and M-site peptide substrates (i.e. P5 and P4 residues
were separately exchanged) revealed that these positions had essentially no
influence on the specificity constants (kcat/KM). In sharp contrast, substitu-
tion of the P2 residue of the R-site peptide to that of the M-site (Lys to Asn,
and called R-mutant in Fig. 2) changed its specificity constant to resemble
that of the M-site peptide substrate, and vice versa for the M-mutant. Thus,
the P2 side-chain played a principal role in the observed variation in cleavage
rates, suggesting that this side-chain somehow influenced the catalytic triad
reactivity. This observation had practical drug design utility in our HCMV
and HCV campaigns [36] (vide infra).

2.3
Inhibitors Designed by Attachment of C-Terminal Warheads on Peptides

Serine proteases are perhaps the most well-studied class of enzymes [21–
23]. Despite significant differences in global protein architecture, they possess
strikingly similar catalytic machinery (triad), a fact which is often cited as the
paradigm of convergent structural evolution at the enzyme level. Owing to
the functional and structural homology between serine proteases, a number
of classic inhibitor-design approaches have been applied to various members
of the enzyme family.

Our efforts focused on one such approach, namely substrate-based acti-
vated carbonyl inhibitors [24]. As generally applied, the strategy involved the
synthesis of N-terminal cleavage products in which the acid of the C-terminus
was replaced with an electrophilic ketone [25]. Upon attack by the active-
site serine, covalent hemiketal adducts were formed that mimic the transition
state of the tetrahedral intermediate formed during the catalytic reaction.
This was confirmed by 13C NMR studies (vide infra). The expected boost in
potency was observed when this approach was applied, in that compound
1 was found to inhibit HCMV protease with an IC50 of 1.8 µM (Fig. 2) [14,
25], as compared to an IC50 of > 1000 µM found for the corresponding M-
product peptide (Fig. 2) that possessed a C-terminal carboxylate. Having
attained a reasonable potency, structure-activity relationships (SAR) then be-
came possible. Our early findings were insightful and consistent with the
conclusions from both NMR and enzymology studies mentioned above. For
example, N-terminal truncation of P5 resulted in an inhibitor with similar
potency (e.g. compare the activity of compound 1 versus 2 in Fig. 4), and
sharp losses in potency were observed upon further truncation of the P4
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Fig. 4 Inhibitors 1–4 are shown along with inhibition constants. The amino-acid positions
are designated on top as P5–P1

and P3 residues (e.g. compare the activities of compound 2 with 3 and 4 in
Fig. 4) [25]. Thus, the P4 to P1 peptidyl segment played a critical role in ligand
binding to the active-site of HCMV protease.

Subsequent medicinal chemist’s efforts found limited success at optimizing
compound 1 for drug design purposes. The best peptidyl portion discov-
ered was N-tert-butylacetyl-l-tert-butylglycyl-l-Nδ,Nδ-dimethylasparagyl-l-
alanine, and the most effective activated carbonyl groups were those shown
on compounds 5–7 in Fig. 5 [15, 25]. Despite the identification of compound 6
as the most potent inhibitor (IC50 of 0.1 µM), a large variety of compounds
were synthesized and tested without significant improvements in activity.

Fig. 5 Inhibitors 5–9 are shown along with inhibition constants
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Given this, there appeared to be an unidentified, physical limit to the potential
in discovering more potent inhibitors of HCMV protease. It was thought that
this may be related somehow to the binding mode, which warranted further
investigation.

2.4
Elucidation of the Binding Mode of the Optimized Peptidyl Segment

Concurrent to the medicinal chemistry work which chemically probed the
substituents that dictated binding and activity, structural research efforts
were also focused on determining the binding mode of compounds such as
5–7 when bound to HCMV protease. While the transferred NOESY technique
was clearly an expedient route to obtaining the bioactive 3D structure when

Fig. 6 Sections of the 13C NMR spectra of A 1.6 mM [13C]-6 in the presence of 0.72 mM
HCMV protease. Compound [13C]-6 was synthetically labeled with 13C at the P1 car-
bonyl carbon. A ∗ on the structure indicates the labeled position. The signals at 105.7 and
95.8 ppm correspond to the bound (ionized hemiketal) and free inhibitor, respectively.
B 3.6 mM methyl ketone of free [13C]-8. Compound [13C]-8 was synthetically labeled with
13C at the P1 carbonyl carbon. A ∗ on the structure indicates the labeled position. The
spectrum of the free inhibitor is shown and denoted. The spectrum of excess inhibitor
is a fast-exchange mix between the free and bound states, but the shift to the left clearly
shows that a bound shift around 106 ppm is not possible
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bound to a protein, there was an important constraint in applying the tech-
nique on these compounds. It could only be utilized if there was sufficiently
fast and reversible exchange of an inhibitor between the free and bound states
to allow for cross relaxation. Although activated carbonyl compounds such
as 5–7 are reversible inhibitors, the exchange rates between their free and
enzyme-bound states were very slow due to their mechanism of inactivating
the enzyme (via covalent attachment), which conferred slow koff rates (typic-
ally 7×10–5 s–1 for this class of inhibitors). As a consequence, the transferred
NOESY method could not be employed to determine the bound conform-
ation [26].

To circumvent this kinetic constraint, we designed ligands that as closely
as possible resembled the peptidyl portion of our inhibitors while not exhibit-
ing its slow exchange properties. Thus, peptidyl methyl ketones 8 and 9 were
designed [26] to fulfill these criteria, and this was confirmed by 13C NMR ex-
periments [14]. These experiments showed that fluoro ketone 5 was hydrated
when free in aqueous solution (based on the 13C chemical shift shown in
Fig. 6A) and formed a covalent, hemiketal adduct in the bound state (based
on the 13C shift in Fig. 6A). On the other hand, methyl ketone 8 was not hy-
drated in the free state and did not form a covalent complex when bound to
HCMV (based on the 13C shifts in Fig. 6B).

As a result, replacing the C-terminal CF3 with a CH3 rendered the com-
pounds unreactive toward attack by the active-site serine, and it eliminated

Fig. 7 A Overlap of NMR-derived bound conformations of compound 9 (colored green;
29 conformations), R-product peptide (gray; 32 structures), and the X-ray crystallo-
graphic conformations of bound compound 7 (yellow; 4 conformations). B Zoomed view
of the P3–S3 interaction of compound 7 bound to HCMV protease
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the covalent binding feature and provided a powerful structural probe of
the bioactive conformation. Transferred NOESY data were then acquired on
compound 9 (vide infra, Fig. 9A) and the derived distance restraints were
applied to determine the family of bound structures shown in green in
Fig. 7A [26]. Of particular interest was that these structures also resembled
the bound structures of the R-product peptide shown in gray [16]. Further-
more, they also bore a striking resemblance to the much more potent and
covalently-bound compound 7 (yellow, Fig. 7A) which was determined by
X-ray crystallography [27]. They all bound in the extended conformation
with a zigzagged backbone, and the P1 and P3 side-chains lie close to one an-
other, as do the P2 and P4 side-chains. The commonality of this structural
feature for all three compounds suggested that this bioactive conformation
played an important role for binding and activity. The dramatic losses in po-
tency observed upon N-terminal truncation of P4 and P3 was also consistent
with this notion.

2.5
Ligand Adaptations Upon Binding

The importance of designing compounds that preferentially adopted this
bioactive conformation in the free state was best exemplified by SAR and
mechanistic studies performed at the P3 position. Dramatic improvements
in potency were attained (Fig. 8) when a glycine at P3 (compound 10, IC50 >

Fig. 8 Inhibitors 6, 10, and 11 are shown along with inhibition constants. 13C T1 re-
laxation data are given for the P3 Ca carbon. For the methylene carbon which has two
covalently attached hydrogens, NT1 values are provided where N is the number of at-
tached to help in interpreting the relative flexibility between different carbon types
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300 µM) was replaced with an alanine (compound 11, IC50 48 µM) or a tert-
butyl group (compound 6, IC50 0.1 µM) [25]. These increases in potency
could not be explained by direct contacts with the protease pocket, given
that there was little S3 pocket to speak of as judged by an X-ray structure
of a complex involving 7 which was solved at a later date [27]. Rather, the
improvements in potency were a result of the incorporation of the bulkier
side-chains which helped to rigidify the compounds to resemble the bioactive
conformation.

The relative rigidity (or flexibility) of these compounds was monitored by
an NMR technique called 13C spin-lattice relaxation measurements (13C T1)
which are sensitive to motions on the pico- to nanosecond time scale [15].
The interpretation of T1 data is straightforward, shorter times are indicative
of relatively slower segmental motion or flexibility of C – H vectors. Thus,
the relatively shorter T1 times observed for the Cα of the tert-butyl ana-
logue 6 (0.35 seconds) versus that of alanine (0.37 seconds, compound 11) and
that of glycine (0.50 seconds, compound 10) was consistent with increased
conformational restriction. Having found this, it became apparent that the
conformational restriction induced by the bulkier P3 side-chain resulted in
a minimization of the overall entropic cost of binding. The role played by
the bulk was to force the critical P3 backbone into the bioactive, extended
conformation in the free state, which aided in the facile formation of two hy-
drogen bonds that were required upon complexation with HCMV protease
(Fig. 7B) [15, 27]. The T1 data also shed light onto the fact that the bulkier
P3 side-chain had important, long-range dynamic effects. The N-terminal

Fig. 9 Comparison of 2D NMR spectra of bound versus free compound 9. A NH-aliphatic
region of the transferred NOESY spectrum of compound 9 in the presence of HCMV
protease at a ratio of 7 : 1. B ROESY spectrum of free compound 9
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methylene of 6 exhibited significantly lower T1 times as compared to 10 (0.58
versus 0.90 seconds). The next section involving our HCV protease campaign
will show excellent examples of how T1 data was used to monitor and exploit
similar long-range, dynamics effects.

These findings were corroborated by other complementary NMR methods,
which determined that the optimized peptidyl segment adopted similar con-
formations in the free and bound states. For example, it was clearly evident
from the data in Fig. 9 that the peptidyl part of compound 9 displayed the
same crosspeak patterns in the ROESY and transferred NOESY spectra [15]. It
also demonstrated that the optimized peptidyl segment underwent little con-
formational change upon binding HCMV protease, and as a result, likely paid
little in entropic costs to bind HCMV protease.

2.6
HCMV Protease Active-Site Adaptations Upon Ligand Binding

Concurrent to our work aimed at designing more rigidified inhibitors, ev-
idence was also mounting that suggested that HCMV protease underwent
changes upon the binding of peptidyl ligands. Some unusually sharp reso-
nances in the 1H NMR spectrum of apo HCMV protease were broadened
upon complexation. Furthermore, fluorescence emission studies demon-
strated that HCMV protease underwent a conformational change upon com-
plexation of inhibitors as demonstrated by the observed “blue shifts” shown
in Fig. 10 [14]. These shifts were observed regardless of whether covalent
complexes were formed (as observed for compounds 5–7, Fig. 10A) or non-
covalent complexes were formed (as observed for compound 8, Fig. 10B).
Thus, the induced structural alteration was elicited by the formation of con-
tacts between the peptidyl portion of the inhibitors and the binding regions
in the protease active site.

Interestingly, these shifts were also observed during complexation and
catalysis of a peptidyl substrate, which helped in characterizing HCMV pro-
tease as an induced-fit enzyme [15]. A more detailed view of this conforma-
tional transition was later provided by a comparison of the X-ray structure of
the apo form of HCMV protease (in gray, Fig. 11B) [8] with that of a complex
with compound 7 (in green, Fig. 11A) [27]. The following differences were no-
table. There appeared to be a movement and/or ordering of the β5-strand,
the L9-loop, the L2-loop, Arg-165, and Arg-166. Interestingly, the inhibitor-
induced changes in the L9-loop resulted in the burying and immobilization
of Trp-42, which in the free enzyme was, more or less, solvent exposed and
clearly mobile. This change in microenvironment was fully consistent with
the reported shifts in fluorescence emission upon peptidyl ligand binding
(e.g. Fig. 1) [14, 15].

It was conferred from these X-ray structures (Fig. 11), that HCMV pro-
tease underwent substantial reorganization and, notably, rigidification upon
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Fig. 10 A Changes in the fluorescence emission spectrum of HCMV protease in the pres-
ence of saturating amounts of peptidyl-activated carbonyl inhibitors. The C-termini of
compounds are abbreviated, and R represents the peptidyl portion. The spectra shown
were acquired after excitation at 280 nm. B Changes in the fluorescence emission spec-
trum of HCMV protease in the presence of saturating amounts of the non-activated
carbonyl inhibitor 8

Fig. 11 Peptidyl ligand-induced conformational changes of HCMV protease. Views of the
active site region of A the inhibited enzyme (in green) covalently bound with ketoamide
7 shown in yellow, and B the apoenzyme (in gray). Spheres indicate the points at which
there was no electron density further along the L9-loop
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peptidyl ligand binding. However, these are only “snapshots” of two discrete
states in a crystal lattice. The exact manner by which these changes occur in
solution are likely via an ensemble of rapidly interconverting structures, and
the complexation with a rigid peptidyl ligand results in a restriction of the
flexibility of the protein active-site. In this respect, the process bears elem-
ents of protein conformer selection [28]. In other words, the peptide guides
the reorganization of the protein around it after association.

2.7
Implications of HCMV Protease as an Induced-Fit Enzyme
on Inhibitor Design

Further efforts failed at improving the potency of the peptidyl activated car-
bonyl inhibitors described herein. This was particularly disappointing since
much more potent dipeptidyl inhibitors had been reported for a related serine
protease, chymotrypsin, using similar C-terminal warhead technology [29,
30]. Thus, a review and re-analysis of the binding mode was necessary in
order to identify other reasonable approaches for drug design. Beginning
from the inhibitor point-of-view, it was found that the rigidified and extended
peptidyl segment was important for properly anchoring the inhibitor to the
bottom of the active-site via hydrogen bonds with the β5 strand. Also, the
NMR studies demonstrated that these more optimized inhibitors possessed
a fair degree of structure in solution that corresponded to their conformation
when bound to HCMV protease, which effectively reduced the loss of con-
formational entropy upon complexation. However, we observed that the 1D
proton NMR resonances of covalently enzyme-bound 5 remained relatively
sharp, which suggested that, even as hemiketal adducts, the present peptidyl
inhibitors retained a high degree of mobility when complexed to HCMV pro-
tease, particularly those involving the inhibitor side chains [15]. Therefore,
the side-chain interactions were probably quite weak.

On the other hand, the formation of a covalent adduct was found to be
a key factor that contributed to a strong interaction and to inhibition, owing
to its structural analogy with the catalytic transition-state. This was clearly
demonstrated by the > 1000-fold increase in potency when comparing com-
pounds 8 with 5 in which the C-terminal methyl was replaced with a warhead.

In summary [15], inhibition of HCMV protease by the peptidyl compounds
described here involved the synergistic effect of the peptidyl portion to in-
duce the transition to a catalytically active or activated form of the enzyme,
and an electrophilic keto moiety that reacted to yield a stabilized covalent
complex that mimicked the transition state. This rationale accounted for the
relatively weak binding of the peptidyl chain and was consistent with the view
that, in induced-fit catalysis, binding energy is expended to compensate for
the energy required to convert the enzyme to a thermodynamically less favor-
able state.
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Given this limitation, an alternate drug design strategy was therefore ne-
cessary. It was then thought that molecules which complex to, but do not
induce the conformational change associated with an induced-fit enzyme,
would be better suited as inhibitors. Such molecules would be expected to ex-
hibit binding constants reflecting, more directly, the structural interactions
between ligand and protein.

In fact, our medicinal chemistry efforts later focused on a class of in-
hibitors, the β-lactams [31–34] (e.g. compound 12 in Fig. 12), which inhibited
HCMV protease by binding to the active site without inducing the struc-
tural reorganization as observed by fluorescence emission [15]. The blue-
shift normally observed upon the binding of peptidyl inhibitors or substrate
(as reported above) was not produced upon saturation of the enzyme with
β-lactam inhibitors such as compound 12, the spectrum remaining essentially
identical with that of the free enzyme (data not shown here).

Furthermore, this class of compounds bound competitively with the pep-
tidyl inhibitor 9 for the active-site of HCMV protease. Competition DLB
studies showed that the DLB observed for compound 9 in the presence
of the protease (b in Fig. 12) was lost upon addition of compound 12
(c in Fig. 12) [15]. Also, 1H{15N}-edited NMR studies demonstrated that
these molecules bound covalently (based on the observation of two bound
amide resonances in Fig. 13B), and were very slowly cleaved as competi-
tive substrates of HCMV protease (based on the observation of two free
amide resonances in Fig. 13B) [35]. Other intermediate bound states were
also observed and described in detail elsewhere [35], which provided other
possible optimization avenues. Therefore, β-lactam inhibitors served as
a new class of inhibitors of HCMV protease which had a greater potential
given that its binding mode lacked a corollary entropic cost of induced-fit
binding.

Fig. 12 β-lactam inhibitor 12 is shown along with inhibition constant. Also, 1H NMR DLB
experiments are provided that monitored competition binding to HCMV protease. Shown
as “a” is the P4-γCH3 doublet of free 9, and “b” is the same but after adding HCMV
protease. The broadening observed in “b” is subsequently lost after the addition of com-
pound 12 which competitively binds to the active-site of HCMV protease. For the sake of
clarity, the methyl signals have been skewed slightly
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Fig. 13 NMR spectra of the interaction of the 15N-labelled, β-lactam 12 with HCMV pro-
tease. A Downfield subregion of the 1H NMR spectrum of HCMV protein in the presence
of 15N-12. 15N-12 was synthetically labeled with 15N at the positions denoted by stars on
the structure denoted as “free 15N-12”. B 15N-filtered 1H NMR spectrum acquired on the
same sample as that used in A. Only the resonance of a 15N nucleus that has a directly
attached hydrogen is observed. The various species of compounds are indicated, and the
covalently bound and ring-opened species of 15N-12 is illustrated

2.8
Conclusions

From the perspective of drug design, our medicinal efforts showed an in-
teresting example of how two different classes of competitive inhibitors of
comparable potency exercised their activity in two very different ways. In the
case of the activated peptidyl ketones, inhibition was mechanism-based and
relied on optimal functioning of the catalytic machinery. They depended on
complexation of their peptidic chains to bring the enzyme to an activated
state, even though this interaction did not contribute to a great degree to the
overall binding.

In the case of the β-lactam inhibitors, the intrinsic binding energy ap-
peared to be a much more important factor in providing potency. The absence
of induced-fit activation was a particularly attractive feature given that a high
entropic cost of binding would be averted. However, these alternate com-
pounds were no longer pursued as HCMV antiviral compounds due to the
introduction and fortunate success of HIV antiviral drugs. This was because
health complications from HCMV infection were predominantly found in in-
dividuals whose immune systems were compromised by HIV infection.
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Nonetheless, these compounds could be pursued in the future depending
on developing needs. Also, the cumulative experience acquired during this
campaign, such as the development of novel methods and strategies, proved
to be beneficial early on in a concurrent program that targeted HCV pro-
tease [36] and will be described below.

3
HCV Protease—Monitoring Ligand Flexibility by 13C NMR T1 Relaxation,
and the Importance of the Bioactive Conformation

This second account focuses on systematically evaluating the importance the
bioactive conformation, and the impact that changes in flexibility have on the
binding affinity of related analogues. As was introduced during the HCMV
campaign (vide supra), 13C T1 NMR relaxation data are used as an important
tool to monitor changes in molecular flexibility. This discussion begins with
an introduction to the rationale for considering HCV protease as an antiviral
target. It is then followed by a brief overview of the design of the potent BILN
2061 family of inhibitors starting from an N-terminal product peptide. The
next section discusses the rationale for using 13C T1 data in a drug discovery
environment, and the subsequent sections systematically correlate trends in
inhibitor activity versus changes in flexibility as determined by 13C T1 data.
Interesting trends are observed, such as unforeseeable long-range dynamics
effects.

3.1
HCV as an Antiviral Target

Up to 200 million people around the world are infected with the hepatitis
C virus. The majority of individuals with persistent HCV infection will de-
velop chronic hepatitis C, which is a progressive liver disease that can lead to
cirrhosis and hepatocellular carcinoma [37–40]. There currently is no antivi-
ral treatment that specifically targets the HCV proteins that are essential for
its replication, and the current recommended treatment involves prolonged
administration of pegylated-interferon-α and ribavirin. This treatment has
limited efficacy against some HCV genotypes and is associated with frequent
and severe side effects [41–43].

HCV is an enveloped RNA virus belonging to the Flaviviridae family
and Hepacivirus genus. As is typical for this family, its positive-sense RNA
genome (9.5 kb) encodes a single precursor polyprotein which undergoes
proteolytic maturation by enzymes that include host signalases, and the viral
NS2/3 protease and NS3 protease. NS3 protease (which is also referred to here
as HCV protease) is responsible for cleaving four of its non-structural (NS)
proteins. We, and others, considered early on that HCV protease was an at-
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tractive target for the discovery of antiviral compounds. This assumption was
later supported by studies that showed it was essential for viral replication
in HCV-infected chimpanzees [44]. Moreover, clinical studies involving our
HCV protease inhibitor BILN 2061 demonstrated the first proof-of-concept
for the discovery of a compound having specific HCV antiviral activity in
man [45, 46].

3.2
Overview of the Design of the Potent BILN 2061 Family of Inhibitors
Starting from a Weak Peptidic Substrate

Concurrent to our early work during this campaign, literature reports clas-
sified HCV protease as a serine protease with a chymotrypsin-like, three-
dimensional fold [47, 48]. The catalytic machinery consists of serine 139
(Ser 139), which is responsible for processing the HCV polyprotein, and its
catalytic cohorts (His 57 and Asp 81). On the basis of the substrate cleavage
sequences of HCV protease, we employed a peptide substrate having the se-
quence DDIVPC-SMSYTW [49] for in vitro enzymology studies/assays and
for the discovery of our initial lead peptidic inhibitor.

An overview of the rational design of BILN 2061 starting from the lead
N-terminal product peptide DDIVPC (Fig. 14) has been described else-
where [36], and a brief highlight of some critical achievements are given
below. First, there were the pivotal discoveries that this peptide exhibited
product inhibition [36, 50, 51], and that its C-terminal acid contributed to its
unusual potency and selectivity for HCV protease [36, 52]. In light of this,
and given the failure to identify appropriate leads from screening a large
collection of compounds, we chose to pursue a peptidomimetic approach
to inhibitor design. This effort proved to be particularly challenging given
the shallow and relatively featureless active-site of this unusual protease as
viewed from the apo crystal structure [47].

The employed strategies [50, 52–68] included an early “knowledge-
building” phase in which structural and dynamics data were acquired to,

Fig. 14 Structures of the lead peptide DDIVPC and the clinical compound BILN 2061
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(1) understand the bioactive conformation of lead peptides when bound to
HCV protease, (2) to identify the important substituents that directly contact
the protease pocket, and (3) to determine the differences in conformational
flexibility between the free and bound states of ligands. With the rational
use of this information, medicinal chemists identified potent hexapeptide
compounds with improved P1, P2, and P5 substituents. Efforts to reduce the
size and peptidic character resulted in N-terminal truncation to tetra- and
tripeptidic compounds that had novel P1 and P2 substituents. The macro-
cyclic scaffold, which is a key characteristic of BILN 2061, was then designed
to chemically rigidify the free-state conformation to further resemble the
bound-like state, which resulted in a reduction in entropic costs of binding.
Having extensive information regarding the binding mode of compounds,
medicinal chemists exploited this knowledge in their campaign that eventu-
ally led to the BILN 2061 family of compounds.

3.3
A Close Precursor to BILN 2061 Adopts the Same Bioactive Conformation
when Free and when Bound to HCV Protease

In the following sections, we will focus on monitoring features of the bioac-
tive conformation to clarify and highlight its importance and its correlation
with inhibitor potency. The analysis begins with compound 13 (Fig. 15) which
is very similar to BILN 2061. An X-ray crystallographic structure of com-
pound 13 within the active-site of HCV protease (Fig. 15) shows that it adopts
an extended backbone conformation, forming several main-chain hydrogen
bonds with the spine of HCV’s β3 sheet. The P1 and part of the macrocycle
lie in the only visible pocket, which appears quite shallow. The large aromatic
P2 substituent lies over the surface, partially covering the protease catalytic
triad. It is apparent that the proline ring at P2 is mostly solvent exposed
and must play a central role as a scaffold that properly displays the three
appendages to the protease surface.

This bioactive conformation can then be compared to the predominant
conformation of 13 in the free state. To do this, hydrogens were modeled
onto the bound structure shown in Fig. 15, and inter-hydrogen distances were
measured and compared to those of the free state as determined from ROESY
NMR data. The comparison can be found in Table 1, and it is clear that
compound 13 adopts the same predominant free-state conformation (ROESY
data) as that identified in the bound state by X-ray crystallography. Thus,
this compound must pay minimal entropic costs upon binding, which likely
contributes to its impressive potency.
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Fig. 15 Compound 13 is shown. A X-ray crystal structure of compound 13 (green) bound
to HCV protease (gray). B An active-site view of compound 10 (green) bound to the HCV
protease (transparent surface). Selected residues of HCV protease are labeled
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Table 1 Apparent interproton distances (Å) derived from the NMR ROESY and X-ray
crystallography for inhibitors 13 a

Crosspeak Free compound 13 Bound compound 13

P1–NH–L9 2.7 2.4
P1–NH–L10 3.1 3.6
P1–NH–P2-Hα 2.1 2.5
P2–Hα–P2-HβA 2.4 2.6
P2–Hγ–P2-HβB 3.2 2.6
P2–Hγ–P2-HβA 2.6 2.5
P2–Hγ–P2-HδB 2.7 2.6
P2–Hγ–P2-HδA 2.9 2.8
P2–HδA–P2-HδB 2.3 1.8
P2–HδB–L1 2.3 1.9
P2–HδA–P2-HβA 2.5 2.4
P2–HδB–P2-HβA 3.0 3.6
P3–NH–L1 2.9 3.0
Q–H3–P2-HβB 3.2 3.0
Q–H3–P2-HδB 3.6 4.4
Q–H3–P2-Hγ 2.2 1.8
Q–H5–P2-Hα 3.2 3.6
Q–H5–P2-HβB 4.4 4.9
Q–H5–QH6 2.4 2.4
Q–H6–Q-OMe 3.2 4.0
Q–H8–Q-OMe 2.2 2.6
L7–L6 2.6 3.0
L7–L10 3.2 3.4
L8–L9 2.5 2.7
L8–L6 3.2 3.6
L1–L2 2.4 2.3

a Distances for free compound were derived from 200 msec ROESY data (in DMSO-d6 sol-
vent). Crosspeak volumes were scaled to the Q-H5–Q-H6 correlation which was assigned
a distance of 2.4 Å. Scaling also included multiplying the volumes of crosspeaks that in-
volved methyl and tert-butyl groups by factors of 0.66 and 0.5, respectively. Distances
for bound compound were derived from the X-ray crystal structure, and hydrogens were
added to the crystal structure using Accelyrs’ InsightII software. Reported distances be-
tween the Boc or L linker with other hydrogens were measured to the closest hydrogen.
Hydrogens labeled with a subscript B denotes a stereochemistry in which the hydrogen is
pointing toward the reader, and vice versa for a hydrogen labeled with a subscript A
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3.4
Correlation of 13C T1 Relaxation with Internal Flexibility
and Inhibitor Activity for Small Molecules

As noted in the first account on HCMV protease, it was discovered that there
was an inverse correlation between inhibitor potency versus segmental flexi-
bility. The increase in flexibility results in a lower population of free ligands
that assume the bioactive conformation. The resultant loss in potency can be
explained either as a conformational selection mechanism and an increased
entropic cost associated with ligand binding. Given this relationship, a practi-
cal means of monitoring flexibility at the atomic-level would be valuable from
a drug design point-of-view.

13C T1 relaxation [15, 69–83] can provide one of the clearest measure-
ments of the dynamic behavior of molecules in solution. However, to be
used as a practical tool for medicinal chemistry purposes, data must be ac-
quired and interpreted in an expedient manner given that inhibitor series can
evolve rapidly in drug discovery settings. Fortunately, the direct correlation
of 13C T1 relaxation data with molecular flexibility can qualitatively be made
for protonated carbons of free ligands, which in general, tumble rapidly and
isotropically in solution and satisfy the extreme narrowing limit [79–81]. At
natural isotopic abundance, T1 relaxation of 13C nuclei of small molecules
is dominated by a dipole-dipole mechanism to their covalently attached hy-
drogens, at approximately 1.1 Å distance (Fig. 16); and protonated aromatic
carbons can also experience contributions via a chemical shift anisotropy
mechanism.

Owing to this, 13C T1 times are highly sensitive to frequencies of motions
which occur on the pico- to nano-second timescales. Fortuitously, the inter-
nal flexibility of drug-like ligands in the free state, which influences their

Fig. 16 The relationship between 13C T1 relaxation and spectral density is described
mathematically and pictorially
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binding affinity to macromolecules via entropic costs or conformational se-
lection, typically occurs within this timescale. Thus, the direct comparison
of raw 13C T1 relaxation times can provide atomic-level details as to the
relative flexibility of substituents of a ligand and between related series of
compounds that have similar isotropic tumbling properties. Within this con-
text, longer relaxation times are generally indicative of increased segmental
flexibility. Relaxation data could also be analyzed using a more time-intensive
“model-free” approach that has been widely applied for monitoring the dy-
namics of macromolecules [84]. However, when applied to small molecules,
the calculated S2 order parameter of the model-free approach results in an
overall inverse correlation with raw 13C T1 times [73], where S2 is equal to 1
for a rigid part of a molecule and decreases toward 0 for parts that are less
well-ordered. Thus, it is reasonable to probe the internal flexibility of small
molecules directly by 13C T1 measurements which should make it a valuable
tool in a pharmaceutical setting.

3.5
13C T1 to Probe the Influence of Macrocyclization and P1 Cyclization
on Flexibility and Potency

13C T1 times were collected to probe the dynamics effect of macrocycliza-
tion by chemically linking the P1 and P3 side-chains. Data were collected
on the macrocyclic compound 14 (Fig. 17) and on the related acyclic com-
pound 15. A comparison of the T1 times for carbons in the same or simi-
lar positions shows that macrocyclization effectively resulted in a reduction
in flexibility. This is evident by the observation of shorter T1 times for
the P1 side-chain (cyclopropyl and vinyl) of the macrocyclic compound 14
(Fig. 17, 0.21–0.26 sec) as compared to the acyclic compound 15 (Fig. 17,
0.29–0.32 sec).

Similarly, the P1/P2 backbone of the macrocyclic compound 9 appears to
be more rigidified (0.25 sec for the α-carbon of P2) as compared to the acyclic
compound 3 (0.32 sec for the α-carbon of P2). It is also noteworthy that the
macrocycle of compound 14 also succeeds in promoting a rigid P3 backbone
as does the acyclic β-branched P3 analogue 15. Similar 13C T1 values are ob-
served for the α- and β-carbons of P3 for compound 14 (0.27 and 0.32 sec)
and compound 15 (0.27 and 0.31 sec). Given the above data, it is clear that
macrocyclic compound 14 has a more rigid backbone and P1 side-chain as
compared to the acyclic compound 15, and it is 10-fold more potent.

13C T1 data were also used to monitor the dynamics effect of P1 side-chain
cyclization. For example, the linear norvaline group experiences significant
segmental fluctuations in the free state given the long and incremental in-
creases in T1 times for the α to δ-carbons of compound 16 (Fig. 18, α 0.34, γ

0.76 and δ 3.45 sec). In contrast, the cyclized P1 side-chain of compound 17
experiences significantly less segmental motion as demonstrated by the rela-
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Fig. 17 Inhibitors 14 and 15 are shown with their HCV protease inhibition activity and
free-state 13C NT1 relaxation times. In cases where a carbon has more than one covalently
attached hydrogen, NT1 values are provided where N is the number of attached protons
and NT1 is the product

Fig. 18 Inhibitors 16 and 17 are shown with their HCV protease inhibition activity and
free-state 13C NT1 relaxation times

tively lower 13C T1 times for the vinylcyclopropyl (ranging from 0.26 to
0.29 sec). Although cyclization of the P1 side-chain can contribute to binding
affinity in other ways [36], it is clear that it also contributes to a loss in flexibil-
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ity. Thus, it must be a factor in the observed 30-fold improvement in potency
(Fig. 18) when the P1 norvaline (compound 16, Ki 0.61 µM) is replaced by
a P1 vinyl cyclopropyl [59] (compound 17, Ki 0.020 µM).

3.6
13C T1 to Probe the Relative Flexibility of P2 Substituents
and the Discovery of Long-Range Dynamics Effects

13C T1 data were also collected on a series of compounds that have differ-
ent P2 substituents, and which experience a range of potencies. It is clear
from Fig. 19 that the more potent compounds (lower Ki values) are also
those that exhibit less flexibility as revealed by shorter T1 times. Perhaps
the most remarkable example is the observation that the most potent com-
pound 18 has strikingly shorter T1 times as compared to the longer times
measured for compound 20 which lacks a P2 substituent and measurable ac-
tivity. In light of this, rigidification to the bioactive conformation must play
a role in the > 4000-fold boost in potency observed upon addition of the P2
substituent. However, it must be kept in mind that other binding features
must also contribute to the observed boost. Although the binding mode and
role of this group is evaluated elsewhere [36], Fig. 15 shows that the large
P2 substituent lies over the protease surface and must have some van der
Waals contacts. It also partially covers the catalytic triad, suggesting that it
may influence the hydrogen bonding network involving the triad with the
inhibitors’s C-terminal acid (vide infra, Fig. 21A). This latter feature bears
a resemblance to the HCMV protease campaign in which it was found that
different P2 groups can significantly impact the enzymatic properties (vide
supra).

This observation, that multiple parameters can influence structure-activity
relationships (SAR), frequently makes it difficult or impossible to deconvo-
lute the relative impact of each binding event. Nonetheless, monitoring the
changes in 13C T1 times helps shed light as to the contributions that are re-
lated to changes in ligand dynamics.

More subtle correlations are also found upon comparing the T1 data for
the other P2 substituents. For example, the absence of the third aromatic ring
as in compound 18 results in compound 15 which is slightly less potent, and
is more flexible (longer T1 times). Similar trends are also notable with the
insertion of a CH2 linker as in compound 19.

A further comparison of the T1 data for this series of compounds also
leads to an unexpected and interesting observation. P2 groups that have
reduced flexibility also result in a reduction in the flexibility of neighbor-
ing or distal substituents. For example, shorter 13C T1 times are observed
for the carbons of P1 and P3 of compound 18 as compared to the less
potent compounds 15 and 19, and for compound 20 which lacks a P2 sub-
stituent. Overall, these results are consistent with an important correlation



286 S.R. LaPlante

Fig. 19 Inhibitors 15 and 18–20 are shown with their HCV protease inhibition activity and
free-state 13C NT1 relaxation times

between short- and long-range, dynamics effects in the free state with in-
hibitor activity.

3.7
Significant Differences Exist Between the Free and Bound States
of Original Peptidic Leads

Given the above trends, it can be imagined that the lead peptide 21, that has
only modest potency, should exhibit important flexibility differences between
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the free and bound states. The long 13C T1 times observed for peptide 21 in
the free-state is consistent with this (Fig. 20A) [54]. Furthermore, free-state
details are also noteworthy. In comparison to the backbone carbons, much
longer T1 times are observed for the side-chains, indicating that they experi-
ence greater segmental flexibility.

This is particularly apparent for the norvaline group where long and in-
cremental increases of T1 times are detected for the α to δ-carbons (Fig. 20A,

Fig. 20 Shown are a summary of structural and dynamics attributes of hexapeptide 21
from earlier reports. A Compound 21 is given with its HCV protease inhibition activ-
ity and free-state 13C T1 relaxation times. 13C T1 relaxation data are given next to each
protonated carbon. In cases where a carbon has more than one covalently attached hy-
drogen, NT1 values are provided where N is the number of attached protons and NT1
is the product. B A comparison of the crosspeaks (intramolecular hydrogen distances)
of compound 21 when in the bound (transferred NOESY) versus free (ROESY) states.
C Model of the complex between compound 21 with HCV protease, along with DLB per-
turbation mapping, and transferred 13C T1 data. Shown is a summary of the DLB data
which identified the hydrogens that contacted the protease versus those that were solvent
exposed. Hydrogens of compound 21 are colored blue for resonances in which no broad-
ening perturbations were observed upon binding protease, and hydrogens are colored red
when significant resonance broadening was observed upon binding. P5 and P6 were de-
termined to be relatively flexible in the bound state and are not shown above. A summary
of the transferred 13C T1 data is also displayed as percentage change in 13C T1 before and
after the addition of HCV protease
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α 0.39, β 0.60, γ 0.94 and δ 3.66 sec). These observations are corroborated
by other NMR experiments that compare inter-hydrogen distance informa-
tion in the bound and free states. The transferred NOESY and ROESY NMR
data (Fig. 20B) indicate that both states adopt a predominant extended con-
formation, whereas important differences are observed for the side-chains.
This is also consistent with the novel transferred 13C T1 experiment that
reports ligand sites that become rigidified upon binding. Larger percent-
age changes in 13C T1 times upon addition of HCV protease to the NMR
tube (Fig. 20C) report those sites that experience significant rigidification
upon binding. The potential impact of such information can be substantial.
These sites should be re-designed such that they chemically mimic the rigid-
ified bioactive conformation. For example, the P1 carbons in Fig. 20C have
large percentage changes, and Fig. 18 illustrates the impact that P1 cycli-
zation can have on lowering the free-state flexibility (lower T1 times) and
increasing activity (i.e. 30-fold boost in potency). One would expect to ob-
serve such an improvement in potency when a lower entropic cost is paid
upon binding.

The P2 substituent of 21 also exhibits significant flexibility in the free
state. Relatively long 13C T1 times are observed (Fig. 20A) for the benzylic
(0.94 sec) and phenyl carbons. The longer relaxation times measured for the
ortho (0.98 sec) and meta (1.07 sec) phenyl carbons as compared to the para
carbon (0.53 sec) indicates that this aromatic ring undergoes fast rotation or
spinning along the benzylic/para-carbon axis. As designed, replacement of
the phenyl group with a larger naphthyl group reduced this rotational prop-
erty; compare the phenyl T1 times of compound 21 in Fig. 20A with that of
the naphthalene of compound 19 in Fig. 19. This design process also required
some knowledge of the complex. In this case, the NMR model of the com-
plex involving 21 in Fig. 20C suggested that there should be sufficient space
available for large P2 substituents given the surface binding mode. Figure 19
shows examples of other large P2 substituents that were prevalent along our
medicinal chemistry campaign.

The P3 valine group of 21 (Fig. 20A) experiences only limited flexibility
in the free state as reported by the relatively short 13C T1 times. Further-
more, the low percentage, transferred 13C T1 data confirms that only minor
changes in flexibility are observed for P3 upon binding. Finally, the DLB and
NMR model of the complex reveals that this group has minimal contact with
the protease, and is mainly solvent exposed in the bound state (blue-colored
hydrogens, Fig. 20C).

Taken together, a proposal for the binding role of the P3 side-chain can
be made, particularly in light of its important influence in imparting po-
tency [36] (vide supra, see HCMV protease account). It plays an indirect
role in the binding affinity by sterically rigidifying the P3 backbone in the
free-state to resemble that of the bound extended conformation [15, 54, 56].
Having taken this into consideration, and given the proximity of the P1 and
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P3 side-chains in the bound state (Fig. 20C), the P3 side-chain was rationally
replaced by the macrocycle [61, 63].

3.8
HCV Protease Adapts Upon Ligand Binding

Serine proteases have been largely characterized as lock-and-key enzy-
mes [85–87] with a clear exception that the viral HCMV protease assumes
induced-fit binding to its substrates and ligands (vide supra) [15]. There is
growing evidence that HCV protease also has induced-fit characteristics [88–
91] that can impact drug discovery efforts.

Our NMR data reveals that most of the amide NH peaks in the 15N-HSQC
NMR map of the HCV protease domain (colored red) change dramatically
upon addition of compound 17 (colored blue) (Fig. 21B). Such changes would
be expected upon alteration of the global conformation of HCV protease. Data
from other reports also suggest that HCV protease undergoes an interdo-
main rigidification upon addition of the NS4A cofactor or substrate-based
ligands [88–95].

We also discovered X-ray crystallographic evidence for this. A superposi-
tion of the structure of apo HCV protease [96] (pink in Fig. 21A) with one
that is bound to compound 17 [57] (green in Fig. 21A) demonstrates that the
backbones (displayed as ribbons) can differ in interdomain positions.

Fig. 21 Comparison of apo versus inhibited HCV protease. A Shown is a superposition
of X-ray structures of apo protease (pink ribbon) and protease when bound to 17 (green).
B Shown is a superposition of 15N-HSQC NMR spectra of apo protease (red) and protease
when bound to 17 (blue)
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Local conformational changes are also observed upon binding com-
pound 17. The residues of the catalytic triad of apo HCV protease are colored
pink in Fig. 21A [96], and they shift positions when HCV protease is com-
plexed to compound 17 (colored green in Fig. 21A) [57]. Most notable is that
the side-chain of the catalytic Ser 139 rotates away from the carboxylate of the
inhibitor. Also, the position of His 57 adjusts slightly to a position which is
favorable for forming a hydrogen bond with the carboxylate of the inhibitor,
and Asp 81 follows to maintain the hydrogen bond with His 57. Although
not shown in Fig. 21A, there appears to be a coordinated conformational
change of the side-chains of Arg 155, Asp 168, and Arg 123 upon binding of
the inhibitor. This “structural triad” within the active-site appears to play an
important role in the binding of compound 17.

Recently published studies using an HCV subgenomic replicon identified
the development of resistance mutations at position 168 in the presence of
a compound related to 17 [97] and BILN 2061 [98]. Taken together, these
data suggest that HCV protease has adaptive properties that depend on the
structural and chemical features of the ligand when bound at the active-site.

The observed plasticity of the triad of HCV protease can be related to
several factors. As a viral enzyme that must cleave a variety of sites, HCV
protease may have evolutionarily adapted features that help it to modulate
the catalytic efficiency and the proper positioning of the triad via influences
on the flexibility of the N- and C-terminal subdomains. This can be consid-
ered with the context that this protease lacks a disulfide linkage in the vicinity
of the catalytic triad and between the subdomains [99, 100], which is a typ-
ical feature of extracellular serine proteases. Thus, HCV protease may have
established other avenues to manipulate interdomain flexibility and proper
active-site alignment (such as the involvement of the NS4A cofactor, zinc ion,
and coexistence with the HCV helicase).

The adaptive property of the HCV protease active-site had an important
impact on our early drug design efforts. For example, unexpected trends were
observed when comparing the activity of N-terminal product peptides of
HCV and HCMV protease that had C-terminal acids versus activated carbonyl
warheads. Our experience in the HCMV protease program demonstrated
that a peptide which corresponded to the N-terminal cleavage product (and
C-terminal acid) exhibited poor inhibitory activity (Fig. 22, compound 21
IC50 > 1000 µM), but nonetheless bound the protease in a well-defined ex-
tended conformation. When the C-terminal acid was replaced with an elec-
trophilic ketone, which can form a reversible covalent adduct, there was
a significant boost in potency to an IC50 of 1.8 µM for compound 22. Ex-
pecting that similar trends would be observed for peptides of HCV protease,
we were surprised to find that the N-terminal product peptide 23 was more
potent than anticipated (IC50 = 17 µM) and thus became an early lead for fur-
ther SAR efforts [50]. We immediately sought to replace the C-terminal acid
with a classical activated-carbonyl warhead with the expectation that it would
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Fig. 22 Inhibitors 21 and 22 of HCMV protease, and inhibitors 23 and 24 of HCV protease
are shown

result in an additional boost in activity. Again to our surprise, however, the
C-terminal acid and trifluoromethylketone analogues exhibited comparable
activity (compounds 23 and 24 in Fig. 22) [52], suggesting that the adaptive
properties of HCV protease allow it to bind both types of C-termini.

Unlike the case of HCMV protease where only compounds with an acti-
vated carbonyl were active enough to be considered as a lead for optimization
(compound 22 is much more active than 21 as shown in Fig. 22) [15, 25], both
product and activated carbonyl inhibitors of HCV protease were viable start-
ing points for optimization (compounds 23 and 24) [50, 52, 53]. The decision
to optimize the product peptide, which had a C-terminal acid, stemmed from
the fact that the trifluoromethylketone peptide 24 lacked specificity for HCV
protease and bound to other proteases with significantly higher affinity (e.g.
an IC50 < 0.06 µM was measured against human leukocyte elastase). In sum-
mary, the unusual adaptive features of the active-site of HCV protease (and
sub-domains) likely resulted in the unexpected potency of peptides having
a C-terminal acid. As a result, the beneficial properties of this group were ex-
ploited throughout our medicinal chemistry campaign that led to the design
of the BILN 2061 family of compounds.

3.9
Conclusions

This latter account describes the practical application of 13C T1 data to mon-
itor the flexibility of free compounds in a drug discovery setting. Overall, the
relationship between the free-state bioactive conformation with inhibitory
activity was systematically monitored. Furthermore, the strategy that was
implemented to monitor ligand dynamics can have general utility and is
not restricted to peptide-like compounds. We have recently described a re-
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lated approach involving non-peptidic inhibitors of HCV polymerase [101].
It would also be interesting to explore other NMR relaxation parameters to
obtain further ligand dynamics information as suggested by others [102].
Finally, this account also describes some adaptive features observed for the
active-site of HCV protease, along with examples of its impact on drug de-
sign.

4
Concluding Remarks

The work described here provides two detailed examples of the exploitabil-
ity of the adaptive features of ligands and binding pockets. Although other
examples have been described in the literature, this work has the distinction
of systematically monitoring the structure and dynamics features of ligands
using multidisciplinary strategies. It is certain that the well-characterized
systems described here are not unique, and that most bi-molecular interac-
tions involve a range of adaptive processes. The simplistic lock-and-key and
induced-fit views of ligand binding must evolve to a better understanding of
intermediate events and properties. The work described here can serve as
examples to monitor and exploit adaptive features.
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