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Preface

Organisms are defined by their genetic code – DNA. A detailed knowledge
of the mechanisms that duplicate, repair and decode the genetic information
is fundamental to our understanding of life itself. Inside the nucleus, DNA
is associated with proteins to make chromatin, which forms the template for
function. The processes that control chromatin function are presently mostly
described in terms of individual DNA–protein interactions.

In reality, however, such interactions are parts of a complex molecular
interaction networks that are highly dynamic in time and space. Understanding
such complex biological systems requires the unravelling of these networks and
catching them in quantitative and predictive models, based on quantitative
experiments.

How can a systems biology type of approach be applied to the analysis of
the regulation of transcriptional activity? A traditional view of gene expression
considers how chromatin structure and transcription factors contribute to the
regulation of gene expression by activating RNA synthesis. However, it is
becoming increasingly clear that genes do not operate in isolation. Rather,
they are components in a network of interactions that orchestrate the use of
our genetic information. Although we are still far from understanding the
behaviour of these networks, we begin to see the contribution of various
aspects. Identifying specific protein–DNA interactions provides a snapshot of
gene regulation. Given the transient nature of most cell physiological states,
the resulting picture highlights parts of the process of how genes are controlled
and regulated. The precise characterization of protein–DNA interactions, the
characterization of DNA binding proteins respectively, reveals the components
involved in the different steps of gene regulation. Those analyses result in
a time-dependent resolution of interactions under a variety of physiological
conditions. Knowing the time period during which a regulatory protein is
bound to DNA provides insights into the underlying biochemical mechanisms.

The challenge we face at present is to understand how the different systems
regulating each of these complex activities can contribute to the global regula-
tion of gene expression. At this stage, the pressing question is how to meet this
challenge.

Gene promoters bind numerous transcription factors, which are compo-
nents of regulatory networks. Their synthesis, activation, modification, cellu-
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lar localization and turnover are controlled by components of the regulatory
network.

A change in gene expression can be obtained by several means: a binding
site can become non-functional by mutation, by alternative DNA methylation
and histone modification, it can acquire a different function by the same mech-
anism, or can arise de novo. Even more subtle changes (relative affinity) can
result in a different expression pattern of orthologous genes in two tissues, cell
lines or species. In conclusion, paralogous genes can acquire different func-
tions by changing their expression pattern or transcriptional responsiveness,
whereas their coding sequences can remain identical.

In the field of eukaryotic gene expression, chromatin function and epige-
netics we are just at the very beginning of thinking in terms of interaction
networks. Our knowledge about gene regulation is increasing rapidly. It is
timely to combine the parameter about the chromatin structure and modifi-
cation, with the genetic information, e.g. methylation, DNA mutations with
protein–DNA interaction data, protein network information and affinity data
of those interactions.

This book focuses on the fascinating possibilities that emerged during the
last years to study protein–DNA interactions in vitro. As an essential part of
transcriptional activity during development and in tumorgenesis a separate
chapter describing the analysis of DNA modification especially methylation
of cytosines at their carbon-5 position was included. Besides the established
techniques to characterize protein–DNA interactions by surface plasmon reso-
nance, footprinting techniques and electro-mobility shift assays are still widely
used methods. The organism’s proteome is a dynamic entity containing thou-
sands of elements involved in numerous intricate networking processes that
are related to the developmental stages of the life cycle and to virtually every
process in the living cell. A number of methods have been developed to study
protein binding to nearly all possible target regions within a genome. To give
an insight into those techniques a microarray based method is included. Ad-
ditionally, a chapter describing in detail the potential of mass spectrometry is
included.

The volume editor would like to thank the staff at Springer for help during
the preparation of this volume. Special thanks go to Prof. Dr. Thomas Scheper,
Institut für Technische Chemie, Hanover University, Germany as well as to
Dr. Marion Hertel, chemistry editor, and especially to Ms. Ulrike Kreusel,
chemistry desk editor.

Berlin, October 2006 Harald Seitz
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Abstract Methylation of cytosines at their carbon-5 position plays an important role both
during development and in tumorgenesis. The methylation occurs almost exclusively in
CpG dinucleotides. While the bulk of human genomic DNA is depleted in CpG sites, there
are CpG-rich stretches, so-called CpG islands, which are located in promoter regions
of more than 70% of all known human genes. In normal cells, CpG islands are un-
methylated, reflecting an transcriptionally active state of the respective gene. Epigenetic
silencing of tumor suppressor genes by hypermethylation of CpG islands is a very early
and stable characteristic of tumorigenesis. The detection of DNA methylation is based on
a treatment of genomic DNA with sodium bisulfite, which converts only unmethylated
cytosines to uracil, while methylated cytosines stay unaltered. This sequence conversion
can be detected in the same way as a single nucleotide polymorphism. Even though dif-
ferent approaches have been established for analysing DNA methylation, so far detection
methods that are capable of surveying the methylation status of multiple gene promoters
have been restricted to a limited number of cytosines. The use of oligonucleotide mi-
croarrays permits the parallel analysis of the methylation status of individual cytosines
on a genome-wide and gene-specific level. On the one hand, a hybridization-based setup
is described employing microarrays that contain oligonucleotide probes of 17–25 bases in
length reflecting the methylated as well as the unmethylated status of each CpG site. After
hybridization of sodium bisulfite treated and fluorescently labeled targets, methylation
status of individual CpG dinucleotides can be computed based on resulting signal intensi-
ties. Secondly, a microarray-based approach for detecting methylation-specific sequence
polymorphisms via an on-chip enzymatic primer extension is described.

Keywords CpG island · DNA methylation · Epigenetics · Oligonucleotide microarray ·
Primer extension



2 V. Beier et al.

1
Introduction

Epigenetic studies deal with heritable changes of gene expression that are not
based on modifications of the DNA sequence like mutation or deletion [1].
Besides chromatin alterations like histone modifications [2], one important
epigenetic phenomenon is the methylation of genomic DNA. Formation of
DNA methylation patterns is associated with imprinting [3], embryonic de-
velopment [4] as well as a broad range of human diseases [5]. In the human
genome, DNA methylation occurs almost exclusively at cytosine residues,
which becomes methylated to 5-methylcytosine in the dinucleotide CpG [6].
The methylation is introduced during replication by a DNA methyltransferase
enzyme and is inherited by the daughter cell after a mitotic or meiotic divi-
sion. In mammalian somatic cells, 5-methylcytosine accounts for about 1% of
all bases, varying slightly in different tissue types [7]. Due to an inherent mu-
tability of the methylated cytosine, CpG dinucleotides occur at a much lower
level as would be expected based on the GC content of the human genome.
Additionally, CpG sites are not evenly spread across the genome. Besides in-
dividual CpG dinucleotides all over the genome, there are stretches of several
hundred bases in length, which show a high frequency of CpG sites and are
referred to as CpG islands. In more than 70% of all known human genes, CpG
islands are located in the promoter region and/or within the first exon [8].

Changes in the methylation pattern of genomic DNA belong to the earli-
est and most consistent features during cancerogenesis [9, 10]. Besides global
hypomethylation, which is supposed to be related to chromosomal instability,
extensive hypermethylation of CpG islands in promoter regions is observed,
which frequently leads to the silencing of genes, including tumor suppres-
sor genes [11, 12], at the transcriptional level. In the last few years, a growing
list of genes has been compiled that are methylated in different types of
cancer. While genetic mutations are inherited passively by DNA replication,
epigenetic modifications are invertible and need to be actively retained. Due
to its reversibility, DNA methylation is a promising target for cancer ther-
apeutics. The utilization of DNA methyltransferase inhibitors like 5-aza-2′-
deoxycytidine (i.e., decitabine) has been shown to reduce DNA methylation
as well as tumor growth [13].

2
Analysis of Genomic DNA Methylation Patterns

The study of methylation of cytosines at a genomic level is traditionally
carried out by using methylation-sensitive restriction endonucleases [14].
After digestion, the methylation status can be identified by various methods
like PCR, Southern blot analysis or hybridization to a CpG island micro-
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array [15]. An alternative strategy is the complete digestion of genomic DNA
with a subsequent determination of the proportion of methylated cytosines
by high-performance liquid chromatography (HPLC) [16], capillary elec-
trophoresis [17] or mass spectrometry [18, 19]. While the former approach
is limited to specific restriction sites, the latter results only in information
on the all-over methylation level of the genome, without focusing on the
methylation of single genes. Moreover, both methods require large amounts
of genomic DNA.

For addressing the detection of changes in the DNA methylation pat-
tern of individual genes, methods have been established that are based on
the bisulfite treatment of genomic DNA. Sodium bisulfite deaminates un-
methylated cytosine to uracil and, upon PCR amplification, to thymine.
In contrast, 5′-methylcytosine stays unaltered and thus becomes cytosine
upon subsequent PCR amplification. In consequence, methylation patterns
can be detected in principle in the same way as single nucleotide polymor-
phisms (SNPs). Among different methods for detecting methylation changes,
methylation-specific PCR (MSP) [20] is the most prominent assay due to fact
that the experimental set-up of this method is easy to realisable and does not
make great demands on technical equipment. By using two sets of primers –
one directed against the methylated, C-containing template, the other against
the unmethylated, T-containing sequence – the methylation status of the DNA
is determined. Slightly modified approaches are based on fluorescent real-
time PCR (MethyLight) [21], a method which can be improved by adding
methylation-specific blockers (HeavyMethyl) [22]. An alternative assay is the
combined bisulfite restriction analysis (COBRA) [23], which uses PCR am-
plification after sodium bisulfite treatment, followed by restriction digestion
and quantification of the resulting fragments. Conservation of pre-existing
or creation of new restriction sites displays alteration in methylation. An-
other technique called methylation-sensitive single-nucleotide primer exten-
sion (Ms-SNuPE) [24] also uses a PCR amplicon of sodium bisulfite converted
genomic DNA as template. Oligonucleotide probes anneal to the sequence 5′
upstream to the CpG site being monitored. A single-nucleotide primer ex-
tension takes place in the presence of a DNA polymerase and an appropriate
radioactively labeled dNTP. Gel electrophoresis is used for visualization of the
reaction products, followed by phosporimage analysis. All these PCR-based
methods access only a limited number of CpG sites and can be applied to
only one gene per experiment. Bisulfite sequencing [25, 26] on the other hand,
which implies either direct sequencing or the sequencing of several subclones
of an amplicon of bisulfite treated genomic DNA, permits the analysis of
every CpG dinucleotide on defined DNA fragments of several hundred nu-
cleotides in length and thus offers a high degree of resolution. An alternative
strategy for the quantitative analysis of methylation in multiple CpG sites is
Pyrosequencing® [27–29]. Starting from single stranded, bisulfite converted
DNA templates, complementary strands are synthesized by adding sequen-
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tially the four nucleotides. Every successful nucleotide incorporation leads to
the release of pyrophosphate, whose following enzymatical conversion con-
ducts light emissions in a quantity that is proportional to the number of
incorporations. However, the experimental procedure of both sequencing ap-
proaches is again limited to single genes per assay and is both cost-intensive
and time-consuming. Recently, a highly parallel sequencing system using
a pyrosequencing protocol in high-density picolitre-sized reactors was es-
tablished [30]. The system performs sequencing by synthesis of hundreds of
thousands fragments of 80–120 bases in length simultaneously in open wells
of a fibre-optic slide and therefore reaches an approximately 100-fold increase
in throughput over current Sanger sequencing technology. Still being con-
nected with with a relatively high effort in order to get quantitative data of
genomic DNA methylation, this method represents an efficient tool for bisul-
fite sequencing.

3
Studying Methylation Patterns by Using Microarrays

By use of oligonucleotide microrarrays, the parallel analysis of numerous
CpG dinucleotides on a gene-specific as well as genome-wide level becomes
possible.

Recently, several approaches using spotted oligonucleotide-based microar-
rays have been published. On one hand, target DNA is generated by differen-
tial cleavage with methylation-sensitive restriction endonucleases followed by
a ligation-mediated PCR amplification [15]. DNA derived from tumor tissue
and from normal tissue, respectively, is labeled with two different fluores-
cent dyes and hybridized simultaneously to a microarray containing genomic
DNA fragments that predominantly cover CpG islands, resulting in a dir-
ect comparison of the methylation situation. Resolution of this method is
about 0.5–3 kilobases and is limited to loci with pairs of probed restriction
sites. In contrast, a high resolution method without limitation to certain se-
quences is the hybridization of bisulfite-converted target DNA against probes
of various length between 17 and 23 nucleotides that are designed to match
either with methylated or unmethylated DNA targets [31, 32]. Differences in
hybridization efficiency of full-match versus mismatch binding are used to
discriminate between methylated and unmethylated status. Results revealed
the capability of microarrays to detect methyation profiles which can be used
for tumor classification [31]. However, the selection of the oligonucleotide
probes is a critical step, because these probes should be highly specific to the
respective polymorphism and furthermore should show same the hybridiza-
tion behaviour. Due to these limitations, the complexity of the described
arrays is rather low and still restricted to individual CpG dinucleotides in sin-
gle genes. Recently, a method for profiling genomic DNA methylation using
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universal bead arrays was described [33]. Bisulfite treated, biotinylated ge-
nomic DNA is immobilized on paramagnetic beads. For every CpG site, four
query oligonucleotide probes are designed. Two of them have a 3′ portion
specific to either the methylated or the unmethylated status of the CpG site.
The 5′ end consists of an universal PCR primer sequences for the methy-
lated status and the unmethylated status, respectively (P1 and P2). Two other
oligonucleotide probes have a common universal PCR primer sequence at
their 3′ end (P3), an address sequence in the middle, which is complemen-
tary to a capture sequence on the array, and a CpG locus specific 5′ sequence,
which hybridizes several bases downstream to the interrogated CpG site and
therefore in proximity to the first two oligonucleotide probes. After hybridiza-
tion of the pooled query oligonucleotides, methylation specific extension
followed by ligation of the query oligonucleotide probes takes place, resulting
in amplifiable templates. Amplification is performed by using the common
primers P1, P2 and P3. Since P1 and P2 are labeled with two different fluor-
escent dyes, a discrimination of methylated and unmethylated targets after
hybridization of the amplicon to a microarray becomes possible. This mul-
tiplexed method enables the quantitative measurement of DNA methylation
at up to 1536 different CpG sites simultaneously. Since array results are read
out on a universal bead array, a high flexibility of the genes or CpG sites to be
studied is warranted.

3.1
Hybridization-based Assay

Recently, we established a hybridization-based assay on in situ synthe-
sized oligonucleotide microarrays of febit [34]. The light-directed, mask-free
oligonucleotide synthesis of this flexible platform enables the generation of
microarrays containing probes for every CpG dinucleotide within any ge-
nomic region of interest. Hence, the study of the methylation status of mul-
tiple CpG sites in a highly parallel fashion is feasible [35] (Fig. 1). With
a microarray-on-demand system in the user’s lab, adding new genes or CpG
sites can be done directly within the next experiment and does not require
longer planning or ordering of new pre-synthesized capture probes. Even
though array design can be optimized empirically, there might be CpG sites
which are difficult to get due to sequence dependent differences in dissocia-
tion behaviour and specificity of the oligonucleotide probes, a fact that is true
for all assays based on the formation of a stable DNA duplex between target
DNA and capture probes. The performance of melting curve analysis enabled
with febit’s Geniom® technology might help to overcome the problem of find-
ing specific probe sequences being able to examine every CpG dinucleotide.

The design of the microarrays consists of short oligonucleotide probes of
17–25 nucleotides in length. Every CpG dinucleotide is represented by two
sequence variations of the oligonucleotide probes: one oligomer querying
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Fig. 1 Schematic outline of the analysis of genomic DNA methylation by use of oligo-
nucleotide microarrays. Genomic DNA is treated with sodium bisulfite and the region of
interest is then amplified by PCR. The amplicon is labeled fluorescently and hybridized to
the microarrays containing oligomer probes interrogating the different methylation states
of every single CpG site. Left, hybridization of a completely methylated target is shown,
forming a perfect match with the corresponding probe containing CG only. Right, the
unmethylated, TG-containing target binds to the complementary AC-containing oligomer
probe

the unmethylated status (U) contains the sequence TG, while for the methy-
lated status (M) a CG-motif is used instead. If oligomer probes cover more
than one CpG site, probes for all possible combinations of the methylated
and the unmethylated status of the adjacent CpG sites are generated, there-
fore resembling a set of 2n different probe sequences for a number of n CpG
dinucleotides within the oligomer probe sequence. In contrast, Bibikova and
colleagues as well as almost every other scientists using microarray platforms
make the assumption that neighboring CpG sites have the same methylation
status as the site of interest, which leads to a drastically reduced sensitivity
in all cases which do not follow this assumption. For making the enquiry of
every single CpG dinucleotide possible, probe design is further done in a way
that each CpG is located once in the central position of the respective probe
set, allowing for the best discrimination power between methylated and un-
methylated status of this CpG site. To enable the analysis of both strands of
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a double-stranded target, for each sense probe the reverse complementary
antisense probe is generated, too.

For hybridization, genomic DNA is isolated from the tissue to be studied
and treated with sodium bisulfite. Subsequently, regions of interest are am-
plified by PCR. For ensuring an unbiased amplification of unmethylated and
methylated regions, primers without CpG sequence motifs are selected. The
amplicons are labeled with a fluorescent dye and hybridized to the micro-
array.

Based on the resulting hybridization signals (Fig. 2), the individual methy-
lation level of every CpG dinucleotide is calculated from the intensity ratio
M/M + U of the respective methylated (M) and unmethylated (U) probes.
As expected, performance of the individual oligomer probes exhibit a wide
diversity. While many probes are able to discriminate very well between dif-
ferent methylation levels, others clearly fail. This performance difference can
be attributed to reasons like cross-hybridization or a low hybridization ef-
ficiency. For selection of oligonucleotide probes with a high discriminatory
power, a calibration is performed for each probe on the basis of hybridiza-
tions with reference samples. As a positive control for fully methylated DNA,
genomic DNA treated with SssI methylase is used. SssI methylase quantita-
tively methylates all cytosines of CpG sites to 5-methylcytosine, which stay
therefore unaltered in the subsequent sodium bisulfite treatment. As a nega-
tive control for unmethylated DNA, regions of interest are amplified prior
to bisulfite treatment, resulting in a loss of methylation. Treatment of these
PCR amplicons with sodium bisulfite leads to a full conversion of all CG
sequences to TG, thus reflecting completely unmethylated DNA. By hybridiza-
tion of defined mixtures of the positive and the negative controls, simulating

Fig. 2 Typical image of a part of an oligonucleotide microarray for epigenetic analysis
based on hybridization. Signal intensities are acquired and taken for calculation of the
methylation levels
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Fig. 3 Calibration data of 17 oligonucleotide probes selected for the gene SOCS1 and
12 probes for the gene DAPK1. For every oligomer probe, a calibration curve is recorded.
The diagram shows the intensity ratio and thus the methylation levels of DNA mixtures
that reflect 0%, 12.5%, 25%, 37.5%, 50%, 62.5%, 75% and 100% methylation. Plotted are
only oligonucleotide probes, which clearly discriminate between the different methylation
levels

methylation levels of 0%, 25%, 50%, 75%, and 100%, calibration curves for all
oligonucleotide probes of an initial design are recorded, and thus the linearity
of the system is evaluated (Fig. 3). Only those oligonucleotide probes, which
fulfill the criterion of being able to efficiently distinguish between different
methylation levels are selected for further analysis of patient samples.

3.2
Primer Extension

Besides the hybridization-based assay, we are using on-chip enzymatic re-
actions for detecting methylation-specific single nucleotide polymorphisms.
The strategy of using a polymerase-based primer extension reaction benefits
from the fact that combining the specificity of hybridization and enzymatic
reaction for distinguishing between different methylation states is better by
a factor of 10- to 100-fold than hybridization-based discrimination [36].
While the oligonucleotide probes for conventional hybridization-based mi-
croarrays are synthesized in 3′–5′direction, the synthesis direction has to be
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inverted for synthesizing probes for an enzymatic elongation accordingly to
the direction of biological synthesis, resulting in oligomers with a freely ac-
cessible 3′-OH-end [37]. Oligonucleotide probes of 25 bases in length are
designed to match the flanking sequence of the CpG site on both strands,
sense and antisense. Extension with a fluorescently labeled dideoxynucleotide
can only occur, if the base added is complementary to the annealed target se-
quence at the position of the CpG site. In case of a methylated, CG-containing
target, elongation is performed with ddGTP, while for an unmethylated and
thus TG-containing target, ddATP is used (Fig. 4).

Using double-stranded PCR amplicons as target, oligomer probes query-
ing the sense as well as the antisense strand are on the microarray. Having
only two possible reactions in either strand, study of cytosine methylation
is less complex than traditional genotyping with potential incorporation of
four different bases. Compared to our hybridization-based epigenetic arrays,

Fig. 4 Schematic outline of the on-chip primer extension assay for analysing methylation
patterns. Oligonucleotide probes are designed to match the target sequence 3′ down-
stream to the polymorphism site (only one target strand is depicted). Bisulfite treatment
of genomic DNA is followed by PCR amplification of the genes of interest. Adding target
DNA together with polymerase reaction mixture onto the microarray, elongation occurs
specifically with fluorescently labeled dideoxynucleotides complementary to the annealed
sequence. Left, annealing of the methylated CG containing sequence leads to an elonga-
tion with ddGTP. Right, the complementary TG containing unmethylated sequence causes
incorporation of ddATP
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the number of oligonucleotide probes required for the analysis of every single
CpG dinucleotide within a given sequence is reduced, since discrimination of
the methylation-dependent sequence variation is based only on the sensitivity
of the polymerase reaction regardless of a less stable duplex formation due to
mismatches in adjacent CpG sites.

4
Conclusion and Outlook

By characterisation of genome wide and gene-specific DNA methylation pat-
terns fundamental insights into tumor development will be obtained. This
especially holds true when the epigenetic data are compared with available
clinical data as well as results from corresponding gene expression profiling
studies. By establishing a system that can be used for prognosis as well as
diagnosis, a basis of a profound epigenetic tumor classification is provided.
Besides using epigenetic arrays as a diagnostic tool, monitoring therapeutical
interventions before, during and after cancer therapy becomes feasible.
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Abstract Protein–DNA interactions are required for access and protection of the genetic
information within the cell. Historically these interactions have been studied using ge-
netic, biochemical, and structural methods resulting in qualitative or semiquantitative
interaction data. In the future the focus will be on high quality quantitative data to model
a huge number of interactions forming a specific network in system biology approaches.

Toward this aim, BIAcore introduced in 1990 the first commercial machine that
uses surface plasmon resonance (SPR) to study the real-time kinetics of biomolecular
interactions. Since then systems have been developed to allow for robust analysis of
a multitude of protein–DNA interactions. Here we provide a detailed guide for protein–
DNA interaction analysis using the BIAcore, starting with a description of the SPR
technology, giving recommendations on preliminary studies, and finishing with exten-
sive information on quantitative and qualitative data analysis. One focus is on cooperative
protein–DNA interactions, where proteins interact with each other to modulate their
binding specificity or affinity. The BIAcore has been used for the last 14 years to study
protein–DNA interactions; our literature review focuses on some high quality studies de-
scribing a wide range of experimental uses, covering simple 1 : 1 interactions, analysis of
complicated multiprotein–DNA interaction systems, and analytical uses.

Keywords SPR · Kinetic · Cooperative · BIAcore · DnaA

1
Introduction

With the discovery of the DNA structure [1] more than 50 years ago we
started to understand that the genetic information of the cell is stored in
DNA. By now this genetic information is available for the human species and
many other species due to large-scale DNA sequencing projects. The cell ac-
cesses genetic information stored in DNA through specialized proteins, which
can bind to DNA. Frequently, numerous different proteins collaborate to build
sophisticated machines on top of DNA, which are required for replication,
transcription, modification, and repair of DNA. To understand the complex
interaction between proteins, protein complexes, and DNA ultimately a map
of protein–DNA and protein–protein interactions has to be developed. Sys-
tems biology is working toward this goal, by defining in quantitative terms the
nature of interactions and by incorporating this information with the help of
bioinformatics into a model.

Several methods have been developed to study protein–DNA interactions
with the focus being to define the interaction in qualitative or quantitative
terms. Historical methods that measure protein–DNA interactions like foot-
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printing [2] and gel shifts [3] are qualitative or semiquantitative, because
they are not compatible with the fast association rates many DNA binding
proteins display. This led to the development of biophysical methods, which
rely on fast optical systems for quantitative protein–DNA interaction meas-
urements. Two of the most important optical methods are surface plasmon
resonance (SPR) and rapid-scanning stopped-flow spectrophotometry. SPR
is used to monitor the interaction between biomolecules. One molecule is
immobilized on a chip surface and binding of the other molecule is de-
tected as a change of refractive index on the chip surface. The interaction
can be monitored very accurately in real time. Since the change in refrac-
tive index corresponds to a change in mass this method can also yield data
on the stoichiometry of complexes in addition to binding kinetics. Stopped-
flow spectrophotometry measures a change in absorbance as a function of
reaction time. It has the advantage that the molecules are freely moving in
solution. Not every biomolecule will show a change in absorbance, there-
fore one molecule frequently has to be labeled with a fluorochrome, which
can interfere with the activity of the molecule. Both methods can moni-
tor fast interactions in real time and are able to deliver the high quality
quantitative data required for systems biology. However, due to the ease
of use, low requirements in respect of the biomolecule, and simultaneous
analysis of multiple interaction partners, SPR is the most successful. Con-
sequently this review will focus on SPR as a tool to study protein–DNA
interactions.

2
Surface Plasmon Resonance

2.1
General Principle

SPR is a physical phenomenon which occurs when a polarized light beam
is projected through a prism onto a thin metal film (gold or silver) (Fig. 1).
At a specific angle of the projected light, resonance coupling between light
photons and surface plasmons of the gold can occur since their frequencies
match. Because the resonance leads to an energy transfer, the reflected light
shows a sharp intensity drop at the angle where SPR is taking place. Res-
onance coupling of the plasmons generates an evanescent wave that extends
100 nm above and below the gold surface. For SPR as an analytical tool it is
most important that a change in the refractive index within the environment
of the evanescent wave causes a change of the angle where the sharp inten-
sity drop can be observed (Fig. 1, compare angle 1 and angle 2). Binding of
one biomolecule to another immobilized on top of the sensor chip’s gold sur-
face will lead to a change of refractive index and will be recorded as a change
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Fig. 1 The basic principles of surface plasmon resonance and analysis in BIAcore experi-
ments. See text for details

in the reflected light by a detector. This setup enables real-time measurement
of biomolecular interactions, with refractive index changes proportional to
mass changes.

2.2
BIAcore

BIAcore AB is the main supplier of automated SPR detection systems (BIA-
core 3000, T100, and more, see www.BIAcore.com); other suppliers are Texas
Instruments (Spreeta and TISPR-I) and Nippon Laser and Electronics (SPR-
670). In 2004, 88% of publications that reported the use of SPR indicated that
the data were generated with BIAcore instruments [4]. Therefore, in the fol-
lowing the focus will be on BIAcore instruments and BIAcore nomenclature
will be used.

In our case DNA (ligand) is immobilized on the chip surface (Fig. 2).
A constant buffer flow over the chip surface precedes injection of a protein
(analyte). Binding of the protein to DNA can be observed as a change in
the position of the reflected light minimum, which can be translated into
a change of resonance units (RUs); 1 RU corresponds to a change in angle of
0.0001◦ and 1 pg mm–2 of protein. The RUs will be recorded and displayed
in real time by a computer. Once the reaction reaches an equilibrium, the
binding and dissociation rates of the protein on DNA will be equal. Sub-
sequent to the protein injection, buffer flow will follow and dissociation
of the protein will be monitored. Therefore, the observed minimum in the
reflected light will gradually return to its original position, before protein in-
jection. At any point of the dissociation phase a regeneration fluid can be
injected into the system, which will allow rapid release of any protein from
the chip surface prior to a new round of analyte injection. Accordingly, a real-
time interaction experiment will contain the following parts: an association
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Fig. 2 The sensorgram is a graphical representation of the signal produced during a bind-
ing experiment. The sensor chip carries immobilized DNA. I. Initially buffer is running
over the sensor chip, and no change in signal is observed. II. A DNA binding protein
is injected and associates with the DNA. This leads to a change in the refractive index,
which is monitored in the BIAcore as a change in angle where the drop in intensity of the
reflected light is observed. This change in angle is visualized in the sensorgram. III. As-
sociation and dissociation of the protein and the DNA occur at equal rates during the
equilibrium. IV. Protein injection is replaced by buffer flow and dissociation of the pro-
tein from the DNA is observed. This leads to a reduction in refractive index and the angle
where the drop of intensity is observed. V. At any point of the dissociation regeneration
liquid can be injected, which will remove all the protein from the chip surface

phase, with the protein binding to the immobilized DNA; an equilibrium
phase, with equal association/dissociation rates for the protein; and a dis-
sociation phase, with buffer flow washing away any protein that dissociates
from the DNA.

The standard BIAcore instrument contains a sensor chip with four flow
cells, which enables measurement of four different ligands at a time. One
side of the chip is attached to the SPR detection system as discussed. On the
other side is a microfluidic system, which forms four parallel channels on
the sensor chip surface and facilitates buffer flow and injections. The stan-
dard sensor chip carries on top of the gold layer a carboymethylated dextran
surface, which is used for immobilization of biomolecules. This surface is
characterized by low nonspecific binding, except for very basic compounds,
which demands consideration since DNA binding proteins frequently carry
a basic charge. Several other sensor chips are available, including chips with
immobilized streptavidin for easy capture of biotinylated DNA fragments and
chips with reduced negative charge, which can help to analyze extremely basic
proteins.
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3
Guidelines for Studying Protein–DNA Interactions with the BIAcore

The BIAcore technology can be used to study binding constants, stoichio-
metry, and thermodynamics (discussed in detail in [5]) of protein–DNA
interactions; however, experimental design has to be considered to produce
meaningful results.

3.1
Knowledge of the Experimental System

To study a novel protein–DNA interaction with the BIAcore an initial char-
acterization of the interaction by a gel-shift and/or footprint assay will be
required [2, 3]. These assays provide data on the stoichiometry of the protein–
DNA complex, the specificity of the interaction, and the localization of the
binding site on the DNA.

Frequently, proteins bind to DNA following a 1 : 1 interaction model, which
can be observed in a gel retardation assay as a single shifted band. The protein
concentration required to produce a gel shift can be used to estimate a range
of protein concentrations for BIAcore experiments. As a rule of thumb one
should use protein concentrations in the range of tenfold below and above the
apparent dissociation constant Kd [3]. A footprint assay can be used to lo-
calize the binding site of the protein on the DNA. Consequently, a minimal
DNA fragment containing only the binding site can be generated for analy-
sis in the BIAcore. This is important, since additional DNA surrounding the
binding site may contain more binding sites or may increase the chance of
nonspecific protein–DNA interactions. The footprint assay can also identify
whether a protein interacts nonspecifically with the DNA, which needs to be
considered in further experimental design.

3.2
Ligand Considerations

The ligand has to be immobilized on a sensor chip surface by either chemical
cross-linking or with an affinity interaction like biotin–streptavidin (sen-
sor chip SA), nickel chelate-His-Tag (sensor chip NTA) or antibody–antigen
(sensor chip CM5). To ensure the measurement of accurate data the immo-
bilization procedure should not interfere with the ligand–analyte interaction.
The most common immobilization procedure for proteins is chemical cross-
linking, which can reduce the activity or affinity of the interaction due to the
modification of the protein or by blocking the binding site.

Immobilization of DNA, on the other hand, can be achieved with biotiny-
lated DNA and streptavidin sensor chips, which results in accessible DNA and
a uniform attachment of the ligand. Due to the strong interaction of biotin
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and streptavidin these chips withstand fairly harsh regeneration conditions,
e.g., high salt and low concentrations of sodium dodecyl sulfate (SDS). The
size of the immobilized DNA should correspond to the length of the DNA
footprint plus a few extra bases (3–6 bp) on each side as a spacer. The bi-
otin should be positioned at the very end of the DNA so it will not interfere
with binding. The DNA can be generated by the polymerase chain reaction
(PCR) or through annealing of two complementary oligonucleotides. PCR
fragments require gel purification of nonincorporated biotinylated primer
and smaller PCR-failure fragments. If the double-stranded DNA (dsDNA) is
produced by annealing of two oligonucleotides, the nonbiotinylated oligonu-
cleotide should be in tenfold molar excess to ensure that all biotinylated DNA
oligonucleotide is in the form of dsDNA.

3.3
Mass Transport Limitations

Mass transport limitation occurs when the association of an analyte (protein)
to the ligand (DNA) is limited by the diffusion of analyte to the surface of the
chip.

Most protein–DNA interactions are characterized by very fast association
rates. If a protein has an association rate constant (kon) above 1×106 M–1s–1

it will likely be limited by mass transport [6]. This can be reduced by several
means:

1) The amount of DNA immobilized should be as low as possible. As a rule of
thumb the response of the protein should not exceed 100 RU—the range of
30–50 RU still works well.

2) The flow rate should be very high, ≥ 50 µl min–1.
3) New BIAcore systems such as BIAcore 3000 or T100 use a different flow

cell geometry than the older systems BIAcore 2000 or BIAcore X, further
reducing mass transport effects.

4) No glycerol or sucrose should be present in the buffer or sample since this
reduces the diffusion rate.

If, after following all these optimization steps, a kinetic reaction is still re-
stricted by mass transport a mass transport rate constant (kt) can be incor-
porated into the binding model.

PROTEINsol
kt→ PROTEINsurf + DNA

kon
�
koff

PROTEIN ·DNA ,

where PROTEINsol is the protein concentration in the flow cell, PROTEINsurf
is the protein concentration at the chip surface accessible for interaction with
DNA, and kt is the mass transport rate constant. This formula has been incor-
porated into the BIAcore evaluation software as a modified evaluation model
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calculating, additionally to the kinetic parameters, the mass transport rate
constant kt.

3.4
Chip Surface Considerations

As discussed in Sect. 2.2, the carboxymethylated dextran surface of the stan-
dard BIAcore sensor chip CM5 or SA (CM5 with immobilized streptavidin)
has a negative charge at neutral pH. This can be problematic with very basic
proteins, like many DNA binding proteins, since they will bind nonspecifically
to the dextran. By reducing the pH of the buffer the negative charge of the
dextran will be reduced; however, at the same time the basic protein might
become more positively charged due to the lower pH. Consequently, the non-
specific binding potential should be tested for basic proteins, by scouting the
pH of the buffer in the range of 6–8. Increasing the salt concentration will also
reduce nonspecific interactions with the matrix [5, 7]. Finally, a different chip
with a lower degree of carboxymethylation can be used—sensor chip CM4.
To study extremely basic proteins like histones a technique was reported to
reverse the charge of the chip surface by absorbing polyethylenimine (PEI)
on the surface of sensor chip CM5 [8]. This procedure abrogates the strong
nonspecific binding of histones to the sensor chip.

3.5
The Reference Surface and Control Injections

A sensor chip usually contains four flow cells (BIAcore 3000, T100). One flow
cell is always used as a reference cell, which can correct for changes from
the injection procedure, nonspecific binding, or baseline drift. The reference
flow cell should mimic the specific flow cell as much as possible. If a spe-
cific protein–DNA complex is studied, another DNA of the same length with
unrelated DNA sequence should be used as a reference and the amount of
immobilized DNA should be identical for the reference and specific flow cell.
However, the use of a reference flow cell cannot always correct for changes in
the baseline throughout a long experiment. Therefore buffer-only injections
are spaced throughout the experiment and serve as a reference that will be
subtracted from the actual data set to obtain high quality data [9].

3.6
Regeneration of the Chip Surface

Frequently, after the protein is injected, a fraction of the protein stays non-
specifically attached to the sensor chip. To remove all protein from the chip
a regeneration fluid, which usually contains high salt levels, detergents, or
has extreme pH, will be injected. Good regeneration conditions remove the
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analyte completely from the surface without removing or damaging the im-
mobilized ligand. Myszka [10] has reviewed a wide range of regeneration
conditions. For gentle but fast regeneration we use a combination of high salt
and a low concentration of the ionic detergent SDS (10 mM Tris-HCl pH 7.5,
500 mM NaCl, 1 mM EDTA, 0.005% SDS).

3.7
Buffer Conditions

Protein–DNA interactions are dominated by ionic interactions, and therefore
the buffer system for the interaction analysis needs to be chosen carefully. It
has been observed that the ionic strength of the buffer influences the specific
interactions less than the nonspecific protein–DNA interactions. Therefore,
increasing the salt concentration can decrease the nonspecific binding to
an undetectable level, keeping the specific interaction intact [7]. Our stan-
dard running buffer for studying protein–DNA interactions contains: 25 mM
HEPES pH 7.6, 100 mM K acetate, 1 mM Mg acetate, 0.005% BIAcore Sur-
factant P20, 10 mg ml–1 BSA, poly-dIdC, and poly-dAdT (33 ng µl–1). For
gel-shift and footprint assays, competitor DNA is frequently added to reduce
nonspecific protein DNA interactions. The same effect has been observed in
our own BIAcore experiments, especially at high protein concentrations.

3.8
The Experiment

Running buffer is prepared fresh, filtered, and degassed at the same tempera-
ture as that at which the experiment will be conducted—usually 22 ◦C. The
machine is primed three times to equilibrate the system to the new buffer. Sam-
ples spanning concentrations tenfold above and below the Kd, estimated from
gel shifts or footprints, are diluted on ice in running buffer and kept at 4 ◦C.
Buffer-only injections evenly spaced throughout the experiment are recom-
mended. One after another the samples are injected using the “kinject” [11]
command using a high flow rate (50–100 µl min–1). At the end of each cycle,
bound protein is removed with a 5-s pulse of regeneration fluid (Sect. 3.6). To
equilibrate the system after regeneration back to the running buffer, 150 µl of
buffer is passed through the system before the next sample injection.

4
Analysis of Data

Before data analysis can start the response curves generated during the ex-
periment require processing. The unwanted part of a sensorgram, such as
a very long baseline before injection and regeneration, can be removed. The
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baseline must be adjusted to zero since most of the fitting algorithms require
that. The response curves must be aligned, usually by setting t = 0 s as the
start of the injection for each curve, and finally the response in the reference
cell should be subtracted (see BIAcore handbook [11] and Myszka [9] for de-
tails). The subtraction can be carried out “on line” during the experiment or
afterwards. Often, even though both curves were aligned on the time axis, the
subtraction of the reference cell data results in the appearance of spikes in the
sensorgrams, especially at the beginning of both association and dissociation
phases. These spikes can be removed for esthetic purposes or can be left in the
sensorgrams, since these regions of the response curves are usually left out
during the quantitative analysis. Sometimes for technical reasons spikes (air
bubble or dust particle in sample or buffer) can appear during the experiment
(Sect. 3.8). These sensorgram distortions can be removed or the data can be
made invalid for analysis.

In the BIAevaluation software, all the described sensorgram operations
can be carried out in a graphical way without number manipulations in the
data spreadsheets.

4.1
1: 1 Interactions Analyzed by Quantitative Analysis

4.1.1
Introduction

The SPR technology was developed for extracting kinetic parameters from
the interaction between macromolecules. In this part we will recapitulate the
analysis theory for the simplest event involving binding of a single protein
molecule to a single binding site on DNA. A more extensive description of the
binding theory can be found in [11–16].

As described in Sect. 2.2, the response curve can be divided into associ-
ation (including equilibrium) and dissociation phases (Fig. 3). The kinetic
parameters can be extracted from both phases.

Fig. 3 The three parts of a response curve used in data analysis
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4.1.2
Association

During the injection phase of an SPR experiment, termed association, the ki-
netic processes of DNA · PROTEIN complex formation and its decay can be
represented by the scheme:

DNA + PROTEIN
kon
�
koff

DNA ·PROTEIN .

The rate of the DNA ·PROTEIN complex formation is expressed as:

d(DNA ·PROTEIN)
dt

= kon[DNA][PROTEIN] – koff[DNA ·PROTEIN] .

where [DNA] and [PROTEIN] are the concentrations of free or unbound DNA
and protein, respectively. Assuming that DNA is immobilized at the chip sur-
face (Sect. 3.2) whereas protein is injected, this equation can be written using
SPR terminology as:

d(R)
dt

= kon(Rmax – R) ·C – koff ·R . (1)

where R is the response, Rmax is the response at DNA saturation by protein,
and C is the concentration of injected protein (the amount of protein bound
to DNA is negligible).

Taking the natural logarithm of Eq. 1

ln
d(R)

dt
= ln(kon ·Rmax ·C) – (kon ·C + koff) · t ,

and substituting

kobs = kon ·C + koff , (2)

results in the equation:

ln
d(R)

dt
= – kobs · t + ln(kon ·Rmax ·C) . (3)

Since for a given protein concentration C, kobs and ln(kon · Rmax · C) are
constant, Eq. 2 represents a linear function (Fig. 4a). Nonlinearity of the
ln d(R)

dt = f (t) plot suggests that the interaction cannot be analyzed using
a 1 : 1 model or that other processes, such as mass transport (Sect. 3.3), in-
terfere with DNA ·PROTEIN complex formation. Besides being an important
diagnostic plot, the ln d(R)

dt = f (t) function can also be used for evaluation of
the DNA ·PROTEIN complex formation rate constant kon. The plot kobs vs C
is linear (Eq. 2) and the slope of this function represents the kon rate constant
(Fig. 4b). The intercept of kobs = kon ·C + koff corresponds to the koff rate con-
stant. However, this method for evaluation of koff is not reliable since a small
change in kon results in a large alteration of koff.
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Fig. 4 Plots used during quantitative data analysis. See text for details

4.1.3
Dissociation

During the dissociation phase of an experiment, the protein solution is re-
placed by buffer and the response change represents solely the decay of the
DNA ·PROTEIN complex.

DNA ·PROTEIN
koff→ DNA + PROTEIN .

The rate of this process is expressed as:

d(R)
dt

= – koff ·R . (4)

The solution of this differential equation is:

R(t) = R0 · e–koff ·t .

This can be used for evaluation of the koff rate constant by fitting to a single
exponential or it can be converted to equation:

ln
R0

Rt
= koff(t – t0) , (5)

where R0 is the response at the analysis start point t0 (which is not necessary
at the beginning of the dissociation phase).
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The slope of this function represents the rate constant koff (Fig. 4c). A non-
linearity of the plot in Eq. 5 indicates deviation from the 1 : 1 model. Equa-
tion 5 does not include a protein concentration factor; a protein concentration
dependent change in the slope of this plot suggests rebinding of protein to the
DNA.

4.1.4
Equilibrium

This phase of the experiment can be analyzed as a special case of the associ-
ation phase when the rate of DNA · PROTEIN complex formation equals the
rate of its decay. By definition, at this point no change of response is observed:

d(R)
dt

= 0 .

At equilibrium Eq. 1 can be written as:

0 = kon · (Rmax – Req) ·C – koff ·Req

Rearranging for Req and dividing by kon results in:

Req =
C ·Rmax

C + koff
kon

.

Finally, substituting dissociation constant Kd = koff
kon

produces the equation:

Req =
C ·Rmax

C + Kd
. (6)

Equation 6 can be used for evaluation of the dissociation constant Kd, since
Kd is the protein concentration at which Req = 1/2 ·Rmax (Fig. 4d). Equation 6
can be rearranged, especially in the case where saturation is not reached,
using the Scatchard plot:

Req

C
=–

1
Kd

Req +
1

Kd
Rmax , (7)

where the slope of the linear function
Req
C = f (Req) represents – 1

Kd
.

4.1.5
Practical Guideline on Evaluation of the Rate Constants kon and koff
and the Dissociation Constant Kd

The most popular SPR instrument, BIAcore, provides software which glob-
ally (simultaneously for the association and dissociation phases and for sev-
eral protein concentrations) fits the response curves to Eqs. 1 and 4 using
a nonlinear least-squares algorithm. Besides being displayed, the evaluated
kinetic parameters are used for simulation. The simulated response curves
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are automatically overlaid with experimental data, and residuals plots (a plot
representing the difference between measured curves and simulated curves)
are generated. Often data analysis is recognized as credible when the value
of χ2 is lower than 2. This criterion is only rarely met when working with
low amounts of immobilized DNA due to high noise, but the analysis can still
be correct. Similarly, a bad study can fulfill very often the χ2 < 2 condition.
For this reason careful examination of the residuals plots is strongly recom-
mended. The experimental points should be randomly distributed around the
fit, without any systematic deviations. Additionally to the residuals plots, re-
searchers must check if the obtained kinetic parameters simply make sense,
e.g., in respect of preliminary data obtained by gel-shift or footprint experi-
ments (Sect. 3.1).

Additionally to the global analysis, the BIAevalution program also allows
estimation of kinetic parameters separately from the dissociation and associ-
ation phases (Eqs. 5, 2, and 3, respectively, Fig. 4a–c).

For most SPR applications the dissociation constant Kd is calculated from
the Kd = koff/kon proportion. It can also be evaluated from the steady-state
phase (equilibrium). This method, however, is applicable only for kinetically
fast interactions. The time required for reaching the equilibrium at a protein
concentration equal to Kd can be expressed as 1/koff. For an interaction with
koff = 1×10–3 s–1, it will take approximately 1 h to reach equilibrium. The
steady state is reached faster with increased protein concentrations. Using
a high protein concentration results, however, in the collection of only a nar-
row range of Req points, close to saturation (Rmax). In this situation the Kd is

Fig. 5 SPR analysis of E. coli DnaA protein interaction with DNA containing one DnaA
box. 12 RU of 21mer DNA was immobilized on an SA chip. The protein was injected at
concentrations of 0.39, 0.78, 1.56, 3.13, 6.25, 12.5, 25, 50, and 100 nM at a flow rate of
100 µl min– 1. The association phase (130 s) was followed by 120 s dissociation phase.
a The experimental data (rough lines) and response curves simulation based on evalu-
ated rate constants (smooth lines). b Scatchard equilibrium analysis for the six highest
concentrations of DnaA from a
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calculated as 1/2 Rmax = Kd (Fig. 4d) or from the slope of the Scatchard plot
(Eq. 7 and Fig. 5b).

Figure 5 shows an example of data analysis using the 1 : 1 binding model,
applied for binding of Escherichia coli DnaA protein to DNA containing
a single binding site (the DnaA box from the promoter region of dnaA
gene) (Speck and Messer, unpublished data). The kinetic rate constants kon =
8.09×106 (M–1s–1) and koff = 0.0262 (s–1) were evaluated by global analysis
of binding curves for nine concentrations (0.39–100 nM) of DnaA (Fig. 5a).
Values for the equilibrium response of the six highest protein concentrations
were also used for calculation of the dissociation constant Kd = 3.39 nM using
a Scatchard plot (Fig. 5b). Values of dissociation constants calculated from
rate constants Kd = 3.24 nM and from steady-state Kd = 3.39 nM are almost
identical. This criterion, as well as the simulation of the response based on the
evaluated rate constant (smooth lines in Fig. 5a), validates the analysis.

4.2
Kinetic Analysis of Interactions Between Protein
and a DNA Containing Multiple Protein Binding Sites

4.2.1
Introduction

Contrary to gel retardation or analytical ultracentrifugation techniques,
where every DNA · PROTEIN species can be separated and quantitatively
analyzed, the response curve in SPR experiments represents the sum of all
binding events between protein and DNA containing multiple binding sites.
For this reason quantitative analysis of protein binding to more then one
binding site on DNA is relatively difficult, and successful only when binding
events differ significantly in kinetic constants.

4.2.2
Curve Fitting with the BIAevaluation Software

The BIAevaluation software contains a preprogrammed model for studying
interactions between an analyte and a heterogeneous ligand containing two
binding sites. In this model the protein binds either site independently (non-
cooperative, parallel reactions) as represented by the scheme:

DNA1 + PROTEIN
kon1
�
koff1

DNA1 ·PROTEIN and

DNA2 + PROTEIN
kon2
�
koff2

DNA2 ·PROTEIN .
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Fig. 6 Response curves simulation for interaction between protein and DNA containing
two different and independent binding sites (parallel reactions)

To evaluate kinetic constants the data are fitted to a set of four differential
equations:

d[DNA1]
dt

= – (kon1[DNA1][PROTEIN] – koff1[DNA1 ·
PROTEIN])

d[DNA1 ·PROTEIN]
dt

= kon1[DNA1][PROTEIN] – koff1[DNA1 ·
PROTEIN]

d[DNA2]
dt

= – (kon2[DNA2][PROTEIN] – koff2[DNA2 ·
PROTEIN])

d[DNA2 ·PROTEIN]
dt

=kon2[DNA2][PROTEIN] – koff2[DNA2 ·PROTEIN] .

Figure 6 shows simulated binding curves for protein binding to DNA con-
taining two binding sites. Protein binds to both sites independently with an
affinity of 2 and 10 nM for DNA binding site No. 1 and 2, respectively, but with
different kinetics.

4.2.3
Hill’s Cooperativity Factor

One area where using SPR to study protein binding to DNA with multiple
binding sites can be very useful is in estimation of Hill’s cooperativity factor.
According to Hill’s theory [17, 18], the simultaneous binding to DNA with n
identical binding sites can be represented as:

h ·PROTEIN + DNA
Kh

d↔ (PROTEINh ·DNA) ,
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where Kd is the intrinsic dissociation constant for a single DNA binding site.
The Hill coefficient h describes cooperativity as follows: 0 < h < 1 indicates
negative cooperativity, whereas 1 < h < n indicates positive cooperativity. n is
the number of protein binding sites on the DNA. At equilibrium, the fraction
of saturation Y (the ratio of occupied sites versus total sites) can be expressed
as the function of free or unbound protein and Kd:

Y =
[PROTEINfree]h

(Kd + [PROTEINfree]h)
. (8)

After rearrangement and assuming that the concentration of free protein
equals the concentration of injected protein C, Eq. 8 can written as:

log
Y

(1 – Y)
= h · log C . (9)

After expressing the saturation fraction in the SPR terminology Y = Req/Rmax,
the final form of Eq. 9 is:

log
Req/Rmax

(1 – Req/Rmax)
= h · log C , (10)

where h is the slope of the function

log
Req/Rmax

(1 – Req/Rmax)
= f (log C) .

For a successful analysis the response value at the equilibrium Req for each
protein concentration must be known. This requires long protein–DNA con-
tact times, which can be achieved by injecting protein solutions at a slow flow
rate (mass transfer does not influence the Req value). The second important
parameter for analysis is the response value at protein saturation Rmax. It can
be difficult to reach, especially for negatively cooperative interaction. In this
case the theoretical maximum binding value can be used:

Rmaxcal = n
RDNAMWProtein

MWDNA
, (11)

where

RDNA = amount of immobilized DNA (RU)
MWDNA = molecular weight of DNA

MWProtein = molecular weight of protein
n = number of protein binding sites on DNA .

Even a 20% error of Rmax estimation does not significantly influence the value
of

log
Req/Rmax

(1 – Req/Rmax)
,

especially for a large Req –Rmax difference.
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Fig. 7 Hill coefficient evaluation for an interaction between S. coelicolor DnaA and DNA
containing two binding sites (TTGTCCACA) in a head-to-head orientation. The protein
complexes with ATP (panel A left) or ADP (panel A right) were injected at a flow rate of
10 µl min–1 for 10 min followed by 3 min dissociation. DnaA was used at concentrations
of 0.78, 0.89, 1.41, 1.8, 2.8, 3.6, 5.6, 7.2, 11.3, 14.4, 22.5, 28.8, 45.0, 57.5, 90.0, 115, 180, and
230 nM. a Experimental curves and DNA used. b Hill’s analysis for equilibrium response
values in a. The Rmax for DnaA-ATP was used for both DnaA-ATP and DnaA-ADP

Figure 7 shows the ATP-induced cooperative binding of DnaA protein from
Streptomyces coelicolor to DNA containing two DnaA binding sites (Majka
and Messer, unpublished data). The ADP form of the protein interacts with
DNA in a noncooperative manner, h = 0.98, whereas its ATP form displays
an almost maximal value of positive cooperativity, h = 1.97. Since for ADP-
DnaA saturation was not reached, the Rmax value for ATP-DnaA was used for
analysis of both DnaA forms.

A similar analysis was carried out to determine the Hill coefficient for the
interaction between ethR repressor and ethA operator [19] (Sect. 6).

4.2.4
Cooperativity Fold α Factor

A different approach was used to decipher cooperativity during interaction
of EST-1 transcription factor with a palindromic head-to-head ETS binding
site in the stromelysin-1 promoter [20]. First the Kd of ETS binding to both
palindrome half-sites was determined using a 1 : 1 model. Next the inter-
action between ETS and the complete palindrome was analyzed by using four
different models: (1) two independent and nonequivalent binding sites on
DNA, (2) two independent binding sites on DNA and conformational change,
(3) sequential binding, and finally (4) sequential binding followed by confor-
mational change.

Data were fitted to sets of differential equations describing each of the
models and rate constants were used to calculate dissociation constants (up
to three). For each model these constants were then used to calculate the ap-
parent binding affinity of a single palindrome half-site of a full palindrome as
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the juxtaposition of two independent and equivalent binding sites:

KWT
d,app = n

√
√
√
√

n
∏

i=1

Kdi

The apparent affinity was then used to calculate the cooperativity fold α, ex-
pressed as:

α =
KM1

d ·KM2
d

(KWT
d,app)2

,

where KM1
d and KM2

d are dissociation constants for the half-sites of the palin-
drome.

The cooperativity fold α (physically understood as by how many times the
affinity of the cooperative interaction is larger than a hypothetical, noncoop-
erative binding event) measured by this method was calculated as 8.8 and 19.7
for sequential binding and sequential binding followed by a conformational
change model, respectively. Authors of the study found that these two models
give the best description of the interaction.

5
Qualitative Analysis

The major application of SPR methods in studying DNA–protein binding is
extracting the kinetic parameters of an interaction. However, qualitative an-
alysis of the sensorgram can also provide useful information.

5.1
Stoichiometry Determination

The response measured in SPR experiments is not only proportional to the
amount of protein–DNA bound to a chip surface (a prerequisite of kinetic
analysis), but also the change in the bulk refractive index per unit change
in protein concentration (specific refractive index increment) is closely simi-
lar for a wide range of proteins and nucleic acids. In other words, an equal
mass of two different proteins (or protein and DNA) bound to the chip sur-
face will give the same response value. The SPR technology can therefore be
used for estimation of the DNA–protein complex stoichiometry according to
the equation:

n = Rmax
MWDNA

RDNAMWProtein
,
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where

n = the number of protein molecules bound to DNA

= the number of protein binding sites on DNA

(assuming that a single protein molecule binds

a single binding site)

Rmax = response for saturating concentration of protein

RDNA = amount of immobilized DNA (RU) and

MWDNA, MWProtein = molecular weight of DNA and protein, respectively.

5.2
Qualitative Analysis of Protein–DNA Complex Formation

Qualitative BIAcore analysis is very easy, fast, and requires only small
amounts of protein. It is an ideal analytical tool to answer the question:
does protein X bind to DNA y or DNA z or both, not more not less? There-
fore, BIAcore analysis can be used for fast screening of protein mutants [21].
A variation of this theme is studying the influence of other factors on DNA–
protein interaction. For example, BIAcore analysis revealed that two protein
complexes, checkpoint clamp and its loader, interact with DNA only when
mixed together and that ATP/Mg2+ is required for this reaction. Neither
checkpoint clamp nor its loader alone can bind DNA, regardless of the pres-
ence of ATP/Mg2+ [22].

Cooperative interactions are frequently very complicated, therefore in-
vestigators often prefer qualitative over quantitative analysis. For example,
plasminogen activator inhibitor-1 promoter (PAI-1) contains binding sites
for two transcription regulators: Smads and the bHLH class of transcription
factors TFE-3 and E47 [23]. The authors of the study investigated inter-
action between PAI-1 promoter and mixtures of Smad4/TFE-3 or Smad4/E47
and compared the response curves to those obtained for Smad4, TFE-3, and
E47 run separately. They observed that the response curve for Smad4/E47
was identical to the sum of the curves obtained for Smad4 and E47,
whereas the response curve for the Smad4/TFE-3 showed stronger inter-
action than the sum of curves Smad4 and TFE-3, thus indicating cooperative
binding.

6
Surface Plasmon Resonance to Study Protein–DNA Interactions 1993–2006

The use of SPR to study protein–DNA interactions started in 1993 when Bon-
deson et al. reported the lactose repressor–operator interaction with the first
commercially available BIAcore/SPR system [24]. Since then researchers have



Analysis of Protein–DNA Interactions Using Surface Plasmon Resonance 33

studied many different aspects of protein–DNA interactions using SPR; in
the following we will review some studies of exceptionally high quality or
creativity.

A typical example of a 1 : 1 protein–DNA interaction is the binding of
the bacterial DNA-replication initiator DnaA to its 9-bp DNA recognition
sequence, the DnaA box (Speck and Messer, unpublished data). This is il-
lustrated in Fig. 5. Data were analyzed using the 1 : 1 binding model. This
model, which contains only a minimal number of fitting parameters, de-
scribes the sensorgrams for the whole range of DnaA concentrations during
both kinetic and equilibrium parts of the experiment very well. In add-
ition, a binding stoichiometry close to 1 : 1 was determined indicating that
the correct binding model was used and that the obtained kinetic parame-
ters were reliable. Interestingly, similar data have been obtained with crude
bacterial extracts containing overexpressed DnaA protein [21]. The authors
used extract with overexpressed DnaA to characterize the DNA binding po-
tential of a large number of point mutants which all resided in the DNA
binding domain of DnaA. Interestingly, the mutants displayed changes in as-
sociation and dissociation rates and in addition some had altered sequence
specificity.

Biology frequently utilizes protein–protein interactions to regulate pro-
cesses on DNA, e.g., transcription and DNA replication. Due to the ability of
SPR to measure kinetics as well as the stoichiometry of complexes, a num-
ber of high quality studies have dissected the network of protein–protein
and protein–DNA interactions and defined cooperativity in complex forma-
tion. Cooperativity can originate from protein–protein interactions, which
can help a single protein to multimerize on DNA. This is the case for ethR,
a bacterial repressor of transcription belonging to the TetR/CamR family of
repressors [19]. The authors showed that ethR binds to the ethA promoter
by gel shifts and DNase I footprinting. From these experiments they deduced
the relative affinity of ethR for DNA and identified a specific binding region
within the ethA promoter. Interestingly, in the center of the binding region
they found two inverted repeats which themselves contain two imperfect in-
verted repeats. Next they analyzed the protein–protein interactions of ethR
and found by gel filtration that ethR forms a dimer in solution. With this
information they were able to design meaningful SPR experiments using pro-
tein concentrations deduced from the gel-shift experiments. The authors used
a 55-bp DNA fragment of the ethA promoter spanning the region protected
in the DNase I footprint + 3 bp on either end. Then equilibrium binding
experiments were performed using long injection times to reach maximum
binding levels. The data were drawn in a Hill plot and a Hill coefficient of
3.45 (n = 4) indicated very strong positive cooperativity in complex formation
(Sect. 4.2.3). Stoichiometry analysis revealed an 8 : 1 ethR/DNA stoichiom-
etry, fitting with two perfect and two imperfect inverted repeats as binding
sites for four ethR dimers. A subset of binding sites spanning one perfect re-
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peat and two imperfect repeats was bound very inefficiently; however, two
perfect repeats and one imperfect repeat in combination were bound very
well leading to a 4.5 : 1 EthR/DNA complex. These data indicate that bind-
ing to two perfect repeats enables cooperative binding of the perfect and
imperfect repeat, likely through protein–protein interactions between the
ethR dimers. In respect of transcriptional regulation the cooperativity allows
a rapid regulatory change of ethA expression with a minimal variation in ethR
protein concentration.

In another typical example of cooperativity, two proteins with low se-
quence specificity interact to form a unit with increased sequence specificity
and higher affinity. This scenario of cooperativity is frequently found in
eukaryotic transcriptional regulation. For example, Grinberg and Kerppola
reported that TFE3 and Smad4, two proteins with low sequence specificity,
cooperate through protein–protein interactions and for that reason bind very
efficiently to the plasminogen activator inhibitor-1 (PAI-1) promotor, which
results in activation of PAI-1 transcription [23]. Interestingly, binding be-
tween a close homologue of TFE3, E47, and Smad4 was not cooperative,
probably due to the lack of a protein–protein interaction. This indicates
that a transcription factor with low affinity or specificity for DNA needs an
interaction partner to bind efficiently to DNA and to result in a change of
transcriptional activity.

A number of groups have used SPR to study the formation of large
protein–DNA complexes, containing several different proteins bound to DNA.
The focus of this research is not on the determination of binding constants
but on qualitative terms (i.e., does formation of the complex depend on
subunit x,y,z or does ATP binding and hydrolysis influence complex forma-
tion). Pacek et al. showed recruitment of the bacterial DNA helicase DnaB
by DnaA and DnaC [25]. They immobilized a 64-bp DNA fragment origi-
nating from the plasmid RK2 on a sensor chip. Then they injected DnaA
onto this surface and analyzed binding of DnaC, DnaB, and DnaB–DnaC to
the DnaA–DNA complex. The DnaB–DnaC complex bound very efficiently
to the DnaA–DNA complex; however, neither DnaB nor DnaC individually
bound the DnaA–DNA complex. In addition, they showed that the plasmid
initiator protein TrfA can interact with a DNA–DnaA–DnaB–DnaC complex
in a DnaB–DnaC dependent fashion. In another study, also analyzing com-
plex assembly in qualitative terms, Majka and Burgers reported on RFC-
Rad24, a five-subunit complex, and the DNA damage checkpoint sliding
clamp Rad17/Mec3/Ddc1, which form cooperatively a complex on DNA in
an ATP dependent fashion (see Sect. 5.2 for details) [22]. These two stud-
ies underscore that quantitative analysis of huge DNA–protein complexes
can yield very informative data, which are difficult to obtain with other
techniques.

Finally, we want to report briefly on some interesting assays or screens
which are based on protein–DNA interactions. Hao et al. adopted the BIA-
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core for rapid determination of sequence specificity of DNA binding proteins
(BIAcore-based SELEX assay) [26]. They immobilized the histidine-tagged
DNA binding domain of a transcription factor and injected a pool of random-
ized oligomers. DNA that was bound efficiently was amplified by PCR and
injected again. After several cycles they sequenced 33 clones and obtained
a consensus sequence for the transcription factor.

Maesawa et al. developed an assay to measure telomerase rate using the BI-
Acore to detect elongation [27]. They analyzed crude samples from normal
and cancerous tissue and found increased telomerase activity in several can-
cer tissues. They suggest that this method has advantages in clinical research
over conventional techniques.

Lastly, the BIAcore has also been used to study proteins that bind non-
specifically to DNA [28], peptide–DNA interactions [29], and the generation
of artificial DNA binding proteins [30–32].

7
Technological Developments

BIAcore introduced the first commercial product to study biomolecular inter-
actions with surface plasmon resonance in 1990. Since then the technology
has developed rapidly, resulting in the huge variety of instruments available
today (Sect. 2.2). Sensitivity has increased dramatically, resulting in a prod-
uct specifically suited to studying small-molecule interactions (BIAcore S51).
However, demand for higher sensitivity will continue in order to detect weak
small-molecule interactions, low levels of biomolecules present in crude sam-
ples, and to further reduce the problem of mass transport in biomolecular
interaction. Toward this aim Hu et al. reported recently the development of
an Au nanocluster embedded in a dielectric film to achieve a tenfold improve-
ment in sensitivity [33].

Presently SPR is used to study individual protein–DNA interactions with
respect to kinetics, thermodynamics [5], or stoichiometry. One important
development in the future will be to detect simultaneously a large number
of interactions in parallel. BIAcore recognized this demand and recently in-
troduced the Flexchip, which uses a sensor chip that allows simultaneous
analysis of 400 interactions on a single biosensor, however with a slightly re-
duced sensitivity. Two studies, using alternative SPR detection systems (SPR
imaging), have recently shown that the analysis of protein–DNA interactions
on a large scale is feasible [34, 35]. Systems biology will profit from the multi-
plicity of this technology to generate interaction maps, which are based on
kinetic data rather than qualitative data.
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manuscript.
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Abstract Gene families of recently duplicated but subsequently diverged genes provide
an unique opportunity for comparative analysis of regulatory elements. We have studied
the human SPRR gene family of small proline rich proteins involved in barrier func-
tion of stratified squamous epithelia. These genes are all expressed in normal human
keratinocytes, but respond differently to environmental insults. Comparisons of the func-
tional promoter regions allows the rapid identification of both conserved and of novel
regulatory elements that appeared after gene duplication. Competitive electrophoretic
mobility shift assays can be used to confirm their presence.

Here we show the power of gene family footprinting by the identification of two novel
elements in the SPRR3 promoter, not present in SPRR1A and SPRR2A. One of these elem-
ents binds a protein similar to GAAP-1, a pro-apoptotic activator of IRF-1 and p53. In
vivo analysis shows that this element functions as an inhibitor of SPRR3 transcription.
The second novel element functions as an activator of promoter activity and is char-
acterized by its A/T rich sequence. The latter interacting protein indeed binds through
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contacts in the minor groove, and strikingly, depends on the presence of calcium for DNA
interaction.

Keywords Gene family · Transcription factor · Keratinocyte · Transfection ·
Terminal differentiation · Promoter

1
Identification of Transcription Factor Binding Sites

DNA-protein interactions provide the framework for the regulation of gene
expression. The identification of transcription factor binding sites is com-
monly done by (1) the use of bioinformatics to predict potential sites in the
genome [1, 2], (2) in vitro experiments to confirm binding of these factors to
DNA [3], and (3) in vivo validation of the role of the transcription factor in
the regulation of the target gene. Here we will review the use of evolution-
ary information for the rapid identification of conserved and novel regulatory
elements, and show in vivo validation of this approach from the SPRR gene
family as a proof-of-principle.

2
Evolution Guides the Identification of Regulatory Elements

Generally, the conservation of the sequence of a given gene after divergence of
two or more species reveals nucleotides under selection to preserve function.
The comparison of such orthologous genes can either reveal that function
and expression have remained identical during evolution, or that a change has
occurred along one or more lineages. In the former case, comparison of the
promoter region of the genes will yield a phylogenetic footprint [4, 5]. Only
those sequences on which negative selection is active, i.e., the cis-elements,
will be conserved over longer periods of time. If, on the other hand, a change
in expression pattern has occurred during evolution, differential phylogenetic
footprinting can be employed to reveal the molecular factors responsible for
the difference [6]. In this case, conserved sequences are most likely not in-
volved in the difference in gene expression between the species, whereas base
changes might be indicative for novel regulatory elements.

2.1
Phylogenetic Footprints

In the first report on phylogenetic footprinting [4], ε-globin and γ -globin
sequences from 10 species were compared, which yielded several regions of
high sequence conservation over 70 Myr. A number of these regions has sub-
sequently been shown to contain cis-elements involved in the expression of
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Fig. 1 Genomic organization of the hox clusters in human, mouse and Drosophila. Genes
are indicated by black boxes, the size in kilobases of the clusters is indicated. Note that the
Drosophila complexes BX-C and ANT-C are not physically linked. The expression pattern
is indicated underneath. Data is from [12, 50, 177, 178]

these genes [7]. Significantly one conserved region (– 114 in the γ -globin
promoter) was not only identified by phylogenetic footprinting, but also by
a disease-causing mutation [8]. Conserved regions identified by phylogenetic
footprinting have been analyzed for functional conservation. Deletion of the
regions in the mouse hoxb4 enhancer which are conserved in the puffer-
fish Fugu rubripes (speciation occurred approximately 430 Myr ago) showed
that these are indeed important cis-elements, moreover Fugu sequences could
drive hoxb4-specific expression in transgenic mice [9]. An enhancer shared
by hoxb3 and hoxb4 contains two cis-elements conserved in human, mouse,
chicken and pufferfish [10]. This bidirectional enhancer has not been identi-
fied in Drosophila, which has been explained by the larger distances between
genes in the two complexes (BX-C and ANT-C [10–12](Fig. 1)). Phylogenetic
footprinting thus has its limitations: comparison of sequences from closely
related organisms will not display enough mutations outside of cis-elements,
whereas sequences from organisms separated too far in evolution will not
reveal any residual homology.

2.2
Differential Phylogenetic Footprinting

During evolution, orthologous genes can acquire a different expression pat-
tern, for instance in the β-globin locus, human γ -globin is expressed in
the fetus, whereas in mouse, rabbit and prosimian primates, γ -globin is ex-
pressed in the embryo [4, 13] (Fig. 2). Analysis of the 5′-flanking regions of
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Fig. 2 Genomic organization of the β-globin locus from human [179] and the prosimian
Galago crassicaudatus [4, 181]. Genes are indicated by black boxes, pseudogenes by open
boxes; the locus control region (LCR, [181]) is indicated. The expression pattern is indi-
cated above each gene

the γ -globin gene from human and from Galago crassicaudatus (the speci-
ation of simian primates and strepsirhine primates occurred approximately
55 Myr ago) revealed several nucleotide changes [4, 6, 14, 15]. Using several
pairs of oligonucleotides from the human and Galago promoters, harboring
these polymorphisms, different protein binding patterns were indeed identi-
fied [6, 16]. However only one of these nucleotide changes was subsequently
found to affect promoter strength [6], which could indicate that the other
binding sites are redundant (e.g., [17]). Transgenic mouse studies have nev-
ertheless shown that changes in cis-elements are the cause for the evolution
of fetal expression: a 4 kilobase fragment of the human γ -globin was highly
expressed in mouse fetal liver, whereas the comparable fragment from the
Galago γ -globin gene was expressed selectively in embryonic life [18]. Differ-
ential methylation has been implicated in the regulation of expression in the
human β-globin cluster: expressed genes are hypomethylated [19], further-
more, forced demethylation can reactivate γ -globin expression in vivo [20].
A hypomethylated human-specific element from the γ -globin promoter was
bound by the stage selector protein, implicated in fetal expression [16]. Methy-
lation of this site induced competition by Sp1, which could be responsible
for the down-regulation of this gene in adult life [21]. The stage selector pro-
tein does not bind to the Galago γ -globin promoter [16], suggesting that the
acquisition of this protein to globin gene regulation is specific for simians.

Similar experiments have been performed with the mouse and chicken
hoxc8 genes (speciation occurred approximately 220 Myr ago). Mice have
7 cervical and 13 thoracic vertebrae, whereas chicken have 14 cervical and
7 thoracic vertebrae [22]. The expression of hoxc8 in somites and the neu-
ral tube has shifted similarly along the anterior-posterior axis [23]. A 399 bp
fragment from the mouse hoxc8 early enhancer has been shown to direct tissue-
specific expression in transgenic mice [24, 25]. Swapping of a 151 bp fragment
with the chicken hoxc8 early enhancer shifted the expression pattern posteri-
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orly, simulating a chicken relational pattern [26]. As the 151 bp fragment is still
considerably conserved between chicken and mouse (80%), identification of
diverged regulatory elements has been partially performed [27].

Expression levels and androgen inducibility of the D7Rp2e gene are highly
variable among species of the genus Mus [28]. Differential phylogenetic foot-
printing of seven mouse species revealed several mutations in transcription
factor binding sites, resulting in a difference in DNA binding affinity of identi-
cal factors present in diverged mouse species [29]. Swapping experiments have
indeed shown that these binding sites are the determinant for the different ex-
pression levels of D7Rp2e in Mus domesticus and Mus pahari [30], two species
which have diverged approximately 8–10 Myr ago. In conclusion, a change in
gene expression can be obtained by several means: a binding site can become
non-functional by mutation, it can acquire a different function by the same
mechanism, or can arise de novo. Even more subtle changes (relative affinity)
can result in a different expression pattern of orthologous genes in two species.

3
Gene Family Footprinting

3.1
Paralogous Genes Can Diverge in Coding Potential and Expression Pattern

Gene duplication generally results in the creation of a redundant copy of the
locus. A redundant copy is not under the negative selection for detrimental
mutations, and can thus evolve at a high rate to a new gene and can spread
more easily in the population [31, 32]. Genome sequencing reveals that local
clusters of duplicated genes are highly abundant, e.g., the Caenorhabditis ele-
gans genome harbors 402 of these gene families with up to 20 genes in each
cluster [33]. In the human genome, over 1500 conserved gene families have
been identified [34]. Members of a multigene family that have the same func-
tion are believed to undergo homogenization by concerted evolution [35, 36].
A good example of concerted evolution is the pair of γ -globin genes in the
β-globin locus: allelic genes differ only slightly, whereas non-allelic genes
differ considerably, indicating that intergenic gene conversion homogenizes
these genes [37]. Alternatively to concerted evolution, the two genes can di-
verge in structure and expression subsequent to the duplication event. Both
processes occur only slowly, which results in multigene families whose in-
dividual members show considerable homology and similar expression pat-
terns [31]. Gene replacement experiments can elucidate whether differences
in expression pattern or differences in protein structure are important for the
function of each member of a multigene family.

Keratins are members of the superfamily of intermediate filament pro-
teins, important for cellular structure (reviewed in [38]). The different keratin
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genes have similar, but distinct expression patterns [39]. For example mitot-
ically active cells of many stratified epithelia express keratins K5 and K14,
whereas terminally differentiating keratinocytes in these epithelia express
keratins K1 and K10 [40]. Simple epithelia express among others keratins K8
and K18 [39]. The question whether keratins K14 and K18 are equivalent in
function has been resolved by transgenic mice in which the K14 coding se-
quence was replaced by the K18 coding sequence [41]. These mice rescue
some of the phenotypes associated with a K14 knockout [42], but they are
deficient in withstanding mechanical stress [41]. Thus, specific protein struc-
tures are important in these members of the keratin gene family. The keratin
K6 genes on the other hand are expressed by multiple genes in human [43]
and mouse [44]. The paralogous K6 proteins are more similar (95% and 97%)
than the orthologous proteins (maximally 82%) [44]. Comparison of the nu-
cleotide sequences however showed that the proximal promoter sequences of
the orthologous human K6α and mouse K6α are highly similar, whereas the
K6β sequences and the paralogous sequences are substantially less conserved.
These findings suggest that the transcriptional regulation of the K6α genes
is important; indeed the two mouse K6 genes are differentially expressed,
whereas all amino acid differences are expected to be conservative [44]. The
function of the different K6 genes is thus probably most easily addressed by
mutating the promoter regions of the paralogues.

The mouse En-1 and En-2 proteins (55% amino acid identity) are related to
the Drosophila segmentation gene engrailed, and exhibit diverged expression
patterns [45]. The phenotypes of mice nullizygous for either gene are differ-
ent: for example En-1–/– is lethal, whereas En-2–/– mice are viable; the En-1–/–

phenotype can however be completely rescued by replacing En-1 coding se-
quences with En-2 coding sequences [46]. This indicates that the functional
difference between En-1 and En-2 is caused by their divergent expression pat-
terns. Similarly the three paired-box and homeobox proteins paired (prd),
gooseberry (gsb) and gooseberry neuro (gsbn) have diverged considerably [47],
and also the expression patterns for these genes are distinct [48]. The finding
that prd coding sequences can replace gsb coding sequences to rescue a gsb–

phenotype indicates that the expression patterns of these genes are important
for their function rather than their coding sequences [49].

In conclusion, paralogous genes can acquire different functions by chang-
ing their expression pattern or transcriptional responsiveness, whereas the
coding sequences can remain functionally identical.

3.2
Molecular Changes in Paralogous Gene Regulation

As discussed above, evolutionary changes can only be readily observed in
a limited time-window: separated genes (either by speciation or duplication)
should have accumulated enough mutations to result in differential expres-
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sion or to permit phylogenetic footprinting. Longer times will however result
in a severe change in regulation, elucidation of which is beyond the simple an-
alysis of sequences. This situation has for instance occurred in the hox gene
cluster: the duplication events that have generated the paralogous genes in
the different clusters (Fig. 1) are likely to predate the speciation of pseudo-
coelomates (nematodes) and coelomates (insects and chordates) [11, 50]. The
first duplication event (cognate groups 1 to 7 versus groups 9 to 13) has been
postulated to have occurred 1000 Myr ago [50], which infers that all subse-
quent duplications have occurred between 1000 and 550 Myr [51]. In order to
perform comparative analysis of paralogous genes, younger gene families are
thus preferred.

3.3
Recently Duplicated Genes

Two examples from Drosophila species demonstrate how gross rearrange-
ments can result in novel genes with novel expression patterns. The jingwei
gene from D. teissieri and D. yakuba was created in a common ancestor
(approximately 17 to 20 Myr ago) by retrotransposition of the alcohol dehy-
drogenase gene into the third intron of the yande gene [52]. The jingwei gene
has thus obtained an expression pattern different from the parental Adh gene.
The function of jingwei gene has also changed, and JGW encodes an alcohol
dehydrogenase with altered substrate specificity [53].

In D. melanogaster, a newly (approximately 3 Myr ago) evolved dynein
gene is proposed to originate from the fusion of a duplicated cell-adhesion
protein annexin X (AnnX) gene and a duplicated gene encoding a cyto-
plasmic dynein intermediate chain (Cdic) [54]. The resulting gene (Sdic)
has not only obtained novel protein coding sequences, but also a novel,
sperm-specific, expression pattern. The novel Sdic promoter appears to have
been created largely through serendipity by juxtaposition of sequences that
strongly resemble testis-specific promoter elements, even though they orig-
inated from non-regulatory sequences [54]. The sperm-specific expression
pattern has been postulated to have assisted in positive selection of mutations
in this gene, and indeed this protein may function as an axonemal dynein
intermediate chain in sperm [55].

3.4
The Epidermal Differentiation Complex (EDC)

Human chromosome 1 reveals in region 1q21 a most remarkable density
of genes termed epidermal differentiation complex (EDC) [56], that fulfill
important functions in terminal differentiation of the human epidermis [57–
59]. These genes encode (1) the cornified cell envelope (CE) precursors,
including loricrin [60, 61], involucrin [62], the 11 small proline rich repeat
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(SPRR) proteins [59, 63, 64] and the 21 members of the LCE family of late
cornified envelope proteins [65], (2) at least 16 S100 calcium-binding pro-
teins (S100A1-S100A16) [58, 66] and (3) the “fused genes”/intermediate fil-
ament associated proteins (IFAP) profilaggrin [67, 68], trichohyalin [69, 70]
repetin [71], hornerin [72] and cornulin [73].

Sequence analysis revealed that these genes are likely to descent from ei-
ther an ancestral CE precursor gene or S100 gene [56, 74], the fused genes
combine domains of both CE precursor genes and S100 genes [71, 75–
78]. The human epidermal differentiation complex has been mapped to a
2.3 Mbase region [79, 80]; for most of these genes, mouse orthologues, which
are also linked, have been identified on chromosome 3 [66, 71, 77, 78, 81–87].
This indicates that although the different duplication events giving rise to the
paralogues of the CE precursor family, S100A family and fused gene fam-
ily have occurred at least 80 Myr ago, these genes have remained physically
linked. Because of their physical linkage, concerted evolution could occur
between different paralogues [35, 36], maintaining protein structure and/or
expression [59].

Besides their similar genomic organization, these genes are all expressed
in squamous epithelia (Table 1). The S100 genes are also differentially ex-
pressed in non-epithelial tissues [88], whereas the CE precursors and IFAPs
are more-or-less restricted to squamous epithelia, although in these tissues,
their expression patterns can differ [64, 71, 89–92]. Strikingly, expression of
SPRRs has recently been reported in numerous non-squamous and even non-
epithelial tissues [93–97], mainly upon tissue injury, inferring that SPRRs
might have additional protective functions (e.g., protection against oxida-
tive stress [97]). These findings suggest that the paralogues should display at
least some conserved regulatory elements involved in epithelial (epidermal)
expression, but should also reveal specific elements for each gene-family or
gene.

3.5
CE Precursor Genes and “Fused Genes”

The small proline rich proteins constitute a specific sub-class of cornified
cell envelope (CE) precursors [77], encoded by a multigene family clustered
within the epidermal differentiation complex (EDC) at human chromosome
1q21 [56, 59]. The locus contains two SPRR1 genes, seven SPRR2 genes, a sin-
gle SPRR3 gene and a single SPRR4 gene [64, 114]. Analysis of the regions
required for expression of these CE precursor genes and the three best-
studied fused genes has revealed that the most important regulatory elements
are confined to the promoter regions (Table 1). The introns of involucrin and
SPRR2A have been reported to enhance transcription of their promoters, but
the introns do not confer keratinocyte-specific or differentiation-specific sig-
nals [110, 112, 116]. Sequence comparison of the CE precursor and fused gene
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promoter regions shows that several paralogues display significant similarity:
homology exists between the SPRR1 and SPRR3 genes, between the SPRR2A
and SPRR2C genes and between the profilaggrin (FLG), trichohyalin (THH)
and repetin (RPTN) genes (data not shown). No conservation can be ob-
served between other paralogues, although loricrin and involucrin mouse
orthologues do show a high degree of conservation with their human coun-
terparts. Significantly, the minimal promoter region required for expression
of the profilaggrin and the trichohyalin gene has been mapped to position
–116 and position –135, respectively [77, 103]. No data is available yet on the
requirements for the repetin gene [71, 148], although Klf4 has been shown
to regulate mouse repetin expression [149]. The homology between the three
best-studied fused gene promoters is confined to this proximal promoter re-
gion (Fig. 3). Besides a conserved TATA box, also the important AP-1 site
identified in the profilaggrin gene is conserved between the three promoters
(note that the core AP-1 recognition site is a palindrome [150], thus the A to
T transversion in RPTN is conservative). The Ets binding site of FLG [106]
is conserved in the THH, but not in the RPTN gene. Consistent with the
observed conservation of regulatory elements in the FLG and THH genes, co-
expression of these proteins has been observed [151]. Subtle differences in
gene expression do however exist: for instance normal human keratinocytes
induced to terminally differentiate by a shift in calcium concentration induce
both filaggrin and trichohyalin, but expression of the former occurs at an
earlier time point [89]. A remarkable difference between the two promoters,
a 17 bp deletion in the FLG promoter between the AP-1 site and the TATA box
(Fig. 3), could be related to this phenomenon, as such deletions have been
shown to affect the responsiveness of a given gene (see above, ADH1, and
below, SPRR2A).

The SPRR1 and SPRR3 genes show a significant homology in their pro-
moter sequences (Fig. 4). The human SPRR1A and SPRR3 promoters have

Fig. 3 Comparison of the proximal promoter sequences of the fused genes. The proximal
promoter sequences of human profilaggrin (FLG), human trichohyalin (THH) and mouse
repetin (RPTN) were aligned with the SeqVu program (The Garvan Institute for Medical
Research, version 1.1). The TATA box, and Ets and AP-1 sites in the FLG gene [105] are
indicated
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been studied extensively [92, 118] and the important regulatory elements are
indicated in Fig. 4. Conserved in each of the four genes are the TATA box and
zinc finger binding site, which are also found in the SPRR2 and involucrin
genes [64], indicating that these elements predate mouse-human speciation
(approximately 80 Myr ago) and even predate the duplication events giving
rise to the different CE precursors. The proximal Ets binding site conserved
in the human SPRR1 and SPRR2 genes [92, 122, 152], is not present in the
human SPRR3 and mouse SPRR1B gene, which can be attributed to an inde-
pendent single base mutation in either gene (Fig. 4) [118]. In the involucrin
and loricrin genes, no Ets binding site has been identified [108, 123], indi-
cating that this element was not present in the ancestral CE precursor gene,
but was present in the ancestral SPRR gene [59]. The identification of the Ets
sites at a different position (and in the opposite orientation) in the FLG and
THH genes, suggests that these have independently evolved. This assumption
is confirmed by the analysis of the human SPRR3 gene, which has a distal
Ets site instead of a proximal one [118]. Figure 4 shows that this distal Ets
site is also present in the human SPRR1B gene, which could thus have two
functional Ets sites. Although we have shown that a distal Ets site is not func-

Fig. 4 Comparison of the proximal promoter sequences of the SPRR1 and SPRR3 genes.
Human SPRR1A, SPRR1B and SPRR3, and mouse SPRR1B were aligned with the SeqVu
program (The Garvan Institute for Medical Research, version 1.1). The TATA box, and
transcription factor binding sites in the SPRR1A (lines above the sequence) and SPRR3
(lines underneath the sequence) genes are indicated
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tionally identical to a proximal Ets site [118], a general enhancement of gene
expression by the distal Ets site can be expected in the case of the SPRR1B
gene, which is expressed in human keratinocytes at a significantly higher level
than the SPRR1A gene [92]. In line with the model of evolutionary “tinker-
ing” [153], the SPRR1/3 ancestral gene is likely to have had two Ets sequences
(as in SPRR1B), subsequently, SPRR3 has lost the proximal Ets site, SPRR1A,
has lost the distal Ets site, whereas mouse SPRR1B (which is poorly expressed
as compared to its SPRR1A paralogue [86, 154]) has apparently lost both sites.

Conserved in the SPRR/involucrin/loricrin class of CE precursor genes
and fused genes is an AP-1 binding site [73, 92, 105, 108, 118, 120, 121, 123,
148, 155] (Table 1). In most cases where the functionality of this sequence
in keratinocyte gene expression has been tested (SPRR1A, SPRR1B, SPRR3,
IVL, LOR, FLG), mutation resulted in a severe reduction of promoter activ-
ity (Table 1). In the SPRR2A gene however, this sequence has little importance
during early stages of keratinocyte terminal differentiation [122].

A loss-of-function of a given cis-element has been identified for the SPRR3
Ets site: although the same Ets transcription factor (ESX/ESE-1) [156, 157]
transactivates via both the proximal SPRR1A/SPRR2A Ets site and via the dis-
tal SPRR3 Ets site, this transcription factor is involved in the TPA-induction
of the SPRR1A gene, but apparently does not confer TPA-responsiveness to
the SPRR3 gene [92, 118] (unpublished data). The absence of a highly syn-
ergistic transcription complex on the SPRR3 promoter [118], in contrast
to the SPRR1A and SPRR2A promoters [92, 122], is likely to have allowed
the addition of several novel regulatory elements to the SPRR3 gene [118].
Which of these changes is responsible for the unique expression pattern of
SPRR3 [117, 158, 159], remains to be elucidated (see also below). The acqui-
sition of different expression patterns of the CE precursor genes is likely to
have allowed the modulation of the biomechanical properties of epithelia in
different tissues [78, 160, 161].

4
Proof-of-Principle: Novel Elements in the SPRR3 Promoter

The SPRR3 gene has diverged from the SPRR1A and SPRR2A genes in
both structure [59, 118] and expression [117]. These genes are expressed in
squamous epithelia [63, 162], and in in vitro cultured normal human ker-
atinocytes, where terminal differentiation and SPRR expression can be mod-
ulated by the extracellular calcium concentration [92, 118, 121, 122]. Analysis
of the promoter regions of these three genes has revealed several regulatory
elements required for expression during keratinocyte terminal differentia-
tion. One element common to all genes is an Ets binding site [92, 118, 122],
recognized by the epithelium-specific transcription factor ESX/ESE-1 [156,
157]. Another element conserved in these three genes is a zinc finger bind-
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ing site to which members of the Klf/Sp1 family bind [122]. In the SPRR1A
and SPRR2A genes, these two binding sites are juxtaposed in the proximal
promoter region, whereas in the SPRR3 gene a single base mutation has dis-
turbed the proximal Ets binding site [118]. Because the minimal promoter
region required for expression of SPRR1A and SPRR2A does not extend be-
yond –125 and –134, respectively [92, 116, 122], clustering of regulatory elem-
ents close to the TATA box seems to be an important feature of these genes.
Statistical analysis has revealed that several regulatory elements occupy only
specific position in unrelated promoter sequences [163, 164]. Previous analy-
sis of the SPRR3 promoter has pointed to crucial elements at greater distance,
but has not thoroughly examined the possibility that novel regulatory elem-
ents have evolved in the proximal SPRR3 promoter after the evolutionary loss
of the Ets binding site [118].

4.1
Identification of SPRR3-Specific Regulatory Elements
in the Proximal Promoter

Comparison with SPRR1A and SPRR2A, mutational analysis and transient
transfections in primary human keratinocytes indicated that additional reg-
ulatory elements are present in the sequences flanking the SPRR3 zinc finger
binding site (Fig. 5).

Competitive electrophoretic mobility shift assays [165] were performed
to identify the proteins binding to the putative regulatory elements in the
SPRR1A, SPRR2A and SPRR3 proximal promoter regions. The SPRR3 probe
did not bind Ets proteins, whereas it did bind zinc finger proteins (Fig. 6).
On the 40-mer probe one SPRR3-specific complex (P) could be detected,
a slightly longer probe (47-mer, Fig. 7) revealed another SPRR3-specific com-
plex (C). Factor C binds specifically to the upstream half (28-mer) of the
47-mer, whereas factor P binds to the downstream half (Fig. 7).

4.2
Binding Specificity of the Two SPRR3-Specific Complexes

As shown in Fig. 7, complex C required the presence of divalent cations (lane
2), whereas complex P did not; formation of complex C was strongest in the
presence of calcium (see below). Neither of these two complexes resembled
NF-Y (Fig. 7). Inspection of the sequence required for complex P formation
revealed a CATTT core sequence (mutation in pSG433). The same motif was
recently identified in both the IRF-1 and p53 genes, where it was shown to
bind a 68 kDa pro-apoptotic nuclear factor, GAAP-1 [166, 167]. Competition
experiments showed that SPRR3-specific factor P, but not factor C, binds to
both the p53 and IRF-1 IPCS (Fig. 8). These data, and the apparent molecu-
lar weight of complex P as observed in an electrophoretic mobility shift assay
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Fig. 5 Mutational analysis of the SPRR3 proximal promoter region: normal human fore-
skin keratinocytes were cultured and transfected as described previously [122]. The wild
type SPRR3 promoter fused to the CAT reporter gene (pSG-209) was compared to mutant
promoters (pSG-359, pSG-414 and pSG-433), which were made by mutagenesis [182] of
the wild type SPRR3 promoter [118]. CAT activity was measured 40 hr after induction of
stratification according to [183] in four independent experiments and is expressed as the
activity relative to wild type pSG-209. Mutations are indicated underneath the graph; the
wild type SPRR3 proximal promoter sequence (GenBank Acc. No. AF077374) is compared
with the sequences from SPRR1A (GenBank Acc. No. L05187) and SPRR2A (GenBank Acc.
No. X53064). The zinc finger binding site in the three genes is indicated by a box; the
Ets binding sites in SPRR1A and SPRR2A are indicated, as is the ISRE (interferon stim-
ulated responsive element) in SPRR2A. The 5′end of the 40-mer and the 3′end of the
28-mer are indicated in the figure; the 47-mer contained the complete sequence shown.
As expected, the SPRR3 Klf/Sp1 zinc finger binding site is a crucial regulatory element
(mutated in pSG-414) [165]. Mutation of an (A)-rich sequence also resulted in a reduc-
tion of promoter activity in normal human keratinocytes (pSG-359), whereas mutation
in a sequence downstream from the zinc finger binding site (pSG-433) resulted in an
upregulation of promoter activity
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Fig. 6 Electrophoretic mobility shift assay of keratinocyte nuclear extracts with the prox-
imal promoter regions of SPRR1A (A), SPRR2A (B and D) and SPRR3 (C and E). Labeled
probes are indicated underneath the figure and correspond to the sequences from the
SPRR1A, SPRR2A and SPRR3 promoters, represented in Fig. 5. The various competing
oligonucleotides are indicated on top of the figure. The SPRR1A probe showed six com-
plexes (panel A: lane 1), which were specific as they were competed for with excess
unlabeled SPRR1A oligonucleotide (lane 2). Only one complex was not competed by the
SPRR2A probe (lane 3), whereas two complexes were resistant to SPRR3 competition (lane
4). Seven complexes were identified on the SPRR2A probe (panels A and D) and either
four or five complexes on the SPRR3 probes, depending on whether a 40-mer (panel
C) or 47-mer probe (panel E) was used. The nature of the various complexes could be
determined by competition with consensus oligonucleotides for the ISRE, Ets and zinc
finger proteins. An example of such an analysis is shown in panel D: lane 1 no competi-
tor DNA; lane 2: competition with SPRR2A 40-mer; lane 3: competition with a consensus
ISRE; lane 4: competition with a consensus Ets binding site and lane 5: competition with
a consensus Sp1 binding site. The identity of the various complexes is indicated at the
left of each panel. Z: zinc finger protein (Sp1/Klf) binding site; E: Ets binding protein; I:
ISRE binding protein. The two SPRR3-specific complexes are indicated with respectively
C (CDTF-1) and P (IPCS). EMSAs of the SPRR1A, SPRR2A and SPRR3 40-mer proximal
promoter oligonucleotides were essentially performed as previously described [122, 165].
An amount of 3 µg of keratinocyte nuclear extract was incubated for 5 min at RT in
20 µl of reaction buffer (10 mM HEPES-KOH pH 7.9, 50 mM NaCl, 10% glycerol, 0.5 mM
EDTA, 0.5 mM ZnCl2, 1 mM DTT, 50 µg/ml poly(dIdC)/(dIdC) (Pharmacia, Uppsala, Swe-
den), 250 µg/ml bovine serum albumin). The reaction buffer for the SPRR3 28-mer and
SPRR3 47-mer oligonucleotides was identical to the previous buffer, except that ZnCl2
was replaced by 1 mM CaCl2. Subsequently, 20 fmol of [32P]-labeled, double-stranded
oligonucleotide) was added, and incubation was prolonged for 30 min at RT. Complexes
were separated by electrophoresis at RT on a 4% polyacrylamide gel (60 : 1 molar ratio
of acrylamide and bisacrylamide), containing 25 mM Tris-base, 190 mM glycine, 1 mM
EDTA, 2.5% glycerol for 90 min at 10 V/cm. Competition experiments were performed by
addition of an excess of oligonucleotide prior to addition of the labeled oligonucleotide.
Oligonucleotide sequences are shown in Table 2
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Fig. 7 Analysis of factor C and P binding to the SPRR3 promoter: keratinocyte nuclear ex-
tract was analyzed with the SPRR3 47-mer probe. In all lanes, a 250-fold excess of SPRR2A
40-mer was present to visualize only SPRR3-specific complexes. In lane 1, no divalent
cations or chelators were added; in lane 2, 5 mM EGTA was added; in lane 3, 1 mM MgCl2
was added; in lanes 4 to 9, 1 mM CaCl2 was added. Lanes 5 to 9 contained a 250-fold
excess of various SPRR3 oligonucleotide competitor, indicated above the lanes. The wt 28-
mer competed the C but not the P complex. A 28-mer containing the 359 mutation was no
more able to compete the C complex. As the mutation in pSG-359 decreased SPRR3 pro-
moter activity by approximately 50%, it appears that complex C contains a transcriptional
activator for SPRR3. Complex P was competed by the 47-mer (lane 4) and the 40-mer
(lane 8). This competition was abolished by the mutation in pSG-433 (lane 9). Note that
this mutation in pSG433 increased SPRR3 promoter activity by approximately 1.5, indi-
cating that complex P contains a weak transcriptional repressor. NF-Y has been shown to
be the major CCAAT-binding activity in eukaryotic cells ([164], and references therein).
Antibodies against two subunits of NF-Y however did not react with complexes C or P on
the SPRR3 probe (lanes 10 and 11). Oligonucleotide sequences are shown in Table 2
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Fig. 8 Characterization of SPRR3-specific complex P. An electrophoretic mobility shift
assay was performed under conditions identical to Fig. 7, lane 4. In lanes 1 and 6, no
additional competitor oligonucleotide was present, in lanes 2 to 5 a 250-fold excess of
the following competitors was added: lane 2 contained the SPRR3 28-mer, lane 3 the
SPRR3 40-mer, lane 4 the IPCS/GAAP-1 binding site from IRF-1 [166] and lane 5 the
IPCS/GAAP-1 binding site from p53. The resulting EMSA indicated that both IPCS bind-
ing sites competed specifically the P but not the C complex. Oligonucleotide sequences
are shown in Table 2

suggest that GAAP-1 and the SPRR3-specific factor P might be the same pro-
tein. Factor P appears to function as an inhibitor of SPRR3 transcription
(Fig. 5).

4.3
SPRR3-Specific Complex C (CDTF-1) Requires Calcium for DNA Binding

As shown in Fig. 7, SPRR3-specific complex C required divalent cations for
DNA binding. Subsequent experiments showed that besides calcium, magne-
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sium and manganese stimulated binding, but to a lesser extent, whereas zinc,
copper, nickel and cobalt were detrimental to DNA binding activity (data not
shown). The optimal Ca2+ concentration was determined to be 1 mM (data
not shown). We therefore designated SPRR3-specific complex C: CDTF-1 (cal-
cium dependent transcription factor). The CDTF-1 binding site was further
studied in electrophoretic mobility shift assays. Mutational analysis identified
the A/T rich core sequence TA6T as the minimal binding site (Fig. 9).

Fig. 9 Mutational analysis of the CDTF-1 binding site. Electrophoretic mobility shift as-
says were performed on the SPRR3 28-mer in the presence of 1 mM CaCl2. For efficient
DNA binding, a long oligonucleotide was required: deletion of 7 bases upstream of the
(A/T) tract (40-mer) or 6 to 12 bases downstream of the (A/T) tract (22 to 16-mer) re-
sulted in progressive drop in affinity. Addition of sequences (47-mer or 34-mer) to the
28-mer did however not result in an increase in activity, indicating that the 28-mer has
the optimal length. Mutational analysis indicated that the (A) tract is crucial for DNA
recognition. Whereas a mutant in the upstream thymine residues (mut-A) and mutants
downstream of the (A) tract (mut-360, mut-361 and mut-E) did not affect binding activ-
ity, the mutants in the (A) tract (mut-B, mut-D and mut-359) severely reduced binding
activity (by three orders of magnitude). Comparison of mut-359 and mut-D showed that
the adenine residues cannot be replaced by thymine residues. Mut-C still retained some
binding activity (one order of magnitude reduced), but this could be the result of a par-
tial binding site inversion (CT4A6T to CT6A4T). The minimal binding site is thus TA6T,
although non-specific DNA contacts outside of this core sequence are required for optimal
binding. Competition was performed with the oligonucleotides depicted in the figure at
5-fold, 25-fold, 125-fold, and 500-fold excess. Residual complex formation was quantified
with a Betascope 603 blot analyzer (Betagen). The relative affinity is the ratio of wild type
28-mer competitor to mutant competitor required to achieve a 50% reduction in complex
formation. Oligonucleotide sequences are shown in Table 2
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Table 2 Oligonucleotides used in this study

Oligo Gene Sequence Refs.

SPRR1A 40-mer SPRR1A gagagcttctatttccttgaggcagggctcattcatctta [92]
SPRR2A 40-mer SPRR2A gggtagtttcacttcctgctgggtggggtagcaggctcta [121]
SPRR3 40-mer SPRR3 aaaaaatccaattttcttaaggcagggctcattttctata [118]
Ets polyomavirus tcgagcaggaagttcgacgt
Sp1 SV40 virus aaatagtcccgcccctaactccgcccat
47-mer SPRR3 gtcttttaaaaaatccaattttcttaaggcagggctcattttctata
47-mer mut 433 SPRR3 gtcttttaaaaaatccaattttcttaaggcagggctcgagttctata
IPCS IRF-1 IRF-1 agcctgatttccccgaaatgacggcacgcagcc [166]
IPCS p53 p53 aatgcaggattcctccaaaatgatttccac [166]
wt 34-mer SPRR3 agagcagtcttttaaaaaatccaattttcttaag
28-mer SPRR3 gtcttttaaaaaatccaattttcttaag
wt 22-mer SPRR3 gtcttttaaaaaatccaatttt
wt 18-mer SPRR3 gtcttttaaaaaatccaa
wt 16-mer SPRR3 gtcttttaaaaaatcc
mut-A SPRR3 gtctggtaaaaaatccaattttcttaag
mut-B SPRR3 gtcttttggaaaatccaattttcttaag
mut-C SPRR3 gtcttttttaaaatccaattttcttaag
mut 359 SPRR3 gtcttttaaaggatccaattttcttaag
mut-D SPRR3 gtcttttaaattatccaattttcttaag
mut-360 SPRR3 gtcttttaaaaaatattattttcttaag
mut-361 SPRR3 gtcttttaaaaaatccatggttcttaag
mut-E SPRR3 gtcttttaaaaaatccaattttcggaag

5
Conclusions

After divergence of the SPRR3 gene from the SPRR1 genes [59], a mutation
in the proximal Ets binding site has disrupted DNA binding of ESE-1 [118],
possibly allowing the creation of novel regulatory elements at this position
in SPRR3. We have indeed found two SPRR3-specific regulatory elements
in the proximal promoter region next to the conserved and functional zinc
finger binding site. The element located between the zinc finger binding
site and the TATA box has only weak, and negative transcriptional activity
in normal human keratinocytes. It is conceivable that this element fulfills
a more important role in the regulation of SPRR3 in vivo, since SPRR3 is
expressed selectively in the esophagus, whereas SPRR1 and SPRR2 are ex-
pressed in the epidermis [117], yet in the in vitro culture system all three
genes are expressed. This element was shown to bind a nuclear factor (P)
similar to GAAP-1, which interacts with two recently regulatory elements in
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the IRF-1 and p53 genes [167]. In these genes, the regulatory element (IPCS)
acted as an activator binding site involved in basal expression; it is not yet
known whether this element also plays a role in terminal differentiation-
linked expression, but GAAP-1 has been shown to possess pro-apoptotic
activity [166, 167].

Upstream of the zinc finger binding site, an activator binding site was lo-
cated in the SPRR3 promoter (Fig. 5). The protein which bound specifically to
this sequence, required divalent cations for DNA-binding. Our results suggest
that the endogenous cation is calcium, since in vitro, optimal DNA-binding
was observed with calcium; furthermore the calcium-selective chelator EGTA
efficiently counteracted DNA-binding activity. The optimal calcium concen-
tration for CDTF-1 we have observed is similar to the nuclear calcium con-
centration [Ca]n determined in various cell types (0.1 to 7 mM) [168–170],
and furthermore the [Ca]n has been reported to be several fold higher than
the [Mg]n [168, 171]. Calcium has been shown to act on transcription factors
by binding with calmodulin or S100 proteins to basic helix-loop-helix pro-
teins and thus inhibiting DNA-binding [172, 173]. Remarkably, the S100A1 to
S100A16 proteins are also encoded by genes in the EDC at 1q21, where the
SPRR genes are located [57, 58]. It is not unlikely that S100 proteins could
also interact with other transcription factors, resulting in activation of DNA
binding. The DNA sequence recognized by CDTF-1 is very (A/T) rich, which
suggests that CDTF-1 interactions occur in the minor groove of the DNA.
This was confirmed by the finding that Hoechst 33 258, which is a minor
groove-binding dye, reduced the DNA-binding activity of CDTF-1, whereas
the same concentration of the intercalating drugs ethidium bromide and pro-
pidium iodide had no effect (data not shown). A similar behavior has been
reported for the minor groove-binding protein TBP (TATA box binding pro-
tein) [174].

The isolation of a calcium dependent transcription factor for the SPRR3
promoter is thought-provoking, since calcium ions plays an important role
in the regulation of SPRR genes [118, 122] and keratinocyte terminal dif-
ferentiation in vitro [175, 176]. Expression-analysis of GAAP-1 (complex-P)
and molecular cloning of CDTF-1 should assist in the elucidation of the
physiological roles these transcription factors might play during epidermal
differentiation.

Comparisons of the functional SPRR promoter regions has allowed the
rapid identification of both conserved and of novel regulatory elements that
appeared after gene duplication. In vivo analysis has been used to indicate
their functionality. Competitive electrophoretic mobility shift assays has con-
firmed their presence and aided in revealing their identity.
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Abstract A number of important cellular processes, such as transcriptional regulation,
recombination, replication, repair, and DNA modification, are performed by DNA bind-
ing proteins. Of particular interest are transcription factors (TFs) which, through their
sequence-specific interactions with DNA binding sites, modulate gene expression in
a manner required for normal cellular growth and differentiation, and also for response
to environmental stimuli. Despite their importance, the DNA binding specificities of
most DNA binding proteins still remain unknown, since prior technologies aimed at
identifying DNA–protein interactions have been laborious, not highly scalable, or have
required limiting biological reagents. Recently a new DNA microarray-based technology,
termed protein binding microarrays (PBMs), has been developed that allows rapid, high-
throughput characterization of the in vitro DNA binding site sequence specificities of TFs,
other DNA binding proteins, or synthetic compounds. DNA binding site data from PBMs
combined with gene annotation data, comparative sequence analysis, and gene expression
profiling, can be used to predict what genes are regulated by a given TF, what the func-
tions are of a given TF and its predicted target genes, and how that TF may fit into the
cell’s transcriptional regulatory network.

Keywords Protein binding microarray · DNA binding site motif ·
DNA–Protein interactions · DNA binding specificity

Abbreviations
ChIP Chromatin immunoprecipitation
Dam DNA adenine methyltransferase
dsDNA Double-stranded DNA
GST glutathione S-transferase
PBM Protein binding microarray
TF Transcription factor

1
Introduction

The interactions between transcription factors (TFs) and their DNA bind-
ing sites are an integral part of the regulatory networks within cells. These
interactions control critical steps in development and responses to environ-
mental stresses, and in humans their dysfunction can contribute to the pro-
gression of various diseases. Much progress has been made recently in the
accumulation and analysis of mRNA transcript profiles and genome-wide lo-
cation profiles [1, 2]. However, there is still much to be understood about
the transcriptional regulatory networks that govern these gene expression
profiles.

One step along the way to developing a parallel methodology for charac-
terizing the sequence specificity of DNA binding domains has been the use
of 96-well plates for determining the “binding site signatures” of selected do-
mains displayed on phage. Streptavidin-coated 96-well plates were bound by
biotin-tagged sequences degenerate in two of three positions of a triplet bind-
ing site. Binding was measured in a semiquantitative manner using ELISA,
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and the resulting data for the 12 degenerate sequences were compiled to
generate a binding site signature [3]. Another version of this methodology,
employing luciferase fusion proteins, has been employed recently [4]. The
primary limitation to such a binding site signature analysis is that one needs
to start with a consensus or near-consensus sequence. In addition, a problem
with simply compiling data from such partially degenerate sequences is that
it assumes that all the base pairs of the DNA recognition site are acting in
a completely independent fashion, when in reality there may be synergistic or
destructive interference between different positions of a recognition site [5–
8]. Therefore, the resulting binding site signatures may not accurately reflect
the actual DNA binding specificity.

The development of DNA microarrays [9, 10] has revolutionized mRNA
expression analysis, and along with whole-genome sequencing of microbial
and eukaryotic genomes has enabled various functional genomic technolo-
gies and systems-oriented analyses. Other array-based technologies include
protein microarrays [11] for analysis of protein–protein interactions and in-
teractions between proteins and small molecules, and microarrays of small
molecules [12] for analysis of protein–ligand interactions.

DNA microarray-based readout of chromatin immunoprecipitation, also
known as “ChIP-chip” or “genome-wide location analysis”, is currently the
most widely used method for identifying in vivo genomic binding sites for
TFs in a high-throughput manner [13–16]. However, ChIP has some inher-
ent caveats that can make the determination of a TF’s DNA binding specificity
difficult [17]. Indeed, some ChIP experiments do not result in significant en-
richment of bound fragments in the immunoprecipitated (IPed) sample, and
thus do not permit identification of the DNA sites bound in vivo [17, 18]. An-
other recently developed method that takes advantage of DNA microarrays
for the identification of in vivo binding sites of TFs utilizes tethered DNA
adenine methyltransferase (Dam) [19]. This approach has been used to iden-
tify in vivo binding sites in Drosophila [20] and Arabidopsis [21]. However, it
does not permit high-resolution mapping of binding sites, because methyla-
tion by the tethered Dam can extend over a few kilobases from the TF binding
site [19].

Although in vitro selections have permitted the sampling of a large num-
ber of potential DNA binding sequences [22], the resulting sites provide only
a partial view of the DNA binding specificity of the protein, as typically only
the highest affinity binding sites are retained. It is possible that lower affin-
ity DNA sites are functionally significant in transcriptional regulation of gene
expression. For example, lower affinity sites may be responsible for the differ-
ences in function of two TFs that bind with high affinity to the same site (such
as the Drosophila homeodomain proteins even-skipped and fushi-tarazu, or
the murine homeodomain proteins Hmx1 and Nkx2.5) [23, 24]. Although
highly quantitative, surface plasmon resonance is not currently scalable to
a large number of samples [25].
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2
Development of Protein Binding Microarrays

Bulyk and colleagues have recently developed a new, highly parallel, in
vitro microarray technology, termed protein binding microarrays (PBMs),
for high-throughput characterization of the sequence specificities of DNA–
protein interactions. In PBM experiments, a DNA binding protein of interest
is expressed with an epitope tag. This tag serves a dual purpose: (1) it allows
for purification of the expressed DNA binding protein, and (2) the epitope-
tagged DNA binding protein is then applied to a dsDNA microarray. The
protein-bound microarray is washed gently to remove any nonspecifically
bound protein, and then stained with a primary antibody specific for the epi-
tope tag (Fig. 1).

Shown in Fig. 2 is an example of a PBM in which a GST-tagged yeast TF
was bound to a microarray printed with PCR products representing essen-
tially all intergenic regions in the Saccharomyces cerevisiae yeast genome.
Through PBM experiments using these whole-genome yeast intergenic mi-
croarrays, Bulyk and colleagues identified the DNA binding site sequence
specificities of the yeast TFs Abf1, Rap1, and Mig1 (Fig. 3). For Abf1 and
Rap1, DNA binding site motifs derived from the PBM data were highly similar
to binding site motifs derived from ChIP-chip data [17]. Moreover, analysis
of the Mig1 PBM data resulted in a match to the known binding site motif

Fig. 1 Scheme of protein binding microarray experiments. (Reproduced from [26] with
permission from Nature Publishing Group.)
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Fig. 2 Example of a PBM in which a GST-tagged yeast TF was bound to a whole-genome
yeast intergenic microarray printed with PCR products. a Whole-genome yeast intergenic
microarray bound by Rap1. The fluorescence intensities of the spots are shown in false
color, with white indicating saturated signal intensity, red indicating high signal inten-
sity, green indicating moderate signal intensity, and blue indicating low signal intensity.
b Zoom-in on a portion of the whole-genome yeast intergenic microarray bound by Rap1.
(Reproduced from [26] with permission from Nature Publishing Group.)

for Mig1 [26], while analysis of the ChIP-chip data [17] did not. In addition
to previously identified targets, Abf1, Rap1, and Mig1 bound to numerous
putative new target intergenic regions, many of which were upstream of pre-
viously uncharacterized open reading frames. Comparative sequence analysis
indicated that many of these newly identified sites are highly conserved across
five sequenced sensu stricto yeast species, and thus are likely to be func-
tional in vivo binding sites that potentially are utilized in a condition-specific
manner [26].

Importantly, the PBM technology allows the determination of the binding
site specificities of known or predicted TFs in a single day, starting from the
purified TF. Moreover, as with other microarray experiments, the PBM tech-
nology is highly scalable, allowing many PBM experiments to be performed
in parallel. The PBM experiments themselves are neither time-intensive nor
laborious; a single person can perform PBM experiments on a few TFs per
day.

The PBM technology has several key advantages over high-throughput in
vitro selection (a.k.a. SAGE-SELEX) methodology [27]. First, PBM data are
more quantitative, since the signal within each spot on the microarray cor-
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responds to numerous DNA–protein binding events. In addition, nonbinding
sequences can be identified. Finally, PBMs can provide an extensive, if not
complete, reference table of each DNA binding site sequence variant and its
relative preference; the number of sequence variants examined is limited only
by the number of features on the microarray.

3
Proteins for Examination by Protein Binding Microarrays

The Bulyk laboratory has successfully used TFs epitope-tagged with GST in
PBM experiments using yeast intergenic microarrays (Figs. 2 and 3) [26], and
also TFs expressed with the FLAG tag in PBM experiments using microarrays
spotted with short synthetic dsDNAs [26]. The size of GST, combined with the
use of a polyclonal Alexa488-conjugated anti-GST antibody, likely contributes
to the high signal intensities achieved in those PBM experiments. Neverthe-
less, since GST can self-dimerize [28], other epitope tags may be preferable.

Another group has recently performed PBM experiments using the
N-terminal domain of the Drosophila TF Extradenticle directly labeled with
the fluorophore Cy3 at a unique cysteine [29]. Yet another group, using di-
rectly labeled TFs for binding to dsDNA microarrays, found that the TF Jun
C-terminally labeled with Cy5-dC-puromycin was capable of interacting with

Fig. 3 DNA binding site motifs determined from PBMs compared to motifs derived from
ChIP-chip data and from TRANSFAC. Sequence logos were generated essentially as de-
scribed previously [52]. Group specificity scores were calculated as described in [48]. “∗”
indicates Rap1, Abf1, and Mig1 ChIP-chip data from Lee et al. [17], and “#” indicates
Rap1 ChIP-chip data from Lieb et al. [13]. Although the Mig1 binding site motif de-
rived from the ChIP-chip data has a statistically significant group specificity score, it is
not a match to either the TRANSFAC or PBM Mig1 motif. (Reproduced from [26] with
permission from Nature Publishing Group.)
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its protein partner Fos, while Jun labeled at internal lysines did not bind to
Fos [30]. Although direct labeling of the protein obviates the need for an
antibody staining step, care must be taken to ensure that the incorporated
fluorophore does not interfere with DNA binding or any protein–protein in-
teractions necessary for DNA binding. Another possibility for labeling the
protein would be to express it as a fusion to a fluorescent molecule, such as
green fluorescent protein (GFP).

Overexpression of proteins in Escherichia coli is frequently performed,
particularly when fairly large collections of proteins are being examined, be-
cause it is an inexpensive expression system that can produce high yields
from relatively small cell culture volumes. Even though posttranslational
modifications may be important for native protein function, many biochem-
ical studies of TFs, and in particular their DNA binding specificities, are
performed on proteins expressed in and purified from E. coli. However, cer-
tain proteins, particularly those larger than ∼80 kDa, may be difficult to
overexpress in E. coli [31]. Alternatively, one could use an expression sys-
tem that is biologically more similar to the organism whose DNA binding
protein is being examined; for example, eukaryotic TFs could be expressed
either in vivo in mammalian or insect cells, or in vitro in rabbit reticulocyte
lysates. Finally, if a full-length protein is difficult to produce, one can attempt
to increase the chances of successful expression and purification by instead
expressing just its DNA binding domain plus any necessary protein–protein
interaction domain(s).

4
Resources Required for Protein Binding Microarray Experiments

It is important to keep in mind the nature of the protein under examination; if
a TF is being examined, then one needs to be sure to use dsDNA microarrays.
Bulyk and colleagues have implemented PBMs on two different microarray
platforms: robotically printed microarrays, and in situ synthesized oligonu-
cleotide microarrays. Each of these two different platforms has its own unique
advantages and disadvantages that include both technical and community ac-
cessibility issues, as discussed below.

The robotically printed dsDNA microarrays allow one to ensure that the
material spotted onto the glass microarray slides is indeed double-stranded.
Synthesis of oligonucleotides for use in PCRs or primer extension reactions
can be performed or ordered by almost any laboratory. Although the cost
of synthesis of a large set of oligonucleotides, and in some cases subsequent
PCRs, can be great, the sequences present on the microarrays can be deter-
mined by the individual investigator and thus microarrays custom-designed
for a particular research topic can be made fairly readily. This is accomplished
by purifying the dsDNAs, after which there is sufficient material to print thou-
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sands of microarrays, which will reduce the long-term per-experiment costs
for examining DNA binding proteins in the PBM experiments.

Moreover, most researchers have access to DNA microarraying facilities,
if not at their own institution, then through another institution that pro-
vides microarraying services for a fee. For production of the whole-genome
yeast intergenic DNA microarrays used in PBM experiments [26] as shown
in Fig. 2, an OmniGrid® 100 microarrayer (Genomic Solutions, Ann Arbor,
MI) equipped with Stealth 3 pins (Telechem International, Sunnyvale, CA)
was used to spot DNA onto Corning® GAPS II or UltraGAPS 25 × 75-mm
aminosilane-coated glass slides (Fisher Scientific). Approximately 0.7 nl DNA
solution was deposited at each spot. Other slide types can potentially be
used. Bulyk and colleagues have found that Corning® GAPS II and UltraGAPS
slides result in low slide background in both PBM experiments and staining
with SYBR Green I. Likewise, DNA microarray scanners are readily available
in most departments or institutions. A ScanArray 5000 microarray scanner
(Perkin Elmer, Boston, MA), which is equipped with a variety of laser and fil-
ter sets and permits microarrays to be scanned at a range of different laser
power intensities or photomultiplier tube (PMT) gain settings, was used in
PBM experiments [26] as shown in Fig. 2.

Nevertheless, not all users may have access to robotically printed dsDNA
microarrays for use in PBM experiments. In addition, ultimately one might
wish to have more features per microarray than typical microarraying robots
can print onto standard 1 × 3-inch glass slides. Thus, Bulyk and colleagues
have further developed the PBM technology using a commercially avail-
able microarray platform, available from Agilent Technologies, Inc., which
already has the capacity to synthesize at least ∼44 000 features per microar-
ray. Note that Agilent microarrays are created by ink-jet synthesis as 60-mer
single-stranded oligonucleotide microarrays [32], which subsequently need
to be double-stranded (see next section) for use in PBMs to examine ds-
DNA binding proteins. Other platforms offer even higher densities; for ex-
ample, Nimblegen uses micromirror arrays to synthesize microarrays of long
oligonucleotides [33–35] at densities of up to ∼760 000 features per microar-
ray. Alternatively, in-house micromirror array synthesizers could be used to
create high-density oligonucleotide microarrays. One group recently synthe-
sized such self-hairpinning high-density oligonucleotide microarrays for use
in PBM experiments [29].

5
Design of Double-Stranded DNAs
to Use in Protein Binding Microarray Experiments

The key choice to be made in choosing what DNAs to print onto slides for
use in PBM experiments is whether one wishes to synthesize a relatively
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low complexity microarray for directed experimentation on one or a small
family of DNA binding proteins [36], or to synthesize a higher complexity
microarray [26, 29, 37, 38] (Philippakis A, Qureshi A, Berger MF et al., per-
sonal communication) for examination of a broader set of proteins. In certain
situations one might be able to restrict oneself to lower complexity microar-
rays that would be less expensive to produce if one were manufacturing the
microarrays in-house, instead of having them synthesized by a commercial
vendor.

Here I describe the design and synthesis of microarrays spotted with PCR
products representing essentially all intergenic regions of the S. cerevisiae
yeast genome, as the resulting microarrays can be used broadly [26], in-
cluding for analysis of uncharacterized proteins, and have been described
in multiple publications [13, 15, 17, 18]. These microarrays were printed with
PCR products ∼ 60–1500 bp long, covering essentially all noncoding regions
of the S. cerevisiae yeast genome [15]. These whole-genome yeast intergenic
microarrays were used in PBM experiments in order to identify the DNA
binding site specificities of the S. cerevisiae TFs Rap1, Abf1, and Mig1 [26].

Microarrays spotted with coding regions are also expected to aid in iden-
tifying the sequence-specific binding properties of DNA binding proteins,
despite the fact that it is currently thought that most in vivo regulatory sites
will be located in non-protein-coding regions. Since PBM experiments are an
in vitro technology, as long as there is sufficient sequence space represented
on the DNA microarrays, one can expect to be able to derive a good approxi-
mation of the DNA binding site motif from the PBM data. Indeed, it is actually
not necessary to utilize microarrays spotted with amplicons representing ge-
nomic regions from the same genome as the DNA binding protein of interest,
but rather one can use microarrays spotted with a different genome’s se-
quence. Nevertheless, one could use a genome-specific microarray, such as
a promoter microarray [39] or a CpG island microarray [40], as long as such
microarrays covered a sufficient amount of binding site sequence space.

The use of microarrays spotted with PCR products has the advantage of
covering much sequence space with relatively few spots. However, inherent
in those arrays are two key limitations. First, a single intergenic region may
be bound once or multiple times at high, medium, or low affinity, depend-
ing upon the number and type(s) of candidate binding sites present within
a given spotted intergenic region. Currently the measured fluorescence inten-
sity of a spot cannot distinguish between these possibilities. Second, given the
variation in probe lengths on the intergenic microarrays, a spot with a sin-
gle binding site embedded in a long sequence will receive a less significant
P-value than a spot with an identical binding site embedded in a shorter se-
quence [41].

Therefore, one may wish to consider instead using a microarray synthe-
sized with short synthetic dsDNAs [26, 29, 36, 38]. Such dsDNAs can be made
from single-stranded oligonucleotides either by primer extension [26, 36–
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38, 41] or by self-hairpinning [29, 38]. Bulyk and colleagues have performed
successful PBMs using microarrays spotted with synthetic dsDNAs ranging
from ∼35 to ∼60 base pairs [26, 36, 38]. Another group has performed PBMs
using microarrays synthesized in situ with hairpinned 34-mer oligomers con-
taining a 14-bp double-stranded hairpin region [29].

Recently, “all k-mer”-style synthetic DNA microarrays have been de-
scribed [29, 38] for use in PBMs, allowing the analysis of the binding profile
for all k-mers up to k = 8 to 10 [29] or k = 10 to 12 [38] on a single 1 ×
3-inch microarray. Such coverage of binding site sequence space can be ac-
complished by the synthesis of high-density oligonucleotide arrays [29, 37]
or by a compact universal DNA design [38]. Briefly, with the use of high-
density arrays, each individual k-mer can be situated on a distinct feature
or spot on the array. However, since the number of possible k-mers can
become very large for longer motifs, the number of such required spots
can become greater than the number of spots that can be manufactured
by robotic printing on a single 1 × 3-inch microarray [10, 32]. Therefore,
instead of devoting a unique spot to each k-mer, one can instead employ
a compact representation of k-mers [38]. In a compact universal design, for
a given double-stranded DNA of length l significantly longer than the motif
width k, each spot will contain l – k + 1 k-mers, when k-mers are consid-
ered in an overlapping fashion [38]. The key difference distinguishing the
compact universal microarray technology over prior technologies is that all
possible DNA sequence variants can be represented on DNA microarrays
in a space- and cost- efficient manner, so that only a minimal number of
individual DNA sequences and individual DNA spots need to be synthe-
sized [38]. Importantly, “all k-mer”-style synthetic DNA microarrays, either
those with each spot representing a single k-mer or those with a compact uni-
versal design, can be applied to the study of any proteins from any genome
of interest.

6
Options in Immobilizing Double-Stranded DNAs to the Slide Surface

There are a few options for the immobilization of dsDNAs to the slide sur-
face. Generally, the DNAs either can be attached randomly by UV cross-
linking [42] or they can be end-attached, either by a reactive group at
one of the DNA termini [36] or by in situ synthesis of arrays of oligonu-
cleotides [9, 32, 33] that are subsequently double-stranded [37, 38]. In theory,
end-attachment should allow the DNAs to not be kinked and to be maxi-
mally accessible for interaction with DNA binding proteins. However, gentle
UV cross-linking can work well too (Bulyk and colleagues, unpublished re-
sults). Such a UV cross-linking protocol (i.e., millijoules setting) would need
to optimize the two opposing issues of: (1) ensuring that the DNA structure
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is as unperturbed as possible, i.e., ideally most DNA molecules will have just
one cross-link to the slide surface; and (2) ensuring that most spotted DNA
molecules will be attached to the slides.

All three types of dsDNA immobilization have been used successfully to
create microarrays used in PBM experiments [26, 36]. In the first method,
the dsDNAs were end-attached to amine-reactive slides through the use of
amino-tagged universal primers, as described previously [36]. In the sec-
ond method, unmodified dsDNAs can be spotted onto various other types of
slides, such as polylysine slides (Bulyk and colleagues, unpublished results) or
GAPS II or UltraGAPS slides (Corning), and covalently attached to the slides
via UV cross-linking in a Stratalinker (Stratagene) [41]. Finally, in situ syn-
thesized oligonucleotide arrays can be biochemically double-stranded either
by primer extension [36–38] or by self-hairpinning [29, 38].

7
DNA Microarray Quality

7.1
DNA Purification and Printing Buffer

In their published study using whole-genome yeast intergenic microarrays in
PBM experiments to identify the DNA binding site specificities of the S. cere-
visiae TFs Rap1, Abf1, and Mig1 [26], Bulyk and colleagues used microarrays
printed with PCR products ∼ 60–1500 bp in length, covering essentially all
noncoding regions of the S. cerevisiae yeast genome [15]. Those genomic
regions were amplified by PCR, and the completed PCR reactions were pre-
cipitated with ammonium acetate and isopropanol, washed with 70% ethanol,
dried overnight, and resuspended in 3 × SSC printing buffer at a DNA con-
centration of 100–500 ng/µl. Alternatively, the PCR products may be filtered
with purification plates, such as 96-well MultiScreen® PCR Filter Plates (Milli-
pore, Billerica, MA). The extra filtration provided by the MultiScreen® plates
increases the purity of the dsDNA. Other printing buffers or additives such as
Sarkosyl or betaine may aid in increasing the spot uniformity and thus in im-
proving the morphology of the printed spots. The use of different slide types
can also result in different spot morphologies with given printing buffers;
care should be taken to ensure that the chosen printing buffer is compatible
with the chosen slide type.

7.2
Microarray Data Quality Control

Spot uniformity and good spot morphology allow more accurate quantifica-
tion of spot signal intensities, and ultimately the degree of sequence-specific
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Fig. 4 Examples of DNA microarray spot quality. Identical portions of yeast intergenic mi-
croarrays printed onto Corning® GAPS II slides, processed in different ways (see below)
before UV cross-linking, and then stained with SYBR Green I. Images have been false-
colored as in Fig. 2. Examples of microarrays with poor spot quality are shown in (a) and
(b). In both of these cases, the DNA is distributed nonuniformly, with either a high con-
centrations near the centers of spots, or b high concentrations along spot perimeters. Both
of these microarrays resulted from two separate print runs, from which microarrays were
UV cross-linked without first rehydrating and baking. An example of a good quality mi-
croarray is shown in (c). This microarray was rehydrated and then baked before being
UV cross-linked. (Reproduced from [41] with permission from The Humana Press, Inc.)

binding of a given DNA binding protein to each spot. Severe problems with
spot morphology frequently can be attributed to the choice of printing buffer
and/or postprinting processing. Obviously problematic microarrays can be
identified visually (Fig. 4) [41]. More subtle differences in spot quality can be
identified through analysis of the quantified signal intensity data. Care should
be taken to remove from consideration in subsequent data analysis steps any
spots with too low DNA concentration to permit accurate quantification of
the spot signal intensities, or spots in which the DNA is spread nonuniformly
throughout the pixels. Various additional filtering criteria can be applied later
during data analysis to remove from consideration any remaining spots that
may be noisy even after removing spots with highly variable pixel signal in-
tensities.

8
Determination of the DNA Binding Specificities of Proteins
with Protein Binding Microarray Experiments

8.1
Protein Binding Microarray Experiments

Protocols for performing PBM experiments have been described in detail pre-
viously [26, 36, 38, 41]. Briefly, microarrays are first prewet and then blocked
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with a milk solution in order to minimize background. Milk can also be in-
cluded in both the protein binding and antibody labeling reactions. Other
blocking reagents may be suitable depending on the slide substrate on which
the microarray was manufactured. Coverslips are typically used for the var-
ious microarray incubation steps. The use of LifterSlips™ coverslips helps
to ensure a uniform distribution of the reaction mixture over the surface of
the microarray. The microarrays are then incubated in a hydration cham-
ber to prevent excessive evaporation of the reaction mixture under the
coverslip.

The DNA binding protein of interest, typically at a final concentration in
the range of approximately 20 nM, is initially preincubated with nonspecific
DNA competitors. All incubations are typically performed for 1 h at room
temperature [26, 41], but can be adjusted at the discretion of the user, as can
the concentration of the protein in the binding mixture. Any necessary small
molecules, such as zinc when examining zinc finger proteins, should be in-
cluded in all binding and subsequent reactions and washes.

Once the preblocking and preincubation steps are completed, the mi-
croarrays are washed and then the protein binding reaction mixture is ap-
plied to the microarrays. During this time, fluorophore-conjugated antibody
is preincubated in a milk solution. As with all fluorophores, all possible
care should be taken to avoid photobleaching during the course of staining
the microarrays. Alexa Fluor® 488 conjugated anti-glutathione S-transferase
(anti-GST) polyclonal antibody (Molecular Probes) has been used success-
fully [26]. Other epitope tags and/or other antibodies conjugated with other
fluorophores might also be used successfully. Once the protein binding step is
completed, the microarrays are washed again, and then the preincubated an-
tibody mixture is applied to the microarrays. Once the antibody staining step
is completed, the microarrays are washed again, and then immediately spun
dry in a table-top centrifuge. The dried microarrays are then ready for scan-
ning using an appropriate laser and filter set (for Alexa Fluor™ 488, argon ion
laser (488-nm excitation) and 522-nm emission filter).

8.2
Analysis of Protein Binding Microarray Data

8.2.1
Quantification of the Microarray Signal Intensities and Quality Control

In order to capture signal intensities for even very low signal intensity spots,
while ensuring that subsaturation signal intensities are captured for as many
spots as possible on the microarray, one can scan the microarrays at a num-
ber of different laser power (or PMT gain) settings, and then later integrate
the data from these multiple scans [26, 36] using masliner software [43], as
described below. The microarray TIF images can be quantified with micro-
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array analysis software such as GenePix Pro (Axon Instruments, Inc.). After
image quantification, one typically calculates the background-subtracted me-
dian intensities for use in subsequent analysis. One can then calculate the
relative signal intensity data over the full series of scans taken at multiple
laser power settings [26, 36]. To accomplish this task in a semiautomated
fashion, one can use masliner (MicroArray Spot LINEar Regression) soft-
ware, which combines the linear ranges of multiple scans from different
scanner sensitivity settings onto an extended linear scale [43]. In their ex-
periments using whole-genome yeast intergenic microarrays, Bulyk and col-
leagues observed that the final PBM and SYBR Green I stained microarrays
frequently had post-masliner fluorescence intensities that spanned 5 to 6
orders of magnitude [26].

After masliner processing, any low-quality spots, such as those with dust
flecks, should be removed from further consideration [26]. Next, the data
from each of the replicate microarrays are normalized according to total
signal intensity, and then within each individual microarray the data are nor-
malized sector-wise, according to their local region on the slide. The data are
then normalized again so that the mean spot intensity is the same over all the
sectors. After these signal intensity normalizations, a number of additional
quality control filtering criteria are applied, including the removal of spots
with highly variable pixel signal intensities that could result in noisy PBM
data, or spots that do not have highly reproducible data over the replicate
microarrays. Additional ad hoc criteria (see [26] and [41]) can also further
eliminate potentially noisy data points.

8.2.2
Identification of the Significantly Bound Spots

Once the PBM and SYBR Green I microarray data have been quantified,
normalized, and filtered to remove noisy data points, the ratio of the mean
PBM signal intensity divided by the mean SYBR Green I signal intensity
can be used to identify the significantly bound spots [26]. Alternatively, one
could use PBM data not normalized by the amount of DNA [29]. In general,
a sequence-specific DNA binding protein is expected to bind preferentially
to only a relatively small fraction of possible binding sites. Likewise, the re-
maining sequence variants are expected to be bound nonspecifically, as all
DNA binding proteins are likely to exhibit some weaker affinity for nonspe-
cific DNA binding sites [44]. One way to calculate the significance of binding,
or P-value, for a given spot is to calculate its z-score [29, 37]. However, if more
than a small percentage of spots are bound sequence-specifically, then an-
other measure of significance, such as a pseudo-z-score [26, 41], may be more
appropriate.

Details on how to calculate such pseudo-z-scores have been described
previously [26, 41]. Briefly, the log2 of the ratios are LOWESS-normalized
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and then plotted as a histogram. The resulting distribution is expected to
resemble a Gaussian distribution, corresponding to spots bound only non-
specifically, with specifically bound spots localizing to the upper tail of the
distribution. The Gaussian-like distribution can then be used to calculate for
each spot a pseudo-z-score that represents the probability that the spot be-
longs to the distribution of nonspecifically bound spots. Specifically, all values
less than the mode of the Gaussian-like distribution are fit to a Gaussian
function using the Mathematica software package (Wolfram Research, Inc.,
Champaign, IL). The pseudo-z-score for each spot is then calculated based on
z, the number of standard deviations that the spot’s log ratio departs from the
mean of the Gaussian distribution [45].

Lastly, the pseudo-z-scores should be corrected for multiple hypothesis
testing. Bulyk and colleagues previously employed the modified Bonfer-
roni method [6, 46], using an initial α = 0.001. Spots meeting or exceeding
this significance threshold were considered significantly “bound” (Fig. 5a).
Users may wish to consider spots at less stringent significance thresholds
accordingly.

Fig. 5 Identification of the DNA binding site motif from the significantly bound spots.
a Distribution of ratios of PBM data, normalized by SYBR Green I data, for the yeast
TF Rap1 bound to yeast intergenic microarrays. The arrow indicates those spots pass-
ing a P-value cutoff of 0.001 after correction for multiple hypothesis testing. Indicated
in dark gray are spots with an exact match to a sequence belonging to the PBM-derived
binding site motif. b Sequence logo [52] of the PBM-derived motif for the yeast TF Rap1.
(Reproduced from [26] with permission from Nature Publishing Group.)
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8.2.3
Identification of the DNA Binding Site Motif
from the Protein Binding Microarray Data

For the set of spots that are bound at the threshold significance level, one
can then examine the corresponding set of DNA sequences for the likely DNA
binding site motif of the given protein [26]. One might choose to search only
the most significantly bound spots in order to minimize consideration of po-
tentially false positive spots that would contribute noise to the motif-finding
searches. For this set of input sequences, one typically uses a motif-finding
algorithm, such as BioProspector [47], AlignACE [48, 49], MEME [50], or
MDscan [51], in order to identify the DNA binding site motif of the protein.
Since the binding site width of a TF is typically between 6 and 18 bp, the motif
searches should be performed within this parameter range [26].

Once a motif has been identified by the given motif finder, one then needs
to assess the likelihood of it being the DNA binding site motif of the given
protein. This can be assessed statistically by calculating its group specificity
score [48], which in this context indicates how specific the motif is to the
set of bound spots as compared to all the spots on the microarray (for de-
tails on how to perform this calculation, and how to select the most likely
TF binding site motif from the results, see [41]). In order to assess the sta-
tistical significance of the motifs resulting from this analysis, the results are
compared against those from the analysis of a set of computational nega-
tive control sequence sets [26]. PBM-derived motifs with group specificity
scores that are more significant than the group specificity scores of the cor-
responding computational negative control sets are considered to be good
candidates for being the DNA binding site motif for the given DNA binding
protein (Fig. 5b). Examples of the ranges of group specificity scores for com-
putational negative controls and for actual PBM data for yeast TFs can be
found in [26]. A graphical sequence logo [52] for each motif, such as those
shown in Fig. 3, is often convenient for ease of visual examination of motifs
and can be generated readily [53].

9
Prediction of Functional Roles of Transcription Factors
from Protein Binding Microarray Data

9.1
Cross-Species Conservation of Protein Binding
Microarray-Derived Transcription Factor Binding Sites

To find evidence supporting the hypothesis that the S. cerevisiae intergenic
regions bound in the in vitro PBM experiments contain functional in vivo
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binding sites for the given TF, one can map the PBM-derived binding sites in
S. cerevisiae to the orthologous positions in the sequence alignments of the
S. mikatae, S. kudriavzevii, S. bayanus, and S. paradoxus genomes, which are
the four other currently available sequenced yeast genomes of the yeast sensu
stricto clade [54, 55]. Significant phylogenetic conservation suggests regula-
tory function of the PBM-derived TF binding sites.

9.2
Functional Category Enrichment of Predicted Target Genes

Analysis of a group of genes for enrichment for a particular functional anno-
tation has been used previously to analyze sets of yeast genes that comprise
particular gene expression clusters [56]. Each of the sets of intergenic regions
bound in PBMs were examined to determine whether the groups of candidate
target genes, located directly downstream of the bound intergenic regions,
were overrepresented for particular functional groups of genes [48, 56]. The
web-based tool FunSpec, with Bonferroni correction, was used for the statis-
tical evaluation of these groups of genes, for groups of overrepresented gene
and protein categories with respect to existing functional category informa-
tion from a number of public and published databases [57]. FunSpec uses the
hypergeometric distribution to calculate a P-value for functional category en-
richment [48, 56]. Among the significantly enriched categories for the target
genes derived from the Rap1 PBM data, many are consistent with the known
regulatory functions of Rap1 [58], including the MIPS [59] functional classifi-
cation categories for ribosome biogenesis (p < 1.0×10–14), protein synthesis
(p < 1.0×10–14), structural constituents of the ribosome (p < 1.0×10–14),
and cell growth and/or maintenance (p = 3.5×10–12).

9.3
Analysis of Publicly Available Gene Expression Datasets
to Identify Conditions in Which a Significant Fraction
of Protein Binding Microarray-Derived Target Genes
are Differentially Expressed

Because different culture conditions often stimulate different cellular re-
sponses and coordinate changes in transcriptional regulation, the success of
ChIP-chip experiments hinges on choosing those conditions in which the TF
is expressed and actively regulating its target genes. PBMs, however, are free
of this constraint and can identify TF binding site motifs and putative target
genes irrespective of culture conditions. For example, Bulyk and colleagues
used 643 publicly available S. cerevisiae gene expression datasets to identify
conditions in which significant fractions of Abf1, Rap1, and Mig1 PBM target
genes were differentially expressed. The conditions that exhibited the largest
number of differentially regulated candidate target genes corresponded well
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with the known functions of each TF. For example, many Mig1 PBM target
genes were downregulated at least 2.5-fold in glucose and fructose, compared
to other carbon sources. These results show that together with expression
profiling, PBM analysis can provide insight into the functions of particular
TFs and identify conditions in which they are active in vivo. Therefore, analy-
sis of the PBM-derived predicted target genes for conditions in which these
genes are coregulated can further be used to suggest in vivo conditions for TF
activity [26].

10
Applications of Protein Binding Microarrays

Two main types of studies have been performed using PBMs. In the first type,
a family of closely related zinc finger proteins, including Zif268 (Egr1) and
a number of artificial zinc finger proteins that arose from in vitro selections,
were examined using a DNA microarray spotted with short synthetic dsD-
NAs specifically designed to interrogate all possible variants of a subset of the
core binding site sequence (specifically, the central 3 bp of the Zif268 bind-
ing site) [36]. Because all the proteins were closely related, a DNA microarray
could be designed to specifically examine the DNA binding site sequence vari-
ants expected to differ among the different proteins. A focused microarray,
directed for a specific family of proteins, could be designed for other struc-
tural classes as well, as long as a consensus sequence or likely DNA binding
site to use as a starting point for the family is known [60]. This approach
can permit one to minimize microarray manufacturing costs by synthesizing
only those dsDNAs thought to be most relevant for the family of proteins be-
ing examined. Similarly, if differences within a specific class of proteins are
of interest, designing a focused microarray can permit one to thoroughly or
near-thoroughly examine all likely binding site sequence variants of interest.

In the second type of study, a more generic DNA microarray was used to
probe the sequence-specific binding of TFs representing a number of different
structural classes of DNA binding proteins. The DNA microarrays were spot-
ted with PCR amplicons representing essentially all intergenic regions of the
S. cerevisiae yeast genome [26]. Instead of using phage display of DNA bind-
ing domains, that study used proteins expressed with an epitope tag. Such
fusion proteins can be constructed readily using available genomic clone col-
lections currently under construction for various model organisms as well as
for the human genome. Because of the longer lengths of the spotted DNAs,
the DNA binding site motifs of the query TFs were identified by motif-finding
software [26, 41]. Since actual genomic sequences are represented on these
arrays, one could also examine binding by multimeric protein complexes [30].

More recently, generic DNA microarrays spotted with short synthetic ds-
DNAs representing all k-mers have been described [29, 38] for use in PBMs,
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allowing the analysis of the binding profile for all k-mers up to k = 8 to 10 [29]
or k = 10 to 12 [38] on a single 1×3-inch microarray. Such arrays have been
used for the analysis of engineered polyamides [29] and for TFs [29, 38].

11
Outlook

There are predicted to be ∼1850 TFs in the human genome [61], but only
a very small fraction of them have well-characterized binding specificities.
Likewise, most TFs from various model organisms are of as yet undeter-
mined DNA binding specificities and in general their regulatory functions are
not well understood on a genomic scale. The challenge will be to character-
ize their DNA binding specificities, so that their target genes and potential
combinatorial modes of transcriptional regulatory control can be discovered.
Continued improvements in the synthesis of high-density DNA microarrays
will allow an even greater fraction of binding site sequence space to be sur-
veyed.

In the future, PBM technology might potentially be used to derive DNA–
protein binding affinities (Kd-values) for all possible DNA binding sites for
a given TF. The affinities could either be interpolated from a set of reference
DNAs, as has been done previously [36], or they could be determined from
signal intensities from microarrays probed with a range of protein concen-
trations, as has recently been described for peptide interactions with protein
microarrays [62]. Such binding data would be important for a better un-
derstanding of mechanisms of transcriptional regulation, such as potential
competitive binding by TFs [63], and for improved prediction of cis regula-
tory elements in the genome [60].

Finally, in recent years, a number of efforts have been focused on attempt-
ing to predict TF binding sites using structural information on the protein
or related DNA–protein complexes. Some of these studies have attempted to
determine what “recognition rules” or “recognition code” may exist that stip-
ulate what DNA base pairs are likely to be bound by what amino acids in
the context of a particular structural class of DNA binding proteins. These
approaches have come from analysis of databases of well-characterized DNA–
protein interactions [64–68], computer modeling [69, 70], or experiments
employing in vitro selection from a randomized library, either of the DNA
base pairs or the amino acid residues implicated in sequence-specific bind-
ing [3, 71, 72]. However, there is no obvious, simple code like the genetic code,
and any recognition rules that might exist are likely to be a quite degenerate
“probabilistic code” [5] and highly dependent upon the docking arrangement
of the protein with its DNA binding site [73]. Such efforts will be greatly aided
by the further development of high-throughput technologies for identifying
TF–DNA binding site interactions, so that much larger datasets can be gener-
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ated for analyses required to decipher any degenerate probabilistic codes or
to be used as training sets for developing improved DNA binding site predic-
tion algorithms. Studies like these would allow us to understand better the
biophysical determinants of observed DNA–protein interactions, and perhaps
to glimpse the related selective pressures that underlie observed evolutionary
changes in regulatory proteins and their target DNA binding sites.
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Abstract Microarray-based methods for understanding protein–DNA interactions have
been developed in the last 6 years due to the need to introduce high-throughput tech-
nologies in this field. Protein–DNA microarrays utilise chips upon which a large number
of DNA sequences may be printed or synthesised. Any DNA-binding protein may then
be interrogated by applying either purified sample or cellular/nuclear extracts, subject to
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availability of a suitable detection system. Protein is simply added to the microarray slide
surface, which is then washed and subjected to at least one further incubation with a la-
belled molecule which binds specifically to the protein of interest. The signal obtained is
proportional to the level of DNA-binding protein bound to each DNA feature, enabling
relative affinities to be calculated. Key factors for reproducible and accurate quantification
of protein binding are: microarray surface chemistry; length of oligonucleotides; position
of the binding site sequence; quality of the protein and antibodies; and hybridisation
conditions.

Keywords Affinity · Cell extract · Consensus · DNA-binding domain ·
DNA–protein interactions · Hybridisation · Transcription factor ·
Protein purification · Protein-binding microarray

Abbreviations
Cy5 N,N ′-Biscarboxypentyl-5,5′-disulphonatoindodicarbocyanine
DBD DNA-binding domain
dIdC Deoxyinosine–deoxycytosine
DNA Deoxyribonucleic acid
DNA Pol I DNA polymerase I, large (Klenow) fragment
EDTA Ethylenediaminetetraacetic acid
EGTA Ethylene glycol-bis(β-aminoethyl ether)-N,N,N ′,N ′-tetraacetic acid
EMSA Electrophoretic mobility shift assay
HEPES 4-(2-Hydroxyethyl)-1-piperazineethanesulphonic acid
HSV Herpes simplex virus
IgG Immunoglobulin G
IPTG Isopropyl-β-d-thiogalactopyranoside
KCl Potassium chloride
NaCl Sodium chloride
NF-κB Nuclear factor kappa B
Ni-NTA Nickel-nitriloacetic acid
O.D.600 Optical density at 600 nm
PAGE Polyacrylamide gel electrophoresis
PBM Protein-binding microarray
PBS Phosphate-buffered saline
SDS Sodium dodecyl sulphate
SSC Saline sodium citrate
TF Transcription factor

1
Introduction

High-throughput genomic technologies have enabled the sequencing of
whole organisms [1, 2], the identification of genetic variation [3], the building
of detailed transcript maps [4, 5] and exploration of the association between
genetic variation and transcription [6]. The advent of systems biology [7]
has contributed to the systematic annotation and ordering of gene networks
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and the integration of genomic, transcriptomic, proteomic and more recently
metabolomic information.

Microarray technology is a major contributor to these achievements and
is well established as the tool of choice for investigating patterns of gene ex-
pression in different tissue types or in cells subject to varying physiological
conditions. The microarray-based experimental platform has now been ex-
tended to other genomic and proteomic applications, such as the identification
of transcription factor (TF) binding regions in the genome (ChIP-on-chip
method [8, 9]), as well as for identifying protein–protein interactions [10].

Protein–DNA microarrays have been developed to perform highly parallel
investigations of protein–DNA interactions [11]. Transcription factors inter-
act with DNA and are key elements in gene regulation, but quantitative sur-
veys of TF-binding affinities to multiple sequence variants are sparse. For the
majority of the 1962 known TFs [12], our knowledge of their DNA-binding
specificities is limited to a few examples of DNA-binding motifs identified
in non-systematic studies, and thus is often biased. The protein–DNA mi-
croarray is an ideal tool for systematic quantitative profiling of TF-binding
specificities, essential for the identification of all relevant cis-regulatory elem-
ents in the genome and better understanding of gene regulation.

Protein–DNA microarrays utilise chips upon which a large number of DNA
sequences may be printed or synthesised. To examine the DNA-binding speci-
ficities of any given TF, a sample of either purified protein (that may be
tagged) or of a cellular protein extract is added to the slide surface. Binding
to specific DNA motifs is then detected by incubation with labelled anti-
bodies to the TF or its tag. The signal obtained is proportional to the level
of protein bound to each DNA feature, enabling relative affinities to be cal-
culated [13, 14]. In this review we will focus on key factors that determine
the reproducible and accurate quantification of TF-binding specificities on
protein–DNA microarrays.

1.1
Types of Microarrays Used for Protein–DNA Binding Studies

The first microarrays designed to interrogate protein–DNA interactions were
presented in 1999 by Bulyk et al. [11]. In this paper the authors used single-
strand (ss) arrays synthesised using light-directed in situ synthesis (3′ to 5′)
by Affymetrix. A hexaethylene glycol (HEG) synthesis linker was used to link
the DNA strands to the array. Single and double length linkers were tested.
The ss sequence had a constant priming sequence at the 3′ end (close to the
chip surface) that allowed a common primer to be annealed and used for
on-chip primer extension reactions that produced double-stranded (ds) DNA
molecules. The length of flanking sequences was between 5 and 20 bp. In this
pioneering work the authors investigated DNA-binding proteins such as re-
striction enzymes and dam methylase.
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Later, the same group used 37-bp oligonucleotides that were first extended
using an amino-modified common primer and the resulting ds DNA was
spotted on to slides (Gold Seal) [15]. The slides comprised activated, silanised
glass. In this work the arrays (containing all variants of a 3-bp sequence) were
used to identify binding sites for the zinc finger protein Zif268.

At the same time Mirzabekov’s group used hydrogel slides to study the
binding properties of the bacterial histone protein HU [16] and subsequently
the Y-box protein p50 [17]. The group used hydrogel chips containing 4096
different ss and ds DNA molecules representing all possible hexamer se-
quences. The studies used directly labelled protein as well as melting curve
analysis to identify moderate to weak binding sequences.

Activated, silanised slides were also used by Wang et al. [18]. They used
a different approach to generate ds DNA molecules. A constant oligonu-
cleotide containing a seven-base ss capture overhang at the 3′ end and two re-
verse complementing sequences separated by a dT (amino-modified at C6) at
the 5′ end was pre-self-annealed and then annealed to target oligonucleotides.
The target oligonucleotides (oligos) contained three parts, as follows, from
5′ to 3′: a 7-bp sequence complementary to the capture sequence of the con-
stant oligo, a seven-base proximal flanking sequence followed by a 10-bp TF
binding site, and a 7-bp distal flanking sequence. After the two oligos were
annealed they were ligated. As a result a hairpin-like structure with an over-
hang was produced and this was spotted on activated silanised glass slides
(Sigma). A final extension reaction using DNA polymerase I (Klenow) frag-
ment was performed on the array to produce the final ds DNA molecules.
The authors investigated the binding affinities of NF-κB p50 homodimers to
wild-type and mutant sites.

We [13] used a strategy similar to the one used in [15], with the differ-
ence that the extended ds DNA molecules were spotted on Codelink (GE
Healthcare) slides, and it was shown that on this particular type of surface
the ds DNA is specifically covalently linked through the amino-modified base,
thus increasing signal-to-noise ratios. The slides were used to perform bind-
ing analyses of NF-κB p50 and p52 as well as OCT-1 in combination with
principal coordinate model analysis. Quantitative microarray binding data
were validated using surface plasmon resonance and also correlated well with
EMSA-derived affinities.

Egener et al. [19] used 25-bp ds DNA molecules generated by annealing of
complementary oligos, which were sub-cloned into a vector, sequenced and
amplified by PCR using amino-modified primers. The PCR products were
subsequently spotted on Nexterion aldehyde slides (Schott). In this study the
slides were used not only to determine sequence-specific binding of purified
transcription factor AP-2, but also to detect the presence of AP-2 in breast
cancer-derived MCF-7 cells. The limit of detection was determined to be in
the 100–200 pg range (corresponding to about 2 fmol purified protein).
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Mukherjee et al. combined the analysis of TFs (Abf1, Rap1 and Mig1)
binding to ds genomic DNA microarrays with ChIP-on-chip data, revealing
a degree of overlap but also differences between the two experiments [14]. It
was clear that the data from protein-binding microarrays (PBMs)—as defined
by Mukherjee et al.—provide valuable information, particularly for poorly
understood TFs.

A different type of microarray-based assay was introduced by Fukumori
et al. [20] and validated using the λ phage Cro repressor and p50. The assay
involved stem loop DNAs formed by a 32-bp 5′ region followed by a T5 loop
and a reverse complement 3′ region. The stem loops were covalently bound to
Codelink (GE Healthcare) slides using a T10 linker. The stem loop arrays were
incubated with DNA-binding proteins and then subjected to Exo III digestion,
which will digest the “bottom strand” of the stem loop from 3′ to 5′ up to
the loop structure. If a protein is bound to the stem then these sequences will
be protected and can be used to extend the strand back by Taq polymerase,
whereby fluorescent dUTP can be incorporated and subsequently used to
identify spots where the protein has bound. The advantage of this method is
that it can be used in both homogeneous (solution) and microarray formats
and does not require the use of antibodies against the protein.

Warren et al. [21] have generated in situ synthesised oligonucleotide arrays
using a maskless array synthesizer (Nimblegen Systems, Madison). The oli-
gos were self-complementing palindromes with a length of 14 bp and a TCCT
loop. The palindromes contained two 3-bp flanks and an 8-bp binding site
and were linked to the array surface by a T10 linker. The arrays contained
131 584 oligos and were used to determine the recognition profile of small
DNA-binding molecules as well as a TF (Exd).

So far different technological platforms have been used to produce PBMs.
It is obvious that in situ synthesis approaches are capable of producing
higher density arrays compared to spotted arrays with feature numbers in the
range of 10 000 to 1 000 000 or more (in the case of Affymetrix arrays). Such
numbers will be required to interrogate a fully degenerate 10-mer (1 048 576
sequences). However, there are limitations in the length of oligonucleotides
that can be synthesised in situ using the Affymetrix system at about 25 bp,
while for example Nimblegen’s technology allows the synthesis of oligos up
to 85 bp long [22]. This is important, particularly when stem loop or similar
approaches are applied to generate arrays able to interrogate 10–12-bp-long
sites flanked by 10-bp or longer sequences. This type of limitation does not
apply to spotted arrays, since the ds DNA molecules can be created in solution
using primer extension or other techniques. The advantage of the latter ap-
proach is that a quality-controlled source of ds DNAs can be used to generate
arrays that do not need further evaluation in that respect. In contrast, ar-
rays based on solid-phase primer extension reactions will require additional
quality control steps [11, 18].
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2
Preparation of Microarrays

2.1
Microarray Surface Chemistry

Several types of slide and associated printing and scanning equipment are
available commercially. The most frequently used surface chemistries are
those that permit immobilisation of amino-modified DNA fragments: these
include coatings such as carboxydextran matrix (via carboxyl groups) and
N-hydroxysuccinimide esters (e.g. GE Healthcare’s Codelink activated slides).
The latter bind free amino groups at either end of suitably modified oligonu-
cleotides, but not via other amine moieties elsewhere in the molecule. We
have found that the polyacrylamide ester coating of the Codelink slides binds
specifically to the amino group of modified oligonucleotides. In contrast,
other coatings that are aminosilane, epoxy and aldehyde (amongst others)
chemistry-based lead to unspecific binding of DNA molecules in parallel to
forming specific covalent bonds with the amino-modified base. This is cru-
cial in ensuring that DNA molecules are accessible to the protein(s) to be
tested in their entire length and not bound to the glass surface in an unspe-
cific way. As a result a very high degree of accuracy and reproducibility can be
achieved, leading to a correlation coefficient of 93% between microarray and
EMSA-derived binding affinities [13].

2.2
Sequence Selection

Lists of sequences to be tested experimentally can be generated by a greedy
algorithm based on established consensus binding sites as for NF-κB or
POU proteins, as implemented in [13] (http://neelix.molbiol.ox.ac.uk:8080/
userweb/iudalova/cgi-bin/). The algorithm provides the minimum number of
sequences for which data are required to make quantitative predictions of
affinity in the entire sequence space, using a principal coordinates model to
incorporate the effects of base-pair interactions rather than considering each
position independently [23]. This is advantageous, not least because there are,
for example, 524 800 unique 10-mers in one orientation alone.

Other sources of sequences can be simply drawn from published data
sets, but it is important to perform further TF binding modelling using ap-
propriate software packages such as the Sequence Alignment and Modelling
System (SAM), http://www.cse.ucsc.edu/research/compbio/sam.html (for ex-
ample used for the transcription factor AP-2 [19].

Alternatively lists can be generated to represent all possible variations pro-
vided there is enough capacity on the array. In that respect, more recent
improvements in printing technology that have increased slide capacity by
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reducing feature size, and lowered production costs by utilising in situ syn-
thesis, mean that it may be feasible to generate microarrays with all DNA
sequences of a particular length represented.

2.3
Length of DNA Sequence

We have used 34-bp fragments, which offer a compromise between ease of
preparation (see below) and providing a length that minimises steric hin-
drance. Further to this, the protein binding site should be located as far as
possible from the slide surface, although flanking sequences of the designed
recognition site are also often important.

The design we have used incorporates a 20-bp spacer between the slide
surface and the protein binding site, with a further 4-bp flanking sequence
immediately following the binding site—see Sect. 2.4 below. Many DNA-
binding proteins make non-specific contacts to the DNA phosphate backbone
at positions in the flanking sequence around the recognition site [24, 25]; at
least 4 bp should be provided. The flanking sequences around the protein
binding site should be designed carefully to avoid creating alternative recog-
nition sites. Final designs will be a compromise between sensitivity afforded
by increasing sequence length, and reduced efficiency of primer extension
across greater distances.

2.4
Preparation of Duplexes for Spotting

This is commonly achieved by annealing complementary sequences prior to
printing on the microarray chip. The simplest method is to mix 100% com-
plementary strands of equal length, one of which should be amino-modified,
then denature and cool slowly to ensure complete annealing. A more eco-
nomic approach is to use a shorter common modified sequence, to which
longer oligonucleotides containing variable binding sites are annealed and
extended to form fully double-stranded molecules Fig. 1.

A more flexible and cheaper alternative in the form of in situ synthesis
on the slide surface is becoming more popular. Agilent has developed inkjet
technology for the printing of custom sequences, providing a rapid means
of generating arrays containing any sequence desired [26]. Creating ds DNA
involves annealing a common oligonucleotide before performing a hybridisa-
tion on the slide using standard extension reagents, which may be monitored
by measuring incorporation of a labelled base. In addition, the capacity of
slides may be greater due to the potential to print features as small as 25 µm
in diameter.
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Fig. 1 Methodology for the production of duplexes from a single amino-tagged oligonu-
cleotide (the common primer). Flanking sequences around the protein recognition site
are underlined

2.5
DNA Printing

There are two general types of conventional array spotter: contact [27] and
piezoelectric [28]. The spotting pins of the former make contact with the slide
surface as material is deposited. A disadvantage is possible damage to the sur-
face matrix during this process, together with scratches to which protein may
bind non-specifically, which require stringent washes to remove. Piezoelec-
tric instruments offer the potential for greater consistency in feature size and
morphology, as the pins drop DNA without touching the slide surface. Instru-
ments from different manufacturers may exhibit vastly different performance
characteristics; guidelines for parameters such as DNA concentration, spot
size and post-coupling conditions are platform-specific. We prepared DNA
samples at a concentration of 20 µm for printing; the range 10–30 µm is suit-
able for Codelink slides (GE Healthcare). It may not be possible to detect
protein if insufficient DNA is immobilised, and signal saturation could be
a problem for some sequences if the DNA concentration is too high. High
humidity (> 60%) during spotting is important for obtaining consistent fea-
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ture morphology. We have found that 65% humidity and a distance between
spots of 250 µm minimises the formation of “doughnut-shaped” spots and
results in a large feature size without merging between adjacent spots. An-
alysis software is effective in dealing with variation in spot size across an
array; see Sect. 4.5 for further information on normalisation for DNA con-
centration. It is common practice to incorporate at least four replicates of
each sequence, together with a number of controls tailored to each protein to
be tested, comprising a variety of known high- and low-affinity sequences if
these are known.

2.6
Slide Blocking

Following printing and immediate post-spotting treatment based on empiri-
cally optimised protocols (often adapted from manufacturers’ recommenda-
tions), the remaining reactive sites on slides should be chemically blocked.
0.1 M Tris/50 mM ethanolamine (no SDS) and 4× SSC/0.1% SDS are effect-
ive in blocking GE Healthcare Codelink activated slides. In addition to this,
treatment with 2% Marvel™ milk protein in PBS is ideal for blocking further
“sticky” sites on the surface.

3
Protein Expression and Purification

3.1
Protein Expression Considerations

It is important to consider a number of factors before producing protein to be
interrogated on DNA-binding microarrays:

1. Is a full-length protein required, or are truncated DNA-binding domain(s)
sufficient to obtain representative binding data?

2. Selection of expression system: higher yields from over-expression in bac-
teria versus potential toxicity and the ability to translate mammalian codons
and fold the protein correctly, especially from full-length constructs.

3. How will the protein be purified? Expression tags are usually the simplest
way to facilitate separation of the molecule of interest from endogenous
proteins.

4. Co-purification of bound contaminating proteins may be an issue; even if
there is no disruption to protein function, accurate yield determination is
difficult if the sample contains impurities.

Many investigators design constructs based on the pET vector (Novagen),
permitting expression of protein tagged with 6X histidine residues at one or
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both ends of the molecule. A number of commercially available kits enable
rapid purification of the tagged protein via nickel-NTA (Novagen) chelation
chromatography (see below). Several bacterial strains are suitable for protein
over-expression; we have used inducible Escherichia coli BL21(DE3) cells (No-
vagen) which are simple to transform, produce high yields and are deficient
in both lon and ompT proteases. Similar strains such as Rosetta (Novagen)
may improve yield if there are a large number of mammalian codons which
correspond to rarely expressed tRNAs in E. coli. The use of an inducible ex-
pression system minimises “leaky” expression which may be toxic to the host
cell. We use a strain that features an additional plasmid encoding T7 lysozyme
(BL21(DE3)pLysS; Novagen): this further represses basal expression of the
target gene.

3.2
Purification Methods

Following successful transformation, a small starter culture should be grown.
This should be diluted by a factor of 1/500 into either a single bulk volume
of media (≥ 250 ml) or into several smaller vessels up to the required vol-
ume. We have found the latter to be most favourable for efficient expression of
functional protein, with insignificant loss of plasmid through so-called bulk
effects. An additional factor is that smaller bacterial pellets are generally eas-
ier to re-suspend. Details of induction conditions vary depending on host
type and the nature of the protein, but typically bulk cultures of BL21 cells
should be grown at 37 ◦C until O.D.600 = 0.6–0.8. Expression is initiated with
0.2–1.0 mM IPTG, followed by growth for a further 2.5–5 h at 30 ◦C prior to
harvesting.

Initial purification based on the (His)6 expression tag is performed via Ni-
NTA chromatography. However, a number of other bands may be visible when
purified sample is analysed by SDS-PAGE, due to co-purification of proteins
bound to the target or the presence of other histidine-rich molecules. The
number and stringency of washes may help to eliminate a number of contam-
inating bands; we have found that 20 mM imidazole offers the best balance
of purification level and yield of target protein, with elution by 125 mM im-
idazole. A proportion of the molecules present may be incorrectly folded
or non-functional, but this cannot be ascertained by denaturing gel elec-
trophoresis. We have optimised protocols for a second round of purification
via DNA affinity chromatography, applicable to any DNA-binding protein
with known high-affinity target sequences. A theoretical calculation of the
number of DNA molecules required to bind a given amount of protein may
not reflect the actual yields obtained, due to variable affinities and kinet-
ics. Empirical optimisation is advised in order to produce reasonable yields
with the minimum of reagents. To obtain comparable levels of protein for
two different families of TFs, we have found that five times more DNA is re-
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Fig. 2 SDS-PAGE analysis of proteins purified by two affinity chromatography methods

quired to isolate recombinant Oct-1 POU domains than for homodimers of
human NF-κB DNA-binding domains (DBDs). DNA duplexes are prepared in
a similar way to those required for spotting, but with 5′ biotinylation rather
than amino modification. We anneal oligos of equal length (34 bases), which
avoids the need to perform an extension reaction. These are immobilised
on streptavidin-coated agarose (Sigma), which then forms the solid phase of
a chromatography column. Binding is typically performed in 50 mM NaCl,
with washes in 100–150 mM NaCl, followed by elution in 500 mM NaCl.

Purified samples should be exchanged into an appropriate buffer for DNA-
binding studies, typically containing < 150 mM NaCl. The protein concen-
tration may be established in a simple Bradford colorimetric assay, with
standards of known concentration measured simultaneously. It can be seen
that for the sample in lane 5 in Fig. 2, there is little contribution to the overall
protein concentration from contaminating molecules.

4
Microarray Probing

There are a number of important considerations to be made when designing
PBM experiments. These are detailed below.

4.1
Sensitivity

With little or no a priori knowledge of a given protein’s binding characteris-
tics, a degree of experimental optimisation is required. Protein concentration,
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reaction conditions and the nature of the sequences to be probed are variables
that will have a significant effect on the relative affinities obtained. A prob-
lem is that high protein concentration and/or a long reaction period may be
required to obtain a signal from the DNA sequences of lowest affinity. How-
ever, this may result in saturation of the signal from the highest binders, thus
skewing binding ratios compared to experiments performed under different
conditions. Lower concentrations obviate the latter phenomenon, but bind-
ing data may not be obtained for the lower affinity sequences if signal is not
significantly higher than background (Fig. 3).

A few experiments are generally required to establish optimal binding con-
ditions: three or four different protein concentrations are recommended to
determine the approximate amount to use to achieve equilibrium binding for
the majority of sequences. Initial binding data should be analysed by calculat-
ing ratios between concentrations; those giving linear increases/decreases in
the average signal are suitable for use in subsequent experiments. The same
applies for probing time.

We have used 1.5–5 µg (19–50 ng/µl) protein (monomer) per 80–100 µl
reaction volume, probed for 1–2 h at room temperature in a humid chamber.
The following buffer is recommended for initial experiments: 12 mM HEPES
(pH 7.8), 80 mM KCl, 1 mM EDTA, 1 mM EGTA, 12% glycerol, 0.5 mg/ml
poly(dIdC)–poly(dIdC), and 4% Marvel™ milk protein [29]. (HEPES is effect-
ive as a buffer at pH 6.8 to 8.2; the optimum for NF-κB protein binding is 7.5
to 8.0.) This involved application of protein directly onto the slide surface over
a 26 × 20-mm area, with volume scaled up accordingly when required. At
least 40 mM NaCl or KCl should be used. Experiments should be performed
in a humid chamber.

If all or the vast majority of sequences appear to be positive, the stringency
of protein–DNA binding could be increased by raising the salt concentra-
tion in the binding buffer. True sequence-specific binding at concentrations as
high as 200 mM NaCl is possible, although 100–150 mM NaCl or KCl are more
typical in PBM and EMSA experiments. This is another design consideration
that should be optimised empirically.

Fig. 3 a Protein–DNA binding at equilibrium. b An excess of protein in the reaction may
result in saturation of high binding sequences; the signal for very low-affinity sequences
will be elevated relative to that of the high binders. c Binding to low-affinity sequences
may not be detectable when the protein concentration is too low
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4.2
Equilibrium vs End-Point Affinity Reaction Conditions

PBMs generally provide a “snapshot” of relative affinities at the reaction end-
point, although this varies from sequence to sequence as described above.
A limitation of microarray technology is that measurements are not made
in real time and do not provide kinetic data. As such, two sequences that
appear to have similar affinities may in fact be very different in terms of as-
sociation and dissociation rates. As long as the same reaction conditions are
used, comparative affinity data remain valid. It may be possible to perform
an experiment under approximately steady-state conditions, by carefully per-
forming a number of experiments with different protein concentration and
binding times, then selecting the conditions with the optimal balance of high
sensitivity with minimal saturation of high-binding sequences. Analyses ex-
cluding the highest binders may be desirable to gain a clearer picture for the
majority of sequences. Perfect conditions may be very difficult to achieve in
reality. See below for more information on the effects of slide washing.

4.3
Detection Methods

In a perfect world it would be possible to label the protein of interest with-
out disrupting its structure and function. However, this is seldom the case,
especially when using truncated DBDs rather than full-length protein. Many
dyes are bulky, meaning that even if successful site-specific labelling were
performed, steric hindrance may continue to disrupt access and binding to
DNA. PBM experiments therefore often involve multiple incubations with
labelled secondary antibodies for the purposes of quantifying binding affini-
ties. An advantage of the use of His-tagged proteins is the ready availability
of anti-polyhistidine primary antibodies. We have found Santa Cruz Biotech-
nology, Inc.’s His-probe (H-15; raised in rabbit) to perform specifically in
a 1 : 100 dilution, although the background signal after detection with la-
belled secondary antibody is higher than with an anti-NF-κB p52-specific IgG
(Upstate). Antibody incubations were carried out in a humid chamber using
100 µl reaction volume containing 1X PBS and 2% Marvel™ milk protein,
plus either 200 ng anti-polyhistidine (Santa Cruz) or 40 ng anti-NF-κB p52
(Upstate).

As our chosen anti-polyhistidine molecule is not available with a proven
labelling system, we have performed experiments with a third hybridisation
using a fluorophore-tagged anti-rabbit IgG. These were carried out in a humid
chamber using 100 µl reaction volume containing 1X PBS and 2% milk pro-
tein (Marvel™), plus 1.5 µg Cy5-conjugated AffiniPure goat anti-rabbit IgG
(H + L) (Jackson ImmunoResearch Laboratories, Inc.). The Cy5 label facili-
tates detection in most microarray scanners.
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We have used the Axon Instruments GenePix 4000B slide scanner in con-
junction with GenePix Pro 4.1 software. This instrument is compact and
capable of scanning a chip in around 6 min. The sensitivity is not as great
as that in other systems and only one slide may be placed in the instrument

Fig. 4 a Part of a Codelink protein–DNA microarray containing six blocks of replicate
spots (blocks 1–4 and 5–6 are replicates of two groups of DNA molecules) probed with
the p52 DNA binding domain. Many features in block 1 have received less probing so-
lution than blocks 2–4 during at least one of the incubations, due to incomplete surface
coverage. In addition, it can be seen that spots in replicate blocks 5 and 6 are smaller than
those in replicate blocks 1–4. This is due to variation in spotter pin performance, but has
little effect because average pixel intensities across each spot are used in downstream data
analysis. Some features are misshapen, which may be due to unintended contact with the
slide surface during handling; analysis software identifies these as “bad” spots. b Codelink
protein–DNA array (six replicate blocks as in a) probed with human Oct-1 POU domain.
Poor mixing is responsible for low feature intensities in block 5; SYBR staining reveals
comparable DNA concentrations between blocks 5 and 6. Block 1 (and the entire left side
of the slide) appears to have been more affected by non-specific binding of protein and/or
antibody than the rest of the slide. It may have received excess probing solution in one
or more of the three incubations, or less wash buffer covered this region. Alternatively,
a contaminant present on the slide surface may not have been removed during washing
and subsequently cross-reacted with antibody
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at a time. Slide layout/pattern (GAL) files must be written manually, but are
simple to edit subsequently to incorporate changes in sequence positions.

This multiple-incubation system has provided consistent data for human
Oct-1 POU and NF-κB p50 and p52 DBDs (up to 98% correlation between
slides produced in the same printing run). However, variation in absolute
values and ratios between different concentrations of the same protein may be
observed for a number of reasons (Fig. 4):

• Differences in the concentration of functional protein; always use protein
purified at the same time

• Incubation problems due to lack of consistent slide surface coverage or
mixing

• Slides allowed to dry out between steps; try to avoid this
• Slight differences in washing times that skew relative affinities
• A specific “bad incubation” at control sequences that then influence over-

all data

The latter point highlights the importance of assessing variation between ex-
perimental replicates, most simply carried out by calculating the coefficient of
variance (CV). Those that exceed an arbitrary threshold should be examined
in greater detail, by checking each data point for obvious outliers and/or the
array image. Some microarray analysis software may be capable of highlight-
ing problem features automatically, usually requiring a degree of modification
to quality control parameters due to hyper- or hypo-stringency.

4.4
Wash Stringencies

Washes after each incubation are of crucial importance. Clearly there is the
need to remove protein bound non-specifically to features and the slide sur-
face. There is also a requirement to wash away loosely associated protein,
which will require different conditions depending on the nature of the DNA-
binding protein of interest. There is a balance to be struck between removing
too much protein from low-affinity sequences, whilst ensuring that the meas-
ured binding affinities will be an accurate reflection of true sequence-specific
binding. We recommend 1% Tween in PBS buffer followed by 0.01% Triton-
X100 in PBS for washing slides after initial probing with protein. The optimal
number and length of washes should be determined empirically. As a general
rule, lower stringency washes suffice for removal of primary and secondary
antibodies applied in subsequent probing steps.

The following protocol is recommended, with each wash step requiring
a minimum 50 ml volume and shaking for at least 3 min. Wash blocked slides
with PBS/0.1% Tween-20 (1×) and PBS/0.01% Triton-X100 (1×). After TF
binding, use PBS/1% Tween-20 (5×) and PBS/0.01% Triton-X100 (3×). Fol-
lowing primary antibody probing, wash with PBS/0.05% Tween-20 (3×) and
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PBS/0.01% Triton-X100 (3×). Slides probed with labelled secondary antibody
should also be washed with PBS/0.05% Tween-20 (3×) and PBS/0.01% Triton-
X100 (3×), followed by PBS (1×) and a quick rinse in dH20 prior to drying
and scanning.

The washing regime employed will have a large influence on whether the
“snapshot” measurement reflects approximately steady-state or reaction end-
point conditions. For low-affinity sequences with rapid binding kinetics it is
possible than no signal above background will be recorded. For sequences
of higher affinity but also with fast dissociation rates, the data may prove to
be an under-estimation of affinity at equilibrium. Care should be taken to
rinse slides with PBS only prior to each hybridisation, as traces of viscous
substances may affect mixing of binding buffer on the slide surface. Slides
should be dried and scanned immediately after the final wash. For the Cy5 flu-
orophore, the emission maximum following laser excitation is at 635 nm (the
red channel of most two-colour scanners).

4.5
Normalisation

There are several ways to ensure intra- and inter-chip comparisons between
sequences remain valid, but first it is important to normalise for DNA con-
centration across the array. It is assumed that there will be relatively little
variation in spot size and morphology between slides printed in the same run,
meaning that it should only be necessary to assess relative DNA concentration
across all of the features for only one slide per batch. We have used 1/2500
dilutions of 10 000X SYBR Green I or SYBR Gold (both Molecular Probes),
a fluorescent dye that intercalates specifically between ds DNA (Fig. 5). Its
emission spectrum maximum is at 532 nm (the green channel of most two-
colour scanners). Note that the same laser power and/or PMT gain settings
must always be used.

Raw data minus local background are provided by microarray analysis
software. The median SYBR value should be taken and that feature assigned
a value of 1. All other feature values should be adjusted by the same factor.
Features within the same slide showing greater than twofold variation to the

Fig. 5 Image of a SYBR Gold-stained Codelink microarray scanned at 532 nm, showing
four replicate blocks and variation in DNA concentration within them. The blocked slide
was stained with 1/2500 SYBR Gold (Molecular Probes) in 2X SSC/0.1% Triton-X100 for
45 min at RT, and washed with 2X SSC/0.1% Triton-X100 (twice) and 2X SSC (twice)
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median should be highlighted or excluded, as they will distort protein affin-
ity data normalised on (divided by) these SYBR intensities. Unfortunately
this system has severe limitations, as it assumes a linear relationship between
DNA concentration and protein binding signal, whereas in reality the rela-
tionship is much more complex due to varying modes of binding, kinetics
and relative affinities. There may be competition from neighbouring DNA
molecules of higher affinity, for example, effectively quenching the signal
obtained.

It should be noted that the SYBR staining system is also a hybridisation,
subject to the same variations in mixing and surface coverage as any other
probing procedure. Data points highlighted as “bad” by analysis software
should be discarded; this applies to SYBR-staining and protein-binding ex-
periments.

Once binding data have been normalised for DNA concentration, replicates
should be averaged and checked for high CV values. Data that pass quality
control are then normalised on a control sequence of medium affinity, iden-
tified from initial PBM experiments. We have assigned GGGGTTCCCC (NF-
κB) and GTATGTAATT (POU) arbitrary values of 1000, with all other values
changed by the same factor to achieve this. Sequences with relative affin-
ity values significantly greater than 1000 are classified as high binders; those
lower than 100 are non-binders. Medium-high binding sequences identified
in this manner may then be employed in subsequent rounds of DNA affinity-
based protein purification. Normalisation enables meaningful comparisons
between technical replicates to be made. However, it is worth comparing raw
values as well, as this will reveal whether there were experimental problems
leading to significant differences in values between slides. Furthermore, raw
data are required when calculating ratios between slides where different pro-
tein concentrations were used. Quality control alone must suffice for these
analyses.

5
Purified Protein or Cell Extracts?

Purified protein is normally used for microarray experiments. On the other
hand protein expressed in mammalian or other cell systems can also be used
successfully. This can be important if there are concerns about protein con-
formation in bacteria, or system-specific post-translational modifications.

5.1
Bacterial Cell Extracts

We have found that it is possible to detect protein in bacterial cell extracts
and nuclear extracts from mammalian cells. By using a specific antibody
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Fig. 6 Codelink protein–DNA microarray probed with bacterial cell extracts containing
over-expressed human NF-κB p52 DBD detected with 40 ng anti-p524–19 (Upstate) and
1.5 µg Cy5-conjugated AffiniPure goat anti-rabbit IgG (H + L)(Jackson ImmunoResearch
Laboratories, Inc.). BL21(DE3)pLysS cells were transformed with pET32a-p522–332, grown
in 50 ml LB and induced with 200 mM IPTG at O.D.600 = 0.6 before growth for a further
5 h at 30 ◦C. After harvesting, cells were resuspended in 1 ml buffer (50 mM Tris (pH 8.0);
0.1 mM EDTA; 50 mM NaCl; 10% glycerol; 0.01% NP-40), sonicated and cell debris pel-
leted. Around 0.8 ml cleared cell extract remained, of which 10 µl was used in this PBM
experiment. NF-κB18 and NF-κB21 are classified as medium binders; NF-κB30 is a low
binder

it may not be necessary to undertake time-consuming and costly protein
purification procedures. Figure 6 illustrates part of a Codelink microarray
probed with an extract obtained from BL21(DE3)pLysS cells (Novagen) trans-
formed with pET32a-p522–332. The binding pattern closely resembles that
shown in Fig. 7, albeit at reduced intensities. Data showed 92.7% correlation
to that obtained with purified p52, but sensitivity was reduced (Fig. 9) due
to a lower concentration of active p52 molecules. Correlations in excess of
98% have been recorded by using greater sample volumes in conjunction with
modified protein expression induction conditions.

5.2
Mammalian Cell Extracts

Furthermore, we have similarly detected full-length p52 over-expressed in
mammalian cells, using total protein extracts in conjunction with the de-
tection system described above. Codelink protein–DNA microarrays were
probed with total protein obtained from HEK 293 cells transfected with
4 µg eukaryotic expression vector encoding full-length human NF-κB p52
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Fig. 7 Codelink protein–DNA microarray probed with p52. Each feature comprises an
immobilised 34-bp DNA duplex containing a variant of κB or POU consensus protein
binding sites at the end furthest from the slide surface. Purified human NF-κB p52 DBD
(2.3 µg) was incubated on the array for 1 h. DNA-bound protein was detected with 40 ng
anti-p524–19 (Upstate) and 1.5 µg Cy5-conjugated AffiniPure goat anti-rabbit IgG (H + L)
(Jackson ImmunoResearch Laboratories, Inc.). Slides were washed with PBS/Tween-20
and PBS/Triton-X100 between incubations. Example κB binding site sequences are indi-
cated. NF-κB18, NF-κB21 and NF-κB28 produced similar binding data and are classified
as medium binders: the raw signal obtained from the latter was higher, but SYBR cor-
rection for DNA concentration produced similar normalised values. NF-κB30 is a low
binder

(Fig. 8). Detection of DNA-bound protein was facilitated by incubation with
40 ng anti-p524–19 (Upstate) and 1.5 µg Cy5-conjugated AffiniPure goat anti-
rabbit IgG (H + L) (Jackson ImmunoResearch Laboratories, Inc.). Correlation
to binding data obtained with 2.3 µg purified NF-κB p52 DBD expressed
in bacteria was up to 92.6%, indicating that relative rankings were main-
tained, but raw signal intensities were an average of 12-fold lower. Extracts
derived from cells transfected with less than 1 µg plasmid contained insuf-
ficient protein for detection on the majority of sequences; a positive signal
was obtained for only three sequences in the example of cells transfected
with 125 ng plasmid. We have demonstrated that functional protein may
be produced in both bacterial and eukaryotic systems, and that complex
purification procedures are not a prerequisite for successful protein–DNA
microarray experiments. This offers great potential for use in comparative
studies of samples derived from resting and stimulated cells, in terms of pro-
tein levels. In addition, the use of antibodies specific to modified versions
of the protein should permit an assessment of relative levels of phospho-
rylated and/or adenylated forms in cells subject to different physiological
conditions.
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Fig. 8 Western blot analysis of total protein obtained from mammalian HEK 293 cells
transfected with an expression plasmid encoding full-length human NF-κB p52. Recom-
binant protein was detected with anti-p524–19 (Upstate)

Fig. 9 Normalised binding data obtained for purified human p52 DBD, bacterial cell
extracts containing p52 DBD and mammalian cell extracts containing over-expressed
full-length p52 on Codelink protein–DNA microarrays. The sequence GGGGTTCCCC
(NF-κB14) was assigned a value of 1000 in each experiment. NF-κB18, NF-κB21 and
NF-κB28 are classified as medium binders (Fig. 7); NF-κB30 is a low binder
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6
Alternative Modes of Binding

It should be noted that many TFs may not bind exclusively to one type of
consensus sequence; alternative modes of sequence recognition have been
described for Oct-1, for example. The first issue to consider is whether the
full length or DBD of the protein is capable of binding to other sites on the
designed DNA probes. Flanking sequences around the intended protein bind-
ing site should be designed in such a way that whole or partial recognition
sites are not formed in isolation or by overlap with the binding site. If cell
extracts are used, it may be possible that endogenous macromolecules as-
sociate with or covalently modify the protein of interest, causing changes
to sequence selection preferences. Many DNA-binding proteins function as
homo-multimers with more than one subset of target sequences. Purified pro-
tein may dimerise in solution or by a cooperative process induced by DNA
binding.

A summary of Oct-1 recognition site types as an example is given in
Table 1. It can be seen that extreme care must be taken in experimental design
to avoid creating additional sites.

Table 1 Oct-1 binds at least five distinct types of recognition sequence. Bases in red indi-
cate those contacted by a single POU domain (only one possible mode of binding shown
for OCTA+). MORE and PORE sites are targets of dimeric Oct-1

Sequence subset Example

Octamer ATGCAAAT
OCTA+ TAATGARAT CGAGCATGCTAATGATATTCTTC
(from HSV ICP0 promoter)

OCTA- TAATGARAT GAGGGCGGTAATGAGATACGA
(from HSV ICP4 promoter)
MORE ATGCATATGCAT
(More palindromic Oct factor recognition element)
PORE ATTTGAAATGCAAAT
(Palindromic Oct factor recognition element)

7
Conclusions

Protein–DNA microarrays have developed into powerful, high-throughput
tools for protein–DNA binding studies. They are able to contribute to the
identification of TF binding sites, as well as the further quantitative profiling
of TF DNA-binding specificities.
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It is clear that arrays with the capacity to contain one million or more se-
quences will be required to perform a systematic profiling analysis. This is
particularly important for transcription factors that exhibit various degrees
of flexibility in binding site recognition, even if they belong to the same fam-
ily, e.g. POU domain TFs [30, 31].

The information obtained from protein–DNA microarrays can be com-
bined with data generated by alternative high-throughput approaches such as
bacterial one-hybrid systems [32], variants of SELEX [33] or computational
approaches such as enhancer element locator (EEL) [34]. The use of combi-
nations of computational and experimental approaches [35, 36] can help to
understand how proteins interact with DNA and allow the encoded informa-
tion to be utilised in a way that leads to the development and maintenance of
a fully functional organism.
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Abstract Mass spectrometry is the most sensitive and specific analytical technique avail-
able for protein identification and quantification. Over the past 10 years, by the use
of mass spectrometric techniques hundreds of previously unknown proteins have been
identified as DNA-binding proteins that are involved in the regulation of gene expres-
sion, replication, or DNA repair. Beyond this task, the applications of mass spectrometry
cover all aspects from sequence and modification analysis to protein structure, dynam-
ics, and interactions. In particular, two new, complementary ionization techniques have
made this possible: matrix-assisted laser desorption/ionization and electrospray ioniza-
tion. Their combination with different mass-over-charge analyzers and ion fragmentation
techniques, as well as specific enzymatic or chemical reactions and other analytical tech-
niques, has led to the development of a broad repertoire of mass spectrometric methods
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that are now available for the identification and detailed characterization of DNA-binding
proteins. These techniques, how they work, what their requirements and limitations are,
and selected examples that document their performance are described and discussed in
this chapter.

Keywords DNA-binding proteins · ESI MS · MALDI MS · Mass spectrometry ·
Stable isotope labeling
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1
Introduction

The term DNA-binding proteins often refers only to proteins that bind to
DNA strongly and for a long time. In this chapter, however, that definition
is extended to also cover all proteins that bind to DNA for a short time,
e.g., it includes all DNA-processing enzymes. Today, mass spectrometry (MS)
is the most sensitive and specific technique available for protein identifi-
cation and detailed characterization. Its applications cover all aspects from
sequence and modification analysis to structure, dynamics, interactions, and
relative and absolute quantification. Consequently, MS has become an im-
portant platform technology for the study of DNA-binding proteins. A promi-
nent example supporting this notion is the identification of the nucleolus
subproteome comprising at least 692 different proteins. In fact, just in the
past 2 years, many hundreds of hitherto unknown proteins were identified
by the use of MS as DNA-binding proteins that are involved in the regula-
tion of gene expression, replication, or DNA repair. Another example that has
gained considerable attention among molecular biologists is the proof that
DNA methyltransferase-2 (Dnmt2), whose name and function are based on
close sequence homology to authentic DNA cytosine methyltransferases, in
fact is not a DNA-processing enzyme. With the aid of MS it could be shown
that Dnmt2 in vivo, instead of DNA, methylates cytosine 38 in the anticodon
loop of aspartic acid transfer RNA.

Over the past 10 years, MS has also changed our view on chromatin struc-
ture and regulation. A picture of a few known posttranslational modifica-
tions (PTMs) of the histone protein family, with little knowledge about their
functions, has been turned into a combinatorial explosion of a still grow-
ing number of possible modifications and modification sites that are known
or expected to be correlated with chromatin structure, function, and activ-
ity. Soon after this change was realized, a histone code was postulated that
consists of series of site-specific modifications, which encode biological in-
formation. It is assumed that, if it exists, this code is part of the epigenetic
information linked to proteins that can be inherited by following generations
in addition to the genetic code. At the time this book is written, MS is used
to answer the question of whether this code exists or not, and if it exists, how
complex it really is.

In particular, two new, complementary ionization techniques have made
the above success stories possible: matrix-assisted laser desorption/ionization
(MALDI) and electrospray ionization (ESI). Their combination with differ-
ent mass-over-charge (m/z) analyzers, ion fragmentation techniques, as well
as specific enzymatic or chemical reactions and other analytical techniques,
has led to the development of a broad range of MS methods for the identifi-
cation and further characterization of proteins in general, and DNA-binding
proteins in particular. To aid understanding of how these methods work, what
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their requirements are, and how they are applied, this contribution starts
with a short description of ESI and MALDI, and the kind of MS instru-
mentation and ion fragmentation techniques that they are combined with.
This is followed by a short description of the different MS sample prepar-
ation techniques available for the analysis of peptides and proteins, and what
their requirements are. A description and discussion of the different MS-
based methods, mentioned above, occupies the central part of this chapter.
Thereafter, selected applications and examples document what is possible,
and the problems and limitations encountered when using MS to identify
DNA-binding proteins and explore their structures and functions.

2
Ionization, Instrumentation, and Ion Fragmentation

For analytical chemists, MS has been the first choice for the detection and
characterization of all kind of molecules up to a molecular mass of approxi-
mately 1000 Da for many years. With MS, one can detect, distinguish, and un-
ambiguously identify tiny amounts of closely related compounds in complex
samples in a short time using fully automated workflows. Besides accurate
molecular masses and relative ion abundances, tandem MS (or MS/MS) also
provides structural information on molecular ions, which forms the basis for
unambiguous compound identification.

To determine the mass of molecules by MS, they must first be ionized
and transferred into the gas phase such that individual molecular ions are
available for subsequent measurements of their mass-to-charge ratio (m/z).
For many years, however, large molecules like proteins were not accessible to
MS because the ionization techniques available resulted in their decompos-
ition before the analysis was complete. This limitation was overcome in the
late 1980s by the introduction of ESI [1, 2] and MALDI [3–5] (Fig. 1). Both
techniques turned out to be very successful and their requirements and per-
formances complementary [6–11]. As a result, in combination with different
mass analyzers they soon became commercially available and together started
a new era of protein analytics.

MALDI is a pulsed ion source that generates with each laser shot of a few
nanoseconds pulse width a discrete ion package that contains predominantly
singly charged (peptides), doubly charged (small and medium-size proteins),
or triply charged (large proteins) analyte ions [4, 5, 12]. In contrast, ESI gen-
erates a continuous ion beam of multiply charged molecular ions (ca. one
charge/1000 Da) [1, 2]. Consequently, MALDI was first coupled to a time-of-
flight (TOF) analyzer [4], ideal for pulsed ionization events (Fig. 1a,b), and
ESI to a quadrupole or triple-quadrupole mass spectrometer [1], which ex-
pects a continuous ion flow (Fig. 1c), or electrostatic ion traps that collect and
analyze fractions thereof [13] (Fig. 1e).
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Fig. 1 Mass spectrometers used in proteome research. The left and right upper panels il-
lustrate the ionization and sample introduction process in electrospray ionization (ESI)
and matrix-assisted laser desorption/ionization (MALDI). a–f Different m/z analyzer
configurations used in combination with ESI and/or MALDI. a In reflector time-of-flight
(TOF) instruments, all ions are accelerated to high kinetic energy (e.g., 25 keV for singly
charged ions) and are then separated along a defined flight path as a consequence of their
different velocities (Ekin = 1/2 mV2). The ions are turned around in a reflector, which
compensates for slight differences in kinetic energy resulting from the ion formation pro-
cess, before they are detected. b The TOF–TOF instrument incorporates a collision cell
between two TOF sections. Ions of a specific m/z are isolated in the first TOF section, se-
lected, and then fragmented in the collision cell. The resulting fragment ions are analyzed
by the following TOF-MS. c Quadrupole mass spectrometers scan ions by time-varying
electric fields between four rods, which permit at a time a stable trajectory only for ions of
a particular m/z. For MS/MS experiments, ions of a particular m/z are selected in a first
section (Q1), fragmented in a collision cell (q2), and the fragments separated in Q3. In
the linear ion trap, ions are captured in a quadrupole section, depicted by the red dot
in Q3. They are then excited via resonant electric fields and the fragments are scanned
out, creating the tandem mass spectrum. d The quadrupole TOF instrument combines the
front part of a triple quadrupole instrument with a reflector TOF section for m/z analy-
sis. e The (three-dimensional) ion trap captures the ions as in the case of the linear ion
trap, fragments ions of a particular m/z, and then scans out the fragments to generate
the tandem mass spectrum. f The FT-MS instrument also traps the ions, but does so with
the help of strong magnetic fields. The figure shows the combination of FT-MS with the
linear ion trap. The latter is used for efficient isolation and fragmentation and the FT-
MS part for accurate m/z analysis. Reproduced from [7] with permission from © Nature
Publishing Group, 2006
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In the following years, the latter category of m/z analyzers has been
combined with both ionization techniques [14], as have been FT-ICR MS
(Fig. 1f), TOF MS in orthogonal configuration, and a series of hybrid in-
struments that combine a quadrupole MS or electrostatic ion trap with an
orthogonal TOF [15–18] (Fig. 1d) or FT-ICR analyzer [19–23]. The most
recent innovation has been a new electrostatic ion trap design, called orbi-
trap [24, 27], which in combination with an upfront linear ion trap [25, 26]
provides excellent MS/MS and MS/MS/MS performance, impressive resolving
power (> 50 000 FWHM), and a mass accuracy of 0.5–2 ppm for peptides that
comes close to what, so far, has only been possible with very expensive FT-
ICR MS instrumentation [20, 27–29]. This means that for a 1-kDa peptide the
expected experimental error is only 0.0005–0.002 Da or 1–4 times the mass of
an electron.

Using a high repetition rate laser combined with a high (atmospheric) or
medium pressure source, a pulsed MALDI ion source can be used to gener-
ate a “quasi ion beam” [15], which can be scanned by quadrupole MS. On the
other hand, in orthogonal configuration, the ion flux generated by ESI can be
analyzed by TOF MS (pulsed ion extraction). These developments are a conse-
quence of the complementary nature of the two ionization techniques which,
ideally, should both be available for all current m/z analyzer techniques and
any new ones being developed [11].

Of the latter category, ion mobility MS is an especially interesting
candidate because it introduces an additional means of separation (two-
dimensional separation). To achieve this, the molecular ions generated by
ESI or MALDI migrate first through a low or medium pressure zone of de-
fined length, which separates them according to their cross section, before
they enter one of the established m/z analyzers, preferably TOF MS in the
orthogonal configuration [30–33]. Ion mobility is an interesting analytical
parameter for the separation of peptide and protein molecular ions because
their cross section directly depends on their 3D structure, which makes it
possible to separate different 3D structures of one and the same primary
structure (identical m/z) inside the MS instrument, e.g., a stretched ver-
sus a globular compact conformation of a protein [32, 34]. For the analysis
of complex peptide and protein samples, fractionation by ion mobility be-
fore separation by m/z promises a simple and efficient means to extend the
resolving power [31, 34, 35].

MALDI-TOF MS is by far the fastest and also the most sensitive of all MS
techniques available for the analysis of peptides and small proteins, due to the
very short analysis times (fractions of a millisecond) and high ion transmis-
sion of TOF MS. In addition, it is not limited to the analysis of peptides, as
are all currently available combinations of MALDI with FT-ICR MS, electro-
static ion traps, or quadrupole analyzers due to their limited m/z range. This
limitation does not apply to ESI, which in contrast to MALDI delivers large
molecules exclusively as highly charged molecular ions.
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A major difference between ESI and MALDI is that ESI requires liquid
samples whereas MALDI, so far, works best with crystalline samples. Another
important difference is that MALDI requires a special matrix compound for
the analysis of biological macromolecules, e.g., α-cyano-4-hydroxycinnamic
acid (CHCA) for small and medium-size peptides, sinapic acid (SA) for
large peptides and proteins, 2,5-dihydroxybenzoic acid (DHB) for glycosy-
lated peptides and proteins, and 3-hydroxypicolinic acid for nucleic acids. It
is noteworthy that all these compounds have been found solely empirically
and that only a very few out of many hundred candidates turned out to be
successful.

An important advantage of MALDI versus ESI MS is that with the for-
mer the data acquisition can be interrupted at any time and unconsumed
sample recovered for later analyses. Furthermore, MALDI is more tolerant
to sample contaminations such as salts, detergents, and chaotropic or reduc-
ing reagents [36]. However, there are also disadvantages when compared to
ESI. In general, MALDI samples are less homogeneous leading to fluctuat-
ing analyte ion signals during data acquisition. In contrast, ESI has inherently
higher sample homogeneity and analyte ion flux stability due to the sam-
ple being in the liquid state. These characteristics allow easier interfacing to
ion transfer sensitive instruments such as FT-ICR mass spectrometers and
potentially quantification solely based on ion signal intensities or peak area
integrals [37]. In addition, liquid chromatography (LC) can be coupled online
to ESI MS enabling fully automated workflows (Fig. 1).

As a consequence, for accurate molecular mass analysis of intact proteins,
ESI in combination with an orthogonal TOF, electrostatic ion trap or FT-ICR
MS is the preferred instrumentation if the samples are very clean and not
too complex. If this is not the case or sample throughput is more important
than mass accuracy, MALDI-TOF MS is the first choice. Another important
advantage of ESI is its superior performance for the analysis of noncovalent
complexes including DNA–protein interactions.

For the mass spectrometric analysis of peptides, the two ionization tech-
niques are similarly complementary as they are for proteins [38]. Today, most
mass spectrometers equipped with an ESI or a MALDI source provide the
possibility of isolating analyte ions on the basis of their m/z ratio and, by
different activation methods, transfer energy to them which results in their
decomposition. Mass analysis of the resulting fragment ions can provide de-
tailed structural information and is termed tandem-MS or MS/MS analysis
(Fig. 2). Electrostatic ion traps and FT-ICR analyzers also provide multiple
stages of ion isolation and fragmentation experiments (MSn), of which MS3

is especially useful for protein identification and modification analyses.
In MALDI-TOF MS, analyte fragmentation can be induced simply by in-

creasing the laser irradiance several percent above the threshold used for MS
analysis [39]. Under these conditions, the resulting fragmentation process is
typically delayed such that most of the fragment ions are formed outside the
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Fig. 2 Fragmentation of a doubly charged tryptic peptide resulting in b and y ions. Re-
location of the N-terminal proton to promote charge-directed cleavage via collisional
activation may occur to either N or O backbone atoms. Reproduced from [10] with per-
mission from © Birkhäuser Verlag, 2006

ion source in the field-free drift region. Accordingly, these events are termed
post-source decay (PSD). This fragmentation mechanism or high-energy
collision-induced dissociation (CID) are used by MALDI-TOF MS/MS [40–
42]. These two combinations are currently the most sensitive for MS/MS
analyses of peptides. The resolving power and mass accuracy, as well as the
control over the fragmentation reactions is, however, significantly lower com-
pared to those of ESI or MALDI combined with hybrid orthogonal TOF,
electrostatic ion traps, or FT-ICR MS.

The main advantage of using ESI instead of MALDI is the production
of abundant doubly and triply charged peptide molecular ions, which are
a lot easier to fragment in a controlled fashion, e.g., by low-energy CID [18,
43] or infrared multiple photon dissociation (IRMPD) [44, 45], than their
singly charged relatives predominantly produced by MALDI. In addition, the
two most powerful fragmentation techniques currently available, i.e., elec-
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tron capture dissociation (ECD) [46, 47] and electron transfer dissociation
(ETD) [48–52], are restricted to multiply charged precursor ions, and are
therefore exclusively combined with ESI. With these techniques, an electron
is transferred to or abstracted from the isolated molecular ions resulting in
the formation of radicals, which are unstable and quickly fall apart [53–58].
Because the analyte ions lose one charge, MS/MS analyses are not possible for
singly charged precursor ions. With regard to the information content of pep-
tide fragment ion spectra, CID, IRMPD and ECD or ETD are complementary
techniques, which for structure analyses are best combined, especially CID
with ECD or ETD [48, 50].

Today, with MALDI and ESI MS, mid attomole to low femtomole amounts
of peptides can be analyzed in MS and MS/MS mode. For proteins, how-
ever, especially if larger than 20 kDa, a minimum of 50–100 femtomole is
required and MS/MS analyses are more difficult to conduct and far from any
widespread routine application. This explains why most of the MS-based pro-
tein research is still done on the level of peptides, although this might change
in the not too distant future. When studying DNA-binding proteins, however,
the situation is somewhat different as one important class, the histones, is
easy to isolate in large quantities and small enough to take advantage of the
additional information that direct MS and MS/MS offers [51, 59–62].

3
Sample Preparation

This section summarizes the most important sample preparation techniques
that have been developed for MALDI and ESI MS of peptides and proteins.
For the study of DNA-binding proteins, this typically covers only the last steps
of a long chain of sample preparation steps, which are necessary to isolate
them out of their biological environment and provide them in a form that is
suitable for MALDI or ESI MS. As the sample preparation of peptides and pro-
teins for ESI or MALDI, with some exceptions, is little specific for their ability
to bind to DNA or not, this section is not restricted to that feature.

Both ionization techniques, MALDI and ESI, deliver best results if the sam-
ples are pure and concentrated. In both cases, peptide and protein samples
usually enter the sample preparation as aqueous solutions, which can contain
varying amounts of an organic solvent, most often acetonitrile, methanol, or
ethanol, and are usually acidified (pH 1–3). Acidification is, with only a few
exceptions, a prerequisite for MALDI but not for ESI, which is far more flexi-
ble regarding the pH of the sample solution if appropriate (compatible) buffer
systems and ion-pairing agents are used.

An important task of the MALDI sample preparation is to isolate and
embed the analyte molecules in a solid environment of matrix molecules. Ac-
cording to the original method, the dried-droplet technique, which is still one
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of the most often used, this is achieved by mixing a small aliquot (0.5–1 µL)
of a solution of the matrix compound in a mixture of acidified water and
organic solvent with a similar volume of analyte solution on the sample sup-
port [63, 64]. During solvent evaporation, crystallization of the matrix com-
mences and analyte molecules are trapped inside the growing crystals. This
process is a key requirement for MALDI and highlights the important role of
the sample preparation for its success. The matrix molecules are present in
high molar excess compared to the analyte molecules, and absorb the laser
light, enable desorption/ionization of the analyte molecules, and determine
in the first place their internal excess energy, which determines their lifetime.
If this is too short, depending on the m/z analyzer used, the analysis will
fail or suffer from undesired early decay of the analyte ions. In ESI, in con-
trast to MALDI, the internal energy of analyte ions is determined by collisions
with neutral molecules during transfer of the desorbed ions into the mass
spectrometer.

Compared to ESI, MALDI is known to be more tolerant toward com-
monly occurring sample impurities such as salts and reducing or chaotropic
reagents. Ionic detergents such as SDS, high molecular weight compounds
such as NP40 or the Tween product family, and liquid nonvolatile additives
such as glycerol, however, are well known to deteriorate the performance of
MALDI. For this reason, depending on the sample preparation protocol used,
these reagents can only be tolerated in moderate or very small amounts [36].
On the other hand, ESI benefits from the homogeneity of liquid samples and
can be coupled online with reversed-phase (RP) LC, which eliminates most
impurities that are known to interfere with ESI.

The main goal of the sample preparation protocol is to purify and enrich
the analyte molecules and to deliver them in a format that best fits the ioniza-
tion process. In addition, it should be simple, reproducible, and suitable for
automation. For peptides, the best technique to purify them and recover them
afterward in a small volume is RP chromatography. If not coupled with an LC
system, small columns integrated at the outlet of a glass capillary or pipette
tip have proven efficient for this task [65–68]. In this way, analyte loss due
to surface adsorption is minimized and sample recovery is possible with only
one microliter, which is sufficient for nano-ESI MS (see below) and more than
needed for MALDI MS. The latter would benefit from even smaller volumes,
the handling of which, however, can be difficult.

With respect to detection sensitivity and tolerance for sample impurities,
the invention of nano-ESI, in which the sample is sprayed at nanoliters per
minute compared to the microliters used before, has significantly improved
the performance of ESI MS [69–71]. This is enabled by a much smaller orifice
through which the charged sample liquid is sprayed, compared to conven-
tional ESI (Fig. 3). As a consequence, the droplets formed are smaller and
thus the series of events (solvent evaporation and droplet decay) is shorter
until the analyte ions are airborne. The result is a significantly higher de-
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Fig. 3 ESI is a technique that uses high voltage to generate ions from an aerosol of
charged liquid droplets. When utilizing flow rates from tens of microliters to milliliters
per minute, aerosol formation must be assisted by pneumatic nebulization and/or by
thermal heating to obtain a stable spray. This requirement is especially pronounced for
highly aqueous liquids. When the flow rate is reduced to nanoliters per minute, re-
ferred to as nano-ESI, droplet formation occurs more readily, requiring only the applied
voltage to generate a stable spray. The photograph shows the process, viewed through
a high-powered microscope. As the liquid begins to exit the needle it charges up and
assumes a conical shape, referred to as the Taylor cone, in honor of G.I. Taylor who de-
scribed the phenomenon in 1964. The liquid assumes this shape because when charged
up, a cylindrical shape can hold more charge than a sphere. At the tip of the cone, the
liquid forms a fine jet, which then becomes unstable, breaking up into a mist of tiny
droplets. Since these droplets are all highly charged with the same polarity they repel
each other strongly. The introduction of nano-ESI has significantly improved the analysis
of peptides and proteins by ESI MS. It is tolerant to a wide range of liquid composi-
tions, and can even spray 100% water with a high degree of stability. The efficiency of
ionization strongly improves as the flow rate is lowered because less volume of mobile
phase passes through the emitter, producing smaller aerosol droplets. In addition, lower
flow rates allow for longer analysis times, which is especially important when coupling
nanoscale liquid chromatographic separation techniques online with ESI MS (Sect. 4.7).
Taken from http://www.newobjective.com/electrospray/ with permission from New Objec-
tive, Inc., USA

sorption/ionization yield and a higher tolerance to nonvolatile sample con-
taminants [70, 71]. The difficulty in the manual handling of the thin and
fragile glass needles required, as well as an overall lack of reproducibility
and automation, has recently been overcome by the introduction of nano-ESI
chips [72]. These contain nozzles optimized for nano-ESI and manufactured
from silicon, which are now available in many different formats including ar-
rays of 96 identical nozzles. As a consequence, fully automated analysis of
hundreds of different samples by nano-ESI MS has become possible, which
before was clearly a domain of MALDI-TOF MS. Another highlight has been
the integration of RP LC separation in the outlet of a nano-ESI glass needle,
eliminating any interface dead volume, and this approach has been further
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extended to the implementation of online 2D-LC (cation exchange followed
by reversed-phase separation) [73, 74].

For MALDI, regarding detection sensitivity and automation, the invention
of the thin-layer sample preparation technique brought about a first signifi-
cant improvement for the analysis of peptides [75]. Instead of mixing small
aliquots of matrix and sample solution on the sample support, first a small
aliquot of the matrix CHCA dissolved in a fast evaporating solvent (ace-
tone/water 99 : 1, v/v) is dropped on the support leading to the formation of
a thin layer of microcrystalline CHCA. Then 0.5–2 µL of acidified sample so-
lution is deposited onto this layer and allowed to dry. Before analysis, the
dried sample is usually washed at least once with a larger aliquot (3–5 µL)
of acidified water. Compared to the dried-droplet technique, where the ana-
lyte molecules are incorporated into the depth of the matrix crystals, with the
thin-layer sample preparation method they are enriched in the upper molecu-
lar layers of the matrix crystals or adhere to their surface.

Another step forward was the introduction of prestructured sample sup-
ports (commercialized as AnchorChip™ technology). These have a strongly
solvent-repellent surface equipped with a well-defined array of small hy-
drophilic spots (200–800 µm) acting as sample anchors. Each sample droplet
contacts one of them and, during solvent evaporation, concentrates onto
it enabling efficient concentration of the analyte molecules in the last step
of the sample preparation. It has been shown that such supports can en-
hance the detection sensitivity of MALDI MS by one or even two orders of
magnitude [76, 153, 222]. Besides the analyte molecules, however, all other,
nonvolatile compounds are also enriched, which limits this approach to clean
samples. For the analysis of peptides, this limitation was overcome by the
CHCA affinity sample preparation technique, which combines the thin-layer
sample preparation technique with prestructured sample supports and takes
advantage of the recognition that microcrystalline CHCA has a high RP affin-
ity and binding capacity for peptides [77, 78]. The CHCA affinity sample
preparation technique integrates sample purification and concentration in the
last step of the sample preparation and yields homogeneous samples at prede-
fined locations and of predefined dimensions, which renders fully automated
analyses straightforward (Fig. 4).

Surface-enhanced laser desorption/ionization (SELDI) is a proprietary
technology, which significantly extends the above approach of surface-
modified MALDI target plates [79–84]. It provides on-target enrichment and
purification based on ion exchange, metal affinity, or normal-phase or RP
chromatography as well as other, more specific interactions. SELDI is bound
to a specific format and MS hardware and is mostly used for protein pro-
filing in the context of clinical proteomics, where it has gained popularity.
Some examples, however, also document its utility for affinity capture and
subsequent characterization by MS of DNA-binding proteins [85, 86]. Until
recently, with regard to resolving power and mass accuracy, the MS hard-
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Fig. 4 CHCA affinity MALDI sample preparation of peptides. This technique takes ad-
vantage of prestructured sample supports (hydrophilic sample anchors surrounded by
a hydrophobic support) and the observation that microcrystalline CHCA has a high RP
affinity and binding capacity for peptides. It integrates sample purification and concen-
tration in the last step of the sample preparation. Typically 0.5–2.0 µL of acidified sample
solution (pH 1.5–2.5) is deposited onto one matrix spot measuring 400, 600, or 800 µm
in diameter. Depending on the purity and concentration of the samples, they are either
allowed to dry at ambient temperature (option 1) or removed after a defined incuba-
tion time, e.g., 3 min (option 2). In either case, all samples are washed once or multiple
times with a larger volume of acidified water (3–8 µL) before they are analyzed. All these
steps can be performed manually or automated using a pipetting robot as shown on the
left. If the samples contain a lot of undesired contaminants that are difficult to com-
pletely wash away, option 2 is preferred. If their concentration is very low, the affinity
purification yields benefit from longer incubation times because the samples’ volumes
continuously shrink over time until all solvent is evaporated. Therefore, if the contami-
nants can easily be washed away, option 1 is recommended because it provides maximum
sample concentration and is easier to perform than option 2

ware that SELDI was bound to was not the optimal choice for peptide-based
protein research. Fortunately, this has changed and the chances are fair that
SELDI will soon also become a popular platform for protein identification
following affinity purification. Unfortunately, their proprietary nature has, so
far, excluded combining the advantages of the AnchorChip and the SELDI
technology, which, no doubt, would be an attractive analytical union.

4
Mass Spectrometry Based Methods

For the identification and characterization of DNA-binding proteins, many
different mass spectrometric methods are available, of which the most im-
portant are described and discussed in the following sections. Some of these
methods have been specifically developed for this task, whereas others apply
to proteins in general. Protein characterization, as it is understood here, not
only refers to sequencing, modification analysis, and quantification, but also
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to exploration of protein higher-order structures, interaction networks, bind-
ing stoichiometries, surface topology, folding, and dynamics. For the identi-
fication and characterization of nucleic acids, other methods, optimized for
this task, are available. Some of them are useful for the study of DNA-binding
proteins. For instance, the primary structure of short oligonucleotides, in-
cluding chemical modifications, can be determined by MS/MS and longer
sequences can be determined by combining MS with limited exo- or endonu-
clease degradation. These applications of MS are not covered here but have
been reviewed in detail elsewhere [87–89].

4.1
Protein Identification in Sequence Databases

For protein identification in large sequence databases, two fully independent
and therefore complementary approaches have been developed: peptide mass
fingerprinting (PMF, also called peptide mass mapping) and the correlation
of peptide fragment ion data with known or predicted peptide sequences.
PMF is based on the recognition that the molecular masses of a set of peptides
of a proteolytic digest can uniquely identify that protein if a specific protease
is used and its cleavage specificity is known and reliable [90–95]. The endo-
protease used most often for this task is trypsin, which catalyzes exclusively
cleavages at the C-terminal side of lysine and arginine residues, unless the
next amino acid in the sequence is proline. In a database search, the meas-
ured masses are then matched against sets of expected masses calculated for
all protein sequence entries. The search returns a list of candidates with the
highest number of matching masses, and various algorithms are used to rank
them and calculate the probability that the highest-ranking sequence entry is
a true hit.

The concept of PMF has several distinct advantages compared to other
protein identification techniques. For example, if the primary structure of
a protein is subject to modifications (see below), with PMF only one or a few
peptide masses will drop out of the identification while all the others will still
match the correct protein sequence (Fig. 5). Furthermore, the detection sen-
sitivity and mass accuracy are both significantly higher for peptides than for
proteins, with the consequence that although the intact protein may not be
detected in a sample it might still be identified by PMF. A limitation of the
technique is that it assumes that the detected peptides are derived from a sin-
gle protein. If more than one protein is present in the sample, the confidence
of the search results decreases drastically. Therefore, the technique is most of-
ten used in combination with high-resolving protein separation techniques
such as two-dimensional gel electrophoresis (2-DE) or affinity chromatogra-
phy followed by gel electrophoresis or LC.

There are several strategies for protein identification using MS/MS data.
Analogously to viewing a PMF as a fingerprint of the analyzed protein, a frag-
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Fig. 5 Identification of rat poly(ADP-ribose) polymerase-1 (PARP-1) in the nonredundant
UniProt/SwissProt protein database (sequence entry: P27008) by MALDI-TOF MS pep-
tide mass fingerprinting. The protein was isolated from a nuclear extract by DNA-affinity
purification followed by sodium dodecyl sulfate–polyacrylamide gel electrophoresis and
then digested in situ with trypsin. a The recorded mass spectrum. ∗All peaks that were
assigned to tryptic peptides of rat PARP-1 with a maximum relative error of 25 ppm. # In
this case two peaks were assigned to the same peptide sequence containing one methion-
ine residue, i.e., the unmodified and the singly oxidized molecular ions. Partial oxidation
of methionine and tryptophane residues often occurs during the MALDI sample prepar-
ation and is taken into consideration when searching a protein sequence database and
scoring the retrieved sequence entries. If both peaks are detected and the matched pep-
tide sequence contains one of the two or both amino acid residues, this assignment is
less likely to be a false positive hit than it would be if only one of the two peaks had
been detected. b The sequence of rat PARP-1. Bars indicate the matched tryptic peptide
sequence
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ment ion spectrum can be regarded as a fingerprint of the fragmented peptide
and thus be used directly for protein identification in sequence databases [96–
103] (Fig. 6). The fragment ion masses determined for one peptide are com-
pared to all sets of possible fragment ion masses calculated for each pro-
teolytic peptide sequence, which matches the mass of the analyzed peptide

Fig. 6 Tandem mass spectra of a tryptic peptide from Escherichia coli ribosomal pro-
tein L18. a Spectrum produced from singly charged peptide molecular ions by a MALDI
TOF/TOF mass spectrometer. b Spectrum produced from triply charged peptide molecu-
lar ions by an ESI Q-TOF mass spectrometer. Reproduced from [38] with permission from
© American Chemical Society, 2006
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molecular ion, for each protein sequence in the database. A second strategy is
de novo sequencing with the goal of generating sufficient primary structure
information from individual cleavage peptides to identify the corresponding
protein sequence entry in the database. This is achieved by interpretation of
the acquired fragment ion spectrum, e.g., by assigning m/z distances between
signals to single amino acid residues [104].

Successful de novo sequencing requires spectra of high quality, ideally con-
taining contiguous signal series representing the same ion type. These spec-
tra, however, can contain signals of many types of fragment ions if different
reactions contribute to their formation, rendering the interpretation difficult.
Furthermore, the types and number of fragment ions formed strongly depend
on the peptide’s primary structure. Therefore, although the success rate of
MS-based de novo sequencing of proteolytic peptides has increased impres-
sively over the past few years, it is not yet routinely applicable as the only
method for protein identification [71, 105–110]. Alternatively, when the se-
quence information generated only covers two to four amino acids, which is
insufficient for searching large sequence databases, it can be combined with
the molecular mass of the peptide, the cleavage specificity of the protease
used, and the distance (in mass) of the determined sequence stretch from the
peptide termini to form a so-called peptide sequence tag [7, 17, 111]. In con-
trast to short amino acid sequences alone, these tags provide highly specific
input for database searches.

MS/MS experiments, especially when using CID, often yield only a few
fragment ions of which one or two dominate the spectrum due to the pres-
ence of a preferred site of fragmentation, such as the peptide bond after an
aspartic acid which is followed by a proline residue. Other examples are phos-
phopeptides, for which the first and highly favored fragmentation reaction
is very often loss of the modification. In these cases MS3 offers an attrac-
tive alternative to MS/MS to generate sufficient fragment ion data for protein
identification [112]. When using ESI, instead of CID another possible option
is to use ECD or ETD to induce fragmentation. In this case, the position of the
captured or transferred electron (radical), and not the location of the weak-
est bonds of the molecular ion, determines in the first place the fragmentation
pathway, with the consequence that both ECD and ETD are little sensitive to
the presence or absence of secondary modifications [48, 50].

There are many other possible means to improve MS-based de novo se-
quencing of peptides. Obviously, if possible with the available MS instrumen-
tation, combining different fragmentation techniques, e.g., CID and ETD, is
one possibility to improve the sequence coverage (see above) and this can
include one, two, or even more stages of ion isolation and fragmentation
(MSn) [48, 50, 112]. A different strategy is to label the peptide at one end or
a specific residue with a chemical group (tag) that positively influences the
fragmentation reaction or simplifies the data interpretation, or both [113–
116]. The list of tags and labeling techniques that have been developed for
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this task is long and cannot be covered here. Some prominent examples are
described and discussed in the context of protein quantification and labeling
(see below).

A disadvantage of all the above approaches for protein identification, rely-
ing exclusively on fragment ion data, is that the identification usually covers
only a small or tiny portion of the sequence of the identified protein. If no
additional information is available, it is unclear whether the assigned full-
length protein sequence or only a part of it was in the sample analyzed. One
should keep in mind that with these experiments, each time only a proteolytic
peptide is identified.

There are several strategies to enhance the confidence of identification re-
sults, and to specify in more detail which parts or possible variants of an
assigned protein sequence were really in the sample. First of all, PMF and
MS/MS-based protein identification are complementary methods that com-
pensate each other’s weaknesses. For instance, PMF data can be used to
retrieve a list of possible protein sequence candidates, the matching prote-
olytic peptides of which are obvious candidates for subsequent verification or
falsification by MS/MS. This approach is very powerful and straightforward,
especially if the protein was isolated by 2-DE. In that case, the molecular mass
of the protein as well as its isoelectric point can be estimated from the gel
and be used as independent additional information to assist protein identi-
fication. Analogously, if the cleavage peptides are separated by RP LC before
they are subjected to MS and MS/MS, their retention time provides additional
valuable information for their identification [117–119].

If proteins have been isolated by affinity chromatography, it is useful, if
possible, to analyze them directly by MS before proteolysis and to use these
data to guide the next analytical means as well as the interpretation of the
identification results. Another efficient means is to cleave the target proteins
in separate experiments with more than one specific endoprotease, best two
or more that have complementary cleavage specificity, e.g., trypsin, Lys-C,
and V8 protease. In this way, several independent PMFs can be used for iden-
tification and more peptides are available for MS/MS analyses. Apart from
these examples, any other information regarding the origin of the proteins to
be identified, such as species of origin and their preferred cellular location, as
well as their function, e.g., a known catalytic activity or binding affinity, can
be helpful to control the quality of database search results.

4.2
Protein Sequencing

A dream of any protein researcher using MS is de novo sequencing of in-
tact proteins in complex mixtures solely by MSn. Although, using ESI-FT-ICR
MSn, nearly complete de novo sequencing has been demonstrated possible for
a few model proteins, this approach has not yet found any broad application
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in protein research due to the enormous costs of the instrumentation, diffi-
culty in the data interpretation, and the fact that its success depends much on
the protein’s sequence and structure, and therefore cannot be predicted [45,
120–125]. So far, the most successful approach for complete de novo sequenc-
ing of proteins has been to combine MS with complementary techniques,
e.g., Edman sequencing. Obviously, the benefit of using MS in selecting pep-
tide fractions for sequencing and to determine their position in the protein’s
primary structure is enormous and, no doubt, this approach has improved
the quality, success, and turnaround times of de novo sequencing signifi-
cantly [126–131].

Over the past 20 years, however, the strong advances in genomic and
cDNA sequencing and protein sequence prediction have changed the situ-
ation dramatically. Today, instead of de novo sequencing a protein species,
identifying it in a comprehensive sequence database is the obvious first at-
tempt [7, 10, 17, 48, 130, 132–134]. If not successful, the next step is to search
expressed sequence tag (EST) databases using all possible reading frames
or even the entire genome of that organism [135, 136]. To be successful,
this approach requires very specific search input data; best a set of high-
quality MS/MS data or, even better, long sequence tags. If no or insuffi-
cient genomic data are available, at least partial sequence information can
be generated with most state-of-the-art instrumentation by MS/MS-based
de novo sequencing of a set of proteolytic peptides, and this information can
be used to design oligonucleotide probes for screening cDNA or genomic
libraries [71, 110].

Today, combining the activity of specific endoproteases with ESI MS/MS,
the chances of determining 50% of a protein’s sequence are fair if the qual-
ity of the recorded MS/MS data is good and if more than one enzyme is used.
However, complete de novo sequencing is an art and anything close to 90%
an impressive case. For this reason, the most promising approach to realize
the ultimate goal of a comprehensive, error-free protein sequence database
that covers many model species is to use MS to validate protein sequences
that have been predicted based on genomic data, to eliminate sequencing
errors, and to discover and describe possible modifications and sequence
variants [137]. In fact, instead of de novo sequencing, the major task left for
MS seems to be resequencing and modification analysis, which is described
and discussed in the following section.

4.3
Protein Modification Analysis

Analysis of the primary structure of DNA-binding proteins with regard to
modifications has become an ever-growing demand. Popular examples of
PTMs are phosphorylation, acetylation, methylation, or ubiquitylation of in-
dividual amino acid residues. DNA-binding proteins, however, are also the
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subject of more exotic reactions, e.g., ADP-ribosylation catalyzed by the
poly(ADP-ribose) polymerase (PARP) family. Prominent candidates are the
histones, which are subject to all of these reactions and can harbor complex
patterns of them, which led to the postulation of a histone code consisting
of a series of site-specific modifications that encode information about chro-
matin structure and activity [138–141].

A second class of modifications is introduced on the transcript level,
e.g., protein sequence variants that originate from mRNA splicing events.
A third class occurs on the genome level, e.g., exchange of individual amino
acids caused by single nucleotide polymorphisms. Finally, another category,
which is not always easy to distinguish from the others, is modifications that
can occur during the sample preparation [142]. Well-known examples are
deamidation of asparagine and glutamine, carbamidoethylation of cysteine,
and oxidation of methionine and tryptophane residues or proteolytic N- or
C-terminal truncation of the protein’s primary structure. For protein modi-
fication analysis, MS is the key technology for the still ongoing discovery of
new modification reactions and target sites, as well as the readout of modifi-
cation patterns and studying their interdependence.

The experimental strategies to detect and describe protein modifications
by MS comprise up to four levels [143]. On the first, the molecular mass of the
proteins is measured. If different from the value calculated for the unmodified
sequence, this indicates a modification and the observed difference can be
matched against a list of mass differences calculated for all known modifica-
tions to suggest a likely candidate. In some cases, if a specific modification is
expected and the observed mass explains it, this information might suffice as
confirmation. If none of the known modifications matches it, any further con-
clusion on this level is difficult or simply not possible as, most likely, several
different modifications account for it. In many cases, however, the results of
such analyses are more complex. For instance, instead of one signal, to which
a molecular mass can be assigned, often a broad undefined signal, resulting
from the overlay of many signals, or a series of fully or partially resolved
signals or anything in between, is observed. In the worst case, the resolving
power is insufficient to provide any useful information, which directly opens
the gate to level two described below.

If signals are resolved, the molecular masses assigned to them can fall
below or above the expected value and the latter can match one of them
or none. Regular shifts can be very informative, e.g., a mass difference of
14, 16, or 42 Da matches the transfer of a methyl group, oxygen atom, or
acetyl group, respectively. Triple methylation of a lysine residue, however, also
matches an increase in mass by 42 Da and both possibilities are known PTMs
of DNA-binding proteins. To distinguish which of the two is present, the mass
difference needs to be determined with high accuracy (expected: 42.0470 Da
for triple methylation and 42.0106 Da for acetylation), which today is possible
with good ESI MS instrumentation if the protein is rather small (< 20 kDa). If
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not, that decision is open and needs to be addressed on the next level, where
proteolytic digests are analyzed to determine which part of the protein’s se-
quence is affected.

As the mass accuracy and resolving power is much higher for peptides
than for proteins, the above question about the origin of an m/z shift of +42
can now be answered with many instruments including MALDI-TOF MS. On
this level, even complex modification patterns that could not be separated
before can be resolved and assigned to specific regions of the protein’s pri-
mary structure (Fig. 7). As a next step, these peptides can be analyzed by
MS/MS [50, 143, 144]. On this third level, individual residues are checked for
a shift in mass that matches the observed deviation. If successful, these meas-
urements assign modifications to individual amino acid residues, which is the
natural endpoint of the analysis if their structure is known (Fig. 8). If not,
sometimes the MS/MS spectra contain valuable information that can help to
decipher the structure in question, e.g., fragment ion data that result from
side-chain cleavages.

Fig. 7 Identification of novel posttranslational modifications of histones H2A and H2B
isolated from calf thymus nuclei by FT-ICR MS analysis of proteolytic peptides generated
by the digestion of histone H2A with pepsin (a) or trypsin (b), and of histone H2B with
trypsin (c) and V8DE (d). Reproduced from [375]
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Fig. 8 Nano-ESI MS/MS spectrum of a doubly charged tryptic peptide (m/z 719.94) of
histone H4 isolated from HeLa cells. Interpretation of the CID spectrum established the
tetraacetyl-modified sequence covering residues 4–17 as GKacGGKacGLGKacGGAKacR,
meaning that H4K5, 8, 12, and 16 are acetylated. Ions labeled as a, b, c, and their cor-
responding water or ammonia loss ions are N-terminal and those labeled as y and their
water loss ions are C-terminal sequence ions. Ions labeled as i are internal fragment
ions: m/z 356.20 corresponds to the fragment KacGGA; 427.31 corresponds to GGKacGL-
28, KacGGKac, GKacGLG-28, GLGKacG-28, or LGKacGG-28; and 455.29 corresponds to
KacGGKac, GKacGL, GKacGLG, LGKacGG, or GLGKacG. The signal at m/z 126.10 is the
immonium ion of Kac. Reproduced from [235] with permission from © The American
Society for Biochemistry and Molecular Biology, Inc., 2006

When MS/MS data are insufficient to clarify the structure of the mod-
ification, MS3 or even MS4 experiments represent the fourth level, where
individual fragment ions are isolated inside the mass spectrometer, further
fragmented, and the resulting ions analyzed to obtain more structural infor-
mation [145]. This approach is especially promising if the individual amino
acid residue that carries the modification or the modification itself can be
isolated as a fragment ion for subsequent MS/MS analysis. An alternative is
sometimes possible and often more successful, i.e., the use of specific en-
zymes or chemical reactions that release the attached chemical structure or
parts thereof. These as well as the remaining peptide can then be analyzed by
MS and MSn to finish the analytical puzzle [143, 146–148].
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Other important strategies focus on the enrichment of modified species
or their efficient detection in complex samples based on the properties of
a specific modification. This can be done before or after proteolysis with
the consequence that the MS work starts on level one or two. Both ap-
proaches can be powerful and, because they are complementary, be combined
to improve the analytical performance. Prominent examples of the enrich-
ment of phosphorylated peptides are the use of immobilized antibodies,
which specifically bind phosphorylated tryptophane or serine and threo-
nine residues [144, 146, 149]. Because phosphorylation alters the net charge
of the affected residues, its products can also be separated from unmodified
molecules by ion-exchange chromatography. Another option is metal-affinity
purification [150], which works best if applied after strong cation-exchange
chromatography [112]. Acetylation of lysine residues is another good candi-
date for ion-exchange separation because it neutralizes their basicity.

Instead of separation, specific features of a modification can also be used
for MS-based screening of complex samples. For this purpose, all ionized
sample molecules are fragmented inside the mass spectrometer and the re-
sulting daughter ions are scanned for the presence of a reporter ion (precur-
sor ion scan) or an expected mass loss (neutral loss scan), which are specific
for a certain modification [151]. Both techniques have proven powerful, espe-
cially for the rapid and sensitive detection of phosphopeptides [18, 144, 146,
152]. In this case, a neutral loss of 80 and 98 Da suggests the loss of HPO3 and
H3PO4, respectively, and the fragment ions m/z 79 (PO3

–) and (or) m/z 97
(H2PO4

–) are specific reporter ions [18, 152, 153]. If that check is positive, the
corresponding peptide is identified and further characterized by MS/MS or
MS3, in case fragmentation of the intact molecular ions is dominated by loss
of the modification and the acquired MS/MS spectra therefore contain little
sequence-specific information [112].

4.4
Analysis of Noncovalent Complexes

ESI can desorb and ionize noncovalent complexes and the ion desolvation
and transfer conditions can be used to control their internal energy before
m/z analysis [154–160]. This is necessary to enable the loss of all solvent
molecules but not the interaction in view. Compared to ESI, MALDI has not
been very successful for the desorption/ionization of intact noncovalent bio-
logical complexes and can therefore not be considered a serious alternative
for this task. Meaningful ESI MS measurements on noncovalent complexes
are not simple to conduct and managing the risk that the observed com-
plexes, analyzed in vacuum in the absence of solvent molecules, might not
reflect biological reality requires well-chosen control experiments and careful
data interpretation [154, 156, 157]. As a rule of thumb, weak interactions that
strongly depend on the physiochemical properties of the surrounding sol-
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vent molecules are no easy candidates for ESI MS, whereas strong interactions
favor the analysis.

This means that for the analysis of DNA–protein complexes, the chances
for success should be fair because their total binding energy is dominated
by strong electrostatic interactions between the negatively charged phos-
phodiester backbone of the DNA and positively charged lysine and arginine
residues of the protein component. This is supported by a number of exam-
ples that have been published and that document the feasibility and value
of ESI MS for the study of noncovalent DNA–protein complexes [154, 160–
163]. In addition to DNA molecules, such experiments can also include other
proteins (multiprotein–DNA complexes) as well as potential cofactors such
as cyclic adenosine monophosphate. Problems arise if the nucleic acid com-
ponent is not well defined or long (see below). The obvious goal of the
above measurements is, besides the detection of noncovalent interactions, the
determination of binding stoichiometries in dependence on pH, buffer com-
position, salt concentration, and other factors. These can include different
DNA probes (sequence dependence) as well as sequence variants of the pro-
teins involved or the presence versus absence of a specific modification (e.g.,
phosphorylation). Furthermore, information about the structure, stability,
and dynamics of a complex can also be derived from changes of the ob-
served charge state distributions and binding stoichiometries in dependence
on the temperature of the sample solution [154, 160, 161]. Such experiments
are especially informative if combined with hydrogen/deuterium exchange
experiments (see below).

It is noteworthy that of the more than 500 publications that report on ESI
MS of noncovalent protein complexes, only about 2% cover protein–nucleic
acid interactions [154]. This discrepancy reflects well the difficulties encoun-
tered when analyzing protein–nucleic acid complexes by ESI MS. These in-
clude the high salt concentrations in the sample solution necessary to stabilize
specific interactions, as well as nonspecific cation binding to the negatively
charged backbone of the DNA molecules involved. As a result, peak broaden-
ing is a common observation and the accuracy of mass assignments can be
poor.

Another problem that needs to be dealt with is the strong local analyte
enrichment that results from the loss of solvent molecules by evaporation
during the process of ESI. As a consequence, multiply positively charged pro-
teins bound or not bound to highly negatively charged nucleic acid oligomers
are forced close to each other, which increases the risk of nonspecific inter-
actions (false positive results). This explains why the reality looks somewhat
different than the above rule of thumb suggests [154]. Nevertheless, the pub-
lished examples document the enormous potential of the technique. These
include the detection and characterization of individual biomolecular inter-
actions, as well as the analysis of complex macromolecular machines such as
ribosomes by ESI MS [155] (Fig. 9).
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Fig. 9 Mass spectrum of intact ribosomes from Saccharomyces cerevisiae. a A series of
peaks were observed, which were assigned to the stalk proteins P1a/b, P2/b, and P0, large
ribosomal proteins L1 and L12, and a stalk pentamer (P1/P2)4P0. The peaks correspond-
ing to the stalk pentamer are magnified by a factor of 2.5. b Tandem mass spectrum of
the 19+ charge state assigned to the pentamer reveals charge stripping as well as com-
plexes from which a single protein has been removed. The region of the m/z scale shaded
gray represents the isolation of the single charge state for tandem mass spectrometry.
c Low m/z region of the tandem mass spectrum showing the preferential release of the
P2 proteins from the stalk complex, consistent with their location on the periphery of the
pentamer. The schematic representation of a model of the stalk pentamer showing the
relative locations of the P1/P2 proteins and their interactions with P0. ∗ denotes other
members of the L12 charge state series that have not been labeled due to lack of space.
Reproduced from [155] with permission from © Federation of European Biochemical So-
cieties, 2006

4.5
Protein Footprinting, Cross-Linking, and Surface Labeling

Combined with specific enzymatic or chemical reactions, both ESI and
MALDI MS can be used to generate structural information about protein in-
teraction complexes. The common principle across these experiments is that
MS is used to monitor or read out the final result of a reaction that degrades
or chemically modifies the interaction complex under nondenaturing condi-



136 E. Nordhoff · H. Lehrach

tions. Typical control experiments include the same reaction performed (a) in
the absence of DNA, (b) using different DNA sequences, and (c) applying
denaturing instead of nondenaturing conditions.

Comparing the mass spectra of the interaction experiments with those ac-
quired from control experiments reveals differences that can be related to the
structure of the interaction complex. Depending on the reaction, intact pro-
teins, proteolytic peptides or both are simultaneously analyzed by MS and,
optionally, MS/MS. If the sample is too complex for direct analysis, a broad
range of additional means of separation are available, e.g., electrophoresis,
LC, or affinity capture, which can all be efficiently combined with ESI or
MALDI MS (Sects. 4.7 and 4.8). A major challenge for all three techniques
described below is the data interpretation. This concerns less the identity of
the resulting products than the molecular puzzle they create. Relating the ob-
served differences between sample and control experiments to the structure
of the interaction complex can be difficult, and great care is recommended
before the data in hand are considered evidence for the existence of a certain
structural element.

4.5.1
Protein Footprinting

The principle of protein footprinting relies on differences in the enzymatic
proteolysis rate of proteins that closely interact with other molecules or not.
The conceptual idea is that certain parts of their primary structure are pro-
tected (shielded) from proteolysis by close interactions with other molecules,
with the consequence that the protease used will not or less efficiently cat-
alyze cleavages within these regions (Fig. 10). As any cleavage, independent of
where, can destabilize the interaction complex because it shortens or disrupts
the primary structure of the protein, a major risk for protein footprinting is
that the structure in question is quickly altered during the course of the reac-
tion. Whether this happens early on, at a late state or not, is usually unknown.
Therefore, the reaction is monitored over time, or the concentration of the
protease is varied in parallel experiments [164–168].

For protein footprinting, an important advantage of studying DNA–
protein versus protein–protein interactions is that the DNA is unaffected
by the activity of the protease, and that its length, composition, and se-
quence can be changed in any way without the risk of unintentionally altering
the proteolysis pattern. Furthermore, DNA molecules generated by PCR or
chemical synthesis can easily be equipped with a broad variety of functional
groups, optimized for specific tasks such as immobilization, affinity purifi-
cation, or detection. This enormous flexibility, generally not available for
proteins, enables informative controls and renders systematic follow-up ex-
periments straightforward, e.g., changing nucleotide identities in order to
study their effect on the structure and stability of the complex.
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Fig. 10 Illustration of MALDI MS-based protein footprinting. The figure compares pep-
tide mass fingerprints obtained by enzymatic proteolysis of a hypothetical DNA-binding
protein, in the absence and presence of its target DNA. A thick black line traces the
polypeptide backbone of the protein containing three proteolytic cleavage sites. a In the
absence of DNA, the protein is proteolytically cleaved into four peptide fragments (a, b,
c, and d). The mass spectrum of the resulting digest shows four peaks with masses that
can be determined with sufficient accuracy to unambiguously identify the four peptide
fragments. b In the presence of DNA, one of the three potential sites of proteolysis be-
comes protected following DNA binding. Under these conditions, the protein is cleaved
into three fragments (a, d, and b + c) that can be identified in the mass spectrum. Be-
cause the site between b and c is protected, a single peak, corresponding to the combined
fragment b + c, appears at higher mass. Reproduced from [165] with permission from
© The Protein Society, 2006

Protein footprinting is not a new technology and various attempts using
gel electrophoresis or LC, combined with Edman sequencing, date back
long before ESI and MALDI. Its applicability, however, no doubt benefited
enormously from the introduction of ESI and MALDI MS [164, 169]. This
concerns the amounts of sample material required, the workload, and the
analysis times. For instance, using MALDI-TOF MS, protein footprinting
experiments can be accomplished within a day, rather than weeks, and in-
stead of nanomoles only a few picomoles of the interacting molecules are
required [164–168, 170–172].

The interpretation of protein footprinting data can be simplified if the
DNA probe is immobilized on small magnetic particles, e.g., by biotin–
streptavidin interaction. In this case, all reaction components bound to the
beads and those that are not can be separated at any time simply by placing
the reaction tube close to a strong magnet. To monitor the footprinting reac-
tion over time, at defined time points a small aliquot (1–2 µL) of the reaction
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mixture (suspended beads) is removed and transferred to a separate vial. The
contained beads are collected at the wall as described and the supernatant is
transferred to another vial and then acidified to stop the enzymatic reaction.
The collected beads are washed with digestion buffer and the bound protein
components are then extracted with an acidic buffer or MALDI matrix solu-
tion. Both solutions are later analyzed by MS. The advantage of this strategy
is that the protein degradation products that still bind to the DNA are sepa-
rated from those that have lost this ability, before they are identified by MS.
This information simplifies the data interpretation considerably [173].

Limitations of protein footprinting arise from the fact that many DNA-
binding proteins only interact with the target DNA in concert, e.g., as homo-
or heterodimers, or require other cofactors to form a stable complex. In
all these cases, the challenge is to differentiate protein–protein or protein–
cofactor from protein–DNA interactions [170–172, 174]. Although potentially
a powerful tool, especially if combined with advanced software, so far, due
to the above problems, protein footprinting has not become a popular,
widespread technique. In contrast to this, the complementary approach of
DNA footprinting is used routinely by many scientists to locate cis regulatory
DNA sequence elements to which transcription factors bind specifically. MS,
however, has not seriously been combined with this technique, simply for the
reason that the performance of the established, electrophoresis-based tech-
niques for analyzing DNA sequence ladders is not matched by any MS-based
method currently available.

4.5.2
Cross-Linking

Cross-linking of peptide–DNA and protein–DNA complexes is an old, well-
established technique that dates back to the early 1960s [175, 176]. Main
applications have been the determination of binding stoichiometries, e.g., by
subsequent gel electrophoresis, and identification of close neighbor residues
that were linked by Edman sequencing. The combination with MS took an-
other 30 years to take off [177, 178], which dates back to shortly after the
new ionization techniques of ESI and MALDI were introduced. Since then, the
performance and applicability of this analytical alliance has grown continu-
ously [179] and today, no doubt, provides a powerful tool for the characteri-
zation of DNA-binding proteins.

Covalently linking protein–DNA complexes can be accomplished by
a broad range of chemical reagents including small and simple structures,
e.g., formaldehyde [180, 181]. Most experimental strategies, however, focus on
light-induced cross-linking of amino acid residues to close neighbor nucle-
obases, which are good candidates for this approach. An obvious advantage
of this strategy is that it does not require additional molecules to link residues
in close vicinity. The short distance over which covalent links are formed this
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way, however, can also be considered a limitation. Controlling this parameter
is the domain of specific, bifunctional chemical reagents that can be designed
to bridge defined, larger distances [169, 182, 183]. This approach, however, is
limited to residues that the reagent used can access from the outside, which
combines cross-linking experiments, discussed here, with the strategy of sur-
face labeling described below.

A severe problem of photochemically cross-linking native protein–DNA
complexes, requiring light in the range of 250–280 nm, is the poor reac-
tion yields typically observed for the available photosensitive groups as well
as undesired photodamage, e.g., photocleavage or oxidation. Therefore, to
enhance the yield and enable site-directed cross-links, specific nucleobases
are often exchanged by synthetic derivatives, which are far more reactive
than their natural analogs and absorb light at wavelengths above 300 nm,
thus avoiding photodamage. Examples are tether-bound psoralen [184], ben-
zophenone derivatives [185], and azido-, thio-, bromo-, and iodo-substituted
nucleobases, e.g., 4-thio-, 5-bromo-, or 5-iodouridine [186, 187]. The latter
group of analogs is often preferred because they are readily available and
they minimize structural distortions of the native interaction. An important
advantage of using nucleotide analogs is that individual nucleobases can be
separately tested for their cross-linking yields, which renders obsolete the
need for identifying which nucleotide was linked to a specific amino acid
residue. As for protein footprinting, the flexibility in synthesizing the DNA
oligomers available today significantly simplifies the study of protein–DNA
interactions by cross-linking experiments.

The MS analysis of protein–DNA cross-linking products can comprise
three levels. Firstly, MS can be used to determine cross-linking stoichiome-
tries. This requires that the DNA is not too long or is shortened to a defined
length before the products are analyzed by MS [179, 188]. The second level
aims at assigning binding regions (domains). For this purpose, aliquots of
the reaction products are incubated with a specific protease and the result-
ing cleavage products are analyzed by MS as described. Optionally, the DNA
molecules can also be digested with the aid of an enzyme before or after
that analysis (Fig. 11). This is usually a nuclease with the aim of reducing the
size of the cross-linked DNA to small oligomers or individual nucleotides,
which can be further degraded to nucleoside residues with the aid of alka-
line phosphatase. Finally, at the third level modification analysis by MS/MS
is used to identify exactly which amino acids were cross-linked to which
nucleobases.

Compared to protein footprinting, the interpretation of cross-linking data
is usually more straightforward, especially if the question of which nucleotide
was linked to a certain amino acid residue is taken care of by the above nucle-
obase derivatives. The problems that can arise and limit the success of MS are
directly connected with those well known for the analysis of nucleic acids (see
above). They strongly increase when long instead of short oligonucleotides
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Fig. 11 Various types of cross-linked polypeptide–oligonucleotide complexes (left panel)
and the analytical strategies to analyze them (right panel). Heteroconjugates are cova-
lently coupled hybrids generated by cross-linking that can be analyzed at various stages.
a The intact protein–oligonucleotide is analyzed with or without prior purification. At this
stage, in the sample preparation and subsequent analysis the heteroconjugate is usually
treated as a protein-like analyte. b After proteolytic degradation of the protein moiety,
a peptide–oligonucleotide hybrid is obtained, which is analyzed as an oligonucleotide-
like analyte. c After degradation of the protein as well as the oligonucleotide moieties,
the analyte resembles a modified peptide, which is isolated and subsequently analyzed.
Reproduced from [179] with permission from © Wiley Periodicals, Inc., 2006
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are part of the sample. These require special treatment during the sample
preparation and mass spectrometric analysis [78, 87, 88, 189, 190].

4.5.3
Surface Labeling

The third technique, surface labeling, uses a chemical reaction to covalently
modify specific amino acids, e.g., lysine, tryptophane, or cysteine residues,
which are exposed at the surface of the interaction complex. The reaction con-
ditions are optimized such that only these residues are modified and not those
hidden in the interior of the complex. Besides nondenaturing reaction condi-
tions a second, equally important requirement is that the reagent used is too
large to penetrate the surface of the interaction complex, but not too large to
enable access to residues exposed within grooves or open pockets. In fact, the
size (cross section) of the reagent is an important analytical parameter that
determines the resolution of the surface accessibility experiment [191–194].

The task of MS is modification analysis as described above, with the goal of
identifying the labeled residues. This work can be assisted by the design of the
labeling reagent. For instance, if it includes a biotin tag, affinity purification
using streptavidin or avidin columns or coated magnetic beads can be used to
enrich, after enzymatic proteolysis, the labeled peptides, which greatly sim-
plifies their analysis by MS. Problems in the performance of surface labeling
experiments arise from solubility issues (reagent versus interactants) as well
as maintaining the integrity of the interaction complex during the course of
the reaction [191, 193, 194].

4.6
Hydrogen/Deuterium Exchange

Hydrogen/deuterium exchange (HX) coupled with MS (HX MS) is a power-
ful analytical tool to study the structure, dynamics, and assembly of all kinds
of proteins as well as their interactions with other molecules. The method
is based on the recognition that labile hydrogen atoms of a protein will ex-
change with deuterium atoms in the presence of D2O [195–201]. HX is a well-
established technique that can be combined with NMR [202], MS [199–201],
and resonance Raman spectroscopy [203]. The most important advantage of
using HX MS versus HX NMR is the high detection sensitivity and short an-
alysis times of MS, which makes it possible to conduct a series of experiments
with a few picomoles of sample in a single day. Other advantages are that
MS is not limited to protein size as is NMR (approx. 40 kDA). With respect
to their performance and requirements, however, these techniques should be
considered complementary rather than competitive, e.g., a structure estab-
lished by NMR (or X-ray crystallography) is a good starting point (reference)
to study protein dynamics, assembly, and interactions by HX MS.
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Proteins contain different kinds of exchangeable protons, which can be
classified as fast and slow exchanging [199, 200]. All those bound to oxy-
gen, sulfur, or nitrogen atoms are mobile and exchange too fast to be mea-
surable by any isotope exchange method, except those bound to backbone
amide groups, which exchange far more slowly and are the target of HX ex-
periments. This reaction is performed under physiological conditions and
is usually base-catalyzed (OD–). Those hydrogen atoms directly bound to
carbon are usually not exchanged without a special catalyst (harsh con-
ditions). The resulting increase in mass, and thereby the number of ex-
changed hydrogen atoms, can be determined by MS and correlated with
the expected maximum number possible, derived from the protein’s primary
structure.

Systematic studies have shown that individual exchange rates of amide
hydrogen are in the first place dependent on solvent exposure and whether
the hydrogen atom is involved in hydrogen bonding or not [199, 200]. Under
physiological conditions, any backbone amide hydrogen in short peptides is
usually replaced by a deuterium atom within 1–10 s, whereas in folded pro-
teins the exchange of shielded amide hydrogen atoms can require many days
or months. These variations reflect the diversity of their local environments
with regard to solvent exposure and hydrogen bonding, and can be analyzed
by MS and related to a known structure model or used to generate de novo
structure information as outlined below.

The exchange of amide hydrogen atoms buried in the core of a pro-
tein or involved in hydrogen bonding requires structural changes that can
be classified as local, short-living events such as thermally induced protein
motions (“breathing”), which involve small atomic movements, and longer-
living events that are associated with rearrangements of larger segments or
global unfolding which both involve cooperative movements of many atoms
over longer distances (several Å) [200]. In the first case, diffusion of OD–

and D2O to the exchange site is thought to determine the reaction rate. These
exchanges can be very local with the consequence that individual amide hy-
drogen atoms can be exchanged while their next neighbors are still protected.
The kinetics of these exchange reactions can be envisioned as involving many
rapid and random short visits to a state capable of exchange, while the prob-
ability of exchange during each visit is small (EX2 kinetics).

In the second case, sudden exposure to D2O over a longer time and dis-
ruption of hydrogen bonds enable exchange at groups (series) of amide bonds
rather than individual sites, and the kinetics of these reactions can be com-
pared with a long visit to a state capable of exchange (EX1 kinetics). Under
physiological conditions native (folded) proteins are all the time subject to
EX2 whereas EX1 exchanges are usually rare events, which, however, can be
experimentally induced, e.g., by applying denaturing conditions [199]. The
abundance of EX1 events over time can be measured and used to classify
a structure as rather static (few changes) or dynamic (flexible). Differentia-
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tion of EX1 versus EX2 is based on the assumption that EX1 affects series
of amide hydrogen bonds whereas EX2 affects individual sites. In reality, of
course, this is not always possible as “thermal breathing” and folding events
are interconnected.

HX MS is an efficient technique to study protein structure and dynam-
ics, their assembly, as well as higher-order noncovalent complexes. It has, for
instance, provided detailed insights into the folding of denatured polypep-
tide chains to functional proteins, the function of chaperones in assisting
this process, and the structural changes enzymes undergo upon binding of
a substrate or cofactor molecule [199, 200, 204–206]. The obvious analyti-
cal challenge is accurate measurements of HX, best at the level of individual
amino acid residues, without affecting the current status of exchange. For
HX MS this means that the sample preparation and its analysis are not
allowed to induce significant additional in-exchange of deuterons or back-
exchange of deuterons by hydrogen atoms. This is possible, because HX can
be slowed down drastically by reducing the temperature to near 0 ◦C and the
pH (pD) to 2–3, where the reactivity (catalysis) of this reaction reaches a min-
imum [199, 200, 207, 208].

For both techniques, ESI and MALDI MS, sample preparation protocols
have been developed that meet these requirements. This also includes op-
tional enzymatic cleavages using the endoprotease pepsin, which has high
activity at the required low pH, as well as LC separation of the resulting
peptide mixtures. In this way, it is possible to monitor HX over time as an
increase in molecular mass of the intact protein (total HX) as well as of its de-
fined segments (peptides). Ideally, this would be routinely further extended
to individual amide bonds by the use of MS/MS. This, however, seems to be
impossible by CID because, along with the increase of the internal energy,
amide-bonded H and D are scrambled along the backbone of the peptide
molecular ion and the information looked for is lost before bond breakage
occurs [209, 210]. Current studies aim at overcoming this limitation by the
use of ECD or ETD, which are known to induce instant decay upon electron
capture [53, 56–58, 211]. If successful, this would significantly extend the per-
formance of HX MS.

Other limitations of HX MS arise from the low specificity of the endopro-
tease pepsin, which preferably catalyzes cleavages at hydrophobic residues,
and the lack of good alternatives [199, 200]. The main problem is not iden-
tification of the cleavage peptides, which is achieved by accurate mass de-
termination and MS/MS, but the observation that for many proteins peptic
peptides can be fairly long (e.g., 20 amino acid residues), which means poor
HX MS resolution. Nevertheless, the benefits of combining HX with MS are
convincing, especially its unsurpassed sensitivity, ease of use, and speed, with
the consequence that its popularity has grown continuously over the past few
years, and that fully automated workstations have been constructed that cover
all aspects of the necessary sample preparation [200, 212].
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Fig. 12 Overall scheme for HX MS experiments. a Pulse labeling. After a protein has been
exposed to a perturbant, e.g., chemical denaturant, heat, pH, etc., unfolded regions (gray)
become labeled with deuterium (red) during a quick pulse of D2O (typically 10 s). Deu-
terium exchange is quenched by reducing the pH and temperature. b Continuous labeling.
D2O buffer is added to a protein (in H2O buffer) such that the final D concentration is
> 95%. At defined time points, an aliquot of the labeled protein is removed from the ori-
ginal tube and mixed with quench buffer to reduce the pH and temperature. c Localized
exchange information. Quenched samples (from part a, part b, or both) are digested with
pepsin and the resulting peptides are analyzed by LC-ESI MS or MALDI MS. The resulting
data analysis provides information on deuterium exchange in short fragments of the pep-
tide backbone. d Global exchange information. Quenched samples (from part a, part b,
or both) are directly analyzed by MS. The data provide a global picture of how the pro-
tein behaves in D2O. It is often recommended that part d be performed prior to part c.
Adapted from [199] with permission from © Wiley Periodicals, Inc., 2006
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To measure the incorporation of deuterium, the sample must contain high
doses of D2O, which usually requires dilution or buffer exchange. Dilution
is the easiest and fastest method but only attractive if the sample molecules
are available in high concentrations. Thanks to the high detection sensitiv-
ity of ESI and MALDI MS, this is not a rare exception. However, in many
cases dilution is not option and, instead, a rapid buffer exchange is per-
formed, e.g., using a small gel filtration spin column or a size-exclusion
membrane.

There are two alternatives to perform HX experiments, i.e., continuous
and pulse labeling [199], of which the former is easier and the most of-
ten used (Fig. 12). In continuous labeling experiments HX is unidirectional
(no back-exchange), with the consequence that the deuterium content of the
participating proteins at any point in time during the course of the reac-
tion integrates HX events. This information, quickly accessible by MS, is well
suited to monitor slow unfolding transitions, the majority of unfolding events
in proteins, in response to experimental conditions.

Compared to continuous labeling, pulse labeling experiments are more
difficult to conduct (rapid exchange of D2O and H2O) and therefore less
common. The advantage of this approach is that instead of integrating HX
events, snapshots of exchangeable amide hydrogen are recorded. Due to
back-exchange between two pulses, deuterium incorporation only accumu-
lates if protected from back-exchange. Pulse labeling HX MS has been used
to identify protein folding mechanisms and to assign kinetic intermediate
states, which are difficult or impossible to detect by continuous labeling
experiments.

4.7
Combining MS with Liquid Chromatography and Electrophoresis

LC and electrophoresis are the two most important techniques for separat-
ing the components of complex peptide and protein samples, respectively.
While for proteins no LC separation technique has the resolving power of
2-DE [213–218], for peptides 2D-LC is the method of choice for separating
very complex samples, which most often comprises fractionation on a strong
cation-exchange column in the first dimension followed by RP separation
in the second [9, 73, 74, 219–221]. The latter has high resolving power for
peptides, provides strong enrichment, affords efficient sample desalting, and
can be operated with aqueous–organic solvents directly compatible with ESI
and MALDI. To optimize analyte recovery in the low femtomole range, mod-
ern LC systems, dedicated for this task, minimize all contact surfaces and
dead-volumes and operate at flow rates in the range of nanoliters per minute
(nano-LC). The eluent is most frequently analyzed online by ESI MS, but off-
line combinations with MALDI MS are catching up in popularity for good
reasons (see below).
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2-DE combines two efficient protein separation techniques, i.e., separation
based on charge state in the first dimension followed by separation based
on size in the second. As a consequence, for proteins the resolving power
of 2-DE is much higher than that of any one-dimensional separation tech-
nique available. For peptide separation by 2D-LC the situation is different. In
this case only the second-dimension separation is very powerful. The first-
dimension fractionation by charge suffers from the fact that most proteolytic
peptides, in contrast to proteins, accommodate at any pH maximum three
or four charges. This means that the gain in resolving power is only moder-
ate when the sample is fractionated by cation exchange before separation by
RP LC. The reason why this is done anyway is that the two techniques can
easily be combined online enabling efficient, fully automated workflows. It is
well known that the combination of other LC separation techniques, e.g., hy-
drophilic interaction with RP or two times RP at different pH values using
different ion-pair reagents, are superior in resolving power to cation exchange
followed by RP LC. A major disadvantage of these combinations with regard
to sample loss and automation, however, is that their elution conditions are in
no orientation compatible with their sample loading conditions, which ren-
ders necessary drying and dissolving again each fraction collected in the first
dimension along with an inevitable loss of sample.

With respect to resolving power (theoretical number of plates) and sep-
aration time, no doubt, capillary electrophoresis (CE) is the ultimate sep-
aration technique for complex peptide samples, and its combination with
ESI MS online as well as MALDI MS off-line has been demonstrated many
times [222–229]. The main reason why CE-MS, in contrast to nano-LC-MS,
has not become a widespread method for protein and peptide analysis is the
maximum total sample volume that can be separated by CE. In contrast to
nano-LC, where many hundred microliters of dilute sample can be loaded
without compromising separation power, the performance of CE directly de-
pends on the sample volume and works best if only 50 nL or less is loaded.
Recently, however, it has been realized that this requirement of CE is perfectly
matched by nano-LC, which provides efficient sample concentration, and that
the two techniques can be combined online upfront ESI or MALDI MS. For
this purpose, a microfluidic chip was developed that enables, on demand, on-
line transfer (loading) of nano-LC fractions to an orthogonal CE separation
channel, the effluent of which is either analyzed online by ESI MS or off-line
by MALDI MS [230–232].

With this setup, nano-LC provides a first dimension of separation during
which the sample molecules are concentrated from a large volume, e.g., a few
hundred microliters, to only a few hundred nanoliters or less. Each LC peak
or a fraction of it is then separated in a short time (a few seconds) by CE
and afterward analyzed by MS and MS/MS. The above 2D combination of
nano-LC and CE in a chip format ready to combine with ESI or MALDI MS is
a new development that has raised considerable interest. For the time being,
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the technique certainly looks promising but, unfortunately, too little data and
reports are yet available that allow here to judge whether it has the potential
for future widespread application or not.

Although 2-DE provides the highest separation power available for pro-
teins, its applicability to the fractionation of DNA-binding proteins is limited.
In the first place, this is due to the very low abundance of many DNA-binding
proteins, which excludes their detection by 2-DE without previous efficient
enrichment. This is not easy and usually requires target tailored affinity pu-
rification, which in return, if successful, renders the resolving power and
effort of 2-DE unnecessary (Sect. 4.8). Other limitations arise from the obser-
vation that both very basic and very small proteins are not well appreciated by
2-DE. Instead, these proteins are optimal candidates for isolation by LC using
different separation modes in series, e.g., size-exclusion, ion-exchange, and
RP chromatography. The latter two are very popular for the separation of his-
tones including some of their many possible PTMs, especially acetylation of
lysine residues (Sect. 4.3) [233–238].

As the analysis of proteins by MS is more informative on the level of
proteolytic peptides than proteins, and these are easy to recover from a gel
matrix, gel electrophoresis and LC are frequently combined by in-gel pro-
teolysis of the separated proteins (see below) (Fig. 13). In contrast to 2-DE,
1-DE, especially sodium dodecyl sulfate–polyacrylamide gel electrophoresis
(SDS-PAGE), is routinely used for the separation of DNA-binding proteins.
This is documented by the fact that for the identification of low abundant
proteins, which bind to specific DNA sequence elements, among many other
analytical strategies explored, affinity purification followed by SDS-PAGE fol-
lowed by MS has proven to be the most successful [239–245]. SDS-PAGE
is efficient in separating proteins by size, can concentrate individual frac-
tions in a few microliters of gel matrix, and, regarding their physiochemical
properties, accepts a broad spectrum of protein species. For the analysis
of low abundant proteins, another important advantage of this separation
technique is the SDS loading buffer, which is very efficient in solubilizing
(recovering) tiny amounts of protein material. Finally, compared to 2-DE,
SDS-PAGE is a simple, low-cost technique available in any molecular biology
laboratory.

As complex mixtures of DNA-binding proteins can also be directly ana-
lyzed (displayed) by MS, best with MALDI-TOF MS [239], it is interesting to
compare this approach with SDS-PAGE. The clear advantages of MS are ac-
curate protein molecular mass determinations, higher resolving power, and
much higher detection sensitivity for small proteins (< 10 kDa), which are
usually underrepresented by SDS-PAGE. Disadvantages are that the resolv-
ing power and detection sensitivity both quickly decline with increasing
molecular mass, and that none of the available protein solubilizing buffers
compatible with MS is nearly as good for protein recovery as SDS-PAGE load-
ing buffers. Furthermore, complex mixtures are often not well represented
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Fig. 13 A generic MS-based proteomics experiment, consisting of six stages. Proteins for
analysis are first isolated from cell or tissue lysates by fractionation methods, often in-
cluding SDS-PAGE as the final protein separation step. Proteins are then enzymatically
proteolyzed in situ and separated using one or more stages of LC. The LC eluate is dir-
ected into an ESI mass spectrometer, and the peptides are analyzed first by MS and then
by MS/MS. The recorded peptide MS/MS spectra are searched against a protein database
using a search algorithm, which assigns peptide identifications based on match criteria.
Reproduced from [10] with permission from © Birkhäuser Verlag, 2006

by MS (unpredictable discrimination of protein species). This observation is
not common for SDS-PAGE. In addition, instead of declining, the detection
sensitivity of SDS-PAGE, with respect to the number of molecules, steadily in-
creases with increasing protein size. The inevitable consequence of the above



Analysis of DNA-Binding Proteins by Mass Spectrometry 149

comparison is that for differential display of protein mixtures, MS and SDS-
PAGE complement each other well.

Combining 1- or 2-DE with MALDI or ESI MS is typically achieved by ex-
cising stained fractions out of the gel, washing them, in situ proteolysis of
the isolated proteins, extraction of the released peptide mixtures, and op-
tionally purifying and concentrating them by RP chromatography. Today, for
direct analysis, with respect to detection sensitivity, throughput, and automa-
tion, MALDI-TOF MS is the preferred technique and ESI MS is used when
additional MS/MS data are required. If the peptides are separated by RP LC
before they are analyzed by MS, the situation is different and ESI is usually the
first choice and MALDI is the technique that enables acquisition of additional
MS/MS data (see below).

Recent developments have made off-line coupling of MALDI MS with LC
an attractive alternative to online LC-ESI MS [246–254]. The off-line nature
of LC-MALDI offers some distinct advantages compared to online LC-ESI for
MS/MS analyses. With the latter ionization technique, the time available for
MS/MS is limited to the time width of the corresponding chromatographic
peak. For the analysis of complex peptide mixtures, where many compounds
coelute, this time interval is often too short to analyze all of them by MS/MS.
This time constraint does not apply to MALDI. After initial MS analysis,
which only consumes a tiny part of the sample, the remainder can be ana-
lyzed without any time constraints, enabling efficient, data-dependent MS/MS
analyses.

To evaluate the performance of MALDI versus ESI for the LC-MS/MS an-
alysis of complex mixtures of proteolytic peptides of DNA-binding proteins,
in one study all E. coli proteins that bind to single-stranded (ss) DNA were
affinity purified, digested with trypsin, and aliquots of this mixture were
separated by RP LC. The effluent was analyzed three times online with an
ESI quadrupole-TOF hybrid mass spectrometer and three times off-line with
a MALDI tandem-TOF (TOF/TOF) mass spectrometer. An important result
of these experiments was that the two LC-MS techniques are highly comple-
mentary [38]. It was observed that ESI tends to favor the identification of
hydrophobic peptides, whereas MALDI tends to lead to the identification of
basic peptides and those that contain aromatic amino acid residues. From
a practical standpoint, this result suggests that complex peptide samples are
best analyzed with both techniques. This strategy is currently being followed
by many laboratories and, with regard to interface technology and software
support, implemented by the companies that sell both ESI and MALDI mass
spectrometers.

Large-scale protein identification by 2D-LC-MS/MS is also referred to as
“multidimensional protein identification technology” (MudPIT) [73, 74, 220].
With this approach, protein identification relies solely on MS/MS data. It has
been shown, however, that including the LC retention time as peptide-specific
information can improve the quality of protein identification significantly,
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as do very accurate determinations of the molecular mass of the precursor
ions (e.g., 1 ppm) [105, 118, 119]. The separation power of this approach, and
thereby the number of identified peptides, can be further extended if the sam-
ple is separated by SDS-PAGE before proteolysis. The resulting gel lane is cut
into several fractions separated by size (e.g., 20 fractions), each of which is
proteolyzed in situ and the extracted peptide mixtures are all analyzed by
1D- or even 2D-LC-MS/MS (Fig. 13). An important advantage of prefraction-
ating the sample by size prior to proteolysis is that this information, estimated
by comparison with a protein size standard run next to the sample, can be
used to confirm protein identifications or reject false positive results. In fact,
the gel data provide solid evidence that the peptides identified were indeed
part of a protein or a large fragment of it, and not of a small degradation
product or already present in the original sample.

Although the combination of SDS-PAGE with 2D-LC-MS/MS is probably
the most powerful analytical strategy currently available for the analysis of
complex protein mixtures, especially if combined with both ionization tech-
niques of ESI and MALDI, one has to keep in mind that the associated
workload and the volume of the raw data, which can easily exceed a terabyte,
are enormous and that the interpretation of the results is a challenge. An-
other disadvantage is that the proteins are only separated by size and that
many of them comigrate during SDS-PAGE, which can make it difficult or im-
possible to differentiate protein species that share large sequence components
(domains) or that differ only by secondary modifications or in the exchange
or removal of a few amino acid residues. This certainly accounts for the hu-
man histones for which, apart from a broad variety of PTMs, many sequence
variants encoded by separate genes have also been found that differ only in
one or two amino acid residues.

The above approaches are often referred to as “shotgun proteomics”, and
it has been shown that this strategy has the potential to catalog thousands
of proteolytic peptides and assign them to known protein sequences [7, 9, 13,
220, 255]. To judge the challenge of shotgun proteomics it is useful to con-
sider that, on average, a protein cleaved with trypsin will yield 30–50 different
peptides and that the digest of complex protein extracts can easily result in
a mixture of hundreds of thousands of different peptides, not taking into
consideration the many possible posttranslational and other secondary mod-
ifications that alter the primary structure of proteins [7]. A second problem
that needs to be dealt with is the variation in protein concentration across
the sample, which for total DNA-binding protein extracts can easily cover
more than six orders of magnitude. Their complete coverage by shotgun pro-
teomics, therefore, is still a wish far away from any experimental reality. If
restricted to well-defined subproteomes, however, e.g., all the proteins con-
tained in or associated with the nucleoli, the results that have been published
so far are no doubt very impressive (Sect. 5.1).
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4.8
Combining MS with Affinity Purification Techniques

Although most chromatographic methods, including cation exchange and RP,
in the broadest sense can be considered as affinity-based purification tech-
niques, this term usually refers to far more specific interactions, examples of
which are described and discussed in the following. DNA-binding proteins
lend themselves to the use of DNA molecules as affinity bait (bait DNA) for
their purification and, in fact, this approach seems to be the most promising
for systematic identification of those low abundant proteins that interact in
a highly specific way with the many different regulatory sequence elements of
genomic DNA [256–262].

For affinity purification of proteins that bind to a specific DNA sequence
element, this is immobilized on a stationary phase as part of a PCR product
or a double-stranded (ds) oligonucleotide. For immobilization, a broad var-
iety of functional groups are available of which biotin or a secondary amine
are the most popular, usually attached to the 5′-end of one of the two oligonu-
cleotides used for generation of the capture probe. The fact that custom
synthesis and purification of long oligonucleotides (up to 80 bases) including
the above functional groups is well established and available in large quanti-
ties (> 1 µmol) at an affordable price, makes the use of ds oligonucleotides for
affinity purification especially attractive. As stationary phase, magnetic beads
are the most popular due to their flexible handling, ease of use, and the pos-
sibility of recovering purified molecules in only a few microliters of elution
buffer. After affinity purification, the enriched proteins are most often first
separated by SDS-PAGE and then identified by MS as described (Sects. 4.1
and 4.7). Alternatively, they are proteolyzed right away and that mixture is
analyzed by LC-ESI or LC-MALDI MS and MS/MS.

It is important to notice that if several different proteins were affinity pu-
rified by the bait DNA, without additional information it is not possible to
distinguish protein–DNA from protein–protein interactions. In other words,
in the case of a protein complex, e.g., a transcription initiation complex, only
one or two proteins may bind to the bait DNA whereas others interact with
them and still others interact with these. Such secondary and tertiary inter-
actions cannot per se be excluded but their likelihood can be reduced by
raising the salt concentration in the binding and washing buffers as high as
possible without losing the primary DNA-binding proteins. Because DNA–
protein complexes usually include a substantial number of tight salt bridges,
their interactions can often withstand considerable salt concentrations (sev-
eral hundred mM NaCl), whereas the above protein–protein interactions are
often not stable under these conditions.

In practice, high salt concentrations are one of many necessary means
(see below) to reduce nonspecific DNA–protein interactions (protein back-
ground). Considering that the difference in free binding enthalpy between
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DNA sequence-specific and nonspecific protein–DNA interactions can be
very small, it is clear that at the same time when the stringency of the binding
and washing conditions is optimized to reduce nonspecific protein back-
ground, associated specific protein–protein interactions are at high risk of
loss. For this reason, with some exceptions [242–245], DNA-affinity purifi-
cation has mostly been used for the identification and characterization of
DNA-binding proteins and not for protein complexes associated with DNA.
This, however, might change in the near future by the systematic use of stable
isotopes for differentiating specifically versus nonspecifically bound proteins
(Sect. 4.10).

Affinity purification can be extremely powerful (> 10 000-fold enrichment)
if high binding affinity can be combined with high binding specificity. Apart
from very low copy numbers per cell, this demand can be a major problem
when DNA is the bait for fishing proteins since many DNA-binding proteins
do not fulfill this criterion in vitro, because either their affinity is too weak or
their specificity is poor under these conditions. In practical terms, the con-
sequence is that if the washing conditions applied are too stringent, specific
interactants are lost and if they are too mild, they are buried by an over-
whelming background of nonspecifically bound proteins.

There are many ways and strategies to deal with this problem. The most
important is the use of good controls, e.g., all conditions are the same except
the sequence of the immobilized DNA probe. This enables differential dis-
play of the results, for example by SDS-PAGE. In this case all bands that are
only observed in the sample are interesting candidates, which are then identi-
fied and characterized by MS as described. This approach has frequently been
applied with varying success [239–241, 263–265]. In some cases it was also
possible to differentially display the results directly by MALDI-TOF MS [239],
which is a lot quicker than by SDS-PAGE and can yield additional valuable
information, especially accurate protein molecular mass data and resolution
of protein species close in mass. Direct differential display of DNA-binding
proteins has also been demonstrated with SELDI MS [85, 86]. In this case, the
DNA was directly immobilized on the active surface area of the SELDI chip.
That area, however, is relatively small and, thus, restricts the binding capacity
and thereby also the detection sensitivity, especially if the binding affinity is
not very high.

Another efficient means to improve the detection sensitivity in DNA-
affinity capture experiments is competition, which is easy to implement if
sequence-specific DNA-binding proteins are the targets. For this purpose,
a large excess of competitor DNA such as Poly-d(IC), which does not con-
tain the bait sequence, is included in the binding as well as the first one or
two washing solutions [259, 260]. The competitor molecules are supposed to
bind to all proteins that have a high affinity for DNA in general, of which there
are many. The problem often encountered is that the introduced competition
is insufficient to eliminate substantial nonspecific binding, even if the con-
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centration of the competitor DNA is raised close to saturation [241]. This is
a direct consequence of the need for high total protein concentration (most
often a crude nuclear extract), which limits the amounts of competitor DNA
that can be added without risking precipitation of protein–DNA agglomer-
ates. A second limitation arises from the immobilization of the bait DNA
molecules, which reduces their mobility and in return restricts the mobility
of bound proteins, resulting in stronger binding compared to the unbound
competitor DNA.

An additional means to reduce nonspecific protein background is to prein-
cubate the sample solution one or several times with large amounts of im-
mobilized control DNA [241]. An obvious disadvantage of this strategy is the
risk that along with nonspecific DNA-binding proteins, a substantial fraction
of the target proteins can also be lost. Nevertheless, this modified approach
along with a bundle of other means enabled identification of low abun-
dant transcription factors in human cells (Sect. 5.1) by SDS-PAGE-MALDI
MS, which before could not be detected by differential display using SDS-
PAGE [241]. That paper is probably the best original reference currently
available for a detailed explanation of the problems discussed here and how
they can be counteracted. To reduce the total protein mass and increase the
transcription factor concentration before DNA-affinity purification, nuclear
extracts were first fractionated using phosphocellulose (P11) as stationary
phase and an ascending salt gradient (0.1–0.85 M NaCl) for elution. To re-
duce nonspecific binding of proteins that specifically bind to DNA nicks and
ends, instead of Poly-d(IC) short oligo-d(IC) was used as competitor DNA.
In addition, both the bait and control oligonucleotides were concatamerized
by self-priming PCR before immobilization, with the consequence that con-
siderably more copies of the oligonucleotide sequence than free ends were
available for protein binding. Apart from all these means, to identify low
abundant human transcription factors it was necessary to tailor protocol
details individually, especially the number of preincubation steps, which is ac-
ceptable if the scale of the project falls around a few dozen genomic sequence
elements. The attractiveness of this approach (succeeding by tuning while do-
ing), however, certainly loses taste when systematic large-scale exploration of
gene regulation is the project’s goal.

The problems summarized above are not an issue when the target protein
is abundant and its affinity for DNA high. In such cases, it is possible to isolate
the target proteins in one step and identify and characterize them directly by
MS without previous fractionation by SDS-PAGE [239]. However, hunting for
low abundant transcription factors or transient interactions can be a daunt-
ing task with no guarantee of success. This situation, however, might change
in the near future when new MS methods based on stable isotope labeling be-
come an attractive alternative for detecting specifically bound proteins. This
will be discussed further below in the context of protein quantification and
labeling (Sect. 4.10).
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DNA-binding proteins and their complexes can also be enriched by im-
munoaffinity chromatography prior to MS. A prerequisite is an immobilized
antibody that has high binding specificity for the target protein (antigen).
A fundamental difference between DNA-affinity purification and all other
affinity purification techniques described further below is that the former
enables identification of novel DNA-binding proteins, whereas the latter cen-
ter around known DNA-binding proteins and aim at the identification of
protein–protein interactions or PTMs. The success of immunoaffinity pu-
rification depends on the quality of the antibody (specificity and binding
strength) as well as the expression level of the target proteins. If protein com-
plexes are to be identified, the success also greatly depends on how strong the
involved interactions are.

Optimization concerns purity versus loss, and controls should include
other antibodies, immobilized the same way but not directed toward any
of the target proteins. In immunoaffinity chromatography, another strategic
question is whether to use a polyclonal or monoclonal antibody if both are
available. In general, this is a decision of higher detection sensitivity ver-
sus higher binding specificity. Compared to monoclonal antibodies directed
against one specific epitope, polyclonal antibodies represent a family of mon-
oclonal antibodies, each of which is directed toward a different epitope of
the same protein. For immunoaffinity purification of protein complexes, this
means that the likelihood that the protein escapes antibody recognition be-
cause of shielding effects is much higher for a monoclonal than a polyclonal
antibody, which suggests the latter class to be the better choice. A disadvan-
tage of polyclonal antibodies is an increased risk of cross reactivity, which
should be considered by additional control experiments. Cross reactivity,
caused by the antibody background of the organisms in which the poly-
clonal antibody was expressed (after immunization), to some degree can
be differentially displayed by using preimmune serum as control. The ben-
efit of such controls, however, is limited because immune and preimmune
serum will not necessarily elicit the same type of background binding. In
fact, it is not easy to establish good controls for polyclonal immunoaffinity
purification.

Instead of raising antibodies against specific DNA-binding proteins, an al-
ternative approach is to genetically fuse the latter in-frame with an N- or
C-terminal peptide sequence tag (epitope tag), which is recognized by a re-
liable antibody [266]. An important advantage of expressing epitope-tagged
recombinant proteins in cell cultures is that one and the same antibody, which
has proven efficient for affinity purification, can be used to affinity purify
large numbers of proteins and protein complexes, enabling systematic large-
scale experiments directed at the identification of protein–protein interaction
networks (see below). Fusing candidate genes with a specific gene (or parts
of it) to add specific functions to their expression products is a very powerful
genetic technique that has found broad application in protein research.
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Over the past few years, MS has been combined with many different epi-
tope tags [267–269] as well as other protein or peptide tags that can easily
be attached to a recombinant protein by extending or fusing coding DNA.
A prominent example for epitope tagging is the flag tag, which has been
used, e.g., in a large-scale experiment to identify protein–protein interac-
tion networks in yeast [270]. Describing all the tags that have been used
and discussing their advantages and disadvantages falls outside the frame
of this contribution. However, one specific technique, called tandem affinity
purification (TAP), has proven especially powerful for the systematic study
of protein–protein interactions by MS (TAP-MS) [271], and is therefore de-
scribed in more detail in the following.

The key idea of TAP is to perform affinity purification in two sequential
steps using a tandem affinity tag that comprises two different individual tags
separated by a rare protease cleavage site. In the original protocol, the tandem
affinity tag consists of a protein A tag (distal tag) and a calmodulin-binding
peptide (proximal tag), separated by a tobacco etch virus (TEV) protease
cleavage site [271] (Fig. 14). During affinity purification, the tagged proteins
and protein complexes are first retained and gently washed on IgG-sepharose
via the strong affinity of the protein A moiety for IgG molecules. The sta-
tionary phase is then incubated with TEV protease, specifically releasing only
tagged proteins and their binding partners. The nonspecifically bound pro-
tein background is left behind. In the second step, the tagged proteins and
protein complexes are retained on calmodulin-sepharose in the presence of
calcium ions and, after washing, released by calcium chelation. Again, all
nonspecifically bound protein background is left behind. The proteins recov-
ered with the sample and all controls, including the TAP tag alone, are then
differentially displayed by SDS-PAGE and all sample-specific bands are iden-
tified by ESI or MALDI MS as described.

An important aspect of TAP is that stringent washing with the unavoidable
risk of sample loss is replaced by two independent washes on separate sup-
ports, allowing for mild conditions without losing washing efficacy. Another
equally important aspect is that the recovery conditions in both cases are very
gentle, minimizing carryover of nonspecifically bound proteins as well as loss
of less tightly bound interaction partners. The superior performance of TAP,
compared to a one-step affinity purification using either tag alone, was con-
vincingly demonstrated in the first publication of the technique [271]. The
above TAP-MS technique was developed in S. cerevisiae and later adapted and
applied to other organisms including Schizosaccharomyces pombe [272, 273],
plants [274, 275], and mammals (see below). Along with the application to
different species, new tag combinations also emerged.

The application of TAP-MS to the identification of mammalian protein
interaction networks is not nearly as straightforward as it is for yeast for sev-
eral reasons. First of all, homologous recombination and expression of the
tagged proteins under the control of endogenous promoters is difficult in
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Fig. 14 The tandem affinity purification (TAP) technique. a Schematic representation of
the TAP tag. b Overview of the TAP purification strategy. Reproduced from [10] with
permission from © Birkhäuser Verlag, 2006

mammalian cells and not yet feasible on a large scale. Alternative approaches
based on expression of cDNA constructs [276–280] suffer from nonphysi-
ological expression levels and competition with the endogenous untagged
proteins. The latter limitation has been addressed by using RNA interfer-
ence (RNAi) to silence the endogenous gene, e.g., TAP-tagged mammalian
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proteins were expressed in Drosophila cells and expression of the homolo-
gous endogenous genes was interrupted by RNAi. Other limitations of the
TAP technique can arise from the size of the tag (∼ 22 kDa for the original
TAP tag), which can interfere with protein function and weaken or exclude
specific protein–protein interactions. Nevertheless, with regard to the quality
and amount of data of protein–protein interactions of DNA-binding proteins
generated over recent years (Sect. 5.3), TAP-MS is unsurpassed by any other
method available today and, although inherently more difficult, the number
of mammalian protein–protein interactions identified by this combination is
growing rapidly.

4.9
Combining MS with Biomolecular Interaction Analysis

Biomolecular interaction analysis (BIA) based on surface plasmon resonance
(SPR) is a popular affinity-based biosensor technology optimized for moni-
toring interactions between biomolecules in real time. BIA is an important
analytical technique for the study of DNA-binding proteins and, therefore,
the topic of a separate chapter of this book. This chapter discusses why and
how BIA has been combined with MS, and the benefits and problems of this
analytical union.

For proteins with molecular masses up to 50 kDa, the numbers of
molecules that can be bound to a BIA chip are the same order of magnitude
as those typically needed for ESI or MALDI, indicating that the coupling of
BIA with MS is possible. However, what has to be considered is that the sensi-
tivity of BIA increases steadily with increasing molecular mass of the bound
molecules, whereas the detection sensitivity of MS decreases with increas-
ing mass. One strategy for combining BIA with MS (BIA-MS) is to use the
sensor chips as MALDI sample support [281–284]. In this approach, binding
and washing of the target proteins is monitored and quantified by SPR. Then
the sensor chip is taken out of the instrument, matrix solution is applied to
the active surface, and the bound proteins are analyzed by MALDI-TOF MS.
A second strategy avoids destruction of the sensor chip and, instead, recovers
the bound analyte molecules by elution and submits the eluate for identifi-
cation to ESI [285] or MALDI MS [286]. This approach has the advantage that
the expensive sensor chips can be reused many times, and the eluted proteins,
besides determining their molecular mass, can also be identified and further
characterized on the level of proteolytic peptides (Sects. 4.1–4.3).

An enormous advantage of BIA based on SPR, compared to MS, is label-
free absolute quantification of protein interactions in real time. Qualitative
information about the identity of the trapped molecules, however, solely re-
lies on the affinity of the immobilized ligands. For instance, if oligonucleotide
probes are immobilized to affinity-capture specific DNA-binding proteins out
of a solution, BIA will report this event over time as a change of total protein
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mass that is held in place by the immobilized DNA. If the solution contains
only one protein species and its molecular mass is known, this information
can be directly translated to the number of affinity-bound proteins over time,
which provides the basis to determine kinetic rate constants.

If the solution, however, contains many different proteins and it is not clear
which of them interact with the immobilized DNA under the experimental
conditions applied, the raw data of the above experiment are of little use. The
missing information is the identity of the affinity-bound proteins. Generat-
ing this information is the strength of ESI and MALDI MS, which explains the
interest in combining the two analytical techniques [282, 287–292]. If, how-
ever, more than one protein species is affinity-purified, which is very likely
if the above protein mixture is a crude nuclear extract, the situation is more
complicated. In this case, in addition to qualitative data (protein identities),
information about the relative amounts of each of the affinity-purified protein
species is required to calculate absolute numbers. How ESI and MALDI MS
can be used to generate this information is described in the following section.

4.10
Protein Quantification and Stable Isotope Labeling

One very important analytical aspect in the study of proteins in general and
DNA-binding proteins in particular is quantification. Measurements of their
concentration over time, determined by their rate of synthesis, modification,
and degradation, are essential to identify and understand their many differ-
ent functions and interactions. Furthermore, new research approaches such
as systems biology rely on quantitative protein data as the input for model-
ing biological processes. Consequently, as proteomics turns quantitative and
MS is a key technology for protein analysis, MS-based quantification methods
and strategies are strongly sought after.

Quantitative data exist in two forms: absolute or relative numbers. For
instance, in the process of drug development and validation, accurate de-
termination of absolute compound concentrations is a daily requirement,
which for protein-based candidates can be hard to get by. On the other hand,
for the understanding of biological processes relative differences are often
more informative than absolute numbers. Absolute quantification of protein
concentrations in all the samples that are to be compared, of course, ren-
ders relative measurement unnecessary as these data can be calculated from
the former in any relation. The opposite direction, to determine absolute
amounts by relative measurements, requires a reference compound of known
concentration, which can be added to the samples to be analyzed. This is
common practice and in fact most absolute numbers are based on relative
measurements.

For protein researchers, the main limitation for absolute quantification
arises from the lack of suitable reference proteins or peptides. Other problems
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are connected to their storage and handling as well as their costs. In contrast,
relative measurements can be conducted far more easily and be scaled up to
large numbers of proteins for a fraction of the effort and costs of absolute
data, as will be explained below.

For mass spectrometric quantification, signal intensities or integrals are
related to each other. The result is relative numbers (fold changes) that turn
into absolute values at the moment the concentration or amount of the ref-
erence compound in the sample is known. As any difference in the chemical
structure of analyte and reference molecules can affect losses during the sam-
ple preparation as well as ESI or MALDI, they should ideally only differ in
mass but not in their chemistry. This can be accomplished by the exchange of
12C, 14N, or 16O atoms by their stable isotopes 13C, 15N, and 18O. The result is
two compounds that only differ in the number of neutrons they contain, but
are otherwise chemically equivalent. The exchange of hydrogen atoms by deu-
terium, which is easier (cheaper) to realize, is a less optimal choice because
these two isotopes differ chemically significantly, e.g., RP LC can separate
differently deuterated peptides.

The concept of stable isotope incorporation is at the core of all accurate
MS-based protein quantification techniques and can be applied on the levels
of intact proteins as well as their proteolytic peptides [37, 293–298]. In the
latter case, which is the most popular approach, three or four additional neu-
trons are sufficient to distinguish the signals of labeled and unlabeled peptide.
To minimize the risk for errors caused by overlapping isotopic distributions,
however, six additional neutrons is a better choice. For peptide molecular
ions exceeding m/z 5000, that number should be increased accordingly. For
MS-based protein quantification, an important advantage of analyzing prote-
olytic peptides, besides higher detection sensitivity and signal resolution, is
the possibility to improve statistics, and thereby reduce the error, by compar-
ing the signal intensities of several pairs of labeled and unlabeled peptides.

Many analytical strategies have been developed for stable-isotope-based
quantification of proteins, which all differ in the way stable isotopes are
introduced into peptides or proteins (Fig. 15). They can be classified as:
(1) metabolic labeling, where cells acquire stable isotopes from the growth
medium and incorporate them during protein biosynthesis;, (2) enzymatic
labeling, where stable isotopes are incorporated by an enzymatic reaction
performed in vitro; (3) chemical labeling, where stable isotopes are intro-
duced by a chemical reaction in vitro; and (4) spiking in a labeled reference
compound.

One straightforward approach for the introduction of stable-isotope-
labeled peptides is to chemically synthesize them and add known quantities
to the sample [299]. It extends to peptides with the well-established tech-
nique of stable isotope dilution, which is routinely used in pharmaceutical
research for the quantification of small-molecule-based drugs. This approach
is the most powerful and the most expensive available for absolute peptide
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Fig. 15 Schematic representation of methods for stable-isotope protein labeling for quan-
titative proteomics. a Proteins are labeled metabolically by culturing cells in media that
are isotopically enriched (e.g., containing 15N salts or 13C-labeled amino acids) or isotopi-
cally depleted. b Proteins are labeled at specific sites with isotopically encoded reagents.
The reagents can also contain affinity tags, allowing for the selective isolation of the
labeled peptides after protein digestion. The use of chemistries of different specificity
enables selective tagging of classes of proteins containing specific functional groups.
c Proteins are isotopically tagged by means of enzyme-catalyzed incorporation of 18O
from H2

18O during proteolysis. Each peptide generated by the enzymatic reaction carried
out in heavy water is labeled at the C-terminus. In each case, labeled proteins or pep-
tides are combined, separated, and analyzed by MS and/or MS/MS to identify them and
determine their relative abundance. The patterns of isotopic mass differences generated
by each method are indicated schematically. The mass difference of peptide pairs gener-
ated by metabolic labeling is dependent on the amino acid composition of the peptide
and is therefore variable. The mass difference generated by enzymatic 18O incorporation
is either 4 or 2 Da. The mass difference generated by chemical tagging is one or mul-
tiple times the mass difference encoded in the reagent used. Reproduced from [7] with
permission from © Nature Publishing Group, 2006
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quantification. That, however, might change when the interest in the tech-
nique increases further. Custom synthesis of peptides in large numbers and
quantities is not an issue anymore, and the prices for stable isotope incorpo-
ration will certainly drop when their popularity grows further. Alternatives
are enzymatic or chemical labeling after peptide synthesis (see below).

For absolute protein quantification, limitations on the use of stable-
isotope-labeled peptides arise from the late state of sample preparation where
they can be added, i.e., during or after proteolysis. Conclusions back to the
amount of protein that was in the original sample are therefore limited.
The obvious way around this problem, that is, using chemically synthe-
sized isotope-labeled proteins as reference compounds, except for some small
species, is currently not an option due to the difficulties in correctly synthe-
sizing, folding, and modifying long amino acid chains. If the target protein,
however, is available as a recombinant expression product, metabolic labeling
by the host organism can be an option worth pursuing, especially if large-
scale absolute quantification experiments are planned.

Metabolic labeling of peptides and proteins with stable isotopes is a well-
established technique that has been used for decades to assist their structure
analysis by NMR [297]. This is achieved by growing the host cells in a medium
highly enriched in the stable isotopes to be incorporated. For simple organ-
isms like bacteria and yeast, this can be realized in a cost-effective way, e.g.,
by providing (15NH4)2SO4 as the only available nitrogen source, and these
microorganisms can in turn be fed to small organisms such as Caenorhabdi-
tis elegans or Drosophila melanogaster [300]. For higher developed eukaryotic
cells, which have lost the ability to synthesize all amino acids themselves,
the necessary substitution in the growth medium is more complex and more
expensive.

Metabolic stable isotope labeling is an efficient technique because all pro-
teins of the cells involved are labeled [297]. This renders relative quantifi-
cation experiments that include many proteins or even complete proteomes
straightforward. There are two ways for conducting such experiments; which
of them is the better choice depends on the analytical question to be an-
swered. One is to compare different cell cultures grown in parallel and the
other is to compare aliquots of the same culture taken at different time points.
To compare the proteome (or a subset of it) of two cell cultures, e.g., one op-
posed to a drug and the other not, one is grown in stable-isotope-enriched
medium and the other in normal medium. At a defined point, equal amounts
of protein extracts from the two cultures are mixed, separated, and analyzed
by MS as described. Because the labels do not interfere with the biological
processes involved, nor do they affect the sample preparation, any available
technique for protein separation and further processing can be applied.

To compare different aliquots derived from the same culture, e.g., before
and after onset of a stress regime, at a defined point in time the growth
medium is replaced by one of different isotope composition. The consequence



162 E. Nordhoff · H. Lehrach

is that past this exchange, with a certain delay, all new proteins that are syn-
thesized differ in their isotope composition from those that were synthesized
before. Thus, proteins synthesized after medium replacement can be quan-
titatively distinguished from those already existing. Monitoring that relation
over time enables determination of protein turnover rates.

It has also been demonstrated that this approach is even more powerful
if combined with an additional means to compare protein species concentra-
tions across the different extracts (time points), independent of when they
were synthesized [301]. This was realized by separating the different extracts
by 2-DE, comparing protein spot staining intensities across the different gels,
identifying the contained protein species by MALDI MS PMF, and determin-
ing for each spot on each gel the ratio of labeled versus unlabeled protein
by comparing the signal intensities of labeled and unlabeled peptides in the
recorded PMF spectra. By correlating changes of the total concentration of
individual protein species over time, estimated by 2-DE, with the corres-
ponding ratios for labeled versus unlabeled peptides determined by MS, it
was possible to distinguish the influence of synthesis rates versus degrada-
tion rates on the present concentration of many different protein species,
which is important for understanding and modeling the regulation of protein
expression levels.

Stable isotope labeling by amino acids in cell culture (SILAC) [297, 302]
is another powerful approach of metabolic labeling. Amino acids contain-
ing stable isotopes, such as arginine bearing six 13C atoms, are supplied for
growth resulting in their incorporation into newly synthesized proteins in de-
pendence on their sequence. There are many different ways and strategies to
perform SILAC experiments, and different amino acids and combinations of
them can be used to address specific questions [37, 112, 297, 302–307]. For
bacteria and yeast, to avoid interference with in vivo synthesis of the sup-
plied amino acids, auxotrophic strains such as Arg–/Lys– double auxotrophic
yeast [112] are available, which eliminate this problem. Another possible in-
terference in some cell types is metabolic conversion of labeled arginine to
labeled proline, which is not intended. This problem can be minimized by
titrating the amount of labeled arginine added to the growth medium [37].

A special strength of SILAC is the ease of multiplexing by supplying dif-
ferently labeled amino acids to different cell cultures or at different time
points. For instance, three different forms of arginine have been used to
compare phosphotyrosine proteins at five time points of epidermal growth
factor (EGF) stimulation [149]. SILAC also enables quantification of post-
translational modification events [308], e.g., protein methylation, by supply-
ing labeled methionine, which as part of S-adenosylmethionine is the pri-
mary methylation donor in biological systems [307]. Culture-derived isotope
tags (CDIT) further extend the application of metabolic labeling by using
SILAC labeled cells as the bridging internal standard between two tissue
samples [309]. This approach was shown to enable quantification of several
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hundred protein species, extracted from mouse brain sample by using labeled
proteins of a Neuro2A cell line as internal standard.

Natural limitations of metabolic labeling for MS-based protein identifica-
tion arise from the biological level where it works best, i.e., cell lines (and not
tissues), as well as the level of isotope enrichment that is achievable in ade-
quate time. The fact that the mass difference between labeled and unlabeled
proteolytic peptides depends on their amino acid sequence can be considered
as an advantage or a disadvantage. For instance, when labeled with 15N, the
mass difference determined for a proteolytic peptide reports the number of
nitrogen atoms it contains, which is specific information that can be used to
confirm or reject PMF or MS/MS-based identification results. However, the
fact that the assignment of corresponding peptide signal pairs in the recorded
mass spectrum requires peptide-specific knowledge can also be considered
as a limitation. Systematic screening for signal pairs representing labeled and
unlabeled peptides is certainly more straightforward if their mass difference
is a known constant or a multiple of it. This can be achieved by SILAC as well
as chemical or enzymatic labeling described and discussed in the following.

The most prominent method for enzymatic labeling is based on the ex-
change of one or two C-terminal carboxyl 16O atoms by 18O in the presence
of H2

18O catalyzed by an endoprotease, most often trypsin, during or post
protein proteolysis [296, 298, 310–316]. Other endoproteases such as Lys-N
are less well suited for this task, because they only catalyze the exchange of
one oxygen atom. With trypsin, the exchange reaction is not always com-
plete and to drive it near 100% can require up to 48 h incubation time, which
can be considered a disadvantage. Furthermore, even if the exchange is 100%
the resulting mass difference of 4 Da is still too small to avoid overlap of
the isotopic distributions of larger tryptic peptides. However, it has been
shown that if this problem is taken care of by baseline resolution, proper ion
statistics, and software that corrects the intensity of overlapping signals, ac-
curate quantification with relative errors not greater than a few percent is
possible. A major advantage of enzymatic (and chemical) labeling is that it
is independent of protein synthesis, and can therefore be applied to any bio-
logical sample including human tissue sections. This is what makes the above
approach so attractive and has led to numerous applications and modified
versions of the original protocol.

Chemical labeling of peptides and proteins has become a very broad field
that covers many different methods and strategies [22, 37, 116, 296–298, 317–
352], and not a month passes by without a new technique or modified version
of an existing protocol being published. What makes the use of chemical
reagents (tags) so popular is the possibility to optimize (design) them for
specific applications, e.g., to label exclusively specific amino acid residues
or PTMs [308], and to include other functional groups (multifunctional la-
bels) that aid the subsequent sample preparation or mass spectrometric
analysis [353].
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The best known example of such a multifunctional reagent is probably
the isotope-coded affinity tag (ICAT) described in 1999 [317]. It consists
of a cysteine-directed reactive group, an oligoether linker region harboring
eight deuterons (“heavy” label) or hydrogen atoms (“light” label), and a biotin
group for affinity purification (Fig. 16). Cysteine was chosen as target because
it is less frequent than most other amino acids, and therefore allows efficient
reduction of the complexity of total proteolytic digests of complex protein
samples, which simplifies “shotgun proteomics” applications. The ICAT was
the first isotope-labeled reagent commercialized for MS-based quantification
of proteins and has been successfully applied but also heavily criticized for its
drawbacks. The problems encountered ranged from undesired side reactions,
its restriction to cysteine residues, which not all proteins contain, negative in-
terference with identification of the labeled peptides by MS/MS, and the use
of deuterium as “heavy” isotope, which is known to interfere with RP LC (see
above). This led to further developments, which made ICAT more practical by
using a cleavable and coeluting tag [318–320].

A description of all reagents and strategies that have been explored for MS-
based protein quantification would require a book on its own, and therefore
cannot be provided here. However, what can be stated is that for good protein
coverage, – COOH and – NH2 groups are the most popular and best-suited
targets for labeling and can, in principle, be used to quantify any peptide and
protein. A typical example for modifying carboxyl groups is permethylation
esterification. For primary amine groups (lysine and amino terminus), very
efficient and specific reactions, such as succinylation using nicotinoyloxy suc-
cinimide as reagent [324], are available [325–327]. The isotope-coded protein
tag (ICPL) is a recently commercialized variant that has been optimized for
the labeling of complex protein samples before proteolysis.

An innovative technique that has also recently been commercialized and
has gained popularity in a short time takes the application of chemical in-
corporation of stable isotopes for protein quantification a step further, i.e.,
quantification is based on MS/MS and not MS data. It utilizes an isobaric
tag for relative and absolute quantification (iTRAQ), which targets primary
amine groups and releases a specific reporter ion when the peptide molecu-
lar ions are fragmented. There are four isotope-coded variants of the tag that
result in the release of four different reporter ions of mass 114, 115, 116, and
117 Da. Before fragmentation, the mass of each of the four reporter groups is
balanced by a carbonyl group, also part of the tag, such that the total mass of
the tag is always the same. As a consequence, four aliquots of the same pep-
tide labeled with the four different tags are isobaric (have the same molecular
mass).

An important consequence is that the complexity of the mass spectra ac-
quired from mixed samples is not affected by the tag (no pairs of signals) and
the detection sensitivity is not compromised, as it is if the total signal inten-
sity observed for each peptide is shared by a “heavy” and a “light” variant of
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Fig. 16 The ICAT strategy for quantifying differential protein expression. a Structure of
the ICAT reagent. b Schematic of the ICAT strategy. Reproduced from [10] with permis-
sion from © Birkhäuser Verlag, 2006
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it. Quantification is based on MS/MS spectra where the signal intensities of
the different reporter ions are correlated. According to its inventors and some
independent reports, the iTRAQ also enhances fragmentation yields and does
not compromise peptide identification by MS/MS. An important feature of the
iTRAQ, which makes it especially attractive for relative protein quantification,
is that four separately labeled samples can be pooled and together separated,
identified, and then quantified relative to each other.

The applications and techniques of stable isotope incorporation go far be-
yond MS-based quantification [298]. An emerging new application that has
gained significant attention among scientists is the use of stable isotopes in
MS-based interaction proteomics. As described for the affinity purification of
DNA-binding proteins, these experiments suffer from the inevitable trade-off
between detection sensitivity and binding specificity. Stable isotope labeling
now promises a way out of this dilemma [320, 354, 355], by providing an ef-
ficient means to differentiate specific versus nonspecific interactions by MS.
This is made possible by differentially stable isotope labeling the proteins that
are enriched by the sample (bait) and the control. This can be done before or
after affinity enrichment. Either way, the two fractions (bait and control) are
afterward mixed 1 : 1. If the control is close to the sample, e.g., everything is
the same except for the sequence of the immobilized DNA, proteins that bind
nonspecifically to DNA, or the support material used, are equally abundant
in the two pull-down samples whereas specific interactions with the bait or
the control DNA result in differential ratios. In the subsequent MS analysis,
irrespective of whether the enriched proteins or their proteolytic peptides are
looked at, signal pairs of comparable intensity (light and heavy variants) refer
to nonspecific interactions and single signals and all signal pairs that differ
significantly in their intensity refer to specific interactions. Because specific
interactions with the control DNA in general cannot be excluded, the origin
of all single signals (from the control or the sample) needs to be determined
by MS/MS.

The feasibility of the above concept was demonstrated convincingly [320]
and subsequent work supports its value and has extended its applicabil-
ity [242–245, 354, 355]. Both metabolic and chemical labeling were success-
fully applied. It is foreseeable that the application of stable isotope labeling for
the identification of low abundant or transient protein interactions will un-
dergo further developments and adaptations. This assumption is supported
by a recent publication that demonstrates enzymatic labeling to be an at-
tractive alternative and proposes a new strategy, which renders it possible to
recognize all peptide molecular ions specific to the sample solely based on
the absence of signal doublets in the recorded peptide mass spectra [316]
(Fig. 17). This is achieved by splitting the control, labeling one half with 18O
and labeling the other half as well as the sample with 16O. Subsequently, the
three solutions are mixed in the ratio 2 : 1 : 3, respectively, and analyzed by
LC-MS. The advantage of this approach is that all proteolytic peptides present
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Fig. 17 A new analytical strategy for comparing protein mixtures. Three protein samples,
for example, obtained from one affinity pull-down and two control experiments, are com-
pared with the objective of identifying the proteins that are only present in one of them,
e.g., the affinity pull-down isolate. For this purpose, the latter is incubated with trypsin
in H2

16O. The two controls are pooled, then split into two parts, which are incubated
separately with trypsin, one part in H2

16O and the other in H2
18O. The resulting pep-

tide mixtures are mixed in the ratio 3 : 1 : 2 and analyzed by nano-LC-MALDI MS and
MS/MS. Tryptic peptides of proteins present only in the control samples or in the control
samples and the affinity pull-down isolate are detected as paired signals with a distance
of 4 Da, while peptides detected only in the affinity pull-down isolate are detected as
unpaired signals. Reproduced from [316] with permission from © American Chemical
Society, 2006

only in the sample will be detected as singlets, whereas all others will be de-
tected as doublets, which renders the assignment of peptides specific to the
sample and their identification by MS/MS straightforward (Fig. 18). For pep-
tides that are only present in the control, the intensity ratio for the heavy and
light variants falls around 2 : 1, whereas for those which are also present in the
sample, it approaches the opposite ratio of 1 : 2, which renders it possible to
distinguish these two situations as well.
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Fig. 18 The new strategy outlined in Fig. 17 was evaluated in the analysis of protein-
affinity pull-down experiments, to distinguish specifically enriched sample components
from experimental artifacts. The carboxy terminus of Hsp70-interacting protein (CHIP)
was expressed as GST fusion protein in E. coli and used as bait to affinity purify po-
tential interaction partners from a crude human brain protein extract. a Peptide profile
obtained from the LC-MALDI MS analysis of the protein isolate obtained from the affin-
ity pull-down experiment. Blue dots: unpaired peptides, red dots: paired signals, black
dots: all detected monoisotopic peaks. b Mass spectrum acquired from fraction 89. The
signal of m/z 1253.62 is, apart from the internal calibrants, the only unpaired signal in
the spectrum, indicating that it originates from a protein that specifically interacts with
CHIP. c MS/MS spectrum of m/z 1253.62. A database search identified the peptide FEEL-
NADLFR of heat shock cognate 71-kDa protein. Reproduced from [316] with permission
from © American Chemical Society, 2006



Analysis of DNA-Binding Proteins by Mass Spectrometry 169

To deal with the complexity of the above samples, which can include a large
excess of background proteins, the generated proteolytic peptides are usually
separated by RP LC before they are analyzed by ESI or MALDI MS. If that is
insufficient, the proteins can be separated by SDS-PAGE before they are pro-
teolyzed (Sect. 4.7). The resulting workload can be regarded as the price one
has to pay for a significantly increased detection sensitivity made possible by
applying less stringent binding and washing conditions. Obviously, if such
experiments are expected to become daily bread, investments in automated
workflows are worth a thought and certainly a requirement for any large-scale
project.

There are more benefits and applications of stable isotope labeling for the
identification and characterization of proteins by MS [298]. Examples are
identification and sequencing by MS/MS. For instance, if the heavy and light
variants are incorporated at one end of a proteolytic peptide, as is the case
for the enzymatic incorporation of 18O (C-terminal carboxyl group), the gen-
erated fragment ion series of the heavy and light forms of each peptide will
differ in this respect. Based on the observed mass shifts between the two frag-
ment ion spectra, the fragment ions are classified as containing the labeled
C-terminus or not (N- or C-terminal fragment ion series). This information
can then be used in the data interpretation (de novo sequencing) or as ad-
ditional input information for database searches or afterward, to confirm or
reject the retrieved sequence candidates.

The description and discussion of MS-based methods for the identification
and characterization of DNA-binding proteins finishes here. What comes next
are examples that illustrate their performance and limitations.

5
Applications and Examples

5.1
Identification and Quantification

Over the past few years, many new DNA-binding proteins have been identi-
fied by the use of ESI and MALDI MS. This includes predicted gene expression
products of hitherto unknown function as well as known proteins that were
not known to interact with DNA. As a consequence of this ongoing discov-
ery, the number of proteins known to be involved in the regulation of DNA
expression, replication, recombination, and repair has grown considerably. It
is now clear that along with chromatin remodeling and methylation, a broad
repertoire of secondary histone modifications as well as the specific binding
of transcription factors and many other regulatory proteins to cognate DNA
sequence elements all constitute crucial steps in transcriptional activation or
silencing.
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The examples of MS-based identification and quantification of DNA-
binding proteins published over recent years can be classified by the scale
of the performed experiments. Most of these were directed at the identifi-
cation of a few proteins which specifically bind to a selected DNA sequence
element. At the other end of the line are large-scale experiments directed at
the identification of complete organellar proteomes including many different
DNA-binding and DNA-associated proteins. The examples discussed below
start with the latter category and end with the identification of individual,
highly specific DNA-binding proteins.

With respect to the scale of the project and its impact on our molecular
biological knowledge, the most spectacular example is probably the identi-
fication of the human nucleolar proteome by SDS-PAGE–ESI MS/MS [305,
356–358]. That subproteome was found to comprise at least 692 different
proteins, 126 of which were novel, hitherto uncharacterized proteins, and
the large majority of the identified proteins were previously unknown to be
associated with the nucleolus [305]. Classification by functional categories re-
vealed that the nucleolar proteome harbors at least 15 kinases/phosphatases,
16 chromatin-related factors, 8 proteins involved in DNA repair, 18 partic-
ipating in DNA replication, 30 transcription factors, 9 RNA polymerases,
64 RNA-modifying enzymes and related proteins, 76 ribosomal proteins,
33 RNA helicases, 38 splicing related factors, 10 chaperones, and 25 cell-cycle
proteins. Furthermore, the flux of 489 of the 692 identified nucleolar proteins
was quantified over time in response to three different metabolic inhibitors
that each affect nucleolar morphology [305, 357] (Fig. 19). It was found that
the nucleolar proteome changes significantly over time in response to changes
in cellular growth conditions, and that proteins that are stably associated,
e.g., RNA polymerase I subunits and small nuclear ribonucleoprotein particle
complexes, exit from or accumulate in the nucleolus with similar kinetics,
whereas protein components of the large and small ribosomal subunits leave
the nucleolus with markedly different kinetics.

In the most successful experiments, the nucleoli were isolated and puri-
fied by density gradient centrifugation, the contained proteins fractionated
by SDS-PAGE, in-gel digested with trypsin or Lys-C, and the extracted pro-
teolytic peptides of each gel fraction were separated and identified by RP
nano-LC-ESI MS/MS [305, 356, 357]. Relative quantification was performed
by using the SILAC technique (three different variants of arginine) to label in-
dividual cell culture samples (time points). By using one sample as common
reference (time point zero) to which in each experiment two others are re-
lated, up to nine samples (time points) were analyzed to monitor changes of
the nucleolar proteome over time in response to the drug [305, 357].

The above experiments can be considered as a breakthrough that has
broadened and changed our picture of the complexity and function of the
nucleolus. The first, incomplete list of human nucleolar proteins compris-
ing 272 different proteins, which was published in 2002 [356], has already
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Fig. 19 Dynamic profiles of human nucleolar proteins determined by stable isotope la-
beling (SILAC) and MS. Red indicates recruited proteins and green indicates depleted
proteins. a All proteins showing change from first to last time points. b Proteins known
from the literature to be recruited to or depleted from nucleoli upon treatment with
actinomycin D (Act D). c Different kinetic profiles for different DEAD box proteins (top
curve to bottom curve: BAT1, CHD4, DDX10, DDX17, DDX18, DDX21, DDX24, DDX27,
DDX31, DDX3X, DDX48, DDX49, DDX5, DDX50, DDX51, DDX52, DDX54, DDX56,
DHX33, DHX37, MTR4, RUVBL2). d Dynamic profile for polymerase I subunits (green;
POLR1C, PAF53, POLR1B, POLR1A, POLR1D, TTF1, UBTF) and snRNP proteins (red;
SNRPB, SNRPA, SNRPD2, SNRPD3, SNRPF). e Dynamic profiles for subunits of the exo-
some (green; RRP42, RRP46, RRP40, RRP4, RRP43, RRP41, RRP45, CSL4, RRP44, MTR3,
MTR4) and the RNase P (blue; RPP14, RPP25, RPP38, RPP30, POP1). f Dynamic profile
of the human homologs of the yeast SSU processome proteins. g Fold change of the large
(blue) and small (green) ribosomal subunit proteins. h Hierarchical clustering of 302 pro-
teins using fold change data from five and nine time point experiments. The indicated
proteins are snRNP (SNRPA, SNRPD2, SNRPD3), Pol I (POLR1A, POLR1D, POLR1B,
POLR1C), and exosome components. i Comparison of fold change for a subset of proteins
upon treatment with actinomycin D (red/green, average fold change after treatment for 80
and 160 min) and DRB (yellow, 80 min). j Comparison of fold change for the small ribo-
somal subunit proteins upon treatment with actinomycin D (green) and MG132 (red, 8 h).
Reproduced from [305] with permission from © Nature Publishing Group, 2006
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gained significant attention and provided the basis for other, previously im-
possible research, especially in the emerging field of bioinformatics. A good
example is the recent investigation of nucleolus evolution based on sequence
analysis techniques that identify known and novel conserved protein do-
mains. Using the sequences of the above 272 proteins as input data, 115
known and 91 novel nucleolar protein domain profiles were identified. Corre-
lating these across a collection of complete proteomes of selected organisms
confirmed the archaebacterial origin of the core machinery for ribosome
maturation and assembly, but also revealed substantial eubacterial and eu-
karyotic contributions to the nucleolus proteome and how these affected its
evolution [359].

Identification of the protein complement of murine nuclear interchromatin
granule clusters (nuclear speckles) [360], yeast nuclear pores [361], the yeast
and human spliceosome [362–365], and the human centrosome [366] are fur-
ther examples of successful organellar proteomics [367] based on large-scale
“shotgun” protein identification and quantification using stable isotope label-
ing. Over the past 10 years, the identification and characterization of multi-
protein complexes as well as the individual transcription factors involved in
gene expression by ESI and MALDI MS has been, and still is, a hot topic. For
detailed information regarding this specific application of MS, the reader is
referred to the comprehensive review of Cameron et al. [164]. Another ex-
ample of the characterization of a multiprotein complex is the yeast RNA
polymerase II (Pol II) preinitiation complex. After DNA-affinity purification,
45 of the known Pol II core proteins as well as a novel, tenth subunit of the
TFIIH complex were identified by MS, and differential ICAT labeling was used
for distinguishing specifically and nonspecifically bound proteins [242, 243].

Other examples are the identification of the proteins NOT1 and NOT3 as
components of the yeast CCR4 transcriptional complex by immunoprecipi-
tation followed by SDS-PAGE and MALDI MS PMF [368]. The same strategy
was used to identify the transcription factor elf5 as an additional, hitherto
unknown component of the elf3 transcription-factor complex [369, 370]. In
a separate study, the protein kinase Tra1p was identified as a subunit of the
yeast Ada-Spt transcription complex [371]. N-CoR, a human nuclear-receptor
corepressor, is known to be a central component of different multiprotein
complexes involved in multiple transcriptional processes. MALDI MS analysis
of the N-Cor-1 complex purified from HeLa cells yielded a series of hitherto
unknown subunits including the SWI-SNT-related proteins BRG1, BAF170,
BAF155, FBAF47/INI1, and KAP-1 [372].

An impressive example of the important role of MS in the study of gene
expression regulation by transcription factors is a study of the peroxisome
proliferator-activated receptor (PPAR) proteins regulating genes involved in
mammalian lipid metabolism [373]. In this example, 2-DE-MS was used to
study the effect of a therapeutic dose of the PPARα transcription factor in
a mouse disease model of insulin resistance and diabetes. The dose caused
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induction of peroxisomal fatty acid β-oxidation in obese diabetic mice, and
a differential analysis of the liver proteome by 2-DE-MS identified 16 proteins
that were upregulated in response to the treatment.

Fig. 20 Identification of cyclic adenosine monophosphate receptor protein (CRP) in E. coli
crude cell extract by DNA-affinity purification using magnetic particles as solid sup-
port. a Mass spectrum obtained from 0.5 µL crude cell extract (input) diluted 1 : 50 with
MALDI matrix solution. b Mass spectrum of proteins isolated with an immobilized DNA
probe containing a CRP-binding consensus sequence. c Mass spectrum of proteins iso-
lated with a control DNA probe lacking a binding motif for CRP. d Mass spectrum of
proteins isolated without immobilized DNA. e Identification of CRP by peptide mass
fingerprinting. ∗Identified CRP tryptic peptides; #, the first 26 amino acid residues of
CRP lacking the N-terminal methionine; + SA, adduction of one sinapic acid molecule
used as MALDI matrix; SM, streptavidin monomer; M, matrix signal; T, trypsin autolysis
products, used for internal spectrum calibration; DPS, DNA-binding protein from starved
cells. Reproduced from [239] with permission from © Nature Publishing Group, 2006
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In the following, a few examples are provided that document the applica-
tion of DNA-affinity purification combined with MS for the identification of
transcription factors and other highly specific DNA-binding proteins. One of
the first examples is the identification of the components of the ARF6 tran-
scription factor complex [265]. It was shown that ARF6 is a heterodimeric
complex of the two nuclear hormone receptors PPARγ and retinoid X re-
ceptor alpha (RXRα). Another example is the identification and characteri-
zation of the E. coli cyclic adenosine monophosphate (cAMP) receptor pro-
tein (CRP) in crude cell lysates [239]. Affinity purification was performed
using biotinylated double-stranded oligonucleotides that were immobilized
on streptavidin-coated magnetic particles and contained a known consensus
sequence to which CRP binds specifically in the presence of cAMP. Control ex-
periments included the absence of cAMP in the binding and washing buffer as
well as a nonspecific double-stranded oligonucleotide probe. CRP was iden-
tified by PMF, and a direct differential display of the purified samples by
MALDI-TOF MS confirmed what was expected, i.e., the purification yield of
CRP was much reduced in the absence of cAMP and not detectable with the
control DNA (Fig. 20).

The same approach was used to identify rat RXRα expressed in the yeast
strain BJ2168, serving as a background-free system. For affinity purification
a double-stranded oligonucleotide was used that contained a direct repeat
with one base-pair spacing (DR1) from the rat acyl-CoA oxidase promoter,
which had previously been shown to direct RXR-dependent transactivation
of a reporter gene in yeast. The low abundant human transcription factors
AP.1 and PU.1 expressed in promyelocytic leukemia NB4 cells, however, could
only be identified when a series of additional means to separate specific from
nonspecific DNA-binding proteins was included in the affinity purification
protocol including repeated preincubation of the sample with immobilized
control DNA (Sect. 4.8) [241].

5.2
Posttranslational Modifications

Identification and characterization of the many different PTMs that DNA-
binding proteins can be subject to is important to understand their func-
tions and how these are controlled. The best-known examples of this are
certainly the histones, which are subject to nearly all PTMs known for DNA-
binding proteins including acetylation, methylation, phosphorylation, ADP-
ribosylation, biotinylation, sumoylation, and ubiquitylation. For this reason
the histones have been chosen as examples to illustrate the application of ESI
and MALDI MS for the identification and characterization of PTMs.

The complex patterns of site-specific PTMs, which were first found within
the N-terminal tails of the different histones, led to the postulation of the ex-
istence of a histone code (Sects. 1 and 4.3) [138, 139], for which Turner et al.
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later introduced a specific nomenclature [141] that allows patterns of his-
tone modification to be clearly and unambiguously specified. These are listed
starting from the left with naming of the histone affected (e.g., H2B), then the
amino acid residue and its location (e.g., R17) and the corresponding mod-
ification, followed by the next residue and its modification and so on until
all modifications are listed. For all known modifications a list of unambigu-
ous abbreviations was suggested, which makes it possible to specify each of
them with a few symbols. For instance, ac, me, ph, and ub stand for acetyla-
tion, methylation, phosphorylation, and ubiquitylation, respectively. If more
than one of these groups can be attached to the target residue (e.g., mono-,
di-, or trimethyl lysine), this is indicated by a number following the abbre-
viation (e.g., H3K4me1, H3K4me2, and H3K4me3). In the case of dimethyl
arginine the two known structures, i.e., each of the terminal nitrogen atoms
carries one methyl group or one carries both, are specified by the letter s
(symmetrical) or a (asymmetrical) (e.g., H3R2me2s and H3R17me2a).

It is interesting to note that the original assumption that PTMs of the core
histones are mostly directed toward their flexible N-terminal tails turned out
to be wrong as soon as MALDI and ESI MS instead of Edman sequencing
were applied for histone modification analysis, reflecting the analytical bias
of the latter technique. It was also found that the C-terminus, as well as the
entire central region of the core histones, is subject to PTMs [374–376]. An
impressive example of the impact of MS on the study of histone PTMs is the
identification of more than 20 new, hitherto unknown acetylation, methyla-
tion, or phosphorylation sites in the mammalian core histones by only one
straightforward experiment [375] (Fig. 21). For this purpose the core his-
tones isolated from calf thymus nuclei were HPLC purified and aliquots of
each fraction were digested with the proteases pepsin, trypsin, V8DE, and
V8E. Each aliquot was analyzed with ESI-FT-ICR MS, the measured peptide
masses were compared with the expected masses, and modified species were
assigned based on mass differences that match acetylation of a lysine residue,
single, double, or triple methylation of a lysine or arginine residue, or phos-
phorylation of a serine or threonine residue. The results were confirmed and
the location of the modifications assigned to individual amino acid residues
by comparing the sequence of the assigned peptides across the five different
digests of each fraction. In this paper it was also discovered that methylation
of lysine 59 of the central region of histone H4 is essential for transcriptional
silencing at the yeast silent loci and telomeres.

Within the last 5 years, by the use of MS the number of known PTMs
of the histone protein family has grown dramatically and not two months
pass without another previously unknown modification being published. In
addition to PMF (Fig. 7), MS/MS-based techniques (Fig. 8) including top-
down analyses of intact histone molecular ions [59, 61, 377] (Fig. 22) have
been extensively and successfully applied for the identification of new his-
tone PTMs as well as quantification of their abundance [60, 378, 379]. More
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Fig. 21 Schematic map of histone modifications identified in a single study by peptide
mass fingerprinting [375]. Each core histone is represented by a pair of horizontal lines.
The color-coded bars on the top line indicate the sites of previously identified modifi-
cations, while the new sites of modification identified in this study have been added to
the bottom line. Sites enclosed within brackets indicate modifications that could not be
definitively localized to a specific residue. Reproduced from [375]

detailed information on this development and how the different PTMs were
found and identified by MS is provided elsewhere [60, 374, 376, 380]. Regu-
larly updated maps that show known methylation, acetylation, phosphory-
lation, and ubiquitinylation sites for the individual histones are provided at:
http://www.histone.com/modification_map.htm.

It has also been realized that histone modification patterns and levels are
an important aspect when studying diseased gene expression states. For in-
stance, it has recently been shown that certain aberrant posttranslational
histone modifications are associated with the pathogenesis of the autoim-
mune disease systemic lupus erythematosus (SLE) [381]. In this study, MS
combined with stable isotope labeling was used to differentially analyze his-
tone modifications in splenocytes from a mouse model of SLE. Compared to
the control, the disease model showed a global site-specific hypermethylation,
except for H3K4, and hypoacetylation in histone H3 and H4.

In vivo administration of the histone deacetylase inhibitor trichostatin A
corrected the site-specific hypoacetylation states on H3 and H4 and im-
proved the phenotype of the disease. In this study, novel histone modifica-
tions such as H3K18 methylation, H4K31 methylation, and H4K31 acetylation
were also discovered and found to be differentially expressed in the disease
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Fig. 22 Identification of sequence variants (isoforms) of human histone H2B isolated
from asynchronously grown HeLa S3 cells by ESI-FT-ICR MS and MS/MS. To minimize
sample heterogeneity (partial oxidation during the sample preparation), both methio-
nine residues of H2B were quantitatively oxidized with performic acid prior to MS.
a Broadband mass spectrum of the H2B isolate after RP HPLC purification revealed five
main isotopic distributions, which were afterward analyzed by top-down MS. The deter-
mined oxidized monoisotopic mass is listed above each molecular ion species carrying
16 positive charges. Using ECD for direct MS/MS analysis, the H2B isoforms H2B.K and
H2B.T (both 13 814.5 Da), H2B.J (13 816.5 Da), H2B.A (13 830.5 Da), H2B.Q and H2B.E
(both 13 844.5 Da), H2B.B (13 860.5 Da), H2B.F (13874.5), and monoacetylated H2B.A
(13 872.5 Da) were identified. The masses include oxidation of both methionine residues
to their sulfones (+64 Da). b Identification of the isobaric H2B sequence variants H2B.Q
and H2B.E by ECD MS/MS of peak 2 (13 844.6 Da). c Key fragment ions in the 625–
725 m/z region reporting on the presence of H2B.E and H2B.Q. d Sequence alignment
of H2B.E and H2B.Q. Sequence differences are underlined. Reproduced from [59] with
permission from © American Chemical Society, 2006
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model. Another noteworthy observation concerns aging of mammals. Using
hydrophilic-interaction LC-MS, it was found that the level of trimethylation
of H4K20 is significantly increased in the kidney and liver of rats older than
30 days, whereas the dominant dimethylated form did not essentially change
from young to old animals [382].

The question of whether a histone code consisting of combinations of dif-
ferent histone PTMs that correlate with specific chromatin states really exists
or not has been and still is heavily debated among scientists, and many ex-
periments, including thousands of ESI and MALDI MS measurements, were
performed to find evidence that the different PTMs of the histones and their
biological functions are logically interconnected. For instance, by combin-
ing metal-affinity chromatography, MS/MS, and immunoassay methods to
characterize histone H3 purified from mitotically arrested HeLa cells, it was
shown that phosphorylation of Ser10, Ser28, and Thr3 of histone H3 is re-
duced when adjacent Lys residues are methylated [383]. This observation
supports the existence of a “methyl/phos” binary switch [384]. Today, it is
clear that certain patterns of histone PTMs correlate with distinct chromo-
somal states that regulate access to DNA. What is not clear is whether these
PTMs are mostly introduced on the chromatin template, which could be re-
garded as “code writing”, or instead on soluble histones before assembly,
which could be interpreted as a structural prerequisite [385]. Implementation
of a code, as commonly understood, also requires a means to read (trans-
late) the encoded information. The assumption that this part is executed by
a set of proteins that recognize and bind to specific histone modifications
and thereby, in concert, induce formation of a specific chromatin state, is
equally uncertain. Nevertheless, whether a histone code exists or not, there
is no doubt that PTMs play an important role in the regulation of chromatin
dynamics and gene expression [386].

Chromatin states can be distinguished by differential PTMs or by utiliza-
tion of different histone isoforms and sequence variants (subtypes) [387].
These are encoded by different genes, e.g., the human genome contains
13 H2A genes encoding at least six different amino acid sequences and 15 H2B
genes encoding 11 different H2B subtypes. These differ remarkably little,
e.g., by the identity of only one or two amino acid residues [388]. There-
fore, to assign modification sites to the correct histone variant and quantify
their presence in a given sample is a true challenge for MS [379, 389–391].
In one study the relative abundance of H3 and H3.3 and their lysine modi-
fications was quantified [389]. Using a Drosophila cell line system, in which
H3.3 has been shown to specifically package active loci, it could be shown
that H3.3 accounts for about 25% of total histone 3 in bulk chromatin, suffi-
cient to package essentially all actively transcribed genes. MS and antibody
characterization of separated histone 3 fractions revealed that H3.3 is rela-
tively enriched in modifications associated with transcriptional activity and
deficient in dimethyl lysine-9, which is abundant in heterochromatin.
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In a global analysis of histone H2A and H2B variants derived from Jurkat
cells by MS, nine histone H2A and 11 histone H2B subtypes were identi-
fied, some of which had only been postulated before at the DNA level [391].
This was achieved by combining MS with HPLC separations and enzymatic
proteolysis using endoproteinase Glu-C, endoproteinase Arg-C, and trypsin.
With regard to modification status, e.g., the two main H2A variants, H2A.o
and H2A.c, as well as H2A.l were found either acetylated at Lys-5 or phos-
phorylated at Ser-1. For the replacement histone H2A.z, acetylation at Lys-4
and Lys-7 was observed. The main histone H2B variant, H2B.a, was found
acetylated at Lys-12, -15, and -20. In an other study, a direct, top-down MS
approach was applied to identify H2B isoforms isolated from asynchronous
HeLa cells using ESI-FT-ICR MS and ECD for MS/MS analysis of intact pro-
tein molecular ions (Fig. 22) [59]. These cells were found to express H2B.A,
H2B.B, H2B.E, H2B.F, H2B.J, H2B.K, H2B.Q, and H2B.T.

5.3
Higher-Order Structures and Interactions

MS has been used to characterize the structures of DNA-binding proteins
in many different ways. An early example that demonstrates the power of
ESI MS for the study of noncovalent protein–DNA complexes is the deter-
mination of the stoichiometry of the interactions of protein V and the PU.1
transcription factor with single- and double-stranded DNA [263, 264]. 3D
structural information for the transcription factor Max was generated by MS-
based protein footprinting [165] (Fig. 23). In the absence of DNA, Max was
rapidly degraded, suggesting a flexible structure. In contrast, in the pres-
ence of a double-stranded DNA sequence to which Max binds specifically,
the proteolysis rate was reduced by two orders of magnitude. Specifically,
as expected, the N-terminus was observed to be highly protected by tight
interactions with the DNA probe. Another example is the structure and top-
ology of the thyroid transcription factor 1 homeodomain bound to DNA,
which was studied by ESI and MALDI MS in combination with limited pro-
teolysis as well as surface labeling using acetylation of lysine residues as the
modification reaction [166]. The results of these experiments were consis-
tent with a 3D structure previously established by NMR. A third example
of the application of MS-based protein footprinting is the determination of
structural linker sequences of the NtrC transcription factor of E. coli [167].
Limited proteolysis combined with MALDI MS has also been used to study
the effect of known cancer-associated mutations in the DNA-binding protein
BRCA1 [170]. For this purpose, the heterodimer BRCA1-BARD1 was analyzed
and the experimental results showed that the cancer-related mutations alter
the protein–protein interaction by changing the structure of a binding loop
in BRAC1 that interacts with BARD1.
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Fig. 23 Characterization of the transcription factor Max by MS-based protein foot-
printing. MALDI mass spectra of the products of a time-course V8 proteolysis of Max in
the a–c absence and d–f presence of Max-specific DNA. Digests were performed in 15 mM
KCl buffer (pH 6) at 25 ◦C. Three time points are shown: a ,d 0 s (before the addition of
V8); b ,e 2 min of digestion; and c ,f 1 h of digestion. Peaks labeled Max, 1+ arise from
singly protonated Max and those labeled 2+, 3+, and 4+ arise from multiply protonated
Max, resulting from the MALDI process. The peak labeled (2M)3+ arises from triply pro-
tonated Max dimers, formed during the MALDI process. Peaks corresponding to singly
charged V8 fragments are labeled with their sequence as determined from their meas-
ured mass. For clarity only the singly charged fragment peaks are labeled with sequences;
the corresponding multiply charged fragment peaks are labeled with #. Linear diagrams
at the bottom of the figure summarize the progress of proteolysis following l h of V8 di-
gestion in the absence (c) and presence (f) of Max-specific DNA. Small solid arrowheads
inside the diagrams point to the sites of rapid cleavage by V8 that are observed in the ab-
sence of DNA. Rapid cleavage occurs at the five glutamate residues 32, 56, 69, 96, and 103.
Large arrows outside the diagram point to the observed sites of proteolysis determined
by MALDI MS: dark shaded arrows signify a rapid and complete cleavage (minutes to
hours); open arrows signify a slow cleavage (hours to days). Reproduced from [165] with
permission from © The Protein Society, 2006

A different strategy was used to characterize the structure of the ferric-
uptake regulation factor Fur [174]. As a first approach, the reactivity (ac-
cessibility) of each lysine residue was investigated by chemical modification
followed by ESI MS. After metal activation, K76 was found to be protected
from the modification reaction in the presence of DNA. The conformational
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changes induced upon metal binding were then characterized by HX experi-
ments. Based on these results and the predicted secondary structure, Fur was
classified as a nonclassical helix-turn-helix protein with structural homol-
ogy to the diphtheria toxin repressor. To study the conformational dynamics
of the heat shock transcription factor σ32, HX MS proved particularly valu-
able because NMR was not an option due to the strong tendency of σ32 to
aggregate at high concentrations [204]. To clarify whether σ32 acts as a ther-
mosensor, its folded states were studied at 37 and 42 ◦C, providing optimal
growth or heat-stress conditions, respectively. The results suggested a high
degree of protein flexibility at normal temperature and a reversible unfolding
of a small structural motif under heat stress. The location of this motif was
identified by pepsin proteolysis followed by MS. There have been many exam-
ples in recent years of HX MS being combined with high-resolution structures
to explore the organization and dynamics of complex molecular assemblies.
A good example is the study of the effect of DNaseI ligand interactions with
G-actin on the polymerization of G-actin to form F-actin [392].

An impressive example of the power of combining immunoaffinity copu-
rification with MS for the identification of the interactions of DNA-binding
proteins with other proteins is the yeast TATA box binding transcription
factor TFIID machinery [393]. To gain insight into THID function, a pro-
teomic catalog of proteins specifically interacting with TFIID subunits was
established using polyclonal antibodies directed against each subunit. The
copurified proteins were identified by 2D-LC-MS/MS and based on these
data a number of novel protein–protein associations could be assigned. Sev-
eral of these were subsequently characterized in detail, including interactions
between TATA box binding proteins and the RSC chromatin remodeling
complex, and the TAF17p-dependent association of the Swi6p transactiva-
tor protein with THID. In addition, three novel subunits of the SAGA acetyl
transferase complex were identified, including a putative ubiquitin-specific
protease component.

To demonstrate the potential of combining SPR-based BIA with MALDI-
TOF MS for the characterization of DNA–protein interactions, the binding of
E. coli’s transcription factor ParR to its parA promoter partition site parC of
plasmid R1 was monitored and quantified by BIA in the presence of a molar
excess of insulin (porcine), myoglobin (horse), and beta lactoglobulin (vari-
ants A and B, bovine milk) serving as unrelated protein background. After
washing, affinity-bound proteins were eluted and analyzed by MALDI-TOF
MS [286]. This measurement confirmed that the affinity purification was suc-
cessful and that the protein amount quantified by SPR was not significantly
contaminated by any of the background proteins.

An important feature of genetic tagging for affinity purification followed
by MS is that it can easily be scaled up to large numbers of proteins, thus en-
abling systematic exploration of protein–protein interaction networks. This
was impressively demonstrated for 589 TAP-tagged proteins in yeast. Based
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on the identified binding partners, an interaction map was drawn that en-
compasses 232 meaningful complexes and 1440 distinct gene products in-
cluding many DNA-binding proteins [394]. An interesting result of this study
was that, in contrast to other large-scale techniques for the systematic iden-
tification of protein–protein interactions, the error rate was below 20%. In
comparison, for a previous large-scale flag tag (single tag) based screen a 50%
error rate was expected [270], and for two global yeast two-hybrid screens the
error was rated at 45–80% [395–397]. This enormous improvement was pos-
sible because only in the TAP experiments were the tagged proteins expressed

Fig. 24 MS-based large-scale analysis of S. cerevisiae’s protein–protein interaction net-
work (interactome). Tandem affinity purification (TAP) was used to isolate the interaction
partners of 4562 different tagged proteins. Each sample was analyzed twice, by SDS-
PAGE-MALDI MS and by LC-ESI MS/MS, to increase coverage and accuracy. In total
7123 protein–protein interactions were identified involving 2708 different proteins and
547 protein complexes. a Summary of the experimental strategy and data analysis. PPI,
protein–protein interactions. b–f The proportions of proteins identified as bait or prey are
shown in relation to protein mass (b), and known expression level (c) and intracellular lo-
calization (d). Reproduced from [399] with permission from © Nature Publishing Group,
2006
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under their endogenous promoters. For comparison, in the flag-tag experi-
ments all tagged proteins were overexpressed with the inevitable high risk of
false positive results. Notably, the yeast protein–protein interaction network
discussed above has recently been further extended significantly [398, 399].
In one large-scale experiment, 7123 protein–protein interactions were iden-
tified involving 2708 different proteins and 547 protein complexes (Fig. 24).
To achieve this improvement, instead of 589, 4562 different tagged proteins of
yeast S. cerevisiae were used for the TAP-MS-based identification of protein–
protein interactions [399].
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