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Preface

Dynamical processes in molecules like bond shaking, breaking or making com-
monly take place on a time scale from the pico- down to the femtosecond range.
The advent of equally fast laser sources and real-time observation schemes like
pump-probe spectroscopy has facilitated the direct insight into such processes
when initiated by light. In parallel the development of advanced computational
methods treating the dynamics of photoexcited molecular systems allowed a
convergence between theoretical description and experimental observation of
such ultrafast dynamical processes. Consequently, the idea emerged, not only
to analyze, but also to control molecular dynamics in real time by adequately
designed light fields. Stimulated by theoretical concepts for influencing the
motion of molecular wave packets by means of simple few-parameter electro-
magnetic field sequences, experiments were driven toward a practical realiza-
tion of arbitrarily shaped laser pulses. This development culminated in the
active feedback control of even complex systems. In addition this offers the
unique possibility not only to determine the outcome of chemical reactions,
but also to retrieve specific information about the chosen dynamical pathways,
that is, to perform analysis by control.

This book illustrates a vital research field by covering a broad spectrum of
molecular systems with growing complexity while demonstrating at the same
time the convergence of experimental and theoretical approaches. After a gen-
eral introduction in Chapter 1, Chapter 2 starts with small isolated molecules
in the unperturbed environment of the gas phase and Chapter 3 proceeds
to more complex systems, but still in vacuum. A higher level of complexity
is then reached in Chapter 4 where small molecules in a rare gas matrices
are discussed serving as prototype examples for condensed phase dynamics.
This establishes the links toward applications which first focus in Chapter 5
on ultrafast dynamics at surfaces and interfaces. Then larger molecules and
clusters in intense laser fields are treated in Chapter 6. Chapter 7 interrogates
the vibrational, Chapter 8 the electronic spectroscopy of solvated systems. Fi-
nally, in Chapter 9 the ladder of complexity reaches out to real-time analysis
of photoinduced processes in biological systems. The structure of this outline



VI Preface

reflects the coordinated activities of the Collaborative Research Center Sfb450
named - like this book - “Analysis and Control of Ultrafast Photoinduced
Processes”. This Sfb comprises currently seventeen experimental and theoret-
ical research groups in the larger Berlin area.

On a Sfb workshop, held here in Spring 2006 together with internationally
renowned researchers, the idea emerged, to write a book which should achieve
two goals: The first one is to provide a systematic and didactic introduction
into the field suitable for graduate students from Physics, Chemistry, and
Biology. The second one, is to present the state-of-affairs of the field such that
it may serve as a useful reference for the experts. The complexity-oriented
treatment of the theme was an essential element for realizing this concept.
This was assured by the assignment of coordinators to the chapters, who
harmonized the individual contributions.

Most of the results documented in the following would not have been pos-
sible without the generous financial support from the Deutsche Forschungsge-
meinschaft through the Collaborative Research Center Sfb450 “Analysis and
Control of Ultrafast Photoinduced Processes” during the last eight years. We
are also most grateful to the participating institutions, in particular, the Freie
Universität Berlin, which hosts our administration. In this regard we are in-
debted to the professional and enthusiastic support of Peter Abt and Sigrid
Apelt.

Berlin, Oliver Kühn
October 2006 Ludger Wöste



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 Analysis and control of small isolated molecular systems . . . . 25
2.1 Motivation and outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Probing the dynamics of electronically excited states . . . . . . . . . . 27
2.3 Probing the dynamics of the transition state . . . . . . . . . . . . . . . . . 47
2.4 Optimal control of dynamical processes . . . . . . . . . . . . . . . . . . . . . 68
2.5 Optimal control on ultracold molecules . . . . . . . . . . . . . . . . . . . . . . 122
2.6 Future perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

3 Complex systems in the gas phase . . . . . . . . . . . . . . . . . . . . . . . . . . 153
3.1 Motivation and outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
3.2 Theoretical basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
3.3 Experimental approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
3.4 Exemplary results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
3.5 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246

4 Coherence and control of molecular dynamics in rare gas
matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
4.2 Chromophore-matrix interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
4.3 Extraction and application of intramolecular coherences . . . . . . . 287
4.4 Coherent matrix response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
4.5 IR-driven photochemistry in rare gas matrices:

The cis-trans isomerization of nitrous acid (HONO) . . . . . . . . . . . 312
4.6 Interaction potentials: The diatomics-in-molecules approach. . . . 318
4.7 Classical simulations of adiabatic molecular dynamics . . . . . . . . . 324
4.8 Semiclassical simulations of nonadiabatic dynamics . . . . . . . . . . . 330



VIII Contents

4.9 Alignment and orientation of molecules in matrices . . . . . . . . . . . 337
4.10 Quantum simulations of wave packet dynamics in

reduced dimensionality: From analysis to coherent spin control . 352
4.11 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377

5 Ultrafast dynamics of photoinduced processes at surfaces
and interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 387
5.2 Surface femtochemistry: Basic concepts . . . . . . . . . . . . . . . . . . . . . 389
5.3 Ultrafast dynamics of associative H2 desorption

from Ru(001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 393
5.4 Diffusion of O on Pt(111) induced by femtosecond laser pulses . 405
5.5 Theory of ultrafast nonadiabatic processes at surfaces and

their control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 418
5.6 Ultrafast photoinduced heterogeneous electron transfer:

Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 432
5.7 Ultrafast photoinduced electron transfer

from anchored molecules into semiconductors . . . . . . . . . . . . . . . . 437
5.8 Ab initio time-domain simulations of photoinduced electron

transfer in dye-sensitized TiO2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464
5.9 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 477
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 478

6 Molecules and clusters in strong laser fields . . . . . . . . . . . . . . . . . 485
6.1 Light matter interaction in the high field regime . . . . . . . . . . . . . . 485
6.2 Strong-field control in small molecules . . . . . . . . . . . . . . . . . . . . . . . 491
6.3 Strong field chemistry and control . . . . . . . . . . . . . . . . . . . . . . . . . . 510
6.4 Ionization and fragmentation dynamics in fullerenes . . . . . . . . . . 538
6.5 Time-dependent electron localization function:

A tool to visualize and analyze ultrafast processes . . . . . . . . . . . . 553
6.6 Cluster dynamics in ultraintense laser fields . . . . . . . . . . . . . . . . . . 575
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 607

7 Vibrational dynamics of hydrogen bonds . . . . . . . . . . . . . . . . . . . . 619
7.1 Significance of hydrogen bonding . . . . . . . . . . . . . . . . . . . . . . . . . . . 619
7.2 Molecular vibrations as probe of structure

and dynamics of hydrogen bonds . . . . . . . . . . . . . . . . . . . . . . . . . . . 620
7.3 Ultrafast nonlinear infrared spectroscopy . . . . . . . . . . . . . . . . . . . . 630
7.4 Disordered hydrogen-bonded liquids . . . . . . . . . . . . . . . . . . . . . . . . 640
7.5 Hydrogen bonds with ordered molecular topologies . . . . . . . . . . . 652
7.6 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 678
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 679



Contents IX

8 Observing molecular structure changes and dynamics in
polar solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 689
8.1 Analysis of electronic and vibrational coherence... . . . . . . . . . . . . 690
8.2 A novel experimental approach: Ultrafast X-ray absorption

spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 718
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 729

9 Biological systems: Applications and perspectives . . . . . . . . . . . 733
9.1 Investigation of diverse biological systems . . . . . . . . . . . . . . . . . . . 733
9.2 Measuring transient electric fields within proteins . . . . . . . . . . . . . 739
9.3 Multipulse transient absorption spectroscopy:

A tool to explore biological systems . . . . . . . . . . . . . . . . . . . . . . . . . 750
9.4 Laser pulse control of excitation energy dynamics

in biological chromophore complexes . . . . . . . . . . . . . . . . . . . . . . . . 774
9.5 Light induced singlet oxygen generation . . . . . . . . . . . . . . . . . . . . . 783
9.6 Metastable conformational structure and dynamics: Peptide

between gas phase via clusters and aqueous solution . . . . . . . . . . 796
9.7 Detection and identification of bacteria in air using

femtosecond spectroscopy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 807
9.8 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 818
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 820

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 829

Subject Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 831



List of Contributors

M. Bargheer
Max-Born-Institut für Nichtlineare
Optik und Kurzzeitspektroskopie
Max-Born-Str. 2a
D-12489 Berlin, Germany
bargheer@mbi-berlin.de

T. M. Bernhardt
Institut für Oberflächenchemie und
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École Polytechnique Fédérale de
Lausanne
Institut des Sciences et Ingénierie
Chimiques
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École Polytechnique Fédérale de
Lausanne
Institut des Sciences et Ingénierie
Chimiques
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École Polytechnique Fédérale de
Lausanne
Lab. of Ultrafast Spectroscopy
ISIC, FSB - BSP
CH-1015 Lausanne-Dorigny, Switzer-
land
frank.vanmourik@epfl.ch

M. Neeb
Bessy GmbH
Albert-Einstein-Str. 15
D-12489 Berlin, Germany
neeb@bessy.de

M. Nest
Institut für Chemie
Universität Potsdam
Karl-Liebknecht-Str. 25
D-14476 Potsdam, Germany
mnest@rz.uni-potsdam.de

D. M. Neumark
Department of Chemistry
University of California
Berkeley, CA 94720, USA
dneumark@berkeley.edu

E. T. J. Nibbering
Max-Born-Institut für Nichtlineare
Optik und Kurzzeitspektroskopie
Max-Born-Str. 2a
D-12489 Berlin, Germany
nibberin@mbi-berlin.de

E. Papagiannakis
Faculty of Sciences
Vrije Universiteit Amsterdam
De Boelelaan 1081
1081 HV Amsterdam, The Nether-
lands
E.Papagiannakis@few.vu.nl



List of Contributors XVII

O. V. Prezhdo
University of Washington
Department of Chemistry
Seattle, WA 98195-1700, USA
prezhdo@u.washington.edu

D. A. Romanov
Temple University
Philadelphia, PA 19122, USA
daroman@temple.edu

P. Saalfrank
Institut für Chemie
Universität Potsdam
Karl-Liebknecht-Str. 25
D-14476 Potsdam, Germany
peter.saalfrank
@rz.uni-potsdam.de

A. Saenz
Institut für Physik
Humboldt-Universität zu Berlin
Hausvogteiplatz 5-7
D-10117 Berlin, Germany
saenz@physik.hu-berlin.de

S. Schenkl
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Université Claude Bernard Lyon 1
43, Bd du 11 Novembre 1918
F-69622 Villeurbanne, France
jean-pierre.wolf
@physics.unige.ch

L. Wöste
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Introduction

Joshua Jortner

School of Chemistry, Tel Aviv University, Israel

On dynamics

Remarkable progress has been made in the elucidation of ultrafast dynam-
ics and its control driven by femtosecond laser pulses in small molecules,
large-scale molecular systems, clusters, nanostructures, surfaces, condensed
phase and biomolecules. The exploration of photoinduced ultrafast response,
dynamics, reactivity and function in ubiquitous molecular, nanoscale, macro-
scopic and biological systems pertains to the interrogation and control of
the phenomena of energy acquisition, storage and disposal, as explored from
the microscopic point of view. Photoinduced ultrafast processes in chemistry,
physics, material science, nanoscience, and biology constitute a broad, in-
terdisciplinary, novel and fascinating research area, blending theoretical con-
cepts and experimental techniques in a wide range of scientific disciplines. The
foundations for the analysis and control of ultrafast photoinduced processes
were laid during the last eighty years with the development of nonradiative
dynamics from small molecules to biomolecules [1–6], while during the last
twenty years remarkable progress was made with the advent of femtosecond
dynamics and control at the temporal resolution of nuclear motion [1, 7–12].
This scientific historical development can be artistically described by ascend-
ing the ‘magic mountain’ of molecular, cluster, condensed phase and bio-
logical dynamics by several paths (Fig. 1.1), all of which go heavenwards to-
ward a unified and complete description of structure-electronic level structure-
spectroscopy-dynamics-function relations and correlations.

The genesis of intramolecular nonradiative dynamics dates back to the ori-
gins of quantum mechanics, when the 1926 groundbreaking work of Schrödinger
and Heisenberg laid the foundations for the description of time-dependent
phenomena in the quantum world. In 1928 Bonhoeffer and Farkas [13] ob-
served that predissociation in the electronically excited ammonia molecule,
which involves the decay of a metastable state to a dissociative continuum,

i.e., NH3
hν→ NH∗

3

1/τ→NH2 +H, is manifested by spectral line broadening, with
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Fig. 1.1. An artist’s view of the ‘magic mountain’ of the evolution of dynamics.
The names of some of the pioneers who initiated each scientific area are marked on
the paths.

a spectral linewidth Γ that considerably exceeds the radiative linewidth. This
seminal work established the first spectroscopic-dynamic relation, providing
experimental verification of the Heisenberg energy-time uncertainty relation,
and pioneering the field of intramolecular dynamics. At about the same time,
Wenzel [14] worked on another facet of nonradiative dynamics for the theory
of atomic autoionization, establishing the basic unified theory of nonradiative
processes. For a metastable (predissociating or autoionizing) state into a (dis-
sociative or ionization) continuum, the decay lifetime τ was quantified in terms
of the Golden Rule τ−1 = (2π/�)|V |2(dn/dE), where V is the matrix element
of the Hamiltonian inducing the nonradiative transition, and dn/dE is the
density of states. The Golden Rule played a central role in providing a con-
ceptual basis for intramolecular dynamics from reactive processes in diatomics
to radiationless transitions in ‘isolated’ large molecules. In 1931 Eyring and
Polanyi [15] constructed the first potential energy surface for chemical re-
actions, a concept with continuous impact on the field. In the context of the
present book it is noteworthy to point out that both studies of Bonhoeffer and
Farkas [13] and of Eyring and Polanyi [15] were conducted in Berlin-Dahlem,
the location of the Sfb 450 research center, (see below). Further important



1 Introduction 3

developments in the realm of intermolecular dynamics were pioneered in the
1930s by Eyring, Polanyi, and Wigner, with remarkable evolution in the 1970s
for collision dynamics in molecular beams [16]. Subsequently, experiment and
theory moved toward the realm of large, complex systems. A distinct field of
dynamics in the condensed phase was pioneered in the 1950s by Marcus [17],
Förster [18], and Kubo [19]. Marcus [17] advanced the cornerstone of the elec-
tron transfer theory in solution in terms of the Gaussian free energy (∆E)
relation for the rate k ∝ exp[−(∆E + λ)2/4λkBT ] (where λ is the medium
reorganization energy), leading to central kinetic and spectroscopic results for
correlation rules, free-energy relations, uniqueness of the inverted region and
charge transfer spectroscopy. Conceptually and physically isomorphic classes
of condensed phase dynamics pertain to the Förster theory of electronic en-
ergy transfer [18]. At the same time, Kubo and Toyozawa [19] developed the
theory of electron-hole recombination in semiconductors, which bears anal-
ogy to electron transfer, although at that time the interrelationship between
their work and the Marcus theory was not realized. The extension of dy-
namics to the protein medium emerged in the 1960s with the development
of biophysical electron transfer dynamics, with experimental and theoretical
studies of charge separation in photosynthesis [20]. In 1975 further progress by
Fraunfelder [21] in biophysical dynamics led to the description of the energy
landscapes of proteins. Concurrently, progress was made in the dynamics of
large-scale chemical systems. In 1965 Kistiakowsky and Parmenter [22] ob-
served intersystem crossing within the benzene molecule in the low-pressure
gas phase, stating that ‘a strictly intermolecular nonradiative transition is dif-
ficult to reconcile with concepts of quantum mechanics’ [22]. Three years later
the theory of intramolecular radiationless transitions in ‘isolated’ molecules
was developed [23]. In 1969, the theory of time-dependent coherence phenom-
ena in large molecules was advanced [24] providing the conceptual basis for
molecular wave packet dynamics. The conceptual framework for intramolec-
ular radiationless transitions and coherence effects encompassed both inter-
state dynamics involving internal conversion, a well as intersystem crossing,
and intrastate dynamics involving vibrational energy redistribution. In the
1970s, the practice and concepts of dynamics moved toward large finite sys-
tems. Cluster dynamics, which constituted the border line between molecular
and condensed phase phenomena, emerged with the work of Smalley, Whar-
ton and Levy [25] on the vibrational predissociation of HeI2 clusters. Cluster
dynamics built bridges to the response, dynamics, reactivity and structure of
large finite systems [26–28], i.e., size-selected clusters [29], superfluid quantum
clusters and nanodroplets [30], finite ultracold gases (temperatures of 100µK-
10nK) [31] and nanostructures [32]. Some fascinating dynamic processes in-
volve resonant and dissipative vibrational energy flow and intramolecular vi-
brational energy distribution in clusters [33], selective, size dependent reac-
tivity and microscopic catalysis on metal clusters [27,28], Coulomb instability
leading to fission or Coulomb explosion of multicharged elemental, molec-
ular and metal clusters [34, 36], the expansion of optical molasses that are
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isomorphic to cluster Coulomb explosion [31], as well as transport of elemen-
tary excitations in nanostructures [35] that opens avenues for molecular- and
nano-electronics [35].

Since 1985 the exploration of ultrafast chemical and biological dynamics
stemmed from concurrent progress in experiment and theory. The advent of
femtosecond dynamics by Zewail in 1987 [37–39] allowed for the exploration of
dynamics in molecules, clusters, condensed phase, surfaces and biomolecules
on time scales for intramolecular motion (10-100fs) and for intermolecular
motion (100fs-1ps) [1, 7–9, 11]. Notable novel phenomena pertained to radia-
tionless transition, wave packet dynamics, coherence effects, transition-state
spectroscopy, cluster dynamic size effects, nonadiabatic condensed phase dy-
namics, ultrafast electron and proton transfer, charge separation in photosyn-
thesis, and nonlinear optical interactions [1,7–9,11,40–45]. Recent advances in
the elucidation of structure-dynamics-function relations in molecules, clusters,
nanostructures, surfaces, and biomolecules are described in this book.

The interrogation and analysis of dynamics at the temporal resolution of
nuclear motion raised important issues regarding the manipulation of the op-
tical properties, response, reactivity and functionalism by the use of shaped
laser pulses. Since the middle 1980s, the advances in the realm of nuclear
dynamics driven by femtosecond laser pulses underling the theoretical pro-
posals for different optical control schemes that rested on the dynamic re-
sponse of a molecular target to the temporal shape, phase and intensity of
a laser pulse. Early considerations of optical control based on the coherence
properties of infrared (IR) laser radiation were advanced by Paramonov and
Savva [46] and subsequently by Joseph and Manz [47]. General control con-
cepts and schemes [5, 48, 49] rest on the Tannor-Rice theory of pump-dump
control [48–50], the Shapiro-Brumer theory of coherent control [51–53], and
the theory of Rabitz and his colleagues for control by the use of tailored laser
fields produced by pulse shaping [54–57]. The foundations of optimal control
theory by pulse shaping [5] were laid by Tannor and Rice [48] on the basis
of a variational formulation, where the optimized pulses are obtained from
the (radiation field dependent) functional J = 〈Ψ(t)|P̂ |Ψ(t)〉, where P̂ is the
projection operator selecting the desired target. The general concept was ex-
tended by Rabitz and his colleagues [54] from the perturbative domain of
weak laser fields to arbitrarily strong optimal laser pulses. Another impor-
tant progress was achieved by Judson and Rabitz [56] with the adaptation
of algorithms for closed loop learning for pulse shaping. In the realm of con-
trol of nuclear dynamics, these significant developments were quite unique, as
theory preceded experiment. These theoretical schemes stimulated significant
control experiments. These were first carried out on a variety of systems with
increasing size from metallic dimers and trimers to clusters [58–80], and later
on complex systems of large molecules even in solution [81–93], confirming
theoretically proposed concepts. This book describes progress in this impor-
tant field in both experiment and theory, and strives toward the creation of a
conceptual framework and experimental methodology of optical control.
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To strike the last cord in this historical overview, we focus on most recent
developments in the area of dynamics and control, which pertain to ‘pure’
electron dynamics in chemical and physical systems [94–97]. Electron dynam-
ics involves changes in electronic states, with the nuclear motion being frozen.
Characteristic temporal limits of ∼ 24 attoseconds for electron dynamics, cor-
respond to one atomic unit of time. Ultrafast dynamics and its control are
currently moving from ‘femtosecond chemistry’ with the time-resolution of
nuclear motion toward ‘attosecond chemistry’ with the temporal resolution of
electronic motion.

The Sfb 450 research program

During the last decade the research area of ultrafast, femtosecond dynamics
on the time scale of nuclear motion moved from the realm of analysis of ul-
trafast processes toward the new horizons of analysis and control of nuclear
dynamics. These directions were advanced by the research groups partici-
pating in the Collaborative Research Center “Analysis and control of ultra-
fast photoinduced reactions” (Sfb 450) research program supported by the
Deutsche Forschungsgemeinschaft. The central goals of the Sfb 450 program
pertain to the following three interconnected elements: (i) To couple suitably
designed laser fields with the electronic and nuclear level structure in a va-
riety of molecular, cluster, surface, condensed-phase and biological systems,
from small molecules with a few number of degrees of freedom to large systems
with increasing complexity. (ii) To characterize the resulting nuclear-electronic
motion of the system by the real-time interrogation of its dynamics. (iii) To
direct the nuclear motion for the attainment of a stable product state that
was not selectively obtained by conventional or by photochemical methods.
To achieve these goals, it was imperative to develop methods of analysis for
the interrogation and specification of the dynamics, together with the char-
acterization of the temporal structure, amplitude, phase and intensity of the
laser field that will allow for the control of the dynamics. Analysis and control
of electron-nuclear dynamics driven by suitably shaped laser fields constitutes
the two cornerstones of this research program. Such controlled nuclear dy-
namic processes in a nuclear-electronic level structure, coupled to a suitably
shaped laser field, supplements and complements photoselective chemistry
with additional elements of manipulation of functionality.

The first stage of this research program (1998-2001) focused on the analy-
sis of ultrafast reactions in suitable model systems. The experimental pump-
probe methodology involved excitation by an ultrashort transform-limited
laser pulse, followed by the interrogation by a second, time-delayed laser pulse.
The systems studied ranged from diatomics and triatomics to small metal
clusters, with a small number of degrees of freedom, to complex systems, i.e.,
polyatomic molecules, biomolecules and large clusters in the gas phase, in liq-
uids, in solids and on surfaces. The dynamics of the system was then reflected
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in the time dependence of the signal. The experimental and theoretical work
focused on dynamics in the time domain. At that early stage, the control of
dynamics [46–57] was still a vision, being in the initial developmental steps
from ‘theoreticians’ dreams’ toward experimental reality. During the second
period of this research program (2001-2004) control of dynamics based on the
Tannor-Rice and the Rabitz schemes was experimentally realized for small
systems. Suitable modulators were used in conjunction with closed-loop ge-
netic algorithms for the shaping of the laser fields, while the theory of optimal
control was applied and extended. The close interrelationship, strong interac-
tions and complementarity between experiment and theory were instrumental
for progress in this exciting research field. The complex laser fields for the
attainment of optimal control, which were generated by the closed-loop learn-
ing algorithms, provided spectral components with a temporal distribution
and frequency (coherently superimposed) distribution that can be mapped
on the dynamics of the nuclei. These experimental and theoretical interre-
lationships established a novel and significant link between the two central
objectives of this research program, pertaining to analysis by control. The
third period of this research program (2004-2007) relies on the experimental
capabilities for the generation of shaped, complex laser fields together with the
theoretical concepts for the exploration of analysis and control of dynamics
in complex systems, establishing the relations between controlled dynamics,
reactivity and function. The chromophores were spatially and structurally
enlarged, with increasing the number of active intramolecular degrees of free-
dom, while the number of the intermolecular degrees of freedom (of the ‘bath’)
was increased by microscopic solvation of chromophores and by the increase
of the number of ligands surrounding them. The methods for the control of
dynamics, reactivity and function were extended with increasing the spec-
tral range of the lasers from the IR to the UV spectral range over a wide
intensity domain, and with the combination with static strong electric fields.
The ‘bottom-up’ experimental and theoretical approaches adopted in this re-
search program make significant contributions toward the establishment of an
integrated approach for the understanding and operations of control of nu-
clear dynamics in systems of increasing complexity. The scientific information
underlines the development of exquisite experimental probes and theoretical
methods for nuclei ‘in motion’ in the course of dynamics and its control. This
research will open avenues toward the future exploration of novel processes
and their applications. Fundamental problems pertain to the optical control
of dynamics of complex systems, to the exploration of dynamics and control
in finite ultracold systems (quantum clusters and gases), as well as to the ex-
tension in the realm of dynamics and control toward ‘pure’ electron dynamics,
with the nuclear motion being frozen. Some notable applications, which rest
on basic experimental and theoretical research, involve the optical interroga-
tion and manipulation of biological systems, as well as to the development
of sensing methods in remote environments, and to the advent of optically
driven molecular memory devices for quantum computing.
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Perspectives

Experimental horizons

Future developments in ultrafast dynamics and its control will continue to
emerge from concurrent experimental and theoretical efforts, some of which
will be based on the broad scope of techniques, concepts, theories and simula-
tions advanced in the present volume. Progress in the establishment of the con-
ceptual framework for the field will drive toward new scientific-technological
developments.

On the experimental front, the current availability of Ti:sapphire lasers,
with chirped pulse and amplification methods, provide pulses (wavelengths
700-1000nm, repetition rates 50-100MHz), with pulse lengths in the range of
100fs-5fs. The shaping of fs pulses is traditionally conducted by liquid crystal
modulators, with feedback control being driven by the use of genetic algo-
rithms. The attainable temporal pulse width of 10fs is sufficient for the in-
terrogation of ultrafast dynamics in molecules, clusters, nanostructures, con-
densed phase, biomolecules and biological systems on the time scale of nu-
clear motion. New techniques are currently advanced to transcend the fs time
domain with the production of attosecond pulses [95–100], which will be of
central importance for the interrogation of dynamics with the temporal res-
olution of electronic motion, e.g., inner-shell Auger processes in atoms and
molecules, and some other processes of electron dynamics [98–100]. One cen-
tral possibility for control of these ‘pure’ electronic processes will be achieved
by changing the phase of a single laser cycle [101–104]. For dynamics with
the temporal resolution of nuclear motion, the extension of the wavelength
domain of fs lasers will be of considerable interest. Subfemtosecond X-ray
pulses were generated [99, 105] and utilized for the interrogation of ultrafast
structural dynamics, which will be alluded to below. UV and XUV ultrashort
pulses by high-harmonic generation from the output of high-power near-IR
lasers [94, 106] and from free-electron lasers [107] are pertinent for the inter-
rogation of dynamics and control of electronic excitations and of ionization in
solids, liquids, clusters and molecules, e.g., large gap insulators such as rare
gases [108] and in highly excited molecular states. The production of ultra-
short IR pulses from free-electron lasers will be significant for the intramolec-
ular vibrational excitations and for the control of IR-induced conformational
isomerization in molecules and biomolecules. The development of intense far-
IR lasers in the terahertz regime is in the planning stage and will be useful for
the interrogation of low-frequency intermolecular vibrational motion in large
molecular scale systems and in biomolecules.

Some of the most important novel experimental developments in chemistry,
physics and biology pertain to structural dynamics that involves the interro-
gation of time-resolved structures. The utilization of synchrotron radiation
and X-ray pulses explored time-resolved dynamics on the ns-ps time scale
[109–121]. This time domain is relevant for condensed phase and biological
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structural dynamics. The most significant advancement and development of
ultrafast femtosecond time-resolved electron diffraction, crystallography and
microscopy [122–124] led to joint atomic-scale spatial and temporal resolu-
tions [124]. Prime examples involved structural changes in ‘isolated’ molecules
in beams, interfaces, surfaces, two-dimensional layers, nanostructures and self-
assembled systems and nano-to-micro structures in materials and biological
systems [124]. Time-resolved structural interrogation opens avenues for the
exploration of complex transient structures and assemblies in material sci-
ence, nanoscience and biology [124]. Time-resolved ultrafast X-ray diffraction
methods [105,117–120] show great promise in molecular and material science.
Ultrafast X-ray pulses are currently produced from laser plasma generation
(pulse widths 100-500fs). Prime phenomena that were already explored involve
dynamics of melting and of phonon coherence effects.

Table-top ultraintense ultrafast lasers in the near-IR are characterized by
a maximal intensity of 1020-1022 Wcm−2, which constitutes the currently
available highest light intensity on earth [125–128]. Concepts were introduced
for the attainment of pulses with a peak intensity as high as 1029 Wcm−2

[127, 128]. The ultraintense lasers that are currently operated in the near-IR
domain span the intensity range of 1014-1021 Wcm−2, with a pulse duration of
10-100fs. Intense VUV free-electron lasers with pulse lengths of 100fs became
recently operative in the intensity domain of 1013-1014 Wcm−2 [107,108]. The
coupling of macroscopic dense matter with ultraintense laser fields is blurred
by the effects of inhomogeneous dense plasma formations, isochoric heating,
beam self-focusing and radiative continuum production [129]. To circumvent
the debris problem from macroscopic solid targets, it is imperative to explore
efficient laser energy acquisition and disposal in clusters, which constitute
large, finite systems, with a density comparable to that of the solid or liquid
condensed phase and with a size that is considerably smaller than the laser
wavelength. The physics of the response to near-IR and VUV ultraintense
lasers is distinct, as in the former case a quasistatic description of the laser
field is applicable, while the latter case marks the failure of the quasistatic
approximation for the field, as implied by the large value of the Keldysh
parameter [130,131].

The traditional control methods of fs pulses from Ti:sapphire lasers are
based on the shaping of the pulse train, amplitude and phase. A significant
extension of this technique to include the (linear and circular) polarization
shaping of the pulse was already accomplished [132, 133], which results in
‘fully shaped’ near-IR pulses. Some interesting proposals for the use of lin-
early polarized fs pulses involve selective electron transfer [134], while circu-
larly polarized IR π laser pulses can induce nuclear torsional motion for the
preparation of pure enantiomers from an oriented racemate [135]. Regarding
control in different spectral domains outside the near-IR, the newly available
VUV, UV and IR ultrafast pulses cannot be shaped by the conventional de-
vices that use liquid crystals, and new techniques will be necessary. Shaping
of XUV pulses is under way [136] by phase-only shaping of the fundamental
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near-IR, 800nm driver pulses for high-harmonic generation. Also, the use of
conventional shaping devices for the tailoring of intense near-IR laser pulses
is limited to the intensity range below ∼ 5·1014 Wcm−2 due to damage to the
shapers [137,138]. The control of reaction products in ultraintense laser fields
(peak intensities � 1015 Wcm−2) is technically and conceptually different from
the exploration of control in ordinary fields. Ultraintense field control can be
achieved by using different laser parameters, i.e., pulse intensity, temporal
length, shape, phase and train, in different experiments. As pulse shaping via
learning algorithms is inapplicable under these experimental conditions, the
changing of the laser parameters is called for. Simulation methods recently
developed for multielectron ionization and electron dynamics of clusters in ul-
traintense laser fields [130,131] will provide guides for the experimental choice
of laser pulses for optimal control. Two scenarios were recently advanced for
control in ultraintense laser fields, i.e., the control of extreme multielectron
ionization levels in elemental and molecular clusters [137–139], and the con-
trol of the branching ratios in nucleosynthesis driven by Coulomb explosion
of completely ionized large clusters (nanodroplets) of methane, ammonia, and
water [140].

Conceptual framework

In what follows we shall allude to analysis and control of dynamics of systems
of increasing complexity from manipulation of functionality of clusters toward
biosystems, and then address some basic open questions in the realm of con-
trol. Next, we proceed to the new world of response of clusters and plasmas to
ultraintense laser fields, where nonperturbative effects are fundamental and
new phenomena of multielectron ionization and electron dynamics are exhib-
ited. These issues will bring us to progress in attosecond electron dynamics.
We will conclude this presentation with the dynamics and control of matter
under extreme conditions in finite, ultracold systems that involve superfluid
boson, e.g., (4He)n and (p-H2)n clusters (temperature 2.2-0.1K) [30,141], and
optical molasses (temperatures 10µK-100µK) [31,141], together with the per-
spectives for the production of molecular and cluster species for Bose-Einstein
condensation in the temperature range of 10µK-10nK [141–144].

The exploration of the control of ultrafast processes driven by tailored
laser pulses allowed for the determination of how the optical properties, re-
sponse and reactivity will be determined by the interplay between spatial
structure, size (in the case of finite clusters and nanostructures systems), the
system’s energy landscapes, its electronic and vibrational level structure, and
the nature of the laser field. Laser-selective chemistry is combined with the
functionality, which is size-selective with manifestations of specific effects in fi-
nite systems. The extension of the concepts and techniques of analysis control
to systems of increasing complexity, from large clusters, to large-scale chemi-
cal systems and to biological systems, will be of considerable importance and
significance. It is often common to refer to the increase of the system size as
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a benchmark for increasing their complexity, without alluding to more rigor-
ous specifications. Complexity can be characterized by spatial, energetic or
temporal structure with nonperiodic variations [145]. On the basis of such a
definition, the control of dynamics pertains to the manipulation of complex-
ity. An example that comes to mind is the ‘transition’ between fission and
Coulomb explosion of multicharged, large finite systems that can be induced
by laser control of the ionization level of a large molecule, of a covalent clus-
ter [35] or of a protein in the gas phase [146]. Theoretical studies of optimal
control of nuclear dynamics in complex systems in the gas phase were recently
pursued [43, 147] by the Rice-Tannor-Kosloff pump-dump scheme, searching
for the connective pathway between the initial wave packet and the objec-
tive. The methodology was based on molecular dynamics in conjunction with
quantum computations for the transient structures across the pathway (‘on
the fly’) [43,147]. The maximization of the yield resulted in coupled equations
for the optimal pump and dump pulses that cannot be solved for complex
systems. A new strategy for pump-dump control was based on the concept of
the intermediate target that involves a localized wave packet in the excited
potential surface at an optimal time delay which guarantees maximal overlap
for damping into the ground state objective [43,148]. This extra condition al-
lowed for the decoupling of the equations for the pump and the dump pulses,
was tested for the isomerization of moderately large Na3F2 clusters, and shows
promise for larger complex systems [43,147,148]. Another promising approach
for large systems is IR control of configurational changes. Theoretical stud-
ies of the IR control of isomerization of glycine (with 24 vibrational degrees
of freedom) were conducted, being based on the propagation of the ensem-
ble of trajectories obtained from quantum chemistry computations coupled to
IR fields whose parameters were optimized by genetic algorithms [149]. This
approach will be relevant for conformational dynamics in building blocks for
biomolecules. Two major obstacles in the development of control methods for
complex large systems should be addressed. First, for large molecular scale
systems and biosystems, vibrational sequence congestion implies that laser
excitation carries the congested thermal vibrational population of the ground
electronic-vibrational state to the excited state, blurring the excited state
wave packet. In the early stages of laser photoselective chemistry [150] this
difficulty was overcome by supersonic beam cooling of large molecules and of
building blocks for biomolecules. Second, of considerable interest will be the
control of dynamics in such complex systems in the condensed phase, e.g., in
water. The implications of energetic inhomogeneous spectral shifts induced by
the solvent, together with the role of the solvent as a ‘heat bath’ for relaxation
and dephasing, require close scrutiny in the context of control.

Current progress in the realm of optimal control points toward further
extensions of the conceptual framework. Under favorable conditions it should
be possible to infer on the intramolecular or intracluster nuclear dynamics
from the shape of the optimized pulses. This inversion problem [151, 152]
constitutes the ‘holy grail’ that will allow for analysis by control. Since tailored
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laser pulses have the ability to select pathways that optimally lead to a chosen
target, the analysis of these (temporal and frequency) pulse shapes should
enable to obtain information on these selected pathways. More theoretical
work is required, which will allow for the design of interpretable optimal pulses
for the driving of complex systems by invoking concepts for the solution of
the inversion problem.

The area of laser-matter interactions is currently transcended by moving
toward attosecond-femtosecond electron and nuclear dynamics in ultraintense
laser fields (pulse peak intensity 1015-1020 Wcm−2). Of considerable inter-
est is cluster electron and Coulomb explosion dynamics [130, 131, 153–178].
Extreme cluster multielectron ionization in ultraintense laser fields is dis-
tinct from electron dynamic response in ordinary fields, where perturbative
quantum electrodynamics is applicable, and from the response of a single
atomic and molecular species in terms of mechanisms, the ionization level
and the time scales for electron and nuclear dynamics. Extreme multielec-
tron cluster ionization involves three sequential-parallel processes of inner
ionization, of nanoplasma formation and response, and of outer ionization
[130, 131, 155, 158–160, 166, 172]. Cluster electron dynamics triggers nuclear
dynamics, with the outer ionization being accompanied by Coulomb explo-
sion [131,155,161,164,165,167–169,171,173–178], which produced high-energy
(1keV-30MeV) ions and nuclei in the energy domain of nuclear physics. A re-
alistic endeavor pertains to table-top dd nuclear fusion driven by Coulomb ex-
plosion (NFDCE) of deuterium containing clusters [163–165,167,168,173–178],
for which compelling experimental and theoretical evidence was advanced.
Predictions [164,165] that Coulomb explosion of deuterium containing hetero-
clusters (e.g., (CD4)n, (D2O)n) will result in considerably higher deuteron en-
ergies and dd fusion yields due to energy boosting effects were experimentally
confirmed in Saclay [176], in the Lawrence-Livermore Laboratory [174, 175],
and in the Max-Born Institute [177]. A theoretical-computational demonstra-
tion was recently provided for a seven-orders-of-magnitude enhancement in
the neutron yield from NFDCE of light-heavy heteroclusters, e.g., (DI)n, as
compared to the yield from deuterium clusters of the same size [178]. The
eighty years quest for table-top nuclear fusion driven by chemical reactions
was achieved by ‘cold-hot’ fusion in the chemical physics laboratory, open-
ing avenues for experimental and technological progress. The realm of nuclear
reactions driven by cluster Coulomb explosion was extended from dd fusion
to nucleosynthesis involving heavy nuclei, which is of interest in the context
of nuclear astrophysics [140]. Further progress in this field will involve the
experimental and theoretical studies of multielectron ionization and Coulomb
explosion of nanodroplets [140, 177]. Under cluster vertical ionization condi-
tions the energetics of the nuclei is considerably enhanced (in the energy range
of 100keV-100MeV) for Coulomb exploding nanodroplets. The constraints for
complete inner ionization of nanodroplets have to be established. Concur-
rently, incomplete outer ionization and laser attenuation effects in these large
systems will limit the energetic domain for the Coulomb explosion of the
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bare nuclei. Interesting conceptual and technical developments are expected
to emerge when cluster dynamics is transcended toward nuclear reactions.

We alluded to ultrafast adiabatic and nonadiabatic nuclear dynamics and
control. Have we reached the temporal borders of the fundamental processes
in chemistry and biology [179]? Indeed, the time scales for nuclear motion pro-
vide the relevant temporal limit for biophysical and biological dynamics. On
the other hand, and most significantly for chemical transformations and for
the response and function of nanostructures, even shorter time scales - from
attoseconds to femtoseconds - can be unveiled for electron dynamics [94–97].
‘Pure’ electron dynamics pertains to changes in the electronic states, without
the involvement of nuclear motion, bypassing the constraints imposed by the
Franck-Condon principle. In this new world, electron dynamics may prevail on
the attosecond temporal resolution. An interesting development in the area of
attosecond-femtosecond electron dynamics constitutes a ‘spin off’ of ultrain-
tense laser-cluster interactions (discussed above) which drive phenomena of
nanoplasma response and dynamics. Two notable and related developments
in the realm of electron dynamics in intense fs laser fields recently emerged.
First, the advent of nonsequential double ionization, involving (e,2e) recolli-
sion processes [94,180–185], provides significant information (from the electron
momentum correlation function) on the electronic wavefunction of the target
molecule from which the electron departed [184]. From the practical point of
view, the electron can diffract from the molecular ion core, determining the
spatial structure of the molecule [180,186]. The (e,2e) processes in atoms result
in nonsequential ionization from the same core, while for molecules or clusters
these processes can occur from different cores. Work on (e,2e) processes in
diatomics [184] and in the C60 molecule [180] was already conducted. It will
be interesting to extend these aspects of (e,2e) dynamics to elemental and
molecular clusters. Second, single- (or sub-) optical cycle lasers driving atoms
provides novel dynamic information on cycle and phase dependent electric
field induced ionization rates and electron recollision times [101–104]. Coher-
ent control experiments of electron dynamics demonstrated the possibility of
directing fast electron emission from Xe atoms to the right or to the left with
changing the light phase [102]. Of considerable interest will be the extension
of these studies of electron dynamics driven by single (or few) optical cycle
lasers in molecules and in elemental and molecular clusters.

The theory of electron dynamics in small molecules, driven by attosecond
laser pulses, was advanced by Bandrauk [187–189]. Recent theoretical studies
and quantum mechanical calculations [190, 191] addressed optimal ultrafast
(6fs) lasers driving electron dynamics in molecules, establishing the scheme
for state selective electronic excitation involving dipole switching in lithium
cyanide [190] and the formation of a ‘giant dipole’ in N-methyl-6-quinolone
[191]. A new mechanism was advanced for the induction of a selective, uni-
directional electron ring current in oriented molecules driven by electronic
excitation with a circularly polarized ultrashort (3.5fs) laser pulse [192, 193].
The implications of this proposal were examined for X → E+ population
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transfer, described by electron wave packet dynamics, in Mg-porphyrine. The
ring current generated by the laser pulse is stronger by about two-orders-
of-magnitude than that induced in this system by the available permanent
magnetic field [192]. It was suggested that these types of specific electronic
currents may in turn induce magnetic fields with characteristic effects on su-
perconducting quantum interference devices [192]. These studies provide clues
for the extension of electron dynamics to multielectron dynamics in large mole-
cules.

The exploration of ‘pure’ electron dynamics without the involvement of
nuclear motion is not limited to the attosecond-femtosecond time scale and
can be realized on longer time scales, when the electron motion is slow. This is
the case for the dynamics of wave packets of electronic high n Rydberg states of
atoms [194–201], which circulate along classical Kepler paths with diameters of
thousands of Bohr radii on the microsecond time scale. While such electronic
wave packets driven by ps pulses lead to Rydberg state ionization near the
turning point of the Kepler orbit, subpicosecond, half-cycle pulses can ionize
a radially localized Rydberg wave packet over its entire trajectory [200]. New
avenues for the exploration of ‘slow’ electron dynamics open up. The dynamics
of Rydberg wave packets in molecules [201], e.g., NO, is also of considerable
interest. For high n molecular Rydbergs the electron motion is slow on the time
scale of nuclear motion, and the inverse Born-Oppenheimer separability has
to be invoked. Rydberg electronic wave packets exhibit nonadiabatic coupling
with other degrees of freedom, and are amenable to control by interference
effects [201].

Significant developments encompass the realm of dynamics of ultracold
finite systems [141], involving molecules, clusters, optical molasses and finite
Bose-Einstein condensates in the temperature domain of T = 2.7K-10−8K
[141]. For ultracold systems, the upper temperature limit (T = 2.7K) is arbi-
trarily taken as the current temperature of the expanding universe, while the
lowest temperature is chosen as that of low-density atomic or molecular Bose-
Einstein condensates [141]. The higher temperature domain of the ultracold
world for large molecules, e.g., aniline and anthracene (with rotational tem-
peratures of 0.3K-2.7K), was reached by cooling in supersonic expansions in
He from high-pressure pulsed supersonic nozzles [202], allowing for the study
of kinetic energy and permutation symmetry effects in anthracene(4He)n clus-
ters [202]. Small molecules were cooled to the mK temperature range [203–206]
by deceleration and electrostatic trapping of OH radicals at (rotational) tem-
peratures of 50-500mK [205], and of the 15ND3 molecule at a temperature
of 1mK [206]. The relatively deep and spatially large traps for ground state,
neutral, ultracold molecules show promise [203–206] for high-resolution spec-
troscopic and dynamic applications in large molecules and clusters. Exotic ul-
tracold systems encompasses quantum clusters (4He)n, (3He)n, or (para-H2)n

(at T = 0.1-2.2K) [30,141,207,208], optical molasses of irradiated Rb atoms (T
= 10−4-10−6K) [31], finite atomic clouds of Bose-Einstein atomic condensates
of 7Li, 23Na, and 87Rb (T = 10−7-10−8K) [209–211], and finite Bose-Einstein
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molecular condensates of clouds of diatomics, e.g., 6Li2, 23Na2, or 87Cs2 (at T
= 10−8-10−7K) [144–146,212–222]. Some notable example for dynamics in the
ultracold world are: (i) The expansion of optical molasses, which is analogous
to cluster Coulomb explosion, thus building a bridge between the ultraslow
(ms) dynamics of ultracold finite gaseous samples and ultrafast (ps-fs) clus-
ter dynamics [31]. (ii) The tunneling of an excess electron from a bubble in
(4He)n clusters, as a probe for superfluidity in finite boson systems [223].
The unique properties and features of ultracold quantum clusters, optical mo-
lasses and atomic and molecular gases, can be traced to quantum effects of
zero-point energy and kinetic energy of the ‘light’ constituents in clusters and
permutation symmetry effects in all systems. Outstanding problems in this
field involve size effects on the superfluid transition in helium-4 clusters [141],
energetics of excess electron bubbles in large helium clusters [223], electron
tunneling dynamics from such bubbles that constitute a ‘pure’ electron dy-
namic process on the ms time scale [223], finite size effects on Bose-Einstein
condensation in confined systems [141], probing superfluidity in finite boson
systems, and a molecular description of Bose-Einstein condensation [141]. In-
teresting further developments in this field will focus on collective excitations,
as well as nuclear and electron dynamics in large finite quantum systems.
These will involve the attempt for the production of finite ultracold clusters.
Two distinct classes of such ultracold clusters will be considered, involving
either highly vibrationally excited ‘floppy’ clusters (produced via Feshbach
resonances) [212–222] or rigid clusters in low vibrational states produced by
photoassociation [144–146]. It will be interesting to explore the possibility of
Bose-Einstein condensation in ultracold assemblies of such clusters. Another
interesting problem pertains to the minimal cluster size for the attainment of
Bose-Einstein condensation within a single cluster [141]. The threshold size
for the superfluid transition in a boson cluster is expected to be property
dependent [141]. Other interesting problems in this area pertain to the theo-
retical investigation of optically induced tunneling of electrons from bubbles
in helium clusters [223]. This process can be controlled by the competition
between electron tunneling from the bubble and ultrafast radiationless (nona-
diabatic or adiabatic) relaxations of the bubble excited electronic states to
lower electronic states. The exploration of electron tunneling from electroni-
cally excited states of electron bubbles in ultracold quantum clusters brings
us back to the realm of laser control of electron dynamics.

Scientific-technological applications

The research directions and developments discussed herein provide perspec-
tives for new scientific-technological developments. A number of research di-
rections within the framework of the Sfb 450 program reach a stage when
one can begin to consider technological spin-offs. Examples involve remote
laser manipulation, analytic and sensing methods [224–226]. Recent accom-
plishments involve the use of half cycle laser pulses for the chemical analy-
sis [226], and remote sensing by multiple filamentation of ultrashort Ter-
awatt laser pulses in air [224, 225]. Optical manipulation of complex systems
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shows promise for applications to biological systems. Primary examples in
this field are photodynamic therapy, based on optical manipulation of mole-
cules with endoperoxide groups [227], and the detection of biological molecules
in tissues [228]. The analytical methods have potential for probing biosys-
tems, e.g., bacteria, while sensing methods and controlled dynamics of at-
mospheric processes is of current interest. Although the primary thrust of the
research program is based on the integration of experiment and theory, it is
imperative to mention some theoretical developments of considerable interest
in the context of future technology transfer. The first is molecular motors,
due to their important role as functional molecular devices [229–235]. Chiral
molecular rotors were described, being driven by a linearly polarized laser
pulse [229,231,233–235], with the application of control methods for the pres-
elected directions [231]. Unidirectional molecular torsional motion can also be
induced by circularly polarized π laser pulses for the driving of such molecular
rotors. Potential applications in the field of nanotechnology will be of interest.
The second is optically pumped and probed logic machines for quantum com-
puting. Elaborate molecular machines for information storage and disposal
can take advantage of the self evident, but most useful, fact that the opti-
cal response of photophysical systems depends on their present state [231]. It
was proposed [236, 237] that the stimulated Raman adiabatic passage spec-
troscopy (STIRAP) [238] can be used for information storage and retrieval
on the molecular level. The utilization of the STIRAP pulse sequence pro-
vides a strategy for complete and robust population transfer in a multilevel
system with sequential coupling [237, 239]. In fact, the use of the STIRAP
pulse sequence for this problem emerged automatically from the local opti-
mization procedure [239]. STIRAP spectroscopy is of considerable importance
for quantum computation via local control [237], to build finite-state molecu-
lar machines that can be programmed [236, 237]. An alternative approach is
based on optimal control for quantum computing [240,241].

It is apparent that more experimental and theoretical developments are
expected in this fascinating research area, some of which should emerge from
this overview. It is expected that the scientific quality, vitality and impact of
this research field of analysis and control of ultrafast photoinduced reactions
will continue well into the future.
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Phys. 5, 3610 (2003)

77. C. Lupulescu, A. Lindinger, M. Plewicky, A. Merli, S.M. Weber, L. Wöste,
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(2004)

80. T. Brixner, G. Krampete, T. Pfeifer, R. Selle, G. Gerber, M. Wollenhaupt, O.
Graefe, C. Horn, D. Liese, J. Baumert, Phys. Rev. Lett. 92, 208301 (2004)

81. C.J. Bardeen, V.V. Yakovlev, K.R. Wilson, S.D. Carpenter, P.M. Weber, W.S.
Warren, Chem. Phys. Lett. 280, 151 (1997)

82. A. Assion, T. Baumert, M. Bergt, T. Brixner, B. Kiefer, V. Seyfried, M. Strehle,
G. Gerber, Science 282, 919 (1998)

83. T. Hornung, R. Meier, M. Motzkus, Chem. Phys. Lett. 326, 445 (2000)
84. S. Vajda, P. Rosendo-Francisco, C. Kaposta, M. Krenz, L. Lupulescu, L. Wöste,
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E. Constant, Appl. Phys. B 78, 879 (2004)

97. M. Kitzler, K. O’Keefee, M. Lezius, J. Mod. Opt. 53, 57 (2005)
98. M. Drescher, F. Krausz, J. Phys. B 38, S727 (2005)
99. M. Drescher, M. Hentschel, R. Kienberger, G. Tempea, C. Spielmann, G.A.

Reider, P.B. Corkum, F. Krausz, Science 291, 1923 (2001)



1 Introduction 19
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(2001)
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177. S. Ter-Avertisyan, M. Schnürer, D. Hilscher, U. Jahnke, S. Bush, P.V. Nickles,
W. Sandner, Phys. Plasmas 12, 012702 (2005)

178. A. Heidenreich, I. Last, J. Jortner, Proc. Natl. Acad. Scis. USA 103, 10589
(2006)

179. J. Jortner, Proc. Roy. Soc. London, Series A 356, 477 (1998)
180. V.E. Bahrdway, P.B. Corkum, D.M. Rymer, Phys. Rev. Lett. 93, 5400 (2005)
181. Th. Weber, M. Weckenbrock, A. Staudte, L. Spielberger, O. Jagutzki, V.

Mergel, F. Afaneh, G. Urbasch, M. Vollmer, H. Giessen, R. Dörner, Phys.
Rev. Lett. 84, 443 (2000)

182. R. Moshammer, B. Feuerstein, W. Schmitt, A. Dorn, C.D. Schröter, J. Ullrich,
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2.1 Motivation and outline

Elementary dynamical processes in molecules like bond shaking, breaking or
making commonly occur on the femtosecond time scale. With the advent
of ultrafast laser sources, such as Ti:sapphire, adequately short light pulses
of just a few optical cycles can be delivered. This allows the direct, time-
resolved observation of dynamical molecular processes, as convincingly shown
by Zewail et al. [1–5].

A powerful tool in this regard is pump-probe spectroscopy. It employs a
first ultrafast laser pulse to excite the molecular system to a transient inter-
mediate state (pump). This broadband excitation creates a coherent super-
position of vibrational eigenstates; the resulting nonequilibrium configuration
causes the propagation of a vibrational wave packet on the potential energy
surface of the corresponding electronic state. The evolution of the induced
wave packet motion is subsequently interrogated with a second, time-delayed
ultrashort laser pulse (probe), which induces easily observable processes, such
as fluorescence, photoelectron emission or multiphoton ionization. Oscilla-
tory features in the observed signal reflect vibrating wave packet motions,
which correspond to the vibrational structure of the photoexcited system.
Nonoscillatory signal structures may arise from radiative and nonradiative
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decay channels; or they reflect photoinduced chemical reactions like dissoci-
ations, fragmentation cascades or the formation of new bonds. Such reaction
processes can be distinguished by observing the individual signal channels of
all involved molecules. This is achieved by employing photoionizing pump-
probe schemes, which permit the interrogated particles being monitored size-
selectively by means of mass spectrometry.

Time-dependent dynamics calculations allow to simulate the observed dy-
namical behavior. When performed on sufficiently small and isolated mole-
cules, this interplay of theory and experiment yields the pathways and tran-
sition mechanisms of the photon-induced processes enabling their detailed
analysis [6, 7]. For larger molecules the task becomes significantly more diffi-
cult; this is due to the rapidly growing amount of internal vibrational degrees
of freedom that can couple with each other, leading to internal vibrational
energy redistribution (IVR). Dephasing and loss of coherence occurs and fi-
nally the system is thermalized. If the system is embedded in a liquid or a
solid, or if it is deposited on a surface, the thermalization process commonly
occurs still much faster. In order to avoid this complication while entering
into the subject, the book follows this growing degree of complexity and fo-
cuses in the beginning of Chap. 2 on the ultrafast reaction dynamics of small
isolated molecular systems. The following chapter will treat larger molecules;
then later systems coupled to a condensed environment will be treated.

Pump-probe analysis leads conveniently across an electronically excited
transition state, which is easily prepared by a pump pulse. The approach
is described in detail in the next Sect. 2.2. However, for understanding the
dynamical behavior of the entire system, the comprehension of its electronic
ground state, especially when vibrationally excited, is crucial. Such systems
can be prepared by using the pump pulse for vertical photodetachment of a
stable negative ion (Ne), which commonly leads it to the vibrationally hot
electronic ground state of its corresponding neutral (Ne). The resulting wave
packet dynamics is then probed by a time-delayed probe pulse, which re-
ionizes the system to a positive ion (Po). As described in Sect. 2.3, this
charge reversal pump-probe spectroscopy (NeNePo) allows, when combined
with time-dependent quantum calculations, to understand the occurring iso-
merization dynamics and reactivity of the system, and the onset of IVR-
processes, which progressively gain importance at growing particle sizes [8,9].
Small clusters are well suited systems to probe the evolution of dynamical
processes in a range, where each atom counts.

The successful analysis of a dynamical system raises hope, that also control
of the photoinduced processes can be achieved on a real time basis. Long be-
fore an experimental realization far-reaching theoretical concepts [10–21] were
developed that use tailor-made pulse sequences or coherent superpositions of
states to influence the dynamical pathway of a molecular system. The main
goal of these control schemes is to guide the system into a distinct reaction
channel. So, guided by theory new techniques were developed to shape the
employed femtosecond laser pulses such, that successful control experiments
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could be performed. Experimentally this requires the synthesis of optimally
composed pulse shapes; they can be found by using adaptive feedback loops,
as suggested by Judson and Rabitz [22]. Theoretically this is accomplished by
employing optimal control theory [11, 16, 20, 21, 23, 24]. As presented in Sect.
2.4, a much deeper insight into the reaction and relaxation dynamics of ul-
trafast photoinduced processes can be gained from this beautiful convergence
between theory and experiment.

Photoassociation experiments of ultra-cold atoms in magneto optical traps
(MOT) and in Bose-Einstein condensates (BEC) have raised the question,
whether the formed molecules, which are vibrationally still extremely hot,
can internally be cooled down. Here again, coherent control scenarios offer ex-
citing perspectives to prepare ultracold molecules and to gain insight into their
chemistry. Section 2.5 presents new concepts, which employ shaped ultrafast
laser pulses to optimize photoassociation yields followed by radiative cooling
cycles to pump the photo-associated molecules in their ultracold environment
down to the lowest vibrational state.

2.2 Probing the dynamics of electronically excited states

V. Bonačić-Koutecký, R. Mitrić, A. Lindinger, L. Wöste

The principle of a pump-probe observation scheme via an electronically ex-
cited state is presented in Fig. 2.1. The originally rather cold molecules are
excited from a low vibrational level of the electronic ground state. Due to the
spectral width of the employed fs-pump pulse, a coherent superposition of sev-
eral vibrational states is then created in the electronically excited state, which
leads to the formation of a vibrational wave packet. If a bound electronic state
is excited (Fig. 2.1a), this wave packet will oscillate between the inner and
outer turning point of the potential energy curve (or surface), reflecting the
vibrational motion of the excited molecule. The temporal evolution of this
wave packet can be monitored by the probe pulse, which - at a variable delay
- excites the particle into a size-selectively detectable ion state. Ionization can
either be achieved directly by one photon or it is accomplished by a multipho-
tonic sequence, which preferably leads across higher excited electronic states.
Since the efficiency of the ionization step depends critically upon the posi-
tion of the wave packet along the reaction coordinate, the obtained ionization
efficiency (time dependent Franck-Condon factor) changes significantly as a
function of the delay between excitation (pump) and ionization (probe). By
tuning this delay time, the temporal evolution of the oscillating wave packet
appears as an intensity modulation on the corresponding ion channel, as shown
later, for example, in Fig. 2.3.

If, however, a bound-free transition into a dissociative electronic state is
excited (see Fig. 2.1b), no oscillatory behavior occurs, but the ion signal will
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Fig. 2.1. The principle of pump-probe spectroscopy by means of transient two-
photon ionization: A first fs-laser pulse electronically excites the particle into an
ensemble of vibrational states creating a wave packet. Its temporal evolution is
probed by a second probe pulse, which ionizes the excited particle as a function
of the time-dependent Franck-Condon window; a) shows the principle for a bound-
bound transition, where the oscillatory behavior of the wave packet will appear;
b) shows a bound-free transition exhibiting the decay of the fragmenting particle,
and c) shows the process across a predissociated state, where the oscillating particle
progressively leads into a fragmentation channel.

show the temporal behavior of an exponential decay of the photofragment-
ing system. In parallel, correlating signals of the produced photofragments
will emerge on the corresponding ion channels. In case of fragmentation cas-
cades, multi exponential decay curves become observable, as shown later in
Fig. 2.5. Predissociation occurs, when bound and dissociative electronic states
are connected by curve crossings or conical intersections. Pump-probe signals
taken from their excitation will, therefore, show both: wave packet oscilla-
tions of the vibrating molecule superposed by the exponential decay curve of
the progressively dissociating system (see Fig. 2.6). The case is most interest-
ing with regard to coherent control scenarios of photoinduced unimolecular
dissociation processes. In Sect. 2.2 these three cases will be discussed and
experimental examples be given. Then, two examples will be treated theoret-
ically and compared with the experiment: The nonadiabatic fragmentation
dynamics of electronically excited Na2K and the geometrical rearrangement
of electronically excited Na2F.
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Fig. 2.2. Experimental setup of the pump-probe experiment showing the molecular
beam irradiated by laser pulse sequences coming from a Ti:sapphire fs-laser system.
The resulting photo-ions are detected across a quadrupole mass spectrometer.

2.2.1 Experimental set-up of the pump-probe experiment

Supersonic molecular beams are an ideal environment to prepare high densi-
ties of cold and isolated molecules or clusters and to allow their size-selective
observation by means of photoionization mass spectrometry, where pump-
probe concepts are easily integrated. The experiments presented here mainly
focus on molecules and clusters containing metal atoms. This is due to their
pronounced dynamical properties, their highly chromophoric character, and
their rather low ionization energies, which are easily reached with the available
laser sources. Such metal particle beams are commonly formed by expanding
a metal vapor together with an inert or a reactive carrier gas from an oven
cartridge across a small nozzle of some microns in diameter into the vacu-
um. As a result, a collision zone is created in front of the nozzle, in which
the molecules and clusters are formed by adiabatic cooling and subsequent
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nucleation. The typical realization of such an experimental setup is shown
in Fig. 2.2. The supersonic molecular beam is extracted from the expansion
zone by a skimmer, which leads into a differentially pumped detection cham-
ber. There, an ion extraction system injects the created photo-ions into a
quadrupole mass spectrometer (QMS), which is placed perpendicular to the
particle beam. Window ports at the detection chamber allow to irradiate the
interaction zone perpendicular to both, the neutral particle beam and the
extracted ion beam.

For the experiments presented here a commercial Ti:sapphire laser oscilla-
tor was used; it was pumped by a frequency-doubled Nd:YLF-, or by an argon-
ion laser. The laser operates at a repetition rate of 80 MHz; it is tunable in a
wavelength range between 730 and 850 nm producing pulses of 80 fs duration
at a total power of 1.6 W. These conditions allow to operate the experiment
at a duty cycle of 100%, since each molecule of the continuous molecular beam
is irradiated several times by the pulsed laser. Furthermore, the correspond-
ingly low laser peak power prevents undesired multiphotonic transitions, which
would camouflage the sought information. The wavelength range of the laser
can significantly be extended by using a second harmonic generator (SHG)
and/or an optical parametric oscillator (OPO). The employed laser pulses
are analyzed by a spectrometer, autocorrelator, and spectrally-resolved cross-
correlation (XFROG) . For performing the pump-probe experiment, the laser
pulses were split up and recombined in a Michelson interferometer system,
allowing to generate pump-probe sequences of a variable delay.

2.2.2 Pump-probe spectra of bound electronically excited states

The result of a pump-probe measurement obtained from 39,39K2 is shown in
Fig. 2.3. The spectrum was recorded at a pump wavelength of about 834 nm;
so the electronic K2 A1Σ+

u -state is excited. The probe step was achieved by a
delayed two-photon transition of the same wavelength (one-color experiment).
The signal exhibits a quite distinct oscillatory behavior with vibrational peri-
ods of 250 fs, which correspond well to the eigenfrequencies of the photoexcited
K2 A-state. These vibrations, however, are almost harmonically modulated
every 10 ps. An explanation for this can be extracted from the correspond-
ing Fourier-transform (FFT) of the recorded signal, which is presented in the
insert of Fig. 2.3: Expected is a curve presenting the anharmonic progression
of those vibrational states, which were coherently excited within the band-
width of the pump pulse. The obtained FFT-curve shows spectral resonances
around 65 cm−1; this corresponds well to the known vibrational spacing of
the A-state of K2. The obtained intensity distribution, however, shows quite
a surprising behavior: Two largely spaced peaks at the wings of the progres-
sion dominate the spectrum; they obviously cause the 10 ps large-amplitude
modulation of the distinct beat structure. The progression is perturbed [25].
This is caused by a spectrally coinciding spin-orbit coupled “dark” b3Πu-state
of 39,39K2, which significantly alters the lifetimes and Franck-Condon factors
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Fig. 2.3. Pump-probe spectrum of electronically excited 39,39K2. The insert in
the Figure gives the corresponding Fourier-transform of the signal (FFT), which
shows the spectral positions of the anharmonic vibrational progression of the excited
electronic state. The relative intensities indicate that the sequence is perturbed (see
text) [25].

of the observed spectral transition. The phenomenon does not occur for the
39,41K2 isotopomer. More details about the differently perturbed systems are
given in Sect. 2.2.4.

Transient two-photon ionization experiments on trimer systems were mo-
tivated by the need for a time-resolved verification of the pseudo-rotation
motion, which can be considered as a superposition of the asymmetric stretch
(Qx) and the bending vibration (Qy) [26]. In this respect the situation of a
triatomic molecule with its three modes is quite different from an isolated
oscillating dimer, which vibrates in its single mode until it eventually radiates
back to the electronic ground state or predissociates. The coupling of vibra-
tional modes in a trimer system can, therefore, be considered as the onset of
internal vibrational redistribution (IVR) [8]. The aspect will be treated later
in Sect. 2.2.3 for the example Ag2Au in great detail.

A typical result for a bound-bound transition in trimers, which was ob-
tained for the electronic Na3 (B←X)-transition with transform-limited pulses
of about 100 fs duration, is shown in Fig. 2.4. The progression shows a pro-
nounced molecular vibration, indicating only one vibrational mode of 320 fs
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Fig. 2.4. One-color pump-probe spectrum of Na3 recorded with transform-limited
80 fs pulses at a wavelength of 620 nm. The progression exhibits the symmetric
stretch mode of the electronically excited B-state. The dense peak structure in the
center is caused by the temporal overlap of the pump and probe pulse, hence it
provides an autocorrelation of the employed laser pulse. In the negatively counted
time range “pump” becomes “probe”, and “probe” becomes “pump”, so an almost
symmetrical spectrum appears [27].

duration, which corresponds to the symmetric stretch (Qs) mode of Na3 in
the B-state.

2.2.3 Pump-probe spectroscopy of dissociated and predissociated
electronic states

Fragmentation becomes more important as the number of internal degrees
of freedom inside the molecule or cluster increases. Here again, the fs-pump-
probe observation scheme provides a deep insight into the dynamics of pho-
toinduced cluster fragmentation. The principle of such an experiment is indi-
cated in Fig. 2.1b and c. The particles are electronically excited with fs-laser
pulses (pump) into a dissociated or predissociated electronic state. There they
dissociate, or they oscillate a few times and then dissociate. The temporal be-
havior of the sequence is monitored with the probe pulse, which interrogates
the system by ionizing the excited particles after a variable time delay ∆t.

Typical results of time-resolved pump-probe photodissociation experi-
ments across a bound-free transition are presented for sodium clusters of
different sizes in Fig. 2.5. The result reveals the rapidly growing number of dif-
ferent dissociation channels for larger aggregates. The two-color pump-probe
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Fig. 2.5. Pump-probe spectra of a two-color experiment probing the bound-free
transitions in Nan (3 ≤ n ≤ 10). For ∆t > 0: Epump = 1.47 eV and Eprobe = 2.94
eV. For ∆t < 0: Epump = 2.94 eV and Eprobe = 1.47 eV. [28]

experiments are performed on Nan with 3 ≤ n ≤ 10. For ∆t > 0, the energy
Epump was 1.47 eV, whereas Eprobe, the energy of the probe pulse, was 2.94
eV. Time decays with ∆t < 0 inverted this sequence to Epump = 2.94 eV
and Eprobe = 1.47 eV. The general trend shows a faster decay with grow-
ing cluster sizes. In addition, there is a strong dependence on the excitation
wavelength [29]. The size-related increase of fragmentation speed can quali-
tatively be explained by the growing amount of internal degrees of freedom,
which allow -via increasing IVR- to populate more dissociative channels. In
order to describe the features, which appear in Fig. 2.5, in more detail, sev-
eral processes -besides IVR- must be taken into account, as there are the
direct fragmentation of the examined cluster size by the pump pulse, and
those fragmentation processes that occur to particles, which have populated
the observation channel temporarily with fragments of larger clusters, before
they fragment again [28].

This fragmentation behavior could be explained in a simple energy level
model of the different Nan cluster sizes [28]. As shown in Fig. 2.5, the temporal
evolution of the ion signals exhibits an interesting odd-even alternation as a
function of the cluster size, which is associated with two different dissociation
channels. Nan clusters with even n dissociate preferably into an odd numbered
cluster and one Na-atom, while odd-numbered clusters dissociate into an odd-
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numbered cluster and one dimer. However, the cluster size-dependence of the
underlying differing decay times is yet not fully understood.

In the case of predissociation one observes both: a wave packet oscillation
and an overlaid exponential decay. The result of such an experiment per-
formed on K3 is shown in Fig. 2.6a. Around ∆t = 0 the signal is at maximum;
the occurring signal modulation represents the cross-correlation between the
pump and probe pulse. For the following delay time, first a pronounced oscil-
lation occurs, which reflects the wave packet oscillation in the excited state.
A magnified segment of this oscillation is shown in Fig. 2.6b, whereas its
Fourier-transform is presented in Fig. 2.6c. Three vibrational modes appear;
they correspond to the K3 normal vibrations with Qs = 109 cm−1, Qx =
82 cm−1, and Qy = 66 cm−1. Superposed to these oscillations is an ultra-
fast unimolecular decay with a lifetime of about 6 ps, which indicates that
the observed state is predissociative [30]. This fast fragmentation prevented
so far the observation of this excited state by means of stationary resonant
multiphoton ionization.

Fig. 2.6. (a) Transient two-photon ionization spectrum of K3. The spectrum is
superposed by a fast unimolecular decay of approx. 5 ps. The progression shows a
pronounced oscillation (b). The corresponding Fourier-transform indicates the three
normal modes (c). [30]
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2.2.4 Experimental and theoretical treatment of the nonadiabatic
fragmentation of Na2K

Trimers are usually considered as simple systems from the theoretical point
of view because their potential energy surfaces can be precalculated at a high
level of accuracy using different quantum chemical methods. Nevertheless,
metallic trimers can have complex electronic structure with a manifold of
low lying electronic states violating Born-Oppenheimer approximation as in
the case of Na2K. Here, the Wigner–Moyal representation of the vibronic
density matrix for the simulation of pump–probe spectra based on ensembles
of classical trajectories is used [31]. According to the experimental conditions,
the analytical expression for the signals has been derived under the assumption
of weak fields and short pulses, as will be briefly outlined below. The signals are
simulated by an ensemble of independent classical trajectories which can be
propagated either at precalculated energy surfaces or combined with molecular
dynamics (MD) “on the fly”. In the case of Na2K precalculated energy surfaces
will be used.

First i) the electronic structure and then ii) the semiclassical dynamics
and signals are treated.

i) As already indicated, the mixed alkali trimer Na2K is characterized by
a manifold of electronically excited states. This can be seen from Fig. 2.7,
which represents the one dimensional cut along the fragmentation coordinate
R2 for NaK+Na at fixed bond length R1 (NaK)=3.658 Å and bond angle
α=63.79o. The illustration shows that for the pump–excitation of 1.61 eV, the
fragmentation channel NaK (1 3Π) and Na (1 2S) is not accessible. Therefore,
after one photon excitation the fragmentation channel NaK (1 3Σ+) + Na (1
2S) can be reached over adiabatic and nonadiabatic transitions involving an
avoided crossing between the 5 2A′ and the 6 2A′ states in the former case
and the crossings among 5 2A′, 1 2A′′ and 4 2A′ states in the latter case.
Notice that the bending angle α is an important coordinate for the crossings
and therefore all possible transitions cannot be clearly seen from Fig. 2.7.

ii) Semiclassical methods for nuclear dynamics, which make use of clas-
sical trajectories with quantized initial conditions, are particularly suitable
for exploring ultrafast processes in complex systems. Moreover, the ability to
include all degrees of freedom opens a perspective to large systems, where
the separation into the chromophore unit and bath is not possible. This ap-
proach has theoretically been extended to include quantum effects such as
coherence and tunneling in the framework of semiclassical methods [32–35]. It
is particularly suitable to use classical trajectories for simple systems, since it
allows the comparison with a full quantum dynamical treatment. Therefore,
the conceptual aspects are briefly outlined:

Classical MD in different forms, including ab initio MD “on the fly”, are
now applicable to relatively large systems, and classical trajectories can be
used as inputs in semiclassical approaches for simulations of observables. The
approach here bases on classical ab initio molecular dynamics (AIMD).
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Fig. 2.7. One–dimensional cut of the ground and of nine excited states of Na2K
taken along the coordinate R2 = R(Na2–K) for fixed bond length R1 = R(Na1–K)
= 3.658 Å and a bond angle α(Na1–K–Na2) = 63.79◦.

The time evolution of the density operator 
̂(t) is described by the quantum
mechanical Liouville equation

i�
∂
̂

∂t
=
[
Ĥ, 
̂

]
(2.1)

where Ĥ is the Hamiltonian of a molecular system involving several electronic
states which are coupled with electromagnetic field ε(t),

Ĥ = Ĥmol + Ĥint ≡
∑

a

|a〉ĥa(Q)〈a| − E(t)(
∑
a,b

|a〉µ̂ab(Q)〈b| + h.c.), (2.2)
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with the vibrational Hamiltonian ĥa(Q) of the adiabatic electronic state a,
the collection of vibrational coordinates Q, and the dipole approximation for
interaction with the electromagnetic field.

The density matrix formulation offers an appropriate starting point for
establishing semiclassical approaches, because the quantum Liouville equation
has a well defined classical limit in the Wigner representation, which is given
by the classical Liouville equation of nonequilibrium statistical mechanics:

∂


∂t
= {H, 
} (2.3)

Here 
 = 
(q,p, t) and H = H(q,p, t) are functions of classical phase space
variables (q,p), and

{H, 
} =
∂H

∂q
∂


∂p
− ∂


∂q
∂H

∂p
(2.4)

is the classical Poisson bracket. This classical limit can be derived from (2.1)
by performing a Wigner transformation [36–38] and expansion in terms of �.
If this expansion is terminated at the lowest order of � the commutator can
be replaced by the classical Poisson bracket:

[
Â, B̂

]
→ i�{A,B} + O(�3) (2.5)

This leads to the classical equation (2.3). Higher order terms in �, are re-
sponsible for the introduction of quantum effects in the dynamics. This semi-
classical limit of the density matrix formulation of quantum mechanics, based
on the Wigner-Moyal representation of the vibronic density matrix offers a
methodological approach, which is suited for an accurate treatment of ul-
trafast multistate molecular dynamics and pump-probe spectroscopy using
classical trajectory simulations [31,39–42].

Keeping the conceptual simplicity of classical mechanics this approach al-
lows an approximate description of quantum phenomena such as optical tran-
sitions by averaging over the ensemble of classical trajectories. Moreover, the
introduction of quantum corrections can be made in a systematic manner. The
method requires drastically less computational effort than full quantum me-
chanical calculations, and it provides a physical insight into ultrafast processes
in complex systems. Additionally, it can directly be combined with quantum
chemistry methods for electronic structure. So, the multistate dynamics can
be carried out at different levels of accuracy including precalculated energy
surfaces as well as the direct ab initio MD “on the fly”, in which the forces
are calculated, when they are needed in the course of the simulation. The ap-
proach is related to the Liouville space theory of nonlinear spectroscopy in the
density matrix representation developed by Mukamel et al. (cf. [43]). Following
the proposal by Li et al. [39] and formulation given by the authors [31,40–42],
the method is briefly outlined in connection with its application to simula-
tions of the time resolved pump-probe signals, involving both adiabatic and
nonadiabatic dynamics.
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Assuming that the pump and probe process are both first order in the fields
(weak field limit), and assuming that interference and non-Condon effects are
negligible, an analytic expression for the pump-probe signal can be derived in
the framework of the Wigner distribution approach [31,40–42,44]:

S[td] = lim
t→∞

P
(2)
22 (t)

≈
∫

dq0dp0

∫ ∞

0

dτ1 exp
{
− (τ1 − td)2

σ2
pu + σ2

pr

}
×

exp

{
−

σ2
pr

�2
[�ωpr − V21(q1(τ1;q0,p0))]2

}
×

exp

{
−

σ2
pu

�2
[�ωpu − V10(q0,p0)]2

}
P00(q0,p0). (2.6)

This expression is valid for adiabatic dynamics and can be interpreted in
the following way: At the beginning, the system is prepared in the electronic
ground state (0) where the corresponding Wigner distribution P00(q0,p0) is
assumed to be known (initial condition). This initial phase space density is
spectrally filtered during the pump process to a state 1 by the third Gaussian
of (2.6). Subsequently, the filtered ensemble propagates on state 1 and is
spectrally filtered again during the delayed probe pulse into state 2. This
is expressed by the second Gaussian in (2.6). It is important to notice that
the Gaussian form of spectra during the pump and probe process is a direct
consequence of both, the classical approximation and the short time limit
(cf. [44]). The final time resolution of the signal is determined by the pump-
probe autocorrelation function given by the first Gaussian in (2.6).

As can be seen from (2.6) the simulation of pump–probe signals involves
averaging over an ensemble of initial conditions. It can naturally be deter-
mined from the initial vibronic Wigner distribution P

(0)
00 in the electronic

ground state. For this purpose the Wigner distribution of a canonical ensem-
ble in each of the normal modes is computed according to (2.7):

P (q, p) =
α

π�
exp

[
−2α

�ω
(p2 + ω2p2)

]
, (2.7)

with α = tanh(�ω/2kbT ) and the normal-mode frequency ω, corresponding
to the full quantum mechanical density distributions. The ensemble of initial
conditions needed for the MD on the neutral ground state energies emerges
from sampling the phase space distribution given by expression (2.7). This
allows one to include temperature effects corresponding with the experimental
situations. It permits also to take into account the quantum effects of the
initial ensemble at low temperatures.
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Expression (2.6) can be generalized to include nonadiabatic effects [42] and
simultaneous excitation of several electronic states, which gives the following
general analytic expression for the pump–probe signal:

S[td] ∼
∑

n

|〈ψn(0)|µ|ψg(0)〉|2 ·
∫

dq0dp0

∞∫

0

dτ1 exp
{
− (τ1 − td)2

σ2
pu + σ2

pr

}

× 1
NRand

∑
ν

Emax∫

Emin

dE exp

{
−

σ2
pr

�2
[E − Vcat,n(τ1){qn,ν(τ1; q0)}]2

}

× exp

{
−

σ2
pu

�2
[Epu − Vn(0),g(q0)]2

}
P00(q0,p0) (2.8)

which is a modification of (2.6). Equation (2.8) includes:

1. Initial thermal distribution P00(q0,p0) for the electronic ground state with
the initial coordinates q0 and momenta p0. In the simulations an initial
state Wigner distribution is used. The temperature is T=50 K with 1000
starting points for the trajectories running over at least 5 ps. The average
over trajectories, which were obtained from different randomizations ν due
to the hopping algorithm is expressed by the normalization factor NRand

and by a corresponding summation over ν.
2. Pump pulse window (third exponential in (2.8)) with a pump pulse du-

ration σpu and a difference between the excitation energy for the pump
step Epu and the energy gap Vn(0),g between the ground state g and the
excited state n of the neutral molecule at the time τ0 = 0.

3. Probe pulse window (exponential in the second row of (2.8)) with a probe
pulse duration σpr, an energy gap Vcat,n(τ1) between the current propa-
gating state n(τ1) at the time τ1 and the cationic state at the coordinate
qn,ν(τ1). An inclusion of the continuum of the kinetic energy of the de-
tached electron eKE is expressed by the integration over

E = Epr − eKE (2.9)

for the energy interval [Emin, Emax].
4. Time window (exponential in the first row of (2.8)) with the pump–probe

correlation function located around the time delay td, which determines
the time resolution of the signal.

5. Weighting factor of the electronic states which is introduced by the square
of the norm of the transition dipole moment µ between the electronic
ground state |ψg〉 and the desired excited electronic state |ψn〉 for the
ground state equilibrium geometry.

In order to avoid quantitative calculations of the nonadiabatic couplings
among the states involved and to use Tully’s fewest switches surface hop-
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ping procedure [45] for treating the nonadiabaticity, the approach was dras-
tically simplified. The generalization of the Landau-Zener formula has been
introduced for the surface hopping probability pn→i from the current surface
labeled by n to the other surface i 
= n:

pn→i = exp
(

−2π(Ei − En)2

|v · ∇(Ei − En)|

)
, (2.10)

with the energy En of the nth surface, the gradient of the energy difference
∇(Ei − En) between the nth and ith surface, and the velocity v at the time
τ (note that the atomic units (�=1) are used). The probability to remain on
the n–th surface is given by:

pn→n = 1 −
∑
i�=n

pn→i. (2.11)

A uniform random number between zero and one is used to decide, to which
surface to hop. If there is not enough kinetic energy, a hop is rejected.

Simulated and recorded pump–probe spectra

In order to start the simulation of signals the histograms of the corresponding
energy gaps between the ground state and the excited states Vn(0),g have been
calculated, corresponding to Franck–Condon profiles. The results are given in
Fig. 2.8. They show that the experimental laser bandwidth covers the upper
edge of the energy gap to the 6 2A′ state, although the contribution of the 3

Fig. 2.8. Histograms of energy gaps (transition energies) Te between the ground
and excited states of Na2K for a 50 K initial ensemble obtained from 1000 sampled
phase points of a canonical Wigner distribution.
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2A′′ state, which is separated by 0.026 eV from the experimental range cannot
be excluded. Also the 2 2A” state is close enough and must be considered. In
contrast, the mean value of the energy gap for the 7 2A’ state is more than
0.2 eV separated from the experimental range. It is, therefore, excluded from
further considerations.

First the energy gaps between the cationic ground state and excited elec-
tronic states of the neutral Na2K are presented in Fig. 2.9; they reveal dynam-
ical processes, which will be mirrored in the pump–probe signals. The energy
interval of the energy gaps differs drastically for the different excited states.
Due to the similarity between the electronic ground state and the 3 2A′′ state,
the energy difference is nearly constant over a wide range, which results in a
small energy interval. In contrast, the substantial change in the energy dif-
ference between the 6 2A′ state and the electronic ground state around the
equilibrium geometry of the latter induces the broad energy interval of the
energy gap. The 2 2A′′ state is located in between. Therefore, it gives rise to
a medium size energy interval. So, by choosing different probe pulse energies,
the dynamical features, which correspond to different electronic states, can
selectively be probed.

The horizontal lines in Fig. 2.9 indicate important energies: Egap=3.22 eV
corresponds to the zero kinetic energy of the detached electron (ZEKE) in
a two photon ionization process. Egap=2.62 eV and Egap=2.12 eV represent
the restricted and the full continuum, respectively. In Fig. 2.9a the bunch of
trajectories shows an oscillation period of 290 fs, which is slightly more than
half of the oscillation period of the bending vibration of the 3 2A′′ state. No
hopping to other excited states occurs with the exception of one trajectory.

If the molecular dynamics is started in the 2 2A′′ state (Fig. 2.9b) a frag-
mentation can be observed after 1 ps. The oscillatory feature, which shows a
periodicity of 870 fs, is assigned to the bending vibration of the 2 2A′′ state.
This will be discussed later. The Egap=2.45 eV indicates MD on the 6 2A′

state. Trajectories in the energy range between 2.45 and 3.35 eV reveal the
molecular dynamics on the 2 2A′′, 1 2A′′, 5 2A′ and 4 2A′ states without
fragmentation.

Figure 2.9c shows that 80% of the trajectories diverge within the first 5
ps, which indicates that fragmentation takes place. Thus, fragmentation is a
dominant process in this case. The low energy features reveal again dynamics
occurring on the 6 2A′ state. Contrary to Fig. 2.9b, however, no oscillations
occur, and therefore no stable dynamics can be initiated in the 2 2A′′ state.
The remaining trajectories reveal dynamics in lower lying states.

It is important to realize that the characteristic features of the pump–
probe signals depend significantly on the kinetic energy taken into account.
Similar to the cases of NeNePo spectroscopy (cf. Sect. 2.3), the ZEKE con-
ditions provide better resolution of underlying processes in contrast to those
cases with excess kinetic energy for which the integration over the energy (con-
tinuum) must be considered. Therefore, two sets of results are presented here.
First, continuum with restricted values was taken into account (Fig. 2.9d and
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Fig. 2.9. Bunches of energy gaps between the neutral excited states and the cationic
ground state of Na2K (Egap) for 100 representative trajectories which started on a) 3
2A”, b) 2 2A”, and c) 6 2A’ states. An initial temperature of 50 K was assumed. The
values of 3.22, 2.62, and 2.12 eV correspond, respectively, to ZEKE (see below), to
the lower limit of the restricted, and to the full continuum. Simulated pump–probe
signals account (d) ∆E = Epr − eKE = 2.12 – 2.62 eV and (e) ∆E = 2.62 – 3.22
eV. The corresponding Fourier transforms are given in f) and g).
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Fourier transform

Fig. 2.10. Comparison of theory and experiment for the pump-probe signal of the
nonadiabatic fragmentation of electronically excited Na2K and the relating Fourier
transform signal [46].

e) and then the complete continuum (Fig. 2.10), which corresponds better to
the experimental conditions [46]. In the first case, different oscillations can be
revealed in the pump–probe signals. From the Fourier transforms (cf. Fig. 2.9f
and g) it is possible to identify the period of oscillations and to assign them to
the particular vibrational mode within the given electronic state. In the case
of complete continuum some characteristic features such as oscillations of a
particular vibronic mode can easily be smeared out. This can be seen from a
comparison of Figs. 2.9 and 2.10.
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For the continuum restricted to the energy intervals I1 = [2.12− 2.62] and
I2 = [2.62−3.22] eV (cf. energy gaps of Fig. 2.9) the pump–probe signals cal-
culated using Eq. 2.8 are given in Fig. 2.9d and e. The corresponding Fourier
transforms are given in Figs. 2.9f and 2.9g, respectively. The pump–probe
signals decay, but the oscillatory behavior exhibits characteristic features of
the 3 2A′′ state (Fig. 2.9a) and of the 2 2A′′ state (Fig. 2.9b). The oscillation
period of 540 fs can be assigned to the bending vibration mode and the os-
cillation period around 300 fs corresponds to the stretching vibration, both
characterizing the 3 2A′′ state, as it can be seen from Fourier transforms of
Fig. 2.9f. The decay of the signal with an oscillatory feature with the period
of 870 fs stems from the bending mode on the 2 2A′′ energy surface. The
pump–probe signal shown in Fig. 2.9d exhibits mainly features of the 2 2A′′

state alone. This is due to the negligible contribution of the 3 2A′′ state and
the signature of the 6 2A′ state only during earlier times. In the Fourier trans-
form, the peak corresponding to an oscillation period of 870 fs represents the
main contribution; it can be assigned to the bending vibration of the 2 2A′′

state.
After including the full continuum, the oscillatory behavior with a period

of ∼ 870 fs is completely suppressed, as shown in Fig. 2.10a. At early times
the signal is characterized by an oscillation period of 300 fs for the symmet-
ric stretch and 520 fs corresponding to the bending vibrational modes. At
later times the oscillation of the bending mode dominates. These features are
confirmed by the Fourier transforms shown in Fig. 2.10b.

The results in Fig. 2.10b clearly indicate that the pump–probe signal ob-
tained from (2.8), which accounts for full continuum is in excellent agreement
with experimental findings [46]. This allows to conclude that the experimental
results are strongly influenced by the excess kinetic energy of the ionization
step. The only fingerprint of an individual electronic state which remains
present in the experimental and theoretical signal is the oscillatory structure
with a period of 540 fs, which corresponds to the 3 2A′′ state.

Altogether, the analysis shows that nonadiabatic dynamics over several
excited states of Na2K leads to a decay of the pump–probe signal which cor-
responds to the fragmentation process of the photoexcited system. Time scales
and mechanism of the underlying processes can easily be determined, if the
kinetic energy excess is restricted is in accordance with the experimental re-
sults.

2.2.5 Experimental and theoretical treatment of the geometrical
rearrangement in electronically excited Na2F

In comparison with metallic trimers the replacement of one metal atom by
a fluorine atom, which leads to the Na2F trimer with polar Na–F bonds,
simplifies the situation drastically, since the first excited state is well separated
from other excited states, and it has relatively low transition energies [41,47,
48]. Therefore, the time resolved theoretical and experimental studies of this
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system offer the opportunity to identify the time scales of adiabatic processes
in the pump-probe spectra [41, 49]. Again, the Wigner–Moyal representation
of the vibronic density matrix for the simulation of pump–probe spectra based
on ensembles of classical trajectories is used [31]. The analytical expression for
the signals was again derived under the assumption of weak fields and short
pulses (cf. (2.6)). The signals are simulated by an ensemble of independent
classical trajectories, which are obtained for Na2F from ab initio molecular
dynamics “on the fly” involving excited electronic states.

Due to one excess electron in Na2F, an accurate description of the excited
states is particularly simple; it is even possible in the framework of the one–
electron “frozen ionic bonds” approximation [41]. In this method the optical
response of a single excess electron can explicitly be considered, in the field
of the other (n-1) valence electrons, which are involved in the strongly polar
ionic Na–F bonding (cf. [41]). In the framework of this approach, the fast
computation of the adiabatic MD “on the fly” is particularly favorable and can
be combined with (2.6) derived in the framework of the Wigner distribution
approach. The only difference is that now the ground state and the first excited
state of the neutral Na2F are involved, as well as the ground state of the
cationic Na2F for probing.

After vertical excitation, the conformational change in the first excited
state of Na2F starts from the triangular ground state geometry and leads
then to the linear structure. Considerable lowering of the energy in the excited
state occurs as shown in Fig. 2.11a. A relatively small energy gap between the
ground and the first excited state is a consequence of an avoided crossing,
obtained from breaking the Na-Na bond and overshooting the linear geome-
try connecting two equivalent triangular geometries. In spite of the avoided
crossing, the nonadiabatic coupling is weak and therefore adiabatic dynamics
can be performed.

As a starting point the generation of a temperature dependent initial
Wigner phase space distribution on the neutral ground state is needed. A
canonical thermal ensemble at a given temperature is suitable for low temper-
atures at which a harmonic approximation holds. This initial ensemble has to
be brought to the first excited state with a Franck-Condon transition probabil-
ity, which involves the corresponding excitation energies shown in Fig. 2.11C.
The propagation of this ensemble on the first excited state involves classical
trajectory simulations. The probe window includes the time-dependent energy
gaps between the cationic and the neutral excited states, taken at the propa-
gated coordinate (cf. Fig. 2.11 B-a). The calculation of the signal requires a
summation over the entire phase space (cf. Fig. 2.11 B-b).

The results presented in Fig. 2.11B are based on simulations using an en-
semble of 300 classical trajectories at an initial temperature of 300 K, which
corresponds to the experimental conditions [49]. The theoretically and exper-
imentally obtained results are given in Fig. 2.11B. Pulse duration and laser
wavelength used in the experiment and in the simulations are shown in Fig.
2.11B. The probe wavelength of 3.06 eV corresponds to the minimum of the
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Fig. 2.11. A) Pump-probe NeExPo scheme for Na2F involving the neutral ground
state (Ne), the electronic excited state (Ex), and the cationic ground state (Po).
B) Temperature dependent (T=50 K) initial conditions; histogram of transition
energies between first excited and ground state. C) Comparison of theoretical with
experimental results [49]: (a) bunch of energy gaps between the first excited states
of Na2F and the cationic ground state reflecting the dynamics in the first excited
state; (b) simulated pump-probe signal; (c) experimentally observed transient. The
involved structures are shown in the top panel. [49]



2 Analysis and control of small isolated molecular systems 47

first excited state with a linear geometry, as can also be seen from Fig. 2.11A.
From the bunch of the time dependent energy gaps shown in Fig. 2.11B-a
the periodic relaxation dynamics with a period of ≈ 185 fs can be identified.
The maxima correspond to the bent and the minima to the linear structures.
At longer times, anharmonicities in the bending mode introduce aperiodicity.
Because the energy gaps are essential for the determination of fs pump-probe
signals, the oscillations in the simulated signal have the same period of 185 fs,
as can be seen from Fig. 2.11B-b. Since the linear geometries are probed for
an ionization energy of 3.06 eV, they give rise to maxima in the signal. The
periodic feature of the signal allows the identification of structural rearrange-
ments from triangular to linear geometry during the butterfly type relaxation
dynamics in the first excited state of Na2F. This occurs due to the breaking
of the Na-Na metallic bond. The strong Na-F ionic bonds on the other hand
remain almost intact, which hinders fragmentation to take place. The period
of 185 fs corresponds to half of the normal bending mode frequency in the
first excited state. Therefore, the observed oscillations can be assigned pri-
marily to the bending mode. Consequently the IVR is very small, because the
stretching modes do not significantly contribute. This means that the time
scale for the metallic bond breaking is ∼ 90 fs. A recorded transient Na2F ion
signal is shown in Fig. 2.11B-c. The comparison of the theoretical pump-probe
signal (Fig. 2.11B-b) with the experimentally obtained transient (Fig. 2.11B-
c), shows very good agreement. Both curves exhibit oscillations with a period
of 185 fs corresponding to a periodic butterfly type rearrangement between
bent and linear geometries [49]. It is important to notice that theoretical pre-
dictions [41] have initiated the experimental work, which confirmed predicted
findings and consequently the proposed simple theoretical approach. In fact,
theoretical results on Na2F based on quantum mechanical dynamics and pre-
calculated energy surfaces [50] fully support the theoretical results presented
in Fig. 2.11. Therefore the conclusion can be drawn that excited state dynam-
ics in the framework of the “frozen ionic bond” approximation, combined with
the Wigner distribution approach is capable to describe accurately processes
on the femtosecond time scale.

2.3 Probing the dynamics of the transition state

V. Bonačić-Koutecký, T. M. Bernhardt, R. Mitrić, L. Wöste, and J. Jortner

As shown before, pump-probe spectroscopy allows the investigation of ultra-
fast nuclear dynamics in molecules and clusters during the geometric trans-
formation along the reaction coordinates. This involves the preparation of a
transition state by optical excitation of a stable species into a nonequilibrium
nuclear configuration in the pump step, and the probing of its time evolution
by laser induced processes. Neumark et al. and Lineberger et al. have demon-
strated that such nonequilibrium can also be produced by vertical photode-
tachment of stable negative ions. The state of the neutral species can be close
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to the stable geometry of anions [51–60], or it can provide the starting point
for an isomerization process in the neutral ground state [61–63]. The vertical
one-photon detachment spectroscopy was advanced by introducing the charge
reversal (NeNePo) pump-probe technique [8, 9]. The approach employs, af-
ter preparing the system by vertical photodetachment from its anion, a time
delayed probe pulse to ionize the vibrationally excited neutral molecule to a
positive ion. This allows to probe structural processes and isomerization relax-
ation and internal vibrational energy redistribution (IVR) in neutral molecules
and clusters as a function of the cluster size and composition. An extension
of the NeNePo technique by two-color pump- excitations has been also pro-
posed [64]. As shown in Chap. 3, besides the NeNePo approach, also time
resolved photoelectron spectroscopy [51] is a powerful technique, which can
be applied to study dynamics of molecules and clusters [51].

In theory, the conceptual framework and scope of ultrafast spectroscopy is
provided by simulations which allow to determine the time scales and the na-
ture of configurational changes as well as IVR in vertically excited or ionized
states [31,40–42,65–68]. The separation of the time-scales of different processes
is essential for identifying them in the experimentally observed features. More-
over, the distinction between resonant and dissipative IVR in finite systems
can be addressed as a function of the molecular size and its atomic composi-
tion. For the investigation of the dynamics in fs-spectroscopy, the generation
of the initial conditions and multistate dynamics for the time-evolution of the
system itself and for the probe or the dump step are needed. For this purpose,
two basic requirements have to be fulfilled. First, accurate determination of
electronic structure is mandatory. In the case that the electronic states in-
volved are well separated, the Born-Oppenheimer approximation is valid and
the adiabatic dynamics is appropriate, as it is usually the case for the ground
states involved in the NeNePo spectroscopy. The second basic requirement is
the accurate simulation of ultrafast observables such as pump-probe signals.
This involves an appropriate treatment of optical transitions such as ultrafast
creation and detection of the evolving wave packet or classical ensemble. In
the latter case, the dynamics is described by classical mechanics, and the av-
erage over a sufficiently large number of trajectories has to be made in order
to simulate the spectroscopic observables.

Since atomic clusters, in particular with metallic atoms [69], usually do
not contain a “chromophore type” subunit and do not obey regular growth
patterns [70], it is mandatory to include all degrees of freedom in the simula-
tion of dynamical processes. Consequently, first principle (ab initio) molecular
dynamics “on the fly” (AIMD), without precalculation of the energy surfaces,
represents an appropriate choice to study ultrafast processes in elemental
clusters with heavy atoms for which in the first approximation, the classical
description of nuclear motion, is acceptable. The basic idea is to compute
forces acting on nuclei from the electronic structure calculations which are
carried out “on the fly” [71]. Related AIMD methods with plane wave basis
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sets have significantly contributed to the success of the method applied to
clusters [72].

2.3.1 Multistate adiabatic nuclear dynamics and simulation
of NeNePo signals

The goal of theoretical fs-NeNePo spectroscopy is to provide conditions under
which different processes and their time scales can be observed and to establish
the scope of this experimental technique [31,67,68,73].

To illustrate these goals, first the electronic and structural properties of
noble metal clusters will be addressed. Then attention will be paid to MD
“on the fly” and to the theoretical approach for the simulation of signals.
Furthermore, the analysis of the signals and the comparison with the exper-
imental findings will be presented allowing for the identification of processes
and conditions under which they can be observed. Finally, reactivity aspects
and the scope of NeNePo spectroscopy will be addressed.

2.3.1.1 Electronic structure

Noble metal molecules are good candidates for probing multistate adiabatic
nuclear dynamics because of their relatively simple electronic structure in
comparison with transition metals, and their similarity to s-shell alkali met-
als. Their structural, reactive, and optical properties have attracted numerous
theoretical [66–68, 74–87] and experimental studies [86–100] over the years.
This is particularly the case for silver clusters with a large s-d gap in contrast
to gold clusters. In the latter case, the s-d gap is considerably smaller, due to
the relativistic effects which strongly lower the energy of the s-orbital. These
differences in the electronic structure are also reflected in different structural
properties of small silver and gold clusters [78, 79, 86, 87]. Increasing interest
in gold and silver clusters is due to their newly discovered size-selective re-
activity toward molecular oxygen and carbon monoxide [80–83, 101–104]. All
together, the noble metal clusters represent an attractive research direction
for fs-chemistry.

Relativistic effective core potentials (RECP) are mandatory for accurate
theoretical description of these species. Gradient corrected density functional
theory (GDFT) is presently the method of choice for the ground state proper-
ties of metallic clusters provided that the exchange and correlation functionals
used, allow for the accurate determination of binding energies and structural
properties, which is not always the case [81]. This is particularly important
for a reliable calculation of the energy ordering of different isomers, which
assume related or very different structures with close lying energies.

In the early work on ground state structural properties of neutral and
charged silver clusters one-electron relativistic effective core potentials (1e-
RECP) with corresponding AO basis sets were developed [74–76], which have
been later revisited in connection with the DFT method [67] employing Becke
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and Lee, Yang, Parr (BLYP) functionals [105, 106] for exchange and corre-
lation. The justification for the use of 1e-RECP is that the d-electrons are
localized at the nuclei of the silver atoms, and almost do not participate
therefore in bonding. Recent DFT calculations on structural properties using
19e-RECP, and ion mobility experiments carried out on Ag+

n [87] clusters,
have confirmed the early findings [74,75].

In contrast, the use of 1e-RECP for gold clusters might be useful only if
the results agree with those obtained from 19e-RECP, due to the fact that
the former one is computationally less demanding (for details cf. reference
[79]). Moreover, for reactivity studies involving oxidized clusters, 19e-RECP is
mandatory also for silver clusters which is due to the activation of d-electrons
by p-electrons of the oxygen atom [81–83].

2.3.1.2 NeNePo pump–probe signals

Semiclassical molecular dynamics using classical trajectories with quantized
initial conditions in the frame of Wigner distribution approaches outlined in
Sect. 2.2.4 will be used for the simulation of NeNePo signals. For this purpose
(2.6) is modified as follows:

S[td] = lim
t→∞
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P00(q0,p0). (2.12)

where Vneu,neg and Vneu,po are the energy gaps between the neutral and an-
ionic state and between cationic and neutral states, respectively. For the sim-
ulation of the NeNePo signals the initial conditions are obtained using (2.7).

Notice that (2.12) corresponds to zero electron kinetic energy conditions
(ZEKE). Usually in NeNePo experiments these conditions are not satisfied and
therefore the integration over the excess kinetic energy of the photoelectrons
has to be carried out and expression (2.12) adequately modified.

2.3.1.3 Experimental setup for NeNePo spectroscopy

The accurate temperature control of the initial molecular cluster ensem-
ble in the NeNePo experiment is an important issue and has already been
emphasized [68]. Only through the experimental knowledge of the temperature
parameter, a detailed comparison with theoretically obtained NeNePo signals
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+

Fig. 2.12. Schematic representation of the setup for the temperature-controlled
NeNePo pump-probe experiment. The upper part illustrates the arrangement of the
particle source, the quadrupole mass filter and ion guides, and of the octupole ion
trap with entrance and exit lenses L1 and L2. The process of trapping and cooling
molecules inside the octupole ion trap is schematically depicted in the lower part [68].

becomes possible and different contributions to the observed nuclear dynamics
can be distinguished. Therefore, the original experimental setup [8, 107] had
been extended to enable the control of cluster temperature in the range be-
tween 20 and 300 K [108]. The NeNePo experiment was carried out in a helium
filled, temperature variable radio frequency (rf)-octopole ion trap. The com-
plete experimental setup is depicted in Fig. 2.12 [68]. The strong effect of the
temperature on the observed nuclear dynamics is apparent from the NeNePo
signals depicted in Fig. 2.14a. The molecular ions are generated by sputtering
metal targets with accelerated xenon ion beams (CORDIS-source [109]). The
emerging anions are subsequently mass-filtered and guided into the octupole
ion trap (cf. upper part of Fig. 2.12). Inside the ion trap the cluster ions
rapidly loose energy by collisions with the helium buffer gas (cf. lower part
of Fig. 2.12) and perfect thermalization is reached within a few milliseconds.
The ions are spatially confined by the rf-field and the electrostatic potential of
octupole entrance and exit lenses. The average residence time of the molecular
anions in the octupole ion trap before interaction with a laser pulse is on the
order of a few hundred milliseconds. The femtosecond laser beams enter the
rf-ion trap collinearly with the axis of the apparatus from the opposite side
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Fig. 2.13. Scheme of the multistate femtosecond dynamics for NeNePo pump-probe
spectroscopy of Ag2Au with structures in different charge states and energy intervals
of the pump and probe steps.

as the injected ions. The first ultrafast laser pulse (pump) then detaches the
excess electron of the anion resulting in a neutral cluster in the geometry of
the anion. This leads to nuclear relaxation dynamics, which can be probed in
real-time by femtosecond time-delayed ionization of the cluster to the cationic
state (probe). As soon as cations are prepared inside the ion trap, they will
be extracted by the electrostatic field of the octupole exit lens and can be
mass analyzed with the final quadrupole mass filter. The recorded ion current
at the detector as a function of the pump-probe delay time ∆t gives rise to
the transient NeNePo signal that reflects the time dependent ionization prob-
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Fig. 2.14. a) NeNePo signal for Ag2Au obtained at different ion trap temperatures.
Note the change of the signal with increasing temperature. For the interpretation of
the signal at T=20 K see text and Fig. 2.16. b) Ag2Au NeNePo signal obtained at
three different pump (electron detachment) energies. Note that the dynamics at 406
nm probe wavelength is independent of the pump photon energy. The peak at t=0
fs for the one-color experiment is due to pump-probe interferences (lower trace).

ability of the neutral clusters due to the nuclear dynamics initiated by the
initial photodetachment. However, only by comparison of transient NeNePo
signals with theoretically simulated signals the conditions can be identified
under which a ZEKE-like situation can be achieved, as illustrated below.

2.3.1.4 Geometry relaxation and onset of IVR in the Ag2Au
trimer

The mixed silver-gold trimer Ag2Au−/Ag2Au/Ag2Au+ has been chosen as
an example to demonstrate the ability of the ab initio Wigner distribution
approach to accurately predict the NeNePo signals, to interpret them, and
to identify conditions under which the separation of time scales of processes,
such as geometric relaxation and IVR can be achieved. This has been realized
by using the experimental setup at low temperature and close to the zero-
kinetic energy electron (ZEKE) conditions as described above. Furthermore,
the aim was to study the influence of the heavy atom on the time scale of
fs-processes since a comparison with the “light” Ag3 trimer [31] can be made.
The simulations of the NeNePo pump-probe spectra have been performed by
using the ab initio Wigner distribution approach combined with the ab initio
MD “on the fly” in the framework of the density functional theory [67,68] as
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described above. The mixed Ag2Au trimer has the following structural prop-
erties: the anionic Ag2Au− trimer assumes a linear structure with one Au-Ag
heterobond. The symmetric linear isomer with two hetero Ag-Au bonds lies
0.36 eV higher in energy. In the neutral state of Ag2Au both linear struc-
tures are transition states between the two equivalent triangular geometries
which correspond to the most stable structure. In the cationic state the ob-
tuse triangle is the minimum. It is important to notice that the structural
properties of these mixed trimers are sensitive to the details of the method-
ological treatment like the choice of RECP and of the functional in the DFT
procedure. Therefore, the explicit treatment of d-electrons is necessary for
quantitative considerations. The energetic scheme relevant for NeNePo to-
gether with the structural properties of the neutral and the charged Ag2Au
is shown in Fig. 2.13.

Since for the simulations the initial temperature of 20 K has been cho-
sen in correspondence with the experimental conditions, it can be assumed
that only the most stable structure is populated in the anionic state. Under
these conditions, the harmonic approximation is valid and therefore the ini-
tial conditions for the MD simulations have been obtained by sampling from
the canonical Wigner distribution given in (2.7). Due to the low temperature
the Franck-Condon transition probabilities to the neutral state assume an
almost Gaussian shape centered around 2.78 eV. The experimentally deter-
mined adiabatic detachment energy of Ag2Au− amounts also to 2.78 eV [100].
The first excited neutral state is separated from the anion by about 4 eV [100].
Pump photon energies of 2.78 eV and 4.00 eV should, therefore, be suitable
to prepare the neutral Ag2Au in the electronic ground state. The experimen-
tal transient NeNePo signals do indeed show the same temporal evolution
independently from the pump wavelength (Fig. 2.14b).

In order to simulate the NeNePo signals, an ensemble of trajectories (e.g.
∼ 500) has to be propagated in the neutral state, and the time-dependent
energy gaps to the cationic state need to be calculated along the trajectories.
The energy gaps are presented in Fig. 2.15. They provide visual information
about the time evolution of individual processes such as the onset of geomet-
rical changes and of IVR. Within the first 2 ps after the photodetachment, the
swarm of energy gaps decreases from 7.5 eV to 6.5 eV, and subsequently all
energy gaps exhibit oscillations in the energy interval between 6.1 and 6.5 eV.
This allows to distinguish two different types of processes: i) the geometric
relaxation from the linear toward the triangular structure, taking place within
the first 2 ps and ii) subsequent IVR process within the triangular structure.
The minimum energy gap value of ∼ 6.1 eV corresponds to the structure with
the closest approach of the terminal silver and gold atoms, which is referred
to as an internal collision within the cluster. Therefore the adjustment of
the pump-probe energies experimentally allows to probe these processes. The
highest value of the IP is 7.5 eV, choosing higher probe pulse energy will lead
to the signal which is rising very rapidly and which subsequently remains con-
stant due to the contribution of the continuum. Pulse energies between 6.5 eV
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Fig. 2.15. Bunch of the cation-neutral energy gaps of Ag2Au (right side). Energies
of 7.09 eV (dashed line) and of 6.1 eV (full line) indicate the proximity of the Franck-
Condon region and of the minimum of neutral species, respectively. They are used
for simulating the signals.

and 7.5 eV probe the onset of the geometric relaxation processes. Therefore,
it is expected that the signals exhibit maxima at delay times when the probe
energy is resonant with energy gaps and decrease to zero at later times. Pulse
energies below 6.5 eV probe the arrival and the dynamics at the triangular
structure. It is to be expected that at ∼ 6.1 eV pulse energies, the signal
will rise after ∼ 2 ps and remain constant at later times. This is illustrated
also in Fig. 2.16a in which the theoretical NeNePo and NeNePo-ZEKE sig-
nals are compared with the experimental results at low temperature (T∼20K)
for three energies: Epr = 7.7 eV; probing above the ionization threshold of
the linear structure, Epr = 7.10 eV; probing the Franck-Condon region, and
Epr = 6.10 eV; probing the triangular geometry region corresponding to the
minimum of the neutral Ag2Au [68].

The NeNePo signal in the upper trace of Fig. 2.16 has been obtained
with the probe energy Epr2ph = 7.7 eV. The signal rises fast between about
700 fs and 1.5 ps and remains constant afterwards due to the contribution
of the continuum. The middle trace of Fig. 2.16 shows the signal obtained
with the probe pulse energy Epr2ph= 7.1 eV. The Ag2Au+ ion intensity is
minimal around zero time, but starts to rise already after about 500 fs with
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Fig. 2.16. Experimental NeNePo signals (open circles) obtained for three different
probe pulse wavelengths in comparison with the simulated time dependent signals
(solid lines) for the different probe pulse energies. The ionization probe step is two
photonic as confirmed by power dependent measurements. The signals are normal-
ized in intensity: lower graph: The experimental data obtained at λpr = 406 nm
(Epr2ph = 6.1 eV) are overlaid by the simulated NeNePo-ZEKE (bold line) and
NeNePo (thin line) signals at Epr = 6.1 eV, middle: experimental data obtained
at λpr = 350 nm (Epr2ph = 7.1 eV) are overlaid by the simulated NeNePo-ZEKE
signal at Epr = 7.1 eV, upper graph: the experimental data obtained at λpr = 323
nm (Epr2ph = 7.7 eV) are overlaid by the simulated NeNePo signal at Epr = 7.41
eV. A common time zero between experiment and theory has been chosen for all
probe energies. The deviation in the time origin corresponds to less than 0.1 eV in
the probe energy.

a considerably steeper slope than in Fig. 2.16 to reach a maximum already
at 1.1 ps. The signal decreases again comparably fast and stays at a constant
low level after 2 ps. The lower trace of Fig. 2.16 displays the NeNePo signal
for 6.1 eV reached with two photon probe energy (Epr2ph) measured at 20 K.
The signal stays at the same low level for 1.1 ps, then rises gradually until
it reaches its maximum value around 2.5 ps. It subsequently decreases again
and remains almost constant at about half of its maximal intensity from 3.5
ps on.
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The comparison between the theoretically obtained NeNePo signals (solid
lines in Fig. 2.16) and the measured time dependent NeNePo signals enables
the assignment of the observed pronounced probe energy dependence to the
fundamental processes of nuclear dynamics. At Epr2ph = 6.1 eV (Fig. 2.16
lower trace) the onset of IVR and the dynamics of Ag2Au initiated by the
collision of the terminal Au and Ag atoms can be probed exclusively. The
good agreement between the experimental (open circles) and the simulated
NeNePo-ZEKE signals (bold line) in Fig. 2.16 is apparent, indicating that the
experimental signal starts to rise when the system approaches the triangular
potential well. The signal maximum can be assigned to the time of intracluster
collision at around 2.4 ps followed by IVR in the potential minimum of the
neutral triangular geometry. The experimental signal offset at longer delay
times is somewhat lower with respect to the maximum than expected from
the simulated NeNePo-ZEKE signal. This might be attributed to contribu-
tions from the rather similar NeNePo type signal (thin line in the lower trace
of Fig. 2.16). This shows explicitly in which regime ZEKE conditions hold
in the experiment. The middle trace of Fig. 2.16 presents the comparison of
simulated and experimental transient ion signals at 7.1 eV probe energy. Be-
cause the initial peak of the experimental transient is perfectly matched by the
simulated NeNePo-ZEKE signal (solid line) at the corresponding wavelength
the experimental conditions in this case allow for direct exclusive probing of
the geometrical relaxation of Ag2Au. The trimer passes through bending an-
gles of φ = 166o at the signal onset around 500 fs to φ = 13o at the signal
maximum and finally up to φ = 96o at 2 ps, where the terminal atoms al-
ready interact and the intracluster collision is closely ahead (cf. upper trace
of Fig. 2.17). The experimental signal offset at times later than 2 ps can
again be attributed to the imperfect NeNePo-ZEKE conditions. The possible
reason for the good agreement of the experimental transient signal with the
simulated NeNePo-ZEKE transient signal is most likely due to a particularly
favorable Franck-Condon overlap in the case of 7.1 eV two photon probe en-
ergy. Finally, at high ionization energy Epr2ph = 7.7 eV, a comparably weak
experimental transient signal is detected. This signal is in agreement with
the simulated NeNePo transient (solid line) at a probe energy of 7.41 eV just
below the highest theoretically predicted ionization energy which corresponds
to the linear transition state structure (see top trace of Fig. 2.16). Thus, the
experiment at Epr2ph = 7.7 eV apparently monitors the system when it leaves
this transition state region. Still there is a considerable signal onset time of
about 700 fs which reflects the very shallow slope of the PES around the linear
transition state geometry.

In summary, experiment and theory are in excellent agreement. The simu-
lated signal at Epr=7.70 eV rises after 1 ps and remains constant subsequently
without allowing to identify the dynamical processes which take place due to
the contribution of the continuum. The signals at Epr = 7.1 eV reflect geo-
metric relaxation from linear to triangular geometry of the neutral Ag2Au.
The signals at Epr = 6.10 eV are due to IVR.
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For an analysis of the vibrational energy redistribution, the kinetic energy
was decomposed into normal mode contributions. Figure 2.17 shows a single-
trajectory example together with the two distinct Ag-Ag-Au bond angles φ.
From this representation, valuable insight into the IVR in this model system
can be gained. The bond angle φ in Fig. 2.17 decreases from an initial value
of about 180o at t = 0 to a minimum value of 54o at t = 2.36 ps. However, the
kinetic energy begins to increase notably only at t∼ 2.0 ps, when φ falls short
of 90o. Accordingly, within the next 360 fs φ decreases much more rapidly
and the kinetic energy in the bending mode passes a pronounced maximum.

Fig. 2.17. A single-trajectory example of the evolution of the Ag-Ag-Au bond
angle φ (upper panel) and of the kinetic energy in the three vibrational normal
modes Qb, Qs1, and Qs2 (lower panels). In the upper panel two functions are given
for φ, since for triangular geometries two Ag-Ag-Au bond angles can be defined.
The lower curve for φ reflects the atom connectivities of the initial linear geometry
and therefore monitors the geometrical relaxation until the closest approach of the
terminal atoms (internal collision). The upper curve is the larger of the two Ag-
Ag-Au bond angles and indicates partial escapes from the potential well of the
triangular geometry. In the second panel from top, the collision time τCOLL = 2.36
ps, determined from the first pronounced rise and the subsequent sharp minimum
of the kinetic energy in the bending mode, is marked in the diagram.
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Shortly afterwards, the kinetic energy decreases to zero, as the system passes
the potential minimum and the terminal atoms subsequently further approach
each other (“internal collision”), until the kinetic energy is consumed by run-
ning against the repulsive part of the potential. In parallel to the increase of
the kinetic energy in the bending mode Qb, intense oscillations are triggered
in the first, antisymmetric stretching mode Qs1 and to a smaller extent only
in the symmetric stretching mode Qs2. Apparently, the simultaneous gain of
kinetic energy of the Qb and of the Qs1 mode is a consequence of the fact
that both normal coordinates together make up the major components of the
linear-to-triangular geometric relaxation coordinate.

Intense kinetic energy oscillations of the stretching modes appear between
two pronounced kinetic energy maxima of the bending mode, when the system
is in the deep region of the potential, so that enough energy is available for
the stretching modes. This relation is particularly apparent for the antisym-
metric stretching mode Qs1, manifesting an extensive energy exchange and a
close coupling of these modes. Shortly after the bending mode has passed its
maximum kinetic energy, its kinetic energy drops to zero (manifesting internal
collision), which for the single trajectory of Fig. 2.17 occurs at 2.36 ps. Since
the other mode energies increase at the same time, IVR is manifested; the
drop of the kinetic energy in the bending mode cannot be solely explained by
a conversion of kinetic to potential energy in the bending mode. This behavior
is also found for other trajectories, whereupon one can generally state that
notable IVR sets in at the instant of internal collision.

These results imply that the nature of IVR in Ag2Au is related to the
one found for Ag3 (cf. [31, 40]). However, two important aspects should be
emphasized. First, time scales are much longer than in the case of Ag3, due
to the heavy atom effect. Second, importantly, in contrast to the Ag3, the
experimental results for Ag2Au reveal for the first time geometric relaxation
separated from an IVR process, indicating that the experimental signals are
close to the ZEKE-like conditions, which has been proposed by theory as a
necessary condition for the separation of time scales of these processes [68].

2.3.1.5 Vibrating rhombus of Ag4

In order to further illustrate the ability of the theoretical approach to treat
systems with more degrees of freedom, one example, Ag4, has been chosen
for the presentation. In the case of the silver tetramer, the global minima
of the anion and of the neutral cluster assume related rhombic structures.
Therefore, after photodetachment at low temperatures (T ≈ 50 K), which
assures that only the rhombic isomer is populated, the nonequilibrium rhombic
configuration close to the global minimum of the neutral species is reached,
as shown on the left hand side of Fig. 2.18.

The probe in the Franck-Condon region with Epr = 6.41 eV reveals the
vibrational structure of the rhombic configuration after photodetachment. For
the probe with, e. g. Epr = 6.46 eV, the dynamics in the vicinity of the neutral
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Fig. 2.18. Scheme of multistate fs-dynamics for NeNePo pump-probe spectroscopy
of Ag−

4 /Ag4/Ag+
4 with structures and energy intervals for the pump and probe

steps (A). Simulated NeNePo-ZEKE signals for the 50 K initial condition ensemble
(B) at the probe energy of 6.41 eV and a pulse duration of 50 fs (C). Normal
modes responsible for relaxation leading to oscillatory behavior of the signal are
also shown [67].

rhombic structure can be monitored. The simulated NeNePo-ZEKE signal at
6.41 eV for a probe duration of 50 fs shown in Fig. 2.18 exhibits oscillations
with a vibrational period of ∼ 175 fs which is close to the frequency of the
short diagonal stretching mode, indicating the occurrence of the geometric
relaxation along this mode toward the global minimum. The analysis of the
signal also reveals contributions from two other modes shown in Fig. 2.18. In
summary, this example illustrates that an identification of the structure of a
gas-phase neutral cluster in experimental NeNePo signals is possible due to
its vibronic resolution [67]. The theoretically predicted main features of the
pump-probe signals for Ag4 have been also found experimentally.
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Fig. 2.19. NeNePo spectrum of Ag4 recorded in a one-color experiment (385 nm)
at 20 K ion temperature. Trace A (insert) shows the uncorrected, mass selected Ag+

4

yield. Trace B is a composite of two measurements and the signal has been corrected
for the FFT analysis. Figure taken from [108].

One-color NeNePo-spectra of Ag−4 measured at 385 nm and an anion tem-
perature of 20 K are shown in Fig. 2.19. [108] Trace A (top right) shows the
(uncorrected) mass selected Ag+

4 yield as function of the delay time between
the pump and probe pulses from -4.9 ps to +4.9 ps in steps of 20 fs and ex-
hibits a pronounced oscillatory structure, characterized by a period of about
740 fs. The intensity of the maxima decreases for larger delay times and ad-
ditional, weaker structures are observed at delay times > 2.8 ps overlapping
the 740 fs beat structure.

Trace B in Fig. 2.19 is a composite of two measurements covering delay
times from -20 ps to +20 ps and +20 ps to +65 ps. The spectra have been
baseline corrected and transformed for the following fast Fourier transform
(FFT). Trace B shows that the oscillations in the Ag+

4 signal intensity ex-
tend up to 60 ps, with decreasing intensity. Pronounced partial recurrences
are observed. The FFT analysis of this time-resolved signal reveals as dom-
inant feature several peaks centered around 45 cm−1 [108]. Comparison to
photoelectron data of Ag−4 [62] leads to the conclusion that the oscillations
observed in the NeNePo spectra of Ag4 are due to vibrational wave packet
dynamics in the 2ag mode of either the 3B1g or 1B1g “dark” electronically
excited state of rhombic Ag4 which is probed by a two photon ionization step
to Ag+

4 . Ab initio calculations of the harmonic frequencies of the low-lying
electronic states of rhombic Ag4 support this assignment and confirm the ob-
served pronounced anharmonicity of this vibrational mode of 2ν0χ0 = 2.65
± 0.05 cm−1. The 2ag mode was not resolved in the previous anion photo-
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electron spectroscopy studies, due to its low frequency of 45 cm−1 which lies
below the resolution of conventional anion photoelectron spectrometers. The
results on Ag4 demonstrate the successful application of femtosecond NeNePo
spectroscopy to study the wave packet dynamics in real time. This is mani-
fested by a beat structure in the cation yield, of a “purely” bound potential,
in contrast to the transition-state experiments on the noble metal trimers
which connect linear with triangular structures. The spectra of Ag4 enable
the characterization of a selected vibrational mode with a resolution, which
is superior to that of conventional frequency domain techniques.

2.3.1.6 Reactivity aspects elucidated by the fragmentation
of Ag2O2 and isomerization in Ag3O2

Noble metal clusters exhibit fascinating reactive properties such as strongly
size and charge dependent reactivity toward small molecules, e. g. O2 [110].
One particularly appealing example in this respect is the reactive behavior
of the silver dimer toward dioxygen in the gas phase which has been investi-
gated in detail by different groups [83, 94, 111–116]. Under the conditions of
an rf-ion trap experiment, the anionic dimer adsorbs one O2 molecule in a
straightforward association reaction mechanism [83]. Photoelectron spectro-
scopic studies confirm that the oxygen is molecularly bound to Ag−2 [116]. In
contrast to Ag−2 , the positively charged silver dimer shows a strongly tem-
perature dependent O2 adsorption behavior: O2 is first adsorbed molecularly
on Ag+

2 , but in an activated reaction step, the O-O bond can dissociate lead-
ing to the adsorption of atomic oxygen at temperatures above 90 K [112].
A NeNePo experiment starting from the stable Ag2O−

2 complex is thus ex-
pected to probe the real-time nuclear dynamics associated with the change in
the reactive O2 adsorption behavior initiated by the pump-photodetachment
step. Figure 2.20a displays the experimental NeNePo spectrum of the bare
silver dimer without adsorbed oxygen obtained in a one-color pump-probe ex-
periment (406 nm) at 100 K anion temperature. The NeNePo trace exhibits
two remarkable features: (i) A pronounced maximum in the recorded Ag+

2

signal at 190 fs pump-probe delay time and (ii) distinct vibrational dynamics
at longer delay times (>400 fs). The amplitude of the vibrational structure
at delay times >400 fs is about ten times smaller than the maximum sig-
nal. The vibrational period of the observed signal oscillation was determined
by FFT analysis to be 180 ± 1 fs (ν = 185 ± 1 cm−1). The femtosecond
NeNePo dynamics detected in the Ag+

2 signal in Fig. 2.20a can be understood
on the basis of the known spectroscopic properties of Ag−2 and Ag2 [97] (cf.
Fig. 2.21 a and b). Through photodetachment with 406 nm (3 eV) photons,
the electronic ground state of Ag2 (X-11Σg) is populated, but also the low-
est excited triplet state 13Σu. This latter triplet state is, however, only very
weakly bound (Fig. 2.21a). The system is thus populated in the repulsive part
of the potential energy curve in the dissociation continuum of this state. Dur-
ing the propagation along the triplet potential curve, the wave packet might
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Fig. 2.20. (a) NeNePo spectrum of Ag2 recorded in a one-color experiment (406
nm) at 100 K ion temperature. (b) Pump-probe spectra of the NeNePo fragment
signals Ag+

2 (solid line) and AgO+ (dashed line, magnified by a factor of 10) resulting
from neutral Ag2O2 dissociation after photodetachment of Ag2O

−
2 (406 nm, 100 K).

be transferred via resonant two photon transitions at two close lying locations
to the cationic state for detection (via C-23Πu and B-11Πu-states of Ag2). The
existence of these resonances explains the strong enhancement of the Ag+

2 sig-
nal at 190 fs delay time. The lack of a periodical revival with comparable
amplitude confirms the assumption that the wave packet further propagates
freely to the dissociation on the triplet state potential. The wave packet at
the same time prepared on the X-11Σg ground state of Ag2 oscillates between
the inner and outer turning point of the potential leading to the observed
periodic signal at delay times >400 fs with 180 fs oscillation period (2.21b).
The localization of the wave packet is highest at the turning points of the
potential where it can be efficiently transferred into the ground state of Ag+

2

by irradiation with the probe pulse. The ionization step requires three 406 nm
photons, where a resonant transition via the A-11Σu-state is possible [117].

If a small partial pressure of O2 is added to the helium buffer gas inside the
rf-ion trap, the complex Ag2O−

2 is immediately formed, before the silver dimer
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a) b)

Fig. 2.21. Potential energy curves for the NeNePo process of Ag2 in the triplet
state (a) and the neutral singlet ground state (b).

can interact with the femtosecond laser pulses [83]. Thus, under these con-
ditions, the NeNePo experiment exclusively probes the dynamics launched
by photodetachment from the Ag2O−

2 cluster complex. Figure 2.20b shows
the result of the NeNePo experiment starting form Ag2O−

2 performed under
otherwise identical conditions as in the case of Ag−2 (Fig. 2.19a). It is first
interesting to note that at zero delay a signal of Ag2O+

2 was detected result-
ing from the NeNePo process. This indicates that the neutral Ag2O2 formed
by photodetachment is unstable and rapidly dissociates. The observation is
in accordance with gas-phase reactivity measurements which show that the
neutral complex Ag2O2 is not bound [111]. Surprisingly, two fragmentation
paths which lead to the formation of the product ions Ag+

2 and AgO+ (solid
and dashed lines in Fig. 7b, respectively) seem to exist. The Ag+

2 signal is a
factor of ten larger than the AgO+ signal. The AgO+ signal exhibits only a
peak at zero delay time with a width corresponding to the cross correlation of
the laser pulses (80 fs). This suggests that Ag2O2 decays on a short time scale
of less than 80 fs to fragments. Most likely, AgO+ arises from fragmentation
in the cationic state, i.e. by decay of Ag2O+

2 , which is generated by vertical
multi photon transition from Ag2O−

2 in the interference (cross correlation)
time range of the two laser pulses of the same color. The much more intense
Ag+

2 signal shows pronounced oscillatory dynamics, which differs significantly
from bare Ag2 (cf. Fig. 2.20a). First, the amplitude of the observed vibrations
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is much larger than that of the long delay time dynamics of pure Ag2. Sec-
ond, the oscillation is damped, and third, the NeNePo spectra do not show
the short time scale dynamics as it appears for bare Ag2 in Fig. 2.20a. The
FFT-analysis of the oscillatory dynamics in Fig. 2.20b leads to a vibrational
period of 236 ± 4 fs (ν = 141 ± 3 cm−1) which is significantly red-shifted in
comparison to the 180 fs period of bare Ag2. The red shift of the vibration
points toward the substantial influence of the fragmentation of the oxygen
ligand on the dynamics. Qualitatively, the fragmentation of the O2 molecule
apparently leaves the silver dimer fragment with higher vibrational levels pop-
ulated. An estimation based on known spectroscopic constants of Ag2 and the
Morse approximation gives a vibrational excitation up to levels around v=40
for ν=141 cm−1, which means a vibrational energy gain of approximately 0.7
eV compared to the bare Ag2 prepared by the photodetachment from Ag−2 .
Due to the substantial anharmonicity of the potential in this frequency region,
the wave packet experiences a rapid dephasing after only a few vibrational pe-
riods as can be seen from Fig. 2.20b. The amplitude of the vibration in Fig.
2.20b can be fitted in good approximation by an exponentially damped sine
function with a lifetime of 650 ± 50 fs, which gives an approximate time
scale for the dephasing of the wave packet [117]. This observation reflects the
strong influence of the molecular adsorbate on the metal cluster structure.
Such adsorbate induced structural changes, geometric as well as electronic,
have recently been identified as the origin for the cooperative adsorption of
multiple adsorbate molecules on small noble metal clusters. This cooperative
action is regarded essential for the catalytic activity of gas-phase noble metal
clusters in, e.g., the CO combustion reaction [83, 115]. In the particular case
of negatively charged silver clusters Ag−n with an odd n, the joint experimen-
tal and theoretical work showed that a weakly bound first O2 cooperatively
promotes the adsorption of a second O2 molecule, which is then differently
bound with the O2 bond elongated and thus activated for further oxidation
reactions such as CO combustion [83]. The possible prospects of these in-
triguing catalytic properties of free noble metal clusters for real time laser
spectroscopic investigations and photon-induced control of catalytic reactions
will be illustrated for the prototype example of Ag3O2.

The scheme of the multistate dynamics for Ag3O2 is presented in Fig.
2.22a. Anionic isomers in which the isomer I has a linear Ag3 subunit, and
the isomer II a triangular Ag3 subunit, are very close in energy and the exact
energy sequence is difficult to predict theoretically, even when highly accurate
methods are applied. However, due to the pronounced differences in vertical
detachment energies (VDE) of both isomers, they can be selected by appro-
priate choice of the pump-pulse energy. It is assumed that only isomer I is
populated in the anionic ground state and a canonical Wigner distribution
function given in (2.7) at T=20 K is used to generate the initial conditions.
After the photodetachment with the pump-pulse energy of 2.75 eV a transi-
tion state in neutral Ag3O2 is reached. Three isomers are present for Ag3O2

as shown in Fig. 2.22. In the structure of the global minimum (isomer I),
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Fig. 2.22. Scheme of the multistate fs-dynamics for NeNePo pump-probe spec-
troscopy of Ag3O

−
2 /Ag3O2/Ag3O

+
2 with structures and energy intervals for pump

and probe steps. (b) Simulated NeNePo-ZEKE pump-probe spectra, (c) snapshots
of the dynamics in the neutral Ag3O2 after the photodetachment.

the molecular oxygen bridges two silver atoms (cf. Fig. 2.22a). In the two
higher lying isomers, molecular oxygen is bound to one silver atom, form-
ing one and two bonds, respectively. Therefore, after the photodetachment a
dynamical process dominated by the Ag3 relaxation from the linear to the
triangular structure is induced. At later times the energy gained by the clus-
ter isomerization is partly transferred to molecular oxygen leading mainly to
the mixture of two higher lying isomers (II and III). After 5 ps the global
minimum (isomer I) is populated only by about 10%. Therefore, in princi-
ple the population of the chosen minimum with its corresponding reactive
center can be controlled with a tailored laser field. The snapshots of the dy-
namics in the neutral state are presented in Fig. 2.22c; they show the onset
of the geometric relaxation of the Ag3 subunit at 500 fs, the arrival to the
triangular Ag3 subunit at 1 ps, and the final ensemble of isomers after 5 ps.
The simulated NeNePO-ZEKE pump-probe signals for Ag3O2 are presented
in Fig. 2.22b. The signal for the probe pulse energy of 7.6 eV exhibits a fast



2 Analysis and control of small isolated molecular systems 67

decay after 1 ps due to the escape from the initial Franck-Condon region
reached upon the photodetachment. However, this signal starts to rise again
after 2 ps since the global minimum with the ionization potential of 7.62 eV
is being populated at later times. This signal offers an opportunity to identify
the isomerization process leading to the global minimum in the ground state
and also to determine its time scale. If the energy of the probe pulse is low-
ered to 7.3 eV the onset of isomerization of the Ag3 subunit starting at 500
fs can be selectively probed. Further lowering of the energy to 6.8 eV allows
to probe the IVR process induced after the intracluster collision within the
Ag3 subunit. It should be pointed out that in contrast to the Ag2Au, here the
IVR process is extended also to the O2 subunit. It is responsible for the final
populations of the isomers, since they mainly differ by the bonding of the O2

subunit. In general, it can be expected that future studies of the dynamics
of reactive complexes between metal clusters and small molecules may shed
a new light on the influence of the dynamics and particularly IVR on their
reactive (catalytic) properties.

2.3.1.7 The scope of NeNePo spectroscopy

Finally, the question can be raised: what general information can be inferred
from simulated NeNePo-ZEKE signals on the multistate energy landscapes
and dynamics? First, the theoretical simulations allowed to establish the con-
nections between three objectives: the structural relation of anionic and neu-
tral species, the influence of the nature of the nonequilibrium state reached
after photodetachment, and the character of subsequent dynamics in the neu-
tral ground state [44]. Three different situations can be encountered in which
i) transition state ii) global minimum and iii) local minimum can influence
the dynamics after photodetachment. Second, different types of relaxation
dynamics can be identified in NeNePo-ZEKE signals. Moreover, iv) the frag-
mentation and signature of fragments can be also identified and v) different
nature of IVR, dissipative versus resonant can be used to characterize the cat-
alytic capability of cluster species and to use NeNePo technique for verifying
these important properties.

i) In cases where the anionic structure is close to a transition state of the
neutral electronic ground state (e.g. trimers), large amplitude motion toward
the stable structure dominates the relaxation dynamics. In other words, the
dynamics is incoherent but localized in phase space. IVR can be initiated
as a consequence of the localized large amplitude motion. Large amplitude
structural relaxation after the transition state is responsible for a pronounced
single peak in NeNePo-ZEKE signals at a given time delay and probe excita-
tion wavelengths. In addition, subsequent IVR processes can be identified but
only under ZEKE-like conditions since the integration over the continuum of
electron kinetic energies leads to the loss of the fine features in the signals.

ii) In cases where the anionic structure is close to the global minimum (i. e.
the stable isomer) of the neutral electronic ground state, vibrational relaxation
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reflecting the structural properties of the neutral stable isomer (e.g. Ag4)
takes place. The dynamics can be dominated by a single (e.g. Ag4) or only by
few modes which are given by the geometric deviations between anionic and
neutral species. Other modes and anharmonicities weakly contribute, leading
to dephasing on a timescale up to several ps (longer than 2 ps for Ag4).
Vibrational relaxation gives rise to oscillations in NeNePo signals (for different
pulse durations) which can be analyzed in terms of normal modes. This allows
to gain indirect information about vibrational spectra of a neutral cluster and
use them as a fingerprint for identification of their structure.

iii) In cases where the anionic structure (the initial state) is close to a local
minimum (energetically high lying isomer) of the neutral electronic ground
state, the local minimum governs the dynamics after the photodetachment.
Vibrational relaxation within the local minimum is likely to dominate the
ultrashort dynamics.

Moreover, the local minimum can act as a strong capture area for nu-
clear motion with timescales up to several ps. As a consequence, isomerization
processes toward other local minima and/or toward the global minimum struc-
ture are widely spread in time. In other words, structural relaxation dynamics
is characterized as being incoherent and delocalized in phase space. The sig-
nals exhibit (at different excitation wavelengths of the probe laser) fingerprints
of vibrational relaxation within the local minimum, providing structural in-
formation. After the systems escape from the local minima, the beginning of
structural relaxation can be identified by an onset of signals appearing at the
probe wavelengths (≈1 ps for Ag3O−

2 ).
iv) The fragmentation patterns as well as the characteristics of fragments

can also be identified in NeNePo signals. So, connected with the optimal
control schemes the NeNePo technique provides a promising technique to in-
troduce the control of the chemical reactivity, such as for the example of the
oxidation of CO by noble metal oxide clusters, which is of relevance for het-
erogeneous catalysis. Moreover, the identification of IVR in the framework
of the NeNePo technique represents a powerful tool which has a significant
impact on the investigation of reactivity and catalysis.

2.4 Optimal control of dynamical processes

A. Lindinger, V. Bonačić-Koutecký, R. Mitrić, V. Engel, D. Tannor,
A. Mirabal, and L. Wöste

2.4.1 General control concepts

The control of the selective product formation in a chemical reaction, using ul-
trashort pulses by choosing proper time duration and delay between the pump
and the probe (or dump) step or their phase, is based on the coherence prop-
erties of laser radiation [10,11,13,14,118–121]. First, single-parameter control-
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schemes were proposed and tested. The scheme, introduced by Tannor and
Rice [11,118] uses the time parameter for control, taking the advantage of dif-
ferences in potential energy surfaces of different electronic states. Within the
Brumer-Shapiro phase-control scheme [13, 14, 119], constructive and destruc-
tive interference between different light induced reaction pathways is used in
order to favor or to suppress different reaction channels. Single parameter con-
trol schemes like linear chirps [122,123] corresponding to a decrease or increase
of the frequency as a function of time under the pulse envelope were confirmed
experimentally [124–135]. They represented the first step toward shaping the
pulses in the framework of the optimal control theory (OCT) which involves
many parameters. Variational optimization in the weak electric field limit was
first introduced by Tannor and Rice [136]. Variational optimization with ap-
plications to arbitrary i.e. weak or strong fields was introduced by Rabitz et
al. [12, 20, 21, 137], with important extensions by Kosloff et al. [17], Jakubetz
et al. [121], and Rice et al. [16].

A related approach, that has grown in popularity recently, is known as
‘local optimization’. [138–149]. The control method known as “tracking” is
closely related [147]. In these methods, at every instant in time the control
field is chosen to achieve a monotonic increase in the desired objective (see Fig.
2.28b). Typically in these methods, two conditions are used at each time step:
one to determine the phase of the field and one to determine the amplitude. In
contrast with OCT, which incorporates information on later time dynamics
through forward-backward iteration, these methods use only information on
the current state of the system. The examples of local control theory will be
presented in Sect. 2.4.2.

Technological progress due to fs pulse shapers [150–154] lead to the closed
loop learning control (CLL) which was introduced by Judson and Rabitz in
1992 [22] opening the possibility to apply optimal control to more complex sys-
tems. Since the potential energy surfaces (PES) of multidimensional systems
are complicated and mostly not available. The idea is to combine a fs-laser sys-
tem with a computer-controlled pulse shaper to produce and optimize specific
fields acting on the system initiating a photochemical process. After detecting
the product, the learning algorithm [150,155,156] modifies the field based on
information obtained from the experiment and from the objective (the target).
The optimal shape for the chosen target is then reached iteratively. Judson
and Rabitz’s CLL approach initiated flourishing of the field and the success
has been demonstrated by numerous control experiments [151–154,157–175].
However any multiparameter optimization scheme has a manifold of local so-
lutions which are reachable depending on initial conditions. Particularly in
the case of closed-loop learning control research activities are directed toward
improvements of these aspects [176,177].

Metallic dimers [177–185] and diatomic molecules [186, 187] have been
studied in numerous contributions, since they were suitable model systems
for verifying the scopes of different control schemes and they are accessible by
experimental pulse shaping techniques [46,162,164–166,188–193]. Theoretical
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and experimental studies using two parameter control have been performed: In
addition to the pump-probe time delay the second control parameter involved
the pump [178,188,189] and/or probe [179,182] wavelength, the pump-dump
delay [180, 190, 191], the laser power [181], the chirp [183, 192] or temporal
width of the laser pulse [184]. Optimal pump-dump control of K2 has been
carried out theoretically in order to maximize the population of certain vibra-
tional levels of the ground electronic state using one electronic excited state
as an intermediate pathway [177,185–187].

2.4.1.1 Pump-dump scheme

In order to tackle the very elementary chemical process of branching reaction
channels, the ground electronic state potential energy surface in Fig. 2.23
can be considered. This potential energy surface, corresponding to collinear
ABC, has a region of stable ABC and two exit channels, one corresponding
to A+BC and one to AB+C. This system is the simplest paradigm for a
control of chemical product formation: a two degree of freedom system is the
minimum that can display two distinct chemical products. The objective is,
starting out in a well defined initial state (v=0 of the ABC molecule) to design
an electric field as a function of time which will steer the wave packet out of
channel 1, with no amplitude going out of channel 2, and vice versa [11,136].

Fig. 2.23. Stereoscopic view of the ground and excited state potential energy sur-
faces for a model collinear ABC system with the masses of HHD. The ground state
surface has a minimum, corresponding to the stable ABC molecule. This minimum
is separated by saddle points from two distinct exit channels, one leading to AB+C
the other to A+BC. The object is to use optical excitation and stimulated emission
between the two surfaces to ’steer’ the wave packet selectively out one of the exit
channels.
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A single excited electronic state surface is introduced at this point. The
motivation is severalfold: 1) transition dipole moments are generally much
stronger than permanent dipole moments. 2) the difference in functional form
of the excited and ground potential energy surface will be the dynamical
kernel; with a single surface one must make use of the (generally weak) coor-
dinate dependence of the dipole. Moreover, the use of excited electronic states
facilitates large changes in force on the molecule, effectively instantaneously,
without necessarily using strong fields. 3) the technology for amplitude and
phase control of optical pulses is significantly ahead of the corresponding tech-
nology in the infrared.

The object now will be to steer the wave function out of a specific exit
channel on the ground electronic state, using the excited electronic state as
an intermediate. Insofar as the control is achieved by transferring amplitude
between two electronic states, all the concepts regarding the central quantity
µeg will now come into play.

Consider the following intuitive scheme, in which the timing between a pair
of pulses is used to control the identity of products [11]. The scheme is based
on the close correspondence between the center of a wave packet in time and
that of a classical trajectory (Ehrenfest’s theorem). The first pulse produces
an excited electronic state wave packet; the time delay between the pulses con-
trols the time that the wave packet evolves on the excited electronic state. The
second pulse stimulates emission. By the Franck-Condon principle, the sec-
ond step prepares a wave packet on the ground electronic state with the same
position and momentum, instantaneously, as the excited state wave packet.
By controlling the position and momentum of the wave packet produced on
the ground state through the second step, one can gain some measure of con-
trol over product formation on the ground state. This ‘pump-dump’ scheme
is illustrated classically in Fig. 2.24. The trajectory originates at the ground
state surface minimum (the equilibrium geometry). At t = 0 it is promoted
to the on the excited state potential surface (a two dimensional harmonic
oscillator in this model) where it originates at the Condon point, i.e. verti-
cally above the ground state minimum. Since this position is displaced from
equilibrium on the excited state, the trajectory begins to evolve, executing
a two-dimensional Lissajous motion. After some time delay, the trajectory is
brought down vertically to the ground state (keeping both the instantaneous
position and momentum it had on the excited state) and allowed to continue
to evolve on the ground state. Figure 2.24 shows that for one choice of time
delay it will exit into channel 1, for a second choice of time delay it will exit
into channel 2. Note how the position and momentum of the trajectory on
the ground state, immediately after it comes down from the excited state, are
both consistent with the values it had when it left the excited state, and at
the same time are ideally suited for exiting out their respective channels.

A full quantum mechanical calculation based on these classical ideas is
shown in Figs. 2.25-2.26 [136]. The dynamics of the two-electronic state model,
was solved, starting in the lowest vibrational eigenstate of the ground elec-
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Fig. 2.24. Equipotential contour plots of the ground and the excited state potential
energy surfaces (here a harmonic excited state is used because that is the way
the first calculations were done). a) The classical trajectory that originates from
rest on the ground state surface makes a vertical transition to the excited state,
and subsequently undergoes Lissajous motion, which is shown superimposed. b)
Assuming a vertical transition down at time t1 (position and momentum conserved)
the trajectory continues to evolve on the ground state surface and exits from channel
1. c) If the transition down is at time t2 the classical trajectory exits from channel
2.

tronic state, in the presence of a pair of femtosecond pulses that couple the
states. Because the pulses were taken to be much shorter than a vibrational
period, the effect of the pulses is prepare a wave packet on the excited/ground
state which is almost an exact replica of the instantaneous wave function on
the other surface. Thus, the first pulse prepares an initial wave packet which
is almost a perfect Gaussian, and which begins to evolve on the excited state
surface. The second pulse transfers the instantaneous wave packet at the ar-
rival time of the pulse back to the ground state, where it continues to evolve
on the ground state surface, given its position and momentum at the time
of arrival from the excited state. For one choice of time delay the exit out of
channel 1 is almost completely selective (Fig. 2.25), while for a second choice of
time delay the exit out of channel 2 is almost completely selective (Fig. 2.26).
Note the close correspondence with the classical model: the wave packet on
the excited state is executing a Lissajous motion almost identical with that of
the classical trajectory (the wave packet is a nearly Gaussian wave packet on
a two-dimensional harmonic oscillator). On the ground state, the wave packet
becomes spatially extended but its exit channel, as well as the partitioning
of energy into translation and vibration (i.e. parallel and perpendicular to
the exit direction) are seen to be in close agreement with the corresponding
classical trajectory.

This scheme is significant for three reasons: it shows that control is possi-
ble, it gives a starting point for the design of optimal pulse shapes; and it gives
a framework for interpreting the action of two pulse and more complicated
pulse sequences. Nevertheless, the approach is limited: in general with the best
choice of time delay and central frequency of the pulses one may achieve only
partial selectivity. Perhaps most importantly, this scheme does not exploit the
phase of the light. Intuition breaks down for more complicated processes and
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Fig. 2.25. Top: Magnitude of the excited state wave function for a pulse sequence
of two Gaussians with time delay of 610 a.u.=15 fs. a) t=200 a.u., b) t=400 a.u., c)
t=600 a.u. Note the close correspondence with the results obtained for the classical
trajectory (Fig. 2.25). Bottom: Magnitude of the ground state wave function for
the same pulse sequence, at a) t=0, b) t=800 a.u., c) t=1000 a.u. Note the close
correspondence with the classical trajectory of Fig. 2.24b). Although some of the
amplitude remains in the bound region, which does exit exclusively from channel 1.

Fig. 2.26. Magnitude of the ground and excited state wave functions for a sequence
of two Gaussian pulses with time delay of 810 a.u. Top: excited state wave function
at 800 a.u., before the second pulse. Bottom: a) ground state wave function at 0 a.u.
b) ground state wave function at 1000 a.u. c) ground state wave function at 1200
a.u. That amplitude which does exit does so exclusively from channel 2. Note the
close correspondence with the classical trajectory of Fig. 2.24c.
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classical pictures cannot adequately describe the role of the phase of the light
and the wave function. Hence attempts were made to develop a systematic
procedure for improving an initial pulse sequence.

Before turning to these more systematic procedures for designing shaped
pulses, an interesting alternative perspective on pump-dump control will be
pointed out. A central tenet of Feynman’s approach to quantum mechan-
ics was to think of quantum interference as arising from multiple dynamical
paths that lead to the same final state. The simple example of this interfer-
ence involves an initial state, two intermediate states, and a single final state,
although if the objective is to control some branching ratio at the final energy
then at least two final states are necessary. By controlling the phase with
which each of the two intermediate states contributes to the final state, one
may control constructive vs. destructive interference in the final states. This
is the basis of the Brumer-Shapiro approach to coherent control [24]. It is
interesting to note that pump-dump control can be viewed entirely from this
perspective [24]. Now, however, instead of two intermediate states there are
many, corresponding to the vibrational levels of the excited electronic state.
The control of the phase which determines how each of these intermediate
levels contributes to the final state, is achieved via the time delay between
the excitation and the stimulated emission pulse. This “interfering pathways”
interpretation of pump-dump control is shown in Fig. 2.27.

Fig. 2.27. Multiple pathway interference interpretation of pump-dump control.
Since each of the pair of pulses contains many frequency components, there are
an infinite number of combination frequencies which lead to the same final energy
state, which generally interfere. The time delay between the pump and dump pulses
controls the relative phase among these pathways, and hence determines whether
the interference is constructive or destructive. The frequency domain interpretation
highlights two important features of coherent control: First, if final products are
to be controlled there must be degeneracy in the dissociative continuum. Second,
that a single interaction with the light, no matter how it is shaped, cannot produce
control of final products: at least two interactions with the field are needed to obtain
interfering pathways.
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2.4.1.2 Variational formulation of control

In the following a brief outline of theoretical and experimental approaches will
be given. In OCT the optimized pulses are obtained from the functional in
the framework of the variational method [12,17]:

J = 〈ψ(T )|P̂ |ψ(T )〉. (2.13)

J is the functional of the radiation field E(t). Therefore, the maximization
has to be carried out with respect to the variation of the functional form of
E(t) which involves temporal shape and spectral content. P̂ is the projector
operator which selects the desired target.

A constraint which the energy per pulse is given by

E =
∫ T

0

dt|E(t)|2, (2.14)

which, together with (2.13) implies that the following functional must be
optimized:

Jα = 〈ψ(T )|P̂α|ψ(T )〉 − λ

[∫ T

0

dt|E(t)|2 − E

]
, α = target. (2.15)

Here λ is a Lagrange multiplier.
If one imposes the constraint that the Schrödinger equation must be satis-

fied, the modified objective functional, which should be optimized, takes the
following form:

J̄α = 〈ψ(T )|P̂α|ψ(T )〉 + 2Re

∫ T

0

dt〈χ(t)|i� ∂

∂t

−Ĥ|ψ(t)〉 − λ

[∫ T

0

dt|E(t)|2 − E

]
. (2.16)

If ψ(t) satisfies the time-dependent Schrödinger equation, the second term on
the right hand side of (2.16) vanishes for any χ(t), and the third term is zero
when E(t) satisfies (2.14). Both of these terms allow variations of J̄α with
respect to E(t) and χ(t) independently to the first order in δE(t).

The condition δJ̄α/δψ = 0 generates a partial differential equation for the
Lagrange multiplier function χ(t)

i�
∂χ(t)
∂t

= Ĥχ(t), (2.17)

which is the time dependent Schrödinger equation subject to the final condi-
tion
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χ(T ) = P̂αψ(T ), (2.18)

and a partial differential equation for ψ(t)

i�
∂ψ(t)
∂t

= Ĥψ(t), (2.19)

subject to the initial condition

ψ(0) = ψ0. (2.20)

Finally, the optimal applied field is defined by the condition δJ̄α/δE(t) = 0
which leads to

E(t) = − i

λ�
[〈χg(t)|µ̂ge|ψe(t)〉 − 〈ψg(t)|µ̂ge|χe(t)〉] (2.21)

with

λ2 =
1
E

∫ T

0

dt|〈χe(t)|µ̂eg|ψg(t)〉 − 〈ψe(t)|µ̂eg|χg(t)〉|2, (2.22)

where µeg is the dipole operator and the indices e and g label the excited
and the ground state energy surfaces. The equation of motion of the coupled
amplitudes on two potential energy surfaces reads

i
∂

∂t

(
ψe

ψg

)
=
(

Ĥe V̂ge

V̂eg Ĥg

)(
ψe

ψg

)
, (2.23)

with the interaction potential V̂ge defined as µ̂geE(t).
The numerical calculations then involve an iterative procedure which in-

cludes the following:
(i) initial guess for the pulse shape E(t);
(ii) integration of the Schrödinger equation forward starting from the initial
condition in the ground state;
(iii) application of the projector operator which selects the target (the exit
channel to ψ(t)) to obtain χ(t) as an initial value for backwards propagation;
(iv) propagation of χ(t) backwards in time;
(v) during the propagation, calculation of the overlap function

O(t) = i [〈χe(t)|µ̂eg|ψg(t)〉 − 〈ψe(t)|µ̂eg(t)|χg(t)〉] ; (2.24)

and
(vi) after completion of the backwards propagation, renormalization of the
result needed to obtain the new pulse

E(t) = O(t)

(
1
E

∫ T

0

dt|O(t)|2
)−1/2

. (2.25)

(vii) iterative procedures starting from step (ii) should be repeated until con-
vergence has been achieved (cf. [17, 122]).
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2.4.1.3 Local vs. global in time optimization

As described above, the optimal control equations typically have the structure
of five coupled differential equations: one for the wave function, one for the
dual wave function, an initial condition on the wave function, a final condition
on the dual, and finally, an equation for the optimal field, which in turn is
expressed in terms of the wave function and its dual.

Typically, the OCT equations have to be solved via an iterative procedure,
involving forwards in time propagation of the wave function, followed by back-
wards in time propagation of the dual, until self-consistency is achieved with
respect to the equations for the wave function, the dual and the control field.
Because of the structure of this forwards-backwards propagation, the optimal
field ‘knows’ about the future, i.e. the form of the optimal field at time t takes
into account the dynamics at time t′ > t. Thus, the optimal field may be
willing to tolerate a nonmonotonic increase in the objective during the action
of the pulse, since, given knowledge of the future, that may be the best way
to attain the highest objective at the final time (see Fig. 2.28a).

Fig. 2.28. Representative plot showing the difference between global-in-time and
local-in-time optimization. (a) In global-in-time optimization, the objective may de-
crease at intermediate times, but is guaranteed to take on its maximum value at the
final time. (b) In local-in-time optimization, the objective increases monotonically
in time.

A different class of techniques that have been developed for control of
atomic and molecular dynamics is called ‘local optimization’ [138–149]. In
these methods, at every instant in time the control field is chosen to achieve
monotonic increase in the desired objective see Fig. 2.28b. Typically in these
methods, two conditions are used at each time step, one to determine the phase
of the field and one to determine the amplitude. In contrast with OCT, which
incorporates information on later time dynamics through forward-backward
iteration, these methods use only information on the current state of the
system.
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At first glance, one would expect that the solution(s) that come out of an
optimal control calculation would give a higher value of the objective than
that from the local optimization: since the approach to the objective in OCT
at intermediate times is unconstrained, while in local optimization it is con-
strained to increase monotonically in time, one expects a higher yield from
OCT since the space of allowed solutions includes those from local optimiza-
tion as a subset see Fig. 2.29a. However, there is one fallacy with the above
argument. The optimal control equations generally have multiple solutions;
these solutions are in general local, not global maxima in the function space
(see Fig. 2.29b). Thus, the value of the objective attained with the local-in-
time optimization algorithm can be larger than that obtained with the optimal
control algorithm, since the latter may be stuck in the region of a poor quality
local maximum!

Fig. 2.29. Left: Venn diagram of the set of control fields. Fields that yield monotoni-
cally increasing solutions are a subset of the set of fields that lead to either an increase
or a decrease at intermediate times. (Concentric circles indicate neighborhoods of
fields that lead to a local maximum in the objective in the function space.) Right:
The checkerboard is a schematic depiction of the space of all allowed control fields.
The dots indicate the positions of the optimal fields, i.e. fields that lead to a lo-
cal maximum of the objective in the function space. The squares show “basins of
attraction”, i.e. neighborhoods of control fields that converge to the same optimal
field. The one-dimensional function above the checkerboard symbolizes the value of
the objective, and it, (as well as the concentric circles in the figure on the left) are
intended to convey the idea of multiple local maxima (see text).

There are several other attractive features to the local methods. 1) Since
the increase in yield is continual, these fields are often amenable to immediate
interpretation. 2) Since these methods use only information on the current
state of the system, they could in principle be adapted for laboratory imple-
mentation. 3) These methods, because they differ so radically in algorithm
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from OCT, are capable of identifying entirely different classes of mechanisms
which may be appealing because of other properties, e.g. robustness.

2.4.2 Local control theory and the analysis of control processes

When approaching the problem of the analysis of laser control from a theoreti-
cal point of view, the question to be asked is: ‘How can one relate the outcome
of a laser-control process to the properties of the driving electric field?’ To an-
swer this question, the approach of local control theory as introduced in Sec.
2.4.1 is discussed. For this purpose, two specific examples will be presented,
which illustrate, - without going into the most general formulation - the basic
ideas. They also demonstrate how the “analysis” aspect is inherent to this
theory.

2.4.2.1 Infrared dissociation of a diatomic molecule

As a first example, the infrared dissociation of a diatomic molecule is treated.
Therefore, only the radial motion in the single coordinate r is considered and
the rotational degree of freedom is frozen. In order to initiate a fragmentation,
the energy of the vibrational motion must exceed the dissociation energy, that
is, the control field should be such, that an effective energy transfer from the
field to the molecule is guaranteed (a process which, in what follows, is referred
to as ‘heating’), and a sufficient condition that this takes place is that the rate
of energy transfer is positive at all times.

The Hamiltonian of a molecule with reduced mass m can be given as

Ĥ0 =
p̂2

2m
+ V̂ (r), (2.26)

where p̂ is the momentum operator, and V̂ (r) denotes the potential energy
which provides a set of bound states. The internal energy rate then is calcu-
lated as the time-derivative

d

dt
〈Ĥ0〉t =

d

dt
〈ψ(t)|Ĥ0|ψ(t)〉 =

i

�
E(t)〈ψ(t)|[T̂ , µ̂]ψ(t)〉. (2.27)

Here, |ψ(t)〉 is the time-dependent molecular state and [T̂ , µ̂] denotes the com-
mutator between the kinetic energy operator T̂ , and the dipole operator µ̂,
where the latter appears in an additional term of the total Hamiltonian con-
taining the dipole interaction of the molecule with an external field E(t):

Ŵ (t) = −µ̂(r) E(t). (2.28)

Within local control theory, the field is constructed from the instantaneous
dynamics of the system. In particular, the choice

E(t) = λIm〈ψ(t)|[µ̂, T̂ ]|ψ(t)〉, (2.29)
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leads to energy absorption if the value of λ is taken to be positive, as can be
readily taken from (2.27) realizing that the expectation value of the commu-
tator is purely imaginary [194].

Assuming now, for the purpose of illustration, a linear dipole moment
(µ̂(r) = µ0 + µ1r) this will lead to the rate expression

d

dt
〈Ĥ0〉t =

µ1

m
E(t)〈p̂〉t. (2.30)

It is now easy to anticipate that, if the field is in phase with the expectation
value of the momentum operator, the rate is positive (‘heating’), whereas for a
field being out of phase, a negative rate is obtained, i.e. the system is ‘cooled’.
Thus, here the entanglement between control field and system dynamics is
clearly visible. Returning to the problem of infrared dissociation, this means
that a control field which permanently pumps energy into the system, is di-
rectly connected to the momentum. If energy is transferred into the system,
the frequency of the vibrational motion will, due to the anharmonicity of the
potential curve (and the decreasing spacing of the energy levels), decrease as
time goes along. Thus, the driving field is “down-chirped” by construction.
Here, local control theory directly leads to the conclusion that a down-chirped
field induces an effective infrared dissociation [195,196].

The interpretation of the control field in terms of expectation values can
easily be carried over to the classical picture Therefore, in (2.27), the commu-
tator is replaced by the Poisson bracket [197] as

[T̂ , µ̂] ↔ (i �) {T, µ} = (i �)(
∂T

∂r

∂µ

∂p
− ∂T

∂p

∂µ

∂r
) = −(i �)

µ1

m
p(t), (2.31)

where p(t) is the classical momentum. This is the well studied problem of a
classically driven oscillator [198]. In particular, the induced molecular frag-
mentation corresponds to the case of a resonantly driven oscillator with ever
increasing energy. The connection between classical and quantum treatments
of control processes has been explored in detail before, see e.g. [199–201].

To illustrate what has been said above, a simplified model of the NaI
molecule is regarded. This system served as one of the first gas-phase examples
to demonstrate the power of femtosecond spectroscopy [1,2] and laser control
[202], for additional work see, e.g. [203–207]. Fig. 2.30, upper panel, shows
an excitation scheme where a first pulse (Ep(t)) excites the system from its
electronic ground state |0〉 to an excited state |1〉. The scenario to be discussed
below is, that an additional control field E(t) is applied to induce an excited
state dissociation. Within the model, the nonadiabatic coupling of the two
electronic states occurring around 7 Å is neglected [208], for the effect of
the predissociation channel see [209]. The lower panel of the figure shows the
dipole moment in the excited state [210]. At smaller distances, the function
vanishes indicating a covalent bonding situation, whereas for longer bond-
lengths the dipole moment is linear, illustrating the ionic character of the
electronic state.
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Fig. 2.30. Upper panel: excitation scheme for the NaI molecule. An initial transition
(|1〉 ← |0〉) induced by the pump field Ep(t) prepares a vibrational wave packet in
the excited state. An additional control field E(t) then heats the system so that
excited state dissociation becomes effective. The lower panel shows the permanent
dipole moment in the excited state. Its functional form illustrates the change from
a covalent (at distances smaller than the region where the avoided crossing occurs)
to an ionic bonding situation at larger bond lengths.

The pump-pulse transition from the vibronic ground state is treated by
time-dependent perturbation employing a pulse-width of 50 fs and a photon
energy of 3.875 eV. This prepares a vibrational wave packet which enters into
the determination of the electric field via (2.29). Results obtained from a calcu-
lation with fields of different strength parameters λ are contained in Fig. 2.31.
There, the excited state populations P (t) (upper panels), the bond-length
expectation-values 〈r〉t (middle panels) and the control fields E(t) (lower pan-
els) are shown. The coordinate expectation-values reflect the vibrational wave
packet dynamics which proceeds with increasing amplitude and decreasing
frequency. In the case of the weaker field (right panels), three oscillations are
completed before the system has absorbed sufficient energy for fragmentation
to take place (at around 8.5 ps). It is then, that the fraction of still bound
molecules P (t), calculated from the norm of the wave packet for values r ≤
20 Å) decreases, and a fragmentation yield of approximately 60% is obtained
at longer times. The control field (lower right panel) follows the vibrational
dynamics, exhibiting the same characteristic oscillations which demonstrates
the entanglement of field and system dynamics. The same trends are present
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Fig. 2.31. Analysis of the laser induced excited state fragmentation of NaI. Results
are displayed for different values of the field strength parameter λ = 6 · 10−6 a.u.
(left panels) and λ = 5 · 10−6 (right panels). The lower panels show control fields
E(t) which oscillate with the instantaneous vibrational period of the wave packet
motion. This can be seen in comparing the fields to the bond length expectation
values (middle panel). The vibrational motion proceeds with increasing amplitude
and decreasing frequency until the bound state population P (t) (upper panels) starts
decreasing, i.e. fragmentation takes place.

for the stronger driving field (left panels of Fig. 2.31). There, it takes only
two vibrational periods until the necessary energy is absorbed so that, on the
way outward a substantial part of the wave packet enters the exit channel at
about 5 ps. Here, about 70% of the molecules undergo dissociation.

It is noted that at longer times, no additional fragmentation takes place.
This is due to the dispersion of the wave packet which moves in an extremely
anharmonic potential. As soon as the packet becomes de-localized, the ex-
pectation values entering into the construction scheme for the fields become
meaningless [211]. In other words, the efficiency, but also the interpretation
of the fields in terms of a classical-like motion rests on the property that the
wave packets are localized in comparison with the extension of the system,
for a discussion see, e.g. [212].

2.4.2.2 Population transfer between electronic states

As a second example, electronic transitions in the Na2 molecule are regarded.
In Fig. 2.32a, three electronic states are displayed. The femtosecond spec-
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Fig. 2.32. a) Excitation scheme of the Na2 molecule. In coupling three electronic
states to a control field the objective is a complete population transfer from the
ground (|0〉) to the first excited state (|1〉) without loosing population into the higher
state (|2〉). b) Lower panel: time-dependence of the population in the electronic
ground (S0(t)) and first excited state (S1(t)). The population in the second excited
state (|2〉) is too small to be seen in the figure. The upper panel contains the control
field and, at early times, a seed pulse which transfers a small amount of population
to the state |1〉. The pulse train reflects the vibrational dynamics in the excited
state.

troscopy of this dimer, employing pulses of around 620 nm wavelength is well
understood [213–215]. In what follows, a complete population transfer form
the ground state |0〉 to the first excited state |1〉 without a loss into the excited
state |2〉 (and as a consequence to any other higher lying states) is considered.
As above, local control theory is used with the hope to find a field which ef-
fectively triggers the transition and also is easily understood in terms of the
system dynamics.

To put the objective into the frame of LCT, the rate of population trans-
fer to the excite state is calculated. Therefore, the molecular state vector is
represented as

|ψ(t)〉 =
2∑

n=0

ψn(r, t) |n〉, (2.32)

where ψn(r, t) is the vibrational wave function in the electronic state |n〉.
The population in the target state |1〉 is then calculated with the help of the
projector Â1 = |1〉〈1| as

P1(t) = 〈ψ(t)|Â1|ψ(t)〉. (2.33)
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Upon taking the time-derivative and evaluating appearing commutators one
finds [145,148]

d

dt
P1(t) = −E(t)

2
�
Im{〈ψ1(r, t)|µ10|ψ0(r, t)〉 + 〈ψ1(r, t)|µ12|ψ2(r, t)〉},

(2.34)

where Im denotes the imaginary part and µnm is the transition dipole-moment
between the states |n〉 and |m〉. Two things become apparent in inspecting
the latter equation. First, in principle, by choosing the field proportional to
the negative imaginary part of the sum of overlap integrals, the rate can be
forced to assume only positive numbers. This then results in an increase of
the target-state population at each increment of time. Second, if this choice
is made, the field will, by construction, be determined from the ground- and
excited state dynamics, thus an interpretation of the field properties should
be readily obtainable. It should be noted, that the construction scheme needs
a small initial population in the excited state because otherwise the dipole
matrix elements (and thus the control fields) are identically zero at all times.
This is usually achieved by applying a weak ‘seed pulse’ preceding the control
pulse.

In this numerical example, a control field constructed as

E(t) = −λIm{〈ψ1(r, t)|µ10|ψ0(r, t)〉 + 〈ψ1(r, t)|µ12|ψ2(r, t)〉}, (2.35)

is employed. It has a strength parameter of λ = 1.4 · 10−4 a.u. This field
(and also the seed pulse) is displayed in Fig. 2.32b (upper panel). It consists
of a pulse train where several sub-pulses can be distinguished. Also shown is
the ground- and excited-state population. The latter increases in steps every
time, the field is non-zero, until a 100% population transfer is obtained. It
is worth to note that the second excited state |2〉 is never populated, for an
analysis see [216]. Thus LCT delivers a field being optimal in the sense that it
completely populates the target state thereby minimizing the loss into other
excitation channels.

Returning to the initially posed question, the appearance of the electric
field is now analyzed. An analysis of a single sub-pulse shows that its frequency
corresponds to the energy separation between the potentials in the Franck-
Condon window of the |1〉 ← |0〉 transition. Because the second excited state is
not populated, the field oscillations are determined by the temporal variation
of the first overlap integral appearing in (2.35) which can be evaluated as

〈ψ1(r, t)|µ10|ψ0(r, t)〉 =
∑
e,g

a∗e(t) ag(t) 〈ψe|µ10|ψg〉ei(Ee−Eg)t/�. (2.36)

Here, the wave functions are expanded in terms of the ground- and excited-
state vibrational eigenfunctions ψg(r) and ψe(r) with energies Eg and Ee, re-
spectively. Note, that the coefficients ae(t), ag(t) are explicitly time-dependent.
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From the latter equation it is clear, that the fast field oscillations are deter-
mined by the energy differences between vibrational states in the excited and
ground electronic states. Thus, the frequency is automatically adjusted to in-
duce resonant transitions. In this way, a vibrational wave packet is built in
the excited state which, due to the repulsive force, moves toward longer bond-
lengths so that, after a while, the overlap with the ground state wave packet,
being still localized in the vicinity of the potential minimum, is diminished.
As a result, the field amplitude decreases and approaches zero. The situation
changes when the excited state wave packet, after performing a vibrational
period, returns to the Franck-Condon region. Because then the overlap inte-
gral increases, the field amplitude rises again and the same scenario repeats
itself. In this way, the vibrational motion is reflected in the structure of the
pulse train: the temporal separation of the sub-pulses equals the well known
vibrational period on Na2 in its A (1Σ+

u ) electronic state [215]. Thus, the form
of the field is clearly understandable. Additionally, the sub-pulse intensity in-
creases until the two electronic states are equally populated and it decreases
at later times.

In order that the population in the upper state does not decrease, no loss
into other states has to occur. Concerning the coupling to the ground state,
this means that the interference between the excited state and ground state
wave packets has to be completely constructive. This is indeed the case and the
scenario of wave packet interferometry [217] is encountered, which has been
realized experimentally by Scherer et al. [218], see also more recent work [219].
There, a pair of phase-locked pulses are used to constructively interfere a wave
packet (prepared by the first pulse) returning to the Franck-Condon region
with another packet (prepared by the second pulse). By shifting the relative
phase of the pulses by π, destructive interference can be obtained as well. In
this approach it is straightforward to rationalize this phase-sensitivity: if the
control field is multiplied with a phase factor of (-1), the rate (2.34) becomes
negative, so that the excited state population is diminished, i.e. one encounters
destructive interference.

The given example illustrates again, that local control theory delivers fields
which are accessible to an interpretation. It is to be kept in mind, however,
that the construction scheme is a purely theoretical and one aim of future
investigations should be the comparison of fields derived from various algo-
rithms with the ones from LCT, having the analysis aspect of laser control
processes in mind.

2.4.3 Feedback control

The steering of dynamical processes requires a successive photon-molecule
interaction, across a sequence of temporally open Franck-Condon windows
of the evolving quantum system. To reach this goal, shaped fs-pulses can be
applied which influence - as proposed by Judson and Rabitz [22] - the dynamics
temporally and spectrally . These tailored pulses can be produced by a pulse
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shaper which can either be realized by an acousto-optic modulator [220] or
a liquid crystal modulator mask [221] placed in the Fourier plane of a zero
dispersion compressor [222] (see Fig. 2.33). Modulators with two arrays can
be utilized to allow for independent spectral phase and amplitude modulation
[223]. Additionally, the polarization can still be shaped as shown later in Sect.
2.4.6.

In the optimization experiment, a learning algorithm based on evolution-
ary algorithms [155,156] produces new pulse shapes regarding the experimen-
tal input and the defined objective. Then the procedure is repeated several
times in a loop until the optimized laser pulses give rise to the aimed exper-
imental yield [22]. As first demonstrated by Gerber et al., the approach has
opened new roads in the field of laser control, in particular, with regard to
the optimization of the yield of chosen reactivity channels [224].

The experimental setup for feedback control measurements used here (see
Fig. 2.33) combines a fs-laser system with a programmable liquid crystal pulse
shaper and a molecular beam apparatus as already described in Sect. 2.2.3.
Each pulse shape is determined by an array of numbers called individual,
representing the spectral phase and amplitude values. Individuals consisting
of random numbers are created in the beginning and then modified by cross-
over and mutation operators. After being written on the modulator, each pulse
form creates an ion signal which represents its fitness. In the last step of the

Fig. 2.33. Schematic of the closed loop experiment. Arbitrary pulse shape patterns
altered by cross over and mutation operators are send to a pulse shaper. The itera-
tively improved pulse shapes are tested by mass selectively detecting the ion product
yield. The resulting yields are a measure for the quality (fitness) of the applied pulse
forms.
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first cycle the best individuals are selected and serve as parents for the next
iteration. For details of the applied algorithm see [162]. A Ti:sapphire laser
oscillator is utilized, which provides pulses at a repetition rate of 80 MHz in
the weak field regime. This allows a good signal-to-noise ratio through a very
high degree of averaging, and it avoids undesired multiphotonic transitions,
which would also complicate the interpretation of the obtained data.

When having obtained an optimum pulse shape the important question
arises, what can be retrieved from this result with regard to the underlying
dynamical processes. In order to answer this, the optimized pulse form has
to be measured accurately by intensity cross correlation and spectrally re-
solved cross correlation (SFG-XFROG). So the cross correlation traces of the
shaped test pulse and the reference pulse are recorded for different frequency
components of the spectrum. When operating in the weak field regime, SFG-
XFROG offers the advantage of providing an intuitive viewgraph, indicating
the time-frequency character of the pulse shape. In order to fully characterize
the pulse form, the amplitude and phase can be calculated from the SFG-
XFROG spectrogram by an iterative phase-retrieval algorithm.

2.4.4 Controlling multiphoton ionization processes in NaK

The NaK dimer was chosen as a model system for The investigation of the
multiphoton ionization process of the NaK dimer is a good model system
for testing the feedback optimization procedure. The system is easily excited
and ionized in a resonant three-photon process by wavelengths within an easily
accessible range around λ0 = 770 nm. Furthermore, the wave packet dynamics
of low lying excited states of this system is well known from fs-pump-probe
experiments; its oscillation periods are around TNaK

osc =440 fs [225]. Also from
a theoretical point of view the dynamics of the system is easily described by
optimal control theory [17] as will be shown later. So the challenging question
arises, whether the optimization algorithm will identify the fingerprints of
these spectroscopic features.

2.4.4.1 Experimental approach

In the experiments shown here the spectral width of the laser of 9 nm was
dispersed across all 128 pixels of the modulator, and pure phase optimizations
were performed. So the resulting n = 128 spectral phase parameters ϕn(ω)
(∈ [0 - 2π]) of the shaped spectral field

En,mod(ω) = En,in(ω) ·An e−iϕn(ω) (2.37)

were the optimization variables, while the amplitude values were set to An ≡ 1.
In Fig. 2.34a the learning curve of the optimization measurement is shown. A
pronounced rise in the NaK+ ion signal with increasing iteration (generation)
number is clearly visible. The three values for each generation show the best,
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the worst and the mean of all values in one generation. The ion signal at the
beginning is very small because the phase values of the first generation are
randomly chosen. This leads to complex pulse structures spread over several
ps. Such a randomly shaped pulse yields small ion signals. With successive
iterations the signal exceeds the outcome of the transform-limited pulse af-
ter about 40 generations. Leveling off the signal is achieved after about 120
generations.

The mass spectrum (Fig. 2.34b) shows the distribution of NaK ions pro-
duced by a transform-limited pulse. The NaK+ intensity is dominant. Larger
NanKm clusters are not detectable in the beam. The ion distribution after
optimization is represented in Fig. 2.34c. The optimization factor amounts to

Fig. 2.34. (a) Progression of the NaK+ ion signal during optimization. At the
beginning the yield is small since the initial pulses are randomly formed. After
approximately 120 generations convergence is reached. The value achieved by a
transform-limited pulse is exceeded after approximately 40 generations. Shown are
the values for the best, the worst and the mean for each generation. (b) The mass
spectrum of the transform-limited pulse exhibits only monomers and dimers. (c)
The mass spectrum recorded with an optimized pulse reveals an increased NaK+

yield of Iopt/Itl = 1.6. [226]
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Iopt/Itl = 1.6, where Iopt is the optimized ion yield and Itl the yield from the
transform limited pulse. Thus, the phase optimized control pulse leads to a
noticeably higher ion yield than the short pulse, even though the peak inten-
sity is reduced due to its time stretched profile. In the following the optimized
pulse form will be analyzed.

The intensity cross correlation of an optimized pulse form for NaK+ is
depicted in the upper part and the SFG-XFROG trace in the lower part of
the Fig. 2.35. The cross correlation shows a sequence of three main pulses.
The first and second pulses are separated by ∆t1,2 ≈ 650 fs and the second
and third pulses by ∆t2,3 ≈ 220 fs. The intensities of the sub pulses differ
substantially: the first pulse is weak, the central pulse is strong and is followed
by a weaker third pulse. The intensity ratio of these pulses is about 1:4:2.

The SFG-XFROG trace in Fig. 2.35 reveals a slight quadratic frequency
chirp for the first sub pulse and a positive chirp for the middle sub pulse. The
third pulse is also slightly chirped and blue shifted with respect to the second
pulse. The pulse separation of ∆t1,2 ≈ 220 fs and ∆t2,3 ≈ 650 fs correspond

Fig. 2.35. Phase optimized control pulse for the ionization of NaK. (a) The intensity
cross correlation of the pulse reveals a pulse train consisting of three main pulses.
The distance between the first and the central pulse is ∆t1,2 ≈ 650 fs, whereas
the central and the third pulse are separated by ∆t2,3 ≈ 220 fs. (b) The SFG-
XFROG trace reveals a positively chirped central pulse and a blue shift of the third
pulse. [226]



90 A. Lindinger et al.

to half and one and a half oscillation periods in the excited A1Σ+ state,
respectively, which was observed by means of fs pump-probe spectroscopy at
λpump = λprobe = 770 nm [225].

The phase profile of the pulse shape, calculated from the SFG-XFROG
trace with a phase retrieval algorithm, reveals a complex structure with a
phase shift of approximately ∆ϕ ≈ 1.5 · π over the whole range. For the
positively chirped middle pulse a quadratic phase is found, from which the
main component of the linear chirp could be calculated to b2

∼=+1220 fs2.
The result emphasizes a first simple explanation of the optimized pulse

shape. In the process involved are all relevant electronic states, namely
the ground state X(1)1Σ+, the excited states A(2)1Σ+, b(1)3Π, B(3)1Π,
A(6)1Σ+ and the ionic ground state X(1) NaK+ (see Fig. 2.36). Prior to the
interaction with the laser pulse the system is located in the electronic and
vibrational ground state X(1)1Σ+. The first subpulse creates a wave packet
in the excited A(2)1Σ+ state (see Fig. 2.36). Contributions of wave packet
motion in higher states are neglected here, since they do neither appear in the
pump-probe spectra of NaK [225].

The generated wave packet subsequently evolves across the potential of the
A(2)1Σ+ state. Due to the Franck-Condon principle the wave packet is created
at the inner turning point of the A(2)1Σ+ state and it requires TNaK

osc = 440
fs to return to the starting point [225]. The second subpulse arrives after
∆t1,2 ≈ 650 fs when the wave packet is located at the outer turning point.
Also the pump-probe spectrum shows a markedly enhanced NaK+ ion yield
at the same spacings of two transform limited pulses of ∆t = (2n+1) · 220 fs.
So , ionization occurs most efficiently, when the subpulse is applied, while the
wave packet is situated at the outer turning point of the A(2)1Σ+ state. This
position is optimally located with regard to a resonant two photonic ionization
across the B(3)1Π state.

Since the intensity of the second subpulse is rather high it can very well
also excite remaining particles from the X(1)1Σ+ ground state to the excited
A(2)1Σ+ state and create another wave packet there. So half an oscillation pe-
riod later also these particles are ionized by the third subpulse which appears
precisely 1

2Tvib = 220 fs later. The relative intensities of the pulses support
this interpretation. The excitation into the A(2)1Σ+ state by the first pulse
is a one photon transition. The second pulse performs a two photon ioniza-
tion (and additionally a one photon excitation into the A(2)1Σ+ state) and is
therefore more intense. The intensity of the last pulse again reflects the two
photon process, as presented in Fig. 2.36.

The question can be raised whether the experimentally obtained pulse
shapes can be reproduced by optimal control theory, which would allow also
to gain a significantly more detailed insight into the underlying processes.
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Fig. 2.36. Emphasized three step mechanism of the phase optimized photoinduced
transition from the ground neutral state of NaK to the ground ionic state of NaK+.
(a): Optimized pulse train taken from Fig. 2.36a. The active subpulses are indicated
by arrows. (b): The first subpulse creates a wave packet in the excited A(2)1Σ+

state of NaK, which is transferred into the ion state at the outer turning point of
the potential by the second subpulse. This sequence is repeated with the second and
third subpulse. The shown potential energy curves of NaK were taken from Magnier
et al. [227]. [226]

2.4.4.2 Theoretical approach

The optimization of laser fields for controlling the photoionization in NaK
has been performed using optimal control theory formulated by Kosloff et
al. [17] as outlined previously . The combination of i) electronic structure,
ii) quantum dynamics and iii) optimal control considering iv) experimental
conditions will briefly be described. i) accurate potential energy surfaces for
the ground and excited states of NaK are available in the literature [227] and
have been extended by calculation of the cationic ground state necessary for
the consideration of the ionization process. For this purpose the calculations
using the ab initio full CI method for the valence electrons and an effective
core potential with core-polarization (ECP-CPP) together with adequate AO
basis sets [7s6p5d2f/5s5p4d2f] for Na and [7s5p7d2f/6s5p5d2f] for K atoms
have been performed. Investigation of photoionization processes in the energy
interval of 4.83 eV corresponding to three photons of 1.61 eV used in the exper-
iments involves the three excited states 2 1Σ+, 31Π, and 6 1Σ+ of the neutral
NaK which are resonant with one- and two-photon energies, respectively. ii)
Quantum dynamics simulations have been carried out by representing the
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wave function on a grid and using a nonperturbative approach based on a
Chebychev polynomial expansion of the time evolution operator [228]. The
interaction with the time-dependent electric field, which involves ground and
three excited states of the neutral NaK as well as a manifold of cationic states,
has been treated within the dipole approximation and using the rotating wave
approximation (RWA) being justified in the weak field regime. The rotational
motion has been neglected because of the large atomic masses and short time
scales involved.

The outlined procedure involves the following steps. The Hamiltonian Ĥ
is given in Born–Oppenheimer and dipole approximation

Ĥ(t) = T̂ + V̂ − µ̂geE(t) , (2.38)

where T̂ is the operator of the nuclear kinetic energy, V̂ stands for the potential
energy curves of the considered electronic states (both operators are diagonal),
and µ̂ge is the transition dipole moment between the considered electronic
states and is off diagonal.

In rotating wave approximation e. g. a cosine-like real electric field can be
replaced by

ERWA(t) =
1
2
A(t)eiωt . (2.39)

The time propagation follows the principle of a successive application of the
time evolution operator

|Ψ(t0 + n∆t)〉 =
n−1∏
j=0

Û(t0 + (j + 1)∆t, t0 + j∆t)|Ψ(t0)〉, (2.40)

with

Û(t + ∆t, t) = e
−iĤ(t)∆t

, (2.41)

assuming that the Hamiltonian does not change significantly within time ∆t
and can be replaced by piecewise constant terms.

After a normalization of the eigenvalue spectrum of Ĥ to the range [-1,1],

the polynomial expansion of the normalized time evolution operator e
−iĤ ′∆t′

can be obtained by means of the Chebychev propagator [228]

e
−iĤ ′∆t′ ≈

N∑
n=0

(2 − δ0,n)(−i)nJn(∆t′)Tn(Ĥ ′) , (2.42)

where Tn represents the n–th Chebychev polynomial and Jn(∆t′) are Bessel
functions of the first kind of order n. Since the Bessel function decreases expo-
nentially if the order n becomes larger than the argument ∆t′, an exponential
convergence of the expansion coefficients of (2.42) can be achieved.
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iii) The objective of the optimal control is the maximization of the pho-
toionization yield and the target operator corresponds to the total occupa-
tion of the cationic states. For the transition dipole moments between the
excited electronic states of the neutral species and the ground state cation
[178,179,181–184] the constant value of 5 Debye was chosen. It is in the range
of transition dipole moments between electronic states of the neutral NaK and
is sufficiently large to provide the robustness of the optimized pulses according
to [229] and the experience. The influence of the nuclear distance-dependent
transition dipole moments (cf. [184]) has been tested and found to be neg-
ligible. However, an explicit treatment of the electronic continuum for the
cationic ground state dramatically influences the optimization of the ioniza-
tion process and therefore it is mandatory for the appropriate treatment. For
this purpose, the electronic continuum was discretized by introducing fourteen
replica of the cationic ground state with energy differences of 95 cm−1 in the
range from 1075 cm−1 to 2310 cm−1 for the electron kinetic energies . This
energy range covers both, the direct and the sequential photoionization from
the outer turning points of the involved electronic states. For the optimization
of the pulses the Krotov algorithm [230] has been employed with additional
penalty factors which allows to take into account the experimental condi-
tions. The experimental parameters were described in the last Section where
the optimization experiment was presented. The experiments were carried out
in the weak field regime which is comprised in the theoretical treatment and
the magnitude of the simulated laser field was adjusted to the experimental
values according to the method given in [183].

2.4.4.3 Optimized pulses: Comparison between theory
and experiment

Theoretically optimized pulses in the framework of OCT, obtained according
to the procedure outlined above using experimentally optimized pulses as an
initial guess, are shown in Fig. 2.37 [231]. They are compared with the exper-
imentally optimized pulse using the CLL technique described above, which
provided an increase of the ion yield by 60% with respect to that generated
by a transform limited pulse. The leading features of both phase modulated
pulses obtained from OCT and CLL are in a good agreement, as shown in
Fig. 2.37a. The snapshots of the wave packet propagation under the influence
of the theoretically optimized pulse (Fig. 2.37b) serve to assign the subpulses
to underlying processes and to reveal the mechanism responsible for the pop-
ulation of the cationic state.

The role of the P1 subpulse is to transfer a part of the population from
the ground electronic state to the first excited 2 1Σ+ state. This creates a
wave packet in the 2 1Σ+ state which propagates almost to the outer turning
point within 180 fs. Subsequently, at the outer turning point the dominant
P2 subpulse simultaneously transfers the population to the 3 1Π state by
a one-photon process as well as to the cationic ground state by a resonant
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Fig. 2.37. (a) Comparison of the theoretically (dotted line) optimized phase-
modulated pulse (starting with the experimentally optimized pulse) with the ex-
perimentally (solid line) optimized pulse, using CLL procedure; (b) snapshots of the
wave packet propagation corresponding to P1 (-410 fs), P2 (-230 fs), P3 (10 fs), and
P4 (260 fs) [231].

two-photon process as can be seen in Fig. 2.37b. In addition, the P2 subpulse
increases the population of the 2 1Σ+ state at the inner turning point. Sub-
sequently, the P3 subpulse brings the wave packet to the 3 1Π state after the
outer turning point has been reached. In contrast to the dominant subpulse
P2, the P3 subpulse also transfers population to the cationic state by the
one-photon sequential processes since the split part of the wave packet, before
transferred by P2, propagates on the 3 1Π state as well. At later times, e.g.
at P4, the superposition of the wave packets complicates the propagation by
interference, as can be seen from the corresponding snapshot.

The separation of the early subpulses up to P4 reflects the motion on the
2 1Σ+ state with a periodicity of ∼ 440 fs (oscillation period in the 2 1Σ+

state), while after the P4 subpulse the periodicity is disturbed by the influence
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Fig. 2.38. Time-dependent population of participating electronic states of the neu-
tral and cationic NaK, obtained from simulations with an initial guess using (a) the
experimentally optimized pulse [231] (b) two Gaussian pulses [231].

of the 3 1Π state. The described steps leading to the desired population of the
cationic state can be also identified from the analysis of the state populations
displayed in Fig. 2.38a. (Notice that, besides excitation, also dump processes
appear (see Fig. 2.38a). Due to the increased population of the 2 1Σ+ and
3 1Π states, the dump processes appear at 200 fs, 800 fs and 1360 fs from
the 2 1Σ+ to the ground state and at 700 fs from the 3 1Π to the 2 1Σ+

state. Consequently, a staircase-like behavior in populations of these states
is present.) Moreover, the later subpulses cause substantial increase in the
population of the cationic states, showing the important contributions of the
later subpulses with low intensities.

Based on the above analysis of the underlying dynamics driven by the
optimized pulse, the following mechanism for the optimal ionization process of
NaK can be proposed. It involves an electronic transition followed by a direct
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two-photon ionization from the outer turning point of the 2 1Σ+ state. This
behavior supports the proposed explanation of the experimental optimal pulse
shape given in experimental publications [165,166]. However, according to the
analysis of the theoretically optimized pulses described above, the sequential
one-photon ionization process mediated by the 3 1Π state takes over the
important role at later times.

Additional insight into the energetic and temporal structure of the optimal
pulse can be gained from the Wigner-Ville representation shown in Fig. 2.39b.
The dominant feature is the increase of the photon energy with time. This
up-chirp in the energy regime of 1.59-1.63 eV can be qualitatively explained
by an overlap between the propagating wave packet on the 3 1Π state and the
successively higher lying vibronic levels of the cationic state. For an identifica-
tion of the quantitative features, amplitude and phase modulations would be
more adequate. However, the X-FROG trace obtained from the experimental
result [166] also shows a pronounced up-chirp in full agreement with the fea-
tures displayed in Fig. 2.39b. Moreover, the up-chirp was found to enhance
the NaK ion signal according to recent chirp dependent experiments [164].

In order to verify the robustness of theoretically optimized pulses, the
results obtained using two Gaussian pulses separated by 660 fs as an initial
guess, are compared with experimental results in Fig. 2.39. The experimental
pulse is again roughly reproduced, and the leading features of the theoretical
pulse remain unchanged with respect to those obtained by an experimentally
optimized pulse as an initial guess (cf. Fig. 2.37). The main differences between
the optimized pulses obtained with distinct initial guesses concern relative
intensities of the weaker subpulses which lead only to very small relative

Fig. 2.39. (a) Comparison of the theoretically (dotted line) optimized phase-
modulated pulse (starting with two Gaussian pulses) with the experimentally (solid
line) optimized pulse, using CLL procedure; (b) Wigner-Ville distribution of the
theoretically optimized pulse [231].
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changes in the time dependent populations (cf. Fig. 2.38b). The Wigner-Ville
representations of both theoretically optimized pulses are almost identical,
verifying the robustness of the derived pulses and therefore the validity of the
proposed mechanism. These findings were obtained only if the continuum of
the cationic state was taken into account as described above.

In summary, the agreement between experimentally and theoretically op-
timized pulses, which is independent from the initial guess, shows that the
shapes of the pulses can be used to deduce the mechanism of the processes
underlying the optimal control. In the case of optimization of the ionization
process in NaK, this involves a direct two-photon resonant process followed
by a sequential one-photon processes at later times. These findings obtained
from a simple system are promising for using the shapes of tailored pulses to
reveal the nature of processes involved in the optimal control. Therefore, the
studies were extended on isotope selective photoionization processes in NaK.

2.4.5 Isotope selectivity

The selection of particular isotopes is a topic of great interest in several fields of
science and technology. Previously employed laser isotope separation schemes
utilize minor isotope shifts of spectral lines [232, 233]. Yet, narrowband tun-
able cw-lasers and detailed knowledge of the system is required for effective
isotope selection and allows only to separate the fraction present in a single
quantum state. In a more recent treatment femtosecond laser pulses were em-
ployed to obtain isotope selective molecular dynamics [25,234] and to perform
isotope separation by generating spatially localized vibrational wave packets
due to differences in the free evolution of the different isotopes [235]. Here
an approach is presented, where feedback control by means of shaped fs-laser
pulses is applied for optimizing specific isotopomer yields.

2.4.5.1 Feedback optimization of isotopomer selective ionization
in K2

As presented in Sect. 2.2, the wave packet dynamics of several electronically
excited states of K2 has systematically been investigated by means of fs-pump-
probe spectroscopy. For the A1Σ+

u state the results revealed oscillation periods
of TK2

osc= 500 fs [25, 234]. While for the 39,41K2 isotope dephasing occurs, a
recurrence can be observed in the 39,39K2 isotope starting at 5 ps. Thereby a
π phase shift appears which leads to an almost anti-phased behavior of the os-
cillations between the two isotopes in a range between 5 and 15 ps. In the first
approach to optimize the ratio of the two isotopes it was tried to take advan-
tage of this long-time recurrence phenomenon. A shaped pump-probe scheme
was developed where first the K2 isotopes where irradiated with a phase and
amplitude modulated pump pulse and 9 ps later (where the highest opti-
mization ratios are expected from pump-probe results) with the probe pulse
that ionizes both isotopes. The implemented closed loop experiment combines
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ion detection with a programmable phase and amplitude pulse shaper that is
driven by a self-learning optimization algorithm based on evolution strategies.
The goal of the evolutionary algorithm is to find a laser field (at 833 nm center
wavelength) which maximizes or minimizes the ratio R = I(39,39K2)/I(39,41K2)
for the above described process. This preliminary experiment yielded a gain
of the isotopomer ratio by a factor of about Smax = 1.4 and a decrease by
approximately Smin = 0.75, measured with respect to the regular isotope ra-
tio of Rn = 6.9 [236]. The obtained maximization and minimization ratios
are even better than expected from the pump-probe spectra (Smax = 1.25
and Smin = 0.8) which already demonstrates the potential of the closed loop
approach.

In order to explore this phenomenon to its full extent single shaped laser
pulses were used, whereby each pulse performs the entire ionization process
(see Fig. 2.40). In this case, long-time wave packet recurrences are not ex-
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Fig. 2.40. (a) Ionization path of K2 proposed in [237,238]. On the right hand side
are the potential energy curves and vibrational levels of the 21Πg (b) and A1Σ+

u

state (c). The solid lines indicate the vibrational levels of the 39,39K2 isotope and the
dotted lines the levels of the 39,41K2 isotope. The states v’A = 12, 13 of the lighter
isotope are disturbed by spin-orbit coupling with the b3Πu state and therefore shifted
by +1.2 cm−1 and +2.1 cm−1, respectively [25,239]. (c) also shows the spectrum of
the unshaped laser light at 833 nm central wavelength. [240]
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Fig. 2.41. Progressions of the mean 39,39K2/
39,41K2 ion ratio during single pulse

optimization for maximization (a) and minimization (b). The considerable alteration
of the isotope ratio by a factor of about 140 is also illustrated in the corresponding
mass spectra on the right. [240]

pected to contribute, since the pulse shaper limits the shaped pulse duration
to about 5 ps. The learning curves and the corresponding mass spectra (see
Fig. 2.41) show a considerable alteration of the ion ratio by a factor of about
Rmax/Rmin = 140 between minimization and maximization which provides
noticeably better isotope selection results than the shaped pump-probe case
(Rmax/Rmin ≈ 2). This may be surprising since the shaped pump-probe ex-
perimental conditions were particularly chosen to ensure an optimal wave
packet separation. Apparently, other effects are much more crucial for isotope
selection than wave packet separation by recurrence phenomena. The slight
enhancement of the shaped pump-probe results compared to the expected
pump-probe isotope ratios already indicate this. The also performed exclusive
phase optimizations provide a factor of only about 2 between maximization
and minimization. Thus, the spectral amplitudes are most decisive for the
observed effect which is in concordance with the results from the pure ampli-
tude measurements (factor of about 40). This demonstrates the efficiency of
combined phase and amplitude modulation.

To decipher the underlying isotope selection process, information is gained
about the generated pulse shapes by recording the pulse spectra and the
XFROG traces. The pulse spectrum for maximization of the 39,39K2/ 39,41K2
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Fig. 2.42. Laser pulse spectra for maximization (a) and minimization (b) of the
isotope ratio 39,39K2/

39,41K2. The gray bars denote the corresponding transmission
pixel pattern of the optimized pulses. The highest peaks are assigned to transitions
between particular vibrational energy levels of the different electronic states X1Σ+

g ,
A1Σ+

u , and 21Πg of the 39,39K2 isotope in (a) and the 39,41K2 isotope in (b). Even
indications of the mentioned distortion of the v’=13 vibrational level in the A1Σ+

u

state may be observable as a small peak shift, yet this cannot be firmly claimed
since it is at the limit of the shaper resolution. [240]

isotope ratio at a center wavelength of 833 nm (see Fig. 2.42a) displays sev-
eral distinct sharp peaks with differing intensities and intensity attenuation to
almost zero between the peaks. The sharp peaks in the spectrum for minimiza-
tion of the isotope ratio (see Fig. 2.42b) are located at different frequencies
compared to the maximization case, shifted on average by about −12 cm−1.
The peaks are at positions where the spectral intensity in the maximization
case is low and vice versa which predominantly accounts for the high isotope
selectivity. Some peaks in the presented pulse spectra can be assigned to tran-
sitions to the estimated vibrational levels in the 21Πg state (see Fig. 240b)
calculated by solving the time-independent Schrödinger equation numerically
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for the potential curve [238]. These levels exhibit isotope shifts themselves
which may enhance the achievable selectivity. This demonstrates the poten-
tial of the presented method since it is not restricted to a single transition.

In the pure amplitude optimizations it can be noticed that some of the
lower frequency peaks are missing. This may be due to the strongly hindered
time modulation in this case resulting in a short pulse which can be under-
stood with the superposition of the spectral components (phase-locked). The
short interaction time does not allow the wave packet to propagate far in the
excited state, therefore all transitions are close to the initial position of the
wave packet in the ground state. Thus, higher frequencies are required to res-
onantly reach the 21Πg transition state within the ionization step from the
A1Σ+

u state. Moreover, some peaks belonging to the 21Πg ←A1Σ+
u transition

are missing. This demonstrates the significance of pulse time elongation and
phase modulation for molecular wave packet dynamics leading to an enhanced
variability in the ionization path. Hence, another advantage of isotope selec-
tion by phase and amplitude modulation compared to cw-isotope separation
methods is apparent.

Without theory an accurate explanation of the complex pulse shapes vis-
ible in the XFROG traces (Fig. 2.43) cannot be given, but it is possible to
extract some general aspects. The frequently obtained subpulse distance of
250 fs can be explained by a stepwise excitation whereby the excitation to the
inner turning point of the A1Σ+

u potential is followed by an excitation 250 fs
later at the outer turning point. This interpretation is backed by the fact that
the Franck-Condon window via the resonant 21Π+

g state is favorable at this
distance [238]. Additionally, isotope dependent constructive and destructive
interferences of the generated wave packets may occur within the ionization
paths, respectively, which could further improve the isotope specific ionization
efficiency [241]. It would as well explain the successful optimizations observed
in the phase only experiments. Moreover, oscillation periods on other excited
states may play a role as well.

In order to get more insight into the involved processes the vibrationally re-
solved excitation transitions were calculated (assuming no time evolution) by
taking the spectral pulse intensities at the determined vibrational transitions
into account. This has been done by calculating the vibrational state spe-
cific populations Nm,n ∝ fm,n · I(νm,n), where fn,m are the Franck-Condon
factors and I(νm,n) the relative spectral intensities at each involved tran-
sition for both isotopes. For the electronic transitions the selection factors
are estimated to Strans =

∑
m,n Nm,n(39,39K2)/

∑
m,n Nm,n(39,41K2). This

calculation provides excitation step specific information. This can be cal-
culated to R(A1Σ+

u ← X1Σ+
g ) = Smax(A1Σ+

u ← X1Σ+
g )/ Smin(A1Σ+

u ←
X1Σ+

g ) = 31.3 for the first electronic excitation and R(21Π+
g ←A1Σ+

u ) =
Smax(21Π+

g ←A1Σ+
u )/ Smin(21Π+

g ←A1Σ+
u ) = 1.33 for the second. Thus it

is evident that both electronic excitation steps are utilized to achieve the high
selectivity, whereby the first step predominantly contributes. The ionization
step from the 21Πg state can be neglected for determining the optimal iso-
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Fig. 2.43. XFROG traces for maximization (a) and minimization (b) of the isotope
ratio 39,39K2/

39,41K2. The often observed subpulse distance of 250 fs ( 1
2
Tosc of the

A1Σ+
u state) and the wavelength shift of up to 1 nm between two adjacent subpulses

indicate a successive excitation of the electronic states on the optimal ionization
path. Particularly for minimization the higher frequency subpulses assigned to the
A1Σ+

u ← X1Σ+
g transition are followed by the lower frequency ones assigned to the

21Π+
g ←A1Σ+

u transition (see Fig. 2.42b). [240]

tope selection since its transition probability is almost equal for the different
isotopes. Thus, the total isotope selection calculated by R = R(A1Σ+

u ←
X1Σ+

g )·R(21Π+
g ←A1Σ+

u ) amounts to 41.7 assuming time-independence. Ac-
cording to this calculation, the obtained frequency pattern accounts for a
major contribution to the isotope selection. The substantial remaining differ-
ence to the experimental result can be attributed to the time evolution of the
optimal pulses. The stepwise excitation process 21Πg ←A1Σ+

u ←X1Σ+
g with

half oscillation periods in between, observed in the XFROG traces (Fig. 2.43),
may account for the enhancement of the optimization factors. This can be sim-
ulated by removing spectral lines assigned to the A1Σ+

u ←X1Σ+
g transition
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(e.g. the peak v’A = 14 ← 0 in Fig. 2.42b) to determine the 21Πg ←A1Σ+
u

transition factor and vice versa, which leads to an about two times larger
factor in the variation of the isotope ratio. Yet, the fact that even this value is
lower than the experimental result demonstrates the potential of the optimiza-
tion method since all involved processes are inherently utilized to achieve the
optimal yields, i.e. the above mentioned interference effects described in [241]
may additionally contribute.

Isotope selective optimizations were also performed at differing center
wavelengths (810 nm and 820 nm) in order to learn about the molecular sys-
tem (i. e. its potential energy curves and vibrational states) and the chosen
optimized ionization paths [242]. Large optimization factors between mini-
mization and maximization of about Rmax/Rmin = 14 and 50 were also ob-
tained for the center wavelengths 810 nm and 820 nm, respectively. The pulse
spectra for maximization of the 39,39K2/ 39,41K2 isotope ratio at the employed
center wavelengths 810 nm, 820 nm, and 833 nm reveal several distinct sharp
peaks with differing intensities and intensity attenuation to almost zero be-
tween the peaks (see Fig. 2.44). The most pronounced ones can be assigned to
transitions from v”=0 in the electronic ground state to the vibrational states
v’=12-19 of the A1Σ+

u state in the 39,39K2 isotopomer.
The pulse spectra for minimization of the isotopomer ratio (see Fig. 2.44b)

reveal several sharp peaks located at different frequencies compared to the
maximization case. They are shifted by about −11 to −16 cm−1 with rising
shift at rising frequency. The peaks are located at positions where the spectral
intensity in the maximization case is low and vice versa which can be regarded
as a major reason for the high isotope selectivity. The observed peaks can be
assigned to transitions from v”=0 to v’=12-19 of the 39,41K2 isotope. The
peak series at the different center wavelengths can be viewed as an extension
of the first isotope optimization experiment performed at 833 nm.

Other peaks are also visible in the pulse spectra in Fig. 2.44 and may
be attributed to vibrational transitions to other electronic states during the
ionization path. In particular, the transition from the A1Σ+

u to the 21Πg state
is present in the optimized pulse spectra also for 810 nm and 820 nm. The
21Πg state thereby serves as a resonant transition state for the ionization
step [238]. This transition occurs at the favorable Franck-Condon window at
the outer turning point of the wave packet in the A1Σ+

u state.
In the presented K2 experiments the employed parameters laser band-

width, pulse duration, and liquid crystal array pixel resolution match to fulfill
both, the required frequency resolution and the sufficient freedom for time evo-
lution. For this reason K2 is preeminently suited as a model system, but the
described selection method will work for larger molecules or clusters as well.
It may even be fast enough to prevent disturbance by IVR, contrary to the
above mentioned technique using wave packet recurrence phenomena. When
comparing the approach with conventional laser isotope separation methods,
the greatest advantage is, that the broad bandwidths allow the total isotope
selection of a system with all initially populated quantum states instead of
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Fig. 2.44. Laser pulse spectra for maximization (a) and minimization (b) of the
isotope ratio 39,39K2/

39,41K2 at different center wavelengths of the initial pulse.
The highest peaks are assigned to transitions between particular vibrational energy
levels of the electronic transition A1Σ+

u ←X1Σ+
g of the 39,39K2 isotope in (a) and

the 39,41K2 isotope in (b). The vibrational series v”=0 to v’=12-19 over all measured
optimized pulses is clearly visible in both spectra. [242]

only exciting a fractional single state selection by a narrow laser. Ionization
is not explicitly necessary since one could as well populate selected electronic
states isotope specific, which would allow isotope selection of neutral mole-
cules/clusters.

The achieved fs-time dependent dynamics of a highly resolved frequency
pattern due to superposition of the spectral components open the perspective
to alternative spectroscopical treatment which combines time- and energy-
resolved observations adapted to the dynamical evolution of the photoexcited
system.

2.4.5.2 Theoretical aspects of the isotopomer selective ionization
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in NaK

The spectroscopically rather weak differences of different isotopic species rep-
resent an excellent probe for the demonstration of selectivity power and effi-
ciency of optimization processes. Since such experiments allow to obtain high
optimization yields on selective isotopomers, this calls for deep understanding
of underlying processes based on theoretical considerations.

The conceptual basis for optimal control theory to achieve the isotope
selection relies on the differences of the wave packet propagation of different
isotopomers and on addressing the isotope specific vibrational levels differently
with a femtosecond laser field [243], as it will be illustrated below. Theoret-
ical results for phase-only modulation will be compared with experimental
pulses obtained from CLL approach and therefore the direct assignment of
the processes to experimental features will be made [244].

In order to achieve an optimization of the employed laser fields with regard
to controlling the isotope selective ionization in NaK, the previously outlined
OCT procedure [17] has to be extended for the treatment of isotopomers. As
a target function the simultaneous maximization of (23Na39K)+ and mini-
mization of (23Na41K)+ has been considered (simulating the optimization of
the isotopomer ratio) in the optimization procedure. Again, the combination
of (i) electronic structure, (ii) dynamics, and (iii) optimal control considering
(iv) experimental conditions will briefly be described.

(i) Investigation of photoionization processes in the energy interval of 4.83 eV
corresponding to three photons of 1.61 eV used in the experiments involves the
three excited states 2 1Σ+, 3 1Π, and 6 1Σ+ of neutral NaK which are reso-
nant with one– and two–photon energies, respectively. The accurate potential
energy surfaces for the ground and excited states of NaK as well as for the
cationic ground state necessary for consideration of the ionization processes
have been used [231] as already described for optimization of photoionization
in NaK.
(ii) Quantum–dynamics simulations have been carried out by representing
the wave function on a grid and using nonperturbative approach based on a
Chebychev polynomial expansion of the time evolution operator as described
previously. In analogy the photoionization of the single isotope of NaK, the
interaction with the time dependent field involving the ground, three excited
states of the neutral species and a manifold of cationic states (14) imitating
the continuum, altogether 18 states for each isotopomer have been treated
within the dipole approximation and using the rotating wave approximation.
This is justified in the weak–field regime. The rotational motion has been
neglected because of the larger atomic masses and short time scales involved.

Now, inclusion of different isotopomers involves the block diagonal exten-
sion of the vibrational Hamilton matrix in which each isotopomer is repre-
sented by a separate block including all considered electronic states.
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(iii) The objective of the optimal control is maximization of the photoioniza-
tion yield of one isotopomer (here 23Na39K) while the photoionization yield
of the other isotopomer (in this case 23Na41K) is minimized at the same time.
Therefore, one should introduce in the target functional in the time range
[ti, tf ]:

J = 〈ψ(tf )|P̂ Target|ψ(tf )〉 (2.43)

+
∫ tf

ti

[
2 · Re

{
〈χ(t)| − ∂

∂t
− i

�
Ĥ(t)|ψ(t)〉

}
− λ

|E(t)|2
s(t)

]
dt

with the target operator

Isotope (1)︷ ︸︸ ︷

P̂ Target=




0 0
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0
19∑

i=0
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0
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. . .

0 Î −
19∑

j=0
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j 〉〈ν(2)

j |




(2.44)

︸ ︷︷ ︸
Isotope (2)

The functional in (2.43) includes three terms. The first term represents
the expectation value of the target operator at time tf . The second and the
third terms represent the constraints which insure that the wave function
satisfies the time-dependent Schrödinger equation and limit the energy of the
laser field E(t), respectively. Associated with these two constraints are two
Lagrange multipliers χ(t) and λ [148]. Additionally, a sine squared shape
function s(t) is used. This enables smooth on and off switching of the laser
field at borders of the time interval (cf. [184]).

The target operator defined in (2.44) is used to simultaneously maximize
photoionization of the 23Na41K isotopomer and to minimize photoionization
yield of 23Na41K isotopomer. (Î labels the identity operator). It consists of two
diagonal blocks (one for each isotopomer). Each block represents a 18 × 18
matrix corresponding to the considered electronic states of a given isotopomer.
Its nonzero elements project onto the lowest 20 vibrational eigenstates of the
cationic state. Upon variation with respect to the real and imaginary compo-
nents of the laser field E(t) the iterative scheme for the pulse optimization is
obtained in analogy to the procedure described previously.
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2.4.5.3 Comparison between theoretically and experimentally
obtained optimal pulses

Experimentally, the optimization procedure is similar as outlined in Sect.
2.4.3. The 23Na39K/23Na41K ion ratio is used as fitness by sequentially record-
ing the ion yields in time steps of less than half a second. Convergence is
reached when the feedback signal does not change significantly within the fol-
lowing generations. The temporal intensity of the generated optimized pulse
form is retrieved from the pulse spectra and the sum frequency cross cor-
relations by using PICASO [245]. During the experiment the obtained opti-
mization factors stay almost unchanged for repeated optimization runs [246],
whereas the optimized pulse shapes may slightly differ. Therefore the best
pulse under the experimental conditions was chosen for comparison with the-
ory.

In the following, theoretically and experimentally optimized phase–modu-
lated laser fields for the simultaneous maximization of the 23Na39K isotopomer
and minimization of the 23Na41K isotopomer will be compared and analyzed.
The phase–modulated pulses obtained from OCT and from experimental CLL
exhibit relatively simple characteristic features and are compared in the up-
per part of Fig. 2.45. The experimentally shaped pulse is characterized by
two dominant subpulses and theoretical results exhibit an additional domi-
nant subpulse at later times. This is independent from the initial conditions
which involve either Gaussian pulse (cf. left, upper part of Fig. 2.45) or ex-
perimentally optimized pulse (right, upper part of Fig. 2.45). For the former
case also the snapshots of the wave packet dynamics for both isotopomers are
presented (cf. middle, part of Fig. 2.45) and time dependent populations of
the involved states (cf. bottom part of Fig. 2.45). They serve to illustrate the
dynamics induced by the pulse and to deduce the mechanism responsible for
the isotope selective ionization.

First the role of the dominant subpulses P3, P4, and P5 for the mechanism
of the photoionization is addressed. The P3 subpulse populates the cationic
state of 23Na39K in a direct resonant two-photon process. The ionization oc-
curs at the outer turning point because the transition dipole moment between
the first and the second excited state is much larger than at the inner turning
point. At this time step, the other isotopomer 23Na41K is less efficient for
photoionization, as can be seen from the snapshots of Fig. 2.45. The contri-
bution of 23Na39K is larger because the wave packet corresponding to this
isotopomer is located at the outer turning point.

Moreover, the snapshots in Fig. 2.45 show that the difference in propa-
gation of the wave function on 21Σ+ state of different isotopomers is caused
by dephasing of the wave packets. For example, in the case of P3 subpulse,
during propagation of the wave packet on the 21Σ+ state for the isotopomer
23Na41K toward the inner turning point the population transfer from the elec-
tronic ground state accelerates this motion. Therefore the population of the
31Π state and of the cationic state is reduced (cf. snapshot of the isotopomer
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Fig. 2.45. Top: Comparison of pure phase modulated pulses for isotopomer ratio
maximization obtained from OCT and from experimental CLL. The initial condi-
tions for the theoretical optimizations involve either a Gaussian pulse (left side) or
the experimentally optimized pulse shape (right side). Center and bottom: Snapshots
for wave packet propagation of isotopomers 23Na39K and 23Na41K corresponding to
the subpulses P3 (-200 fs), P4 (260 fs), and P5 (600 fs) for a simulation started from
a Gaussian pulse.
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Fig. 2.46. Time-dependent populations of the participating electronic states of neu-
tral and cationic 23Na39K (left) and 23Na41K (right) for the same initial condition.

23Na41K for subpulse P3 in Fig. 2.45) in contrast to the situation occurring for
the isotopomer 23Na39K at the time of P3. After 460 fs which corresponds to
one full oscillation period on the first excited state, the subpulse P4 transfers
population from the ground state to the first excited state for the isotopomer
23Na39K. The transfer of the population to the cationic state occurs by a
sequential one photon ionization process over the second excited state which
is populated by the P3 subpulse. The subpulse P4 introduces a sequential
process for the ionization but does not increase substantially the population
of the cationic state of the isotopomers (cf. Fig. 2.46).

The dominant subpulse P5 strongly enhances the population of the cationic
state of the isotopomer 23Na39K due to a direct two–photon process, which
occurs very efficiently. The wave packet motion is particularly slowed down
at the outer turning point. The reason for this can be depicted from the
snapshots: Population as well as depopulation of the 21Σ+ state from the
electronic ground state occurs at the inner turning point at the beginning of
P5 (cf. Fig. 2.45). Therefore, a longer residence time of the wave packet at
the outer turning point occurs and this provides efficient transfer to the 31Π
state and to the cationic state by the later part of P5 subpulse. The role of
the individual subpulses is also reflected by the variation of the population of
cationic states as shown in Fig. 2.46. As mentioned above, P3 and P4 do not
contribute substantially to the population of the cationic state. In addition
to the important role of subpulse P5 for the ionization of the isotopomer
23Na39K the later subpulses contribute with a fraction of 39% via sequential
one–photon processes to the cationic population.

The maximization of the isotopomer 23Na39K is experimentally less effi-
cient than in the case of OCT (∼ 2 versus ∼ 8). This is independent from
the initial conditions. Similar results and mechanism are obtained from OCT
approach if the optimization has been started using experimentally shaped
pulses in the frame of CLL. The reason for this can be connected with the
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presence of the dominant P5 subpulse in the OCT which is responsible for
efficient two–photon process. Experimentally optimized pulse has reached the
solution which is characterized by only two dominant subpulses. However,
their spacing is similar to those obtained by OCT showing the agreement
between the experimental solution and the parts of theoretically optimized
pulses.

In order to examine the conditions under which the pulse features ob-
tained by the experimental CLL approach can be obtained, the theoretical
optimization procedure was interrupted after three iterations starting from
the experimental pulse shape. The obtained pulse shape is almost identical
to the experimental one as shown in Fig. 2.47 which is characterized by two
dominant subpulses. The time dependent populations of the involved states
are shown as well. Moreover, an optimization factor of ∼ 3 for the theoretical
simulation is close to the experimental efficiency of ∼ 2. This confirms that
the parameters of the simulation were well adapted to the experimental condi-
tions. By analyzing the snapshots, a difference in the propagation of the wave
packets on the 21Σ+ state of different isotopomers was found, again due to
photoinduced dephasing. The ionization occurs at the outer turning point due
to larger transition dipole moment between the first and the second excited
state.

The gained insight reveals that photoinduced isotopomer specific acceler-
ation of the wave packets followed by ionization at the outer turning point
of the 21Σ+ state is responsible for the isotopomer selection observed exper-
imentally.

In summary, it should be pointed out that selective phase-optimization of
ionization of 23Na39K isotopomer is in general due to the different isotopomer
specific wave packet dynamics in the first excited state. The optimal pulse
induces dephasing of initially formed wave packet leading to different spatial
localization of the two wave packets at the same time corresponding to two
isotopomers. This enables isotope selective ionization since only the portion of
the wave packet at the outer turning point can be efficiently ionized due to the
larger transition dipole moment between the first and second excited states
than at the inner turning point. The pulses obtained from the OCT with
different initial conditions have common leading features. This means that
theoretically optimized pulses are sufficiently robust and independent from
the initial conditions. Consequently the analysis of the underlying processes
provides equivalent mechanisms. The subpulses which are responsible for the
described mechanism are also present in the experimental findings. In this con-
text it is interesting to note that two qualitatively different search strategies
were utilized for OCT and experimental CLL, respectively. Yet, the nonde-
terministic evolution search strategy in CLL and the deterministic iterative
search strategy in OCT provide similar results.
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a)

b)

c)

Fig. 2.47. Left: Pulse shape (blue line) obtained from a optimization started from
an experimentally optimized pulse (red line) and interrupted after three iterations.
Center and right: Time dependent populations of the electronic states of neutral
and cationic NaK for both isotopomers.
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2.4.6 Optimization procedures and their improvement

The development of pulse shapers, which allow to apply optimally shaped
laser pulses in the amplitude and phase domain has opened new perspectives
for driving molecular reaction dynamics in real time. An important aspect of
the approach is the retrieval of the information coded in the optimized laser
pulse shape which can lead to new perspectives regarding the investigation of
molecular dynamics [46, 226]. This calls for systematic improvements of the
method, which will briefly be presented here. One improvement of the ap-
proach examines the implementation of genetic pressure within the algorithm
for performing control pulse cleaning [247]. The aim is to remove extraneous
pulse features in order to expose the most relevant structures and thus reveal
mechanistic insights. A second improvement on the method addresses para-
metric optimization [177,185,248,249] were the search space is narrowed down
by introducing a few pulse parameter optimization. The suggested parameters
in the time- and frequency domain are time distances, intensities, zero order
spectral phases, chirps of different subpulses, and spectral peak patterns. In
this manner, the relevance of certain structural features of optimal pulses can
be investigated. The third approach involves the addition of the polarization
as the third parameter besides phase and amplitude shaping in order to have
full control over all degrees of the light field. This allows to attain new opti-
mization paths which adds a significant degree of controllability.

2.4.6.1 Control pulse cleaning and conflicting objectives

The procedure of control pulse cleaning is targeted to remove extraneous con-
trol field features in a closed-loop quantum dynamics optimization experiment.
This is accomplished by applying genetic pressure during the optimization run
in order to simplify the optimized pulses and to reveal the most relevant fea-
tures. Thereto, a new fitness function has to be formed where the target goal
f is optimized and simultaneously genetic pressure is implemented on cer-
tain pulse components. This is solved by dividing the target f by the average
spectral transmissions raised to a positive power γ, expressed as the fitness
function

F =
f

( 1
N

∑N
l=1 Tl)γ

(2.45)

with the transmissions Tl with l = 1, 2,...N for all N = 128 pixels. The
weighting exponent γ can be freely chosen to set the desired degree of ge-
netic pressure. The phase values were thereby allowed to be modulated freely
without genetic pressure. This new fitness function was applied for the max-
imization of the ionization of NaK at a center wavelength of 770 nm. The
influence of different levels of genetic pressures reveals the enhanced efficiency
of the optimized pulse at strong control pulse cleaning. The comparison to a
short pulse at equal energy demonstrates the successful removal of unimpor-
tant components and the enhancement of those that count [250]. Apparently,
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Fig. 2.48. Correlation plot of the normalized optimization factor f/f0 versus the
inverse average transmission. The solid line depicts the estimated Pareto-optimal
front drawn through the optimal solutions for different γ. The optimization courses
for γ = 0.5 (gray points) and γ =1.5 (black points) are shown by plotting the
values of every individual. The inset shows the spectrum (solid line), and the pixel
transmissions (gray bars) of the optimized pulse for γ =1.5. Vibronic transitions
to the first and second excited states are denoted. The vibrational energy levels
associated with these transitions were calculated by numerically solving the time-
independent Schrödinger equation for the potential curves from [227]. [250]

this effect is due to the allocation of the available laser energy to the most
relevant spectral features in the case of strong control pulse cleaning.

At increasing genetic pressure, features arise from the transmission spec-
tra and become more distinct. These features can be assigned to transitions
associated with vibrational levels of different electronic states of the 23Na39K
isotopomer which underlines the multistep character of the selected ionization
paths. The insert of Fig. 2.48 shows the spectrum (solid line) and the pixel
transmissions (gray bars) of the optimized pulse with γ = 1.5 for the center
wavelength of 770 nm. It exposes otherwise not visible vibronic transitions
to the first and second excited states which come out best at this weighting
factor. This demonstrates the feasibility of control pulse cleaning and shows
that otherwise hidden information can be unraveled.

Fig. 2.48 depicts a correlation plot of the normalized optimization factor
f/f0 (with f0 being the ion yield without genetic pressure) and the inverse
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average transmission N/ΣN
l=1Tl. Both objectives are functions of the same 256

pixel settings in the modulator. Plotted is the so called Pareto-optimal front
(solid line) drawn through the optimal solutions for different γ. This presenta-
tion reveals the correlation between both conflicting objectives and provides
a tool to distinguish between optimal and inferior solutions. As examples, the
optimization courses for γ =0.5 (gray points) and γ =1.5 (black points) are
shown by plotting the corresponding objective values of every individual. Both
optimizations evolve from the lower left to the upper right. While the ion yield
increases at almost constant transmission for the optimization with γ =0.5,
the optimization for γ=1.5 first tends to increase f/f0 and then decreases by
proceeding to lower average transition which indicates the enhanced efficiency
of cleaning at the end of the optimization. This concept may be generalized
to multi-criterion optimizations with several physical relevant objectives and
new algorithms could be utilized where one receives the entire Pareto-optimal
front within one run.

2.4.6.2 Parametric optimization

In the following, a different approach to receive further information will be
applied by performing a few parameter optimization, where the search space
is reduced to permit only simple pulse trains or spectral patterns. In this
manner the relevance of certain structural features of the optimized pulses
can be investigated. A further advantage of parametric optimization, besides
search space reduction and application of physically relevant and intuitive
parameters, is the possibility to define the framework of an experiment. One
can for example choose a parameter set for an intended purpose and will
receive the optimized result within this parameter set. Here, the question is
raised what will be the result if different numbers of subpulses are allowed,
which will tell the relevance of the additional subpulses. Thereto, the complex
electrical field of a pulse train after passing the shaper was constructed by

Ẽout(t) = eiω0t
∑

n

εn(t− tn)eiϕ0t = eiω0t
∑

n

ε̃n(t− tn) (2.46)

with ε and ε̃ being the field envelope and complex field envelope of the sub-
pulses, respectively, and tn being the time distances between the subpulses.
The resulting temporal field is then Fourier-transformed to receive an elec-
trical field in the frequency description. The desired output for the electrical
field is hence produced from the modulator by writing the filter function
H̃(ω) = Ẽout(ω)/Ẽin(ω). The possible waveforms are limited by physical set-
up issues [221] like pixel quantization, laser bandwidth, gap-to-stripe ratio,
and phase resolution, leading to a maximum complexity of the pulse, to pulse
replica and other side effects [251].

The experiments were performed by pure phase modulation such that
|H̃(ω)| = 1 in order to keep the total pulse energy constant. Due to this
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Fig. 2.49. The SFG cross-correlation results are shown for optimizing three (a) or
six (b) subpulses (solid line). The results of three different runs are shown in (a).
Subpulse distances of 650 fs corresponding to 1.5Tosc are visible in all cases. The
optimized pulse for free optimization is shown in (b) as a dashed line. The spectrum
of the optimized pulse for parameterization in the frequency domain employing 11
narrow Gaussian distributions is shown in (c) (the inset depicts the cross-correlation
trace). The spectral peaks are assigned to vibronic transitions. [249]

constraint, no exact transfer function can be determined for those transfor-
mations which require a change of spectral amplitudes. A reliable algorithm
is applied that approximates a desired temporal pulse shape by using a fast
iterative routine [252] that implements the Gerchberg-Saxon-Algorithm [253].
The full search space was reduced to an 11 or 23 parameter space for three or
six subpulses, respectively, where the subpulse distances, intensities, constant
phase differences, and linear chirps between were subject to optimization.
Fig. 2.49 shows the SFG cross-correlation results for optimizing three (a) or
six (b) subpulses for the ionization of NaK at 780 nm center wavelength [249].
The acquired pulse forms of three different runs are presented in (a) in order
to test the robustness of the optimized pulse shape. Particular subpulse dis-
tances corresponding to 1.5Tosc in the excited A(2)1Σ+ state can be observed
for all runs. However, the optimization factor increased from approximately
1.2 for three subpulses to about 1.5 for six subpulses, which comes closer to the
value of 1.6 for free optimization. This indicates that apparently more than
three subpulses are required for an efficient transfer to the ionic state, which
is in concordance to the above given explanation in cooperation with theory
for a free phase-only optimization at 770 nm center wavelength [231]. Hence,
a repeated, stepwise excitation is likely to yield better results. Allowing linear
chirps to the subpulses may further enhance the ion yields. The unrestricted
optimization produced a comparable waveform except for one more subpulse
at around 0.8 ps. The remaining difference between the parametric and the
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free optimization may further originate from the search space restriction since
some pulse components were still not modulated in the parametric case. Yet,
this example shows the potential of the introduced method to gradually gain
knowledge about the molecular system.

Another possibility is to perform spectral parameterization, where narrow
Gaussian amplitude distributions are subject to modulation in order to find
certain vibronic transitions. Parameters are the distances and intensities of
these distributions. The phase can thereby be modulated freely to allow un-
restricted temporal pulse modulation, as realized here. For the NaK model
system some involved transitions could be identified as to the first and second
excited state (see Fig. 2.49c). This so called transition finder can generally be
applied to search for those transitions in molecular systems which are utilized
by the optimized path.

2.4.6.3 Combined phase, amplitude, and polarization shaping

In the pulse shaping experiments so far only the scalar properties of the elec-
tric field were optimized and the vectorial character, namely the polarization
has been neglected. Since wave functions of quantum mechanical systems are
three-dimensional objects, including the polarization should increase the de-
gree of control tremendously. At first, the group of G. Gerber created laser
pulses formed in phase and polarization by simply removing the polarizer of
a double array pulse shaper that is commercially available [254]. This setup
allows to change the major axes ratio of the ellipse of the electric field, but for
a given frequency it is restricted in the orientation of the major axes, which
are fixed along the horizontal and vertical axes.

Example pulses have shown the advantages of this setup and experiments
like the ionization of K2 [255], and the ionization of aligned I2 [256] has
demonstrated the importance of the polarization in these molecular excita-
tion processes. Recently, the limitation in the polarization modulation was
overcome by passing a double array modulator and a single array consecu-
tively [257]. This setup presented by Y. Silberberg et al., is capable to change
the major axes ratio and the orientation of the major axis independently so
that it features full control over phase and polarization [257].

Both setups do not yet include the amplitude as the last parameter to
modulate all properties of the electric field. Recently, two setups were intro-
duced, which allow to modulate all three parameters phase, amplitude, and
polarization independently [258, 259]. In this Section, the serial setup that is
shown in Fig. 2.50 is used. It presents the first implementation of all three
parameters phase, amplitude, and polarization in a closed loop experiment.
The main idea of the setup is the use of four liquid crystal arrays one by
one, which is accomplished within a symmetrical 4f-setup that the laser pulse
passes twice. Then the arrangement is combined with a feedback loop and
applied on a dimer system which offers the advantage that the dipole mo-
ments are only parallel or perpendicular. The NaK system is well suited for
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Fig. 2.50. The serial pulse shaper setup consists of a zero dispersion compressor
which is passed two times. The incident laser pulse hits the first grating at a smaller
incident angle, then the dispersed spectral components are focused by a cylindrical
lens onto the lower half of the liquid crystal array by a combination of 800 grooves
per mm of the grating and 250 mm as the focal length of the cylindrical lenses. After
refocusing with the second cylindrical lens and recollimation by the second grating,
this part of the modulator acts together with the polarizer as an amplitude filter.
The laser pulse is redirected into the 4f setup under a larger incident angle, passes
the grating and lenses and gets through the other part of the modulator. In this
part of the double liquid crystal array, the phase and polarization are set and the
outgoing pulse is modulated in phase, amplitude, and polarization.

this investigation since the energy potential curves are known and several
optimizations were carried out, like the enhancement of multiphoton ioniza-
tion [231] and isotope separation [260]. The optimizations were carried out
with a central wavelength of 780 nm.

The employed pulse shaper is a zero dispersion compressor consisting of
two gratings with 800 lines per mm and a pair of cylindric lenses of 250 mm
focal length. The modulator has two layers of liquid crystal arrays with 640
pixels each. The setup is passed twice under different incident angles corre-
sponding to different sectors of the modulator. In the first passage, the spectral
amplitude is set by the cooperation of the polarizer and the retardances φa

and φb of the first half of the double array. In the second pass, the phase and
the polarization are modulated by the interplay of the retardances φc and φd

of the other half of the modulator. The resulting electrical field can be written
as:

Eout(ω) = Ein(ω)e
i
2 (φa+φb+φc+φd) cos

(
1
2

(φa − φb)
)(

cos
(

1
2 (φc − φd)

)
i sin

(
1
2 (φc − φd)

)
)

(2.47)
As one can see, the control of the four retardances leads to a simultaneous and
independent manipulation of the phase, the amplitude, and the polarization.
For a difference retardance φc − φd equal to zero the polarization stays linear
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in horizontal orientation, for π/2 it changes to circular polarization and for a
difference of π, it is linear again but with vertical polarization. For interme-
diate values the electric field is elliptically polarized, whereas the helicity is
determined by the sign of the difference retardances. The outcoming electrical
field of one wavelength can generally be described as an ellipse with the major
axes fixed in horizontal and vertical orientation.

In order to characterize the obtained pulses, they are measured with a
modified SFG cross-correlation: A pivoted half wave plate turns the desired
polarization component of the shaped pulse into the direction of the following
horizontal polarizer and, thereby, the polarization component of interest is
cut out. This takes the favored direction of the BBO-crystal into account
and enables to measure every polarization direction equitable. By measuring
the two orthogonal cross-correlations the temporal structure of the pulse can
be measured. The corresponding spectral intensities are recorded behind a
horizontal and vertical polarizer.

An evolutionary algorithm controls the parameter phase, amplitude, and
polarization by setting the retardances for every pixel of the modulator during
the optimizations. In this setup, the parameters are not coupled, so each com-
ponent can be optimized independently. After having proven the functional
capability of the serial setup within the closed loop experiment, optimizations
on the 23Na39K+ ion yield were performed by measuring the current of the
emerging ions. A phase and amplitude optimization as well as a phase, ampli-
tude, and polarization optimization were performed. This allowed to compare
the ionization efficiency and to reveal the effect of the additional polarization
modulation. The learning curves of both optimizations are shown in Fig. 2.51a
and depict a large enhancement compared with the ionization, in which an un-
shaped short pulse is used. Here one can observe the influence of the reduced
search space in the higher convergence speed of the phase and amplitude op-
timization. The ratio obtained by the phase and amplitude optimization is
1.2 related to a short pulse. The optimization of phase, amplitude, and polar-
ization are more efficient with a ratio of 1.8. Therefore, the additional change
of the polarization within one pulse structure enhanced the ratio by another
50%.

The cross-correlation traces of the phase, amplitude, and polarization
shaped pulse in Fig. 2.51b clearly shows the appearance of different polariza-
tion states within one pulse structure. The cross-correlation shows a subpulse
structure with changing polarization states. As described in more detail before
(see Sec. 2) the induced three-photon ionization process starts at the A(2)1Σ+

ground state. The population is then transferred to the first exited state which
is also a A(2)1Σ+ state. Here the wave packet propagates until it is ionized
by a resonant two photon process across the intermediate state B(3)1Π state.
Since the dipole moment of the transition between two Σ states is orthogonal
to the one of a Σ-Π transition, alternating polarization directions occur.

This demonstrates the vectorial properties of the scalar product µ·E in the
transition dipole moment operator and, thus, the orientation of the electric
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Fig. 2.51. (a) Evolution of the NaK+ yield of each generation during the optimiza-
tion, normalized to the one obtained with a transform limited short pulse (dashed
line). The triangles represent the optimization of phase and amplitude, which reaches
a optimization factor of 1.2. The boxes exhibits the optimization of all three para-
meters phase, amplitude, and polarization, ending up with a factor of 1.8. (b) Cross
correlation traces of the optimized pulse shapes in horizontal and vertical orienta-
tion. The structure shows clear sub-pulses with alternating polarization states.

field respective to the dipole moment is very important. The conventional
phase and amplitude shaped pulses neglect this vectorial character and only
consider the Franck-Condon factors for the transition probability.

Further information arising from the cross-correlations is the distance of
660 fs between the first sub pulses. The value is consistent with the well-known
oscillation time of the A(2)1Σ+ state achieved from pump-probe spectra [261]
and the data obtained by optimizations in phase and amplitude [231]. So the
algorithm enhances the ion yield by turning the polarization of each sub-pulse
to the orientation parallel to the dipole moment of the transition. The distance
remains constant and, therefore, the ionization process is accomplished by
taking a similar path.

In conclusion, the addition of the third parameter, the polarization, im-
proves the efficiency of the ionization compared to the phase and amplitude
optimization. The analysis of the cross-correlations and the obtained spectra
of the phase, amplitude, and polarization shaped pulse explains the higher
optimization factors.

2.4.7 Controlling photodissociation processes

The first successful feedback control experiment of G. Gerber et al. [158] re-
ported the optimization of distinct fragmentation channels vs. the yield of the
mother ion signal of the unimolecular decay of CpFe(CO)2Cl. The experimen-
tal conditions did not yet allow to decipher the underlying molecular dynamics
process from the obtained optimum pulse shapes. To obtain this, experiments
on simple systems were needed, which operated at significantly lower laser
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powers in the weak field regime, so undesired multiphotonic transitions and
deformations of the potential energy surfaces could be avoided. Pump-probe
experiments on Na2K indicated this system as a suitable candidate for an op-
timum control experiment. As shown in Fig. 2.10 the pump-probe spectrum
exhibits - superimposed on an exponential decay with a time constant of 3.28
ps - an oscillatory behavior with a period of roughly 500 fs. The exponential
rise time of 3.25 ps of the fragment NaK indicates its origin from the equally
fast decaying Na2K. In the control experiment the one color pump-probe
scheme is replaced by tailor-made pulse shapes optimized in suitable feedback
loops. Very important in this regard is the information content, which can be
acquired from this optimization process. In the case of optimizing the mother
ion Na2K+, a double-pulse sequence is retrieved from the analysis of the auto-
correlation trace [27]. The time difference between the first and second pulse
is approximately 1240 fs which corresponds to 2.5 oscillation periods of the
electronically excited trimer. It is known from pump-probe spectroscopy, that
the photoionization of the electronically excited Na2K molecule occurs most
efficiently at this time, when the wave packet is at the outer turning point.

The channel for optimizing the NaK+ fragment of Na2K reaches an opti-
mization factor of Iopt/Itl = 1.8. In Fig. 2.52a and b the optimized pulse is
shown in its cross correlation and SFG-XFROG representation, respectively.
The pulse structure is a pulse train consisting of three main pulses with a most
intense middle pulse. The time delays between the first and second pulse and
between the second and third pulse are ∆t1,2 ≈ 660 fs and ∆t2,3 ≈ 440 fs,

Fig. 2.52. Phase optimized control pulse optimizing the NaK+ production in the
presence of alkali trimers. (a): Cross correlation trace. The pulse train consists of
three main pulses with time distances of ∆t1,2 ≈ 660 fs and ∆t2,3 ≈ 440 fs. (b) The
SFG-XFROG trace reveals a substructure of the central pulse. [226]



2 Analysis and control of small isolated molecular systems 121

respectively. The intensity of the central pulse is almost three times as high
as that of the first pulse and twice as high as the third one leading to a sub
pulse intensity ratio of 1:2.9:1.8.

With the SFG-XFROG trace in Fig. 2.52b the time evolution of the fre-
quency components of the pulses is displayed. The central pulse reveals a
pronounced positive and negative chirped twin substructure. On the red side
of the spectrum the pulse is divided into two sub pulses (∆t2a,2b = 150 fs)
whose intensity maxima converge in a V-type shape toward shorter wave-
lengths. Thus, a positive chirp is followed by a negative one. The main in-
tensity on the short wavelength side of the middle pulse marks the center
of the pulse. The above mentioned pulse distances refer to this maximum.
The structure of the optimized pulse form (Fig. 2.52) exhibits features of the
NaK dynamics which are similar to the already discussed control pulse (Fig.
2.35) for the maximization of the NaK ionization. This is evident, because
the supersonic molecular beam contains both: NaK dimers and Na2K trimers,
which cannot be distinguished mass-spectroscopically, when the trimer frag-
mentizes to NaK+Na. Therefore both types of NaK particles contribute to
the signal: Photoionized NaK and photodissociated Na2K. The central, most
intense pulse reveals therefore a substructure which does not only correspond
to the NaK dynamics, it also indicates a contribution of the fragmentation
of Na2K. This substructure can be explained by a process that circumvents
the predissociative curve crossing and therefore finds a direct exit channel
(see Fig. 2.53b and c): The leading red shifted part stimulates the population
of the trimer down to a vibrationally excited state of the electronic ground
state where due to conservation of momentum the wave packet moves in the
same direction (Fig. 2.53c). The red shifted trailing part of the central pulse
then excites the ground state wave packet, when it is just located beyond the
curve crossing onto the repulsive potential curve of the trimer. Afterwards
the third pulse ionizes the NaK fragments produced from the photodissoci-
ated Na2K. Since this last pulse arrives after another full round trip, it can
also effectively ionize the still remaining wave packet in the non-fragmented
NaK, which were not yet ionized - as shown in Fig. 2.53b - by the central part
of the second subpulse. Thus, also in this case the third pulse improves the
ionization efficiency.

The rise in the NaK+ yield of about 20% compared to the optimization
of the pure ionization of NaK corresponds to the gain in NaK+ determined
in the pump-probe spectrum. The process delivers a convincing example for
- sometimes - counterintuitive, but more efficient dynamical pathways, which
can be identified by analyzing optimized pulse shapes.
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Fig. 2.53. Optimized multiphoton induced ionization and fragmentation pathways
into NaK. (a): Temporal profile of the control pulse. The active subpulses are in-
dicated. (b): Three step multi photon ionization scheme of NaK. (c): Schematic of
the multi photon fragmentation of the Na2K trimer into NaK fragments by cir-
cumventing the predissociative curve crossing. (d): SFG-XFROG traces. The active
subpulses are indicated. [226]

2.5 Optimal control on ultracold molecules

C. P. Koch, A. Lindinger, V. Bonačić-Koutecký, R. Mitrić, and L. Wöste

The field of cold molecules has emerged over the last few years with many re-
search groups working at the production of dense samples of cold and ultracold
molecules [262]. Translational temperatures in these gases are below 1 Kelvin
or 1 micro-Kelvin, respectively. This intense activity is motivated by many
possible applications of (ultra)cold molecules which range from high precision
measurements, allowing for example for the determination of a possible di-
pole moment of the electron as a check of the standard model of elementary
particles, to the realization of a molecule laser by Bose-Einstein condensed
molecular gases, or to the emergence of a new ultracold chemistry [262]. The
lowest temperatures to date have not been achieved by direct cooling of the
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translational degrees of freedom of the molecules [263], but by first cooling
atoms and then assembling these atoms into molecules [264,265]. To this end,
an external field, either magnetic or optical, is applied.

Photoassociation offers the advantage of relying on optical transitions
which are generally abundant. It is defined as the absorption of a pho-
ton red-detuned from the atomic line by a pair of colliding ground state
atoms, creating a weakly-bound molecule in an electronically excited state, cf.
Fig. 2.54 [266,267]. Series of resonances have been observed in experiments us-
ing continuous-wave (cw) lasers [266,267] which occur when the laser detuning
matches the binding energy of an excited state vibrational level. In particular,
excited state potentials of homonuclear dimers provide for long range molecu-
lar levels due to their scaling as 1/R3 at large internuclear distances R. These
highly excited levels can be efficiently populated in free-bound transitions.

In order to obtain molecules in the singlet ground or lowest triplet state,
the photoassociation step must be followed by a stabilization step, i.e. by a
bound-bound transition. In cw photoassociation, the excited state molecules
are short-lived and decay via spontaneous emission, most often through a ver-
tical transition at large distances R, giving back a pair of atoms. However,
specific mechanisms have been identified which favor radiative decay at shorter
distances and allow for the creation of ground state molecules [267,268]. Stable
molecules formed by spontaneous emission have been detected in a magneto-
optical trap (MOT) for a number of species (e.g. [264,269,270]). These mole-
cules are translationally ultracold, but internally highly excited.
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At this point, two possible routes for control are conceivable: (i) opti-
mization of a coherent formation scheme of ground state molecules avoiding
spontaneous emission, and (ii) stabilization or cooling of the internal degrees
of freedom after ground state molecule formation. Both routes have been ex-
plored theoretically (cf. [271, 272] and [273]), and experimental effort toward
optimal photoassociation is under way [274,275].

2.5.1 Experimental realization of optimized molecular depletion
in a magneto-optical trap (MOT)

Here, first experiments on the optimal control of excitation processes of trans-
lationally ultracold but vibrationally still very hot rubidium dimers inside a
magneto-optical are presented. In order to optimize the photoexcitation of the
Rb2 molecules the employed shaped femtosecond laser pulses were optimized
in feedback loops by genetic algorithms based on evolutionary strategies. As a
result the irradiated molecules undergo ionization or fragmentation. The ap-
proach represents a first experimental steps toward pulsed photoassociation.

The experimental setup is shown in Fig. 2.55. About 107 85Rb atoms
are captured in the MOT at a density of 1010 atoms/cm3 and tempera-
tures of 100µK. In this environment diatomic rubidium molecules contin-
uously form due to either three body collisions or light assisted two-body

Fig. 2.55. Experimental setup for iterative closed-loop maximization of ultracold
Rb2 excitation from the ground electronic singlet or triplet states by shaped fem-
tosecond laser pulses. The ultracold molecules are formed in a magneto-optically
trapped gas of rubidium atoms. Their abundance is evaluated by monitoring the
RTPI-signal of Rb+

2 .
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collisions of trapped Rb atoms. They populate predominantly the highest vi-
brational states below the dissociation limit in the triplet electronic ground
state [276, 277]. These Rb2 molecules, which are no longer trapped by the
MOT, are then detected via resonant two photon ionization (RTPI) and time-
of-flight mass analysis. The RTPI laser operates at 15 Hz between 600 and
610 nm and at a pulse energy of 20 mJ. In the steady state of molecule forma-
tion and loss a maximum count rate of 0.5 Rb+

2 molecular ions per laser pulse
is observed.

For the experiments the fs-laser is tuned in the range between 780 and
820 nm. To study the laser pulse interaction with rubidium molecules, the
atomic resonance components were removed from the pulse spectrum by a
notch filter, realized by a physical block in the shaper’s Fourier plane. In
this way atomic losses from the MOT could be reduced below the detection
threshold.

The rubidium dimers interact with the fs-laser pulses over the entire ac-
cessible range of central wavelengths from 780 nm to 820 nm. As shown in
Fig. 2.56, the molecular signal decreases rapidly at small pulse energies and
levels off to 25% at a pulse energy of 0.6 nJ. As only molecules in the electronic
ground state are detected, the signal reduction can be attributed to excitation
by the fs-pulses. The process can be modeled by a simple rate equation for
the number of ground state molecules:

Fig. 2.56. Reduction of the Rb+
2 molecular ion signal as function of transform

limited femtosecond pulse energy. The pulses have a central wavelength of 800 nm
and 10 nm FWHM. The D1 atomic resonance at 795 nm is filtered out of the pulse.
The RTPI laser is set to 602.6 nm. [274]



126 A. Lindinger et al.

dNMol

dt
= −RfsNMol −RlossNMol + RPAN2

At (2.48)

where Rfs is the excitation rate by the fs-laser, Rloss the molecular loss rate
from the detection volume and RPA the production rate of molecules from
trapped atoms. In the steady state where dNMol

dt = 0 and assuming that Rfs is
proportional to the fs-laser intensity the dependence of NMol on this intensity
is of anti-proportional character:

NMol ∼
RPAN2

At

Rloss + αIfs
(2.49)

where α is a proportionality constant. The curve in Fig. 2.56 represents a fit
to the data based on this model. A model assuming a quadratic or higher
order dependence of the excitation rate on intensity could not fit the data.
This indicates that, in this regime of pulse energies, the interaction with the
molecules has the character of an effective one-photon excitation [278].

According to [276], the molecules in the MOT initially populate the high-
est levels in the a3Σ+

u state. Due to selection rules and Franck-Condon factors,
they are preferably excited to the 0−g and 1g 5s5p1/2 states (see Fig. 2.57).
Emission back to the electronic ground state could only lead to signal reduc-
tion if the vibrational level population moves out of the excitation window
of the ionization laser. However, scans of the detection laser with and with-
out fs-beam show reduced but qualitatively similar spectra which should not
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be the case for a vibrational redistribution. Instead it can be expected that
excited molecules absorb further photons, so the whole process of molecular
loss can be regarded as a resonance enhanced multiphoton excitation, followed
by dissociation, predissociation or ionization. This happens either within one
pulse, or, as the laser repetition rate is comparable to the lifetime of the first
excited state, it occurs in the subsequent pulse. At high energies all molecules
in the laser focus are excited or dissociated and the residual signal in Fig. 2.56
is due to molecules which did not interact with the femtosecond laser, indi-
cated by the dashed line. This shows that most of the molecules are produced
within a small volume inside the MOT which is consistent with the picture
that they form at the MOT center where the atom number density is at its
maximum [279].

In order to demonstrate the practical applicability of coherent control
concepts to ultracold molecules, the Rb+

2 signal acts as an input for the
self-learning optimization algorithm which autonomously programs the pulse
shaper in a closed loop experiment. The algorithm is based on evolutionary
strategies, it is described in detail in [280]. Due to the small molecular ion
count rate the signal is averaged over 128 RTPI laser pulses for each indi-
vidual of the algorithm. In order to reduce the search space for the learning
algorithm a mixed scheme of parametric amplitude and free phase optimiza-
tion was chosen. So the algorithm tries to find the optimal pulse shape under
the restriction that only a few sharp spectral peaks contribute to the pulse
shape. During an optimization the parameters of these peaks, their spectral
positions and amplitudes, are altered to find the best fitting excitation pulse.
Moreover, the phase was optimized freely in order to allow a temporal mod-
ulation of the pulse.

The goal of the adaptive algorithm was to minimize the molecular RTPI
signal. For each iteration the ion signals corresponding to the best and worst
individuals are recorded together with the mean fitness of the whole genera-
tion. As depicted in Fig. 2.58a, all three signals decrease during the particulate
optimization to about 70% of the initial value after 20 iterations. The spec-
tra of the final best individuals of two successive runs shown in Fig. 2.58b
display several peaks which coincide in some but not all spectral positions.
The frequency span of the fs-pulse supports an assignment of the excitation
to the 0−g and 1g 5s5p1/2 states (see Fig. 2.57). By comparing the excitation
yield of the best individuals with transform-limited pulses of the same energy
it is observed that the optimized pulse excites the molecules on average 25%
more efficiently, which demonstrates the feasibility and potential of adaptive
control.

The observed excitation enhancement can be attributed to an increased
spectral intensity at particular molecular resonances found by the evolutionary
algorithm. Starting from a narrow band in the a3Σ+

u state [276,277], molecules
are excited into bound states below the D1 resonance. By shifting the peak
positions, the algorithm finds transition frequencies from this band to certain
vibrational states, thereby sharing the pulse energy more efficiently than a
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Fig. 2.58. (a) Molecular ion signal resulting from the best, the worst and the mean
individual of the population for each generation during a closed loop experiment.
(b) Femtosecond laser pulse spectrum of the final best individuals of two successive
optimization runs under equal conditions with similar final optimization result. [274]

broad Gaussian pulse. The algorithm therefore has a large number of possible
solutions to choose from and so the final pulse shapes after the optimization
are not identical. In the spectral region between 12000 and 12500 cm−1, the
vibrational level separation is about 10 cm−1 in the 0−g and 1g 5s5p1/2 states,
respectively. The high density of states also explains the limited potential of
the optimization because the optimization factor depends on the chosen peak-
width which is limited by the shaper resolution. The Franck-Condon factors
may also be relevant for the excitation process since they differ for different
vibronic transitions and favor particular frequencies which are enhanced in the
experimentally acquired spectra. Yet, as the initial ground state population
distribution in the vibrational states is not accurately known, no quantitative
treatment or assignment can be made yet.
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2.5.2 Theoretical proposals for ground state molecule formation
via short-pulse photoassociation

Photoassociation with short laser pulses has first been discussed by Machholm
et al. [281] for Na2. Considering the timescales of the ultracold collisions, the
excited state vibrational dynamics and spontaneous emission, the use of pulses
of picosecond duration was suggested. Such pulses allow for small detunings,
i.e. for excitation at long range where the free-bound transition matrix ele-
ments become large. Due to the high density of excited state vibrational levels
at small detuning, the spectral width of a picosecond pulse comprises several
vibrational levels, such that a spatially localized wave packet at large R is
formed. Subsequentely, Korolkov et al. [282, 283] and Backhaus et al. [284]
investigated photoassociation of OH and HCl, respectively.

Vala et al. considered photoassociation of ultracold atoms with chirped
picosecond pulses in order to achieve adiabatic transfer, and hence complete
population inversion, for a range of internuclear distances R [285]. This has
led to the notion of the photoassociation window [286]: The resonance condi-
tion for the carrier frequency determines the Condon point RC , and the finite
spectral width of the pulse is transferred into a finite spatial range around RC .
Within the photoassociation window, adiabatic population transfer is possi-
ble. Luc-Koenig et al. realized that in addition to improving the excitation
rate, chirping a pulse offers the possibility of wave packet shaping since the
sign of the chirp controls the wave packet dispersion [286,287]. For a positive
chirp, small frequencies precede larger ones. Therefore vibrational levels with
larger binding energy and smaller vibrational period are excited before those
with small binding energy and long vibrational period, i.e. the wave packet
dispersion is increased as compared to a transform-limited pulse. For a neg-
ative chirp, the opposite is the case, and the wave packet dispersion can be
minimized. In particular, the strength of the chirp can be chosen such that the
wave packet becomes spatially focused at the inner turning point of its vibra-
tional motion. The optimal chirp is easily obtained in terms of the vibrational
energies of the levels which are resonantly excited within the bandwidth of
the pulse [287].

The spatially focused excited state wave packet which is obtained by a
negative chirp represents an ideal intermediate in a coherent two-color pump-
dump process to form ground state molecules [271]. The scheme is depicted for
photoassociating two cesium atoms colliding via the lowest triplet potential to
the 0−g (P3/2) excited state in Fig. 2.59. In this example, the central frequency
is detuned by 2.7 cm−1 from the atomic resonance leading to a Condon point
of RC ∼ 90 a0. The spectral bandwidth of this pulse is about one wavenumber
corresponding to a transform-limited full-width at half-maximum (FWHM) of
15 ps. The photoassociation pulse, depicted in blue, depletes the ground state
population within the photoassociation window, cf. the initial scattering wave
function (red solid line) and the ground state wave function after the pulse
(blue dashed line). It creates a time-dependent wave packet in the excited
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Fig. 2.59. Ground state molecule formation in a coherent pump-dump scheme for
the example of photoassociation to the Cs2 0−

g (P3/2) state, tP denotes the time at
which the photoassociation pulse has maximum amplitude (reprinted from [271]).

state which consists of about 15 vibrational levels and which moves under the
influence of the excited state potential. For optimally chosen negative chirp,
a spatially focused wave packet at the inner turning point (thin green line)
is obtained after half a vibrational period. After a full vibrational period,
the wave packet is found at its outer turning point, the position where it
was created (yellow dot-dashed line). The dynamics of the excited state wave
packet can be employed to optimize ground state molecule formation by a
dump pulse, which is applied delayed in time after the photoassociation pulse
(green pulse in Fig. 2.59): The transition matrix elements 〈ϕg

v|µ|Ψ(t)〉 between
the excited state wave packet |Ψ(t)〉 and all bound ground state levels |ϕg

v〉
show a pronounced maximum for a pump-dump delay of half a vibrational
period, i.e. when the wave packet is focused at its inner turning point [271].

The 0−g (P3/2) state chosen for this example is particularly favorable. It
results from a mixing of the 3Πg and 3Σ+

g states due to spin-orbit coupling.
At long range, the 3Πg (3Σ+

g ) potential goes as +C3/R
3 (−2C3/R

3). Due to
the combination of different signs and different weights, a purely long-range
well appears in the 0−g (P3/2) potential. For Cs2 this leads to a double-well
structure, while for the other homonuclear alkali dimers the inner well occurs
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at energies far above the dissociation limit and only the long-range outer well
is bound. The inner part of this long-range well is softly repulsive (−1/R3)
as compared to the hard repulsive walls of all other potentials. Therefore
the wave packet motion is slowed down such that the wave packet spends
a considerable amount of time at the inner turning point (about 5 ps in the
example of Cs2). This time window determines the resolution of the pump-
dump delay which is required in order to hit the wave packet at the optimal
moment, when it is focused at the inner turning point.

The specific case of cesium offers an additional advantage: The inner part
of the 0−g (P3/2) long-range well is located at fairly short distances (R ∼ 15 a0).
The dump pulse therefore induces a vertical transition into levels with consid-
erable binding energies (∼ 100 cm−1, see also Fig. 2.54) [271]. In the case of
Rb2 0−g (P3/2), much smaller binding energies of about 5 cm−1 can be expected.

An alternative route toward formation of ground state molecules is pro-
vided by the mechanism of resonant spin-orbit coupling [268, 288] which oc-
curs for example in the 0+

u (P1/2) state of rubidium and cesium but also in
heteronuclear alkali dimers [270]. The 0+

u (P1/2) state results from the mix-
ing of the A1Σ+

u and b3Πu states and shows an avoided crossing with the
0+

u (P3/2) state at short internuclear distance (R ∼ 10 a0 in the case of Rb2),
i.e. the spin-orbit coupling modifies the potentials, and hence the vibrational
spectrum over a large range of energies and not only close to the dissocia-
tion limit. Consequently, resonantly perturbed vibrational wave functions are
observed which exhibit large amplitude at the outer turning points of both
diabatic potentials. They are compared to almost regular vibrational wave
functions which also occur in the spectrum shown in Fig. 2.60. The outer
peak of the resonantly perturbed wave functions allows for large free-bound
transition matrix elements and hence an efficient photoassociation step while
the inner peak facilitates stabilization to bound levels of the ground state. It is
therefore expected to provide a suitable route for a pump-dump scheme [272].
In such a scenario, the photoassociation (pump) pulse should be red-detuned
with respect to the D1 line, i.e. the nS +nP1/2 dissociation limit. The detun-
ing should be as small as possible to take advantage of the large free-bound
transition dipole matrix elements close to the atomic resonance. On the other
hand, the pulse should not contain frequencies exciting the atomic resonance.
For photoassociation of Rb2 and transform-limited pulses with FWHM of a
few picoseconds, the optimum detuning was identified to be 4-10 cm−1. The
dump pulse will then yield singlet ground state molecules with binding ener-
gies on the order of 10 cm−1 [272] providing an excellent starting point for a
further stabilization to obtain molecules in their absolute rovibronic ground
state.
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Fig. 2.60. Vibrational wave functions of the 0+
u states: resonantly coupled (left)

and regular (right).

2.5.2.1 Molecular wave packet localization by pump-probe
experiments in a MOT

A further step toward the synthesis of translationally and vibrationally ul-
tracold molecules was achieved by pump-probe experiments in which pump
wavelengths of transform-limited fs-pulses around 800 nm were used, while
the system was probed with corresponding pulses around 500 nm. The results
show clear indications of wave packet oscillations probably in the first ex-
cited state of rubidium dimers, with oscillation periods depending on the red
detuning from the atomic D1-line, as it will be published soon. These wave
packet oscillations occur in particular excited state potential energy curves
and are associated with certain nuclear distances where the initial excitation
takes place. This first evidence for wave packet localization in a MOT raises
hopes for the control of these wave packets with shaped laser pulses, namely
to cool the system down. By using linear chirps for the pump pulse a modified
response of the system was observed. The next evident step will be the appli-
cation of optimally shaped laser pulse sequences aiming toward the maximum
production of Rb2 molecules by photoassociation. Afterwards the same pulse
sequence will cause internal vibrational cooling cycles by photoinduced pop-
ulation transfer via an intermediate state. This requires high atom densities,
which can be achieved by a DarkSPOT. Further relatively long laser pulse
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sequences in the ps range combined with a high spectral resolution will be
required to allow the efficient excitation of long range potentials.

2.5.3 Theoretical aspects of vibrational stabilization and internal
cooling

Vibrational cooling starts from an ensemble of molecules in different vibra-
tional states. It requires a dissipation mechanism to dispose of energy and en-
tropy. If the molecules have been formed via a magnetic Feshbach resonance
or by photoassociation pulses with narrow bandwidth, a single vibrational
level is populated. In this case, it is not necessary to cool the internal degree
of freedom, but a coherent state-to-state transfer to the vibrational ground
state is sufficient to stabilize the molecules. The energy of the molecule is
carried away by the light, while the entropy remains unchanged. This is not
just a technical point: Coherent stabilization is much easier to achieve than
true cooling, since there are only a few dissipation mechanisms available in a
dilute gas, and the overall cooling rate is usually limited by the time scale of
dissipation [289–291].

The same consideration holds if the molecules are produced by photoas-
sociation pulses with broad bandwidth, provided the formation is followed
quickly by the stabilization step. In this case, the molecule can still be de-
scribed by a coherent wave packet which serves as initial condition for the
stabilization.

Vibrational stabilization of ultracold molecules using optimal control the-
ory was first investigated for the sodium dimer, cf. Fig. 2.61 [273]. The starting
point was one of the last bound levels of the Na2 singlet ground state, and

Na-Na distance
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y
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Fig. 2.61. Vibrational stabilization to transfer translationally cold, but internally
highly excited molecules to their vibronic ground state using short, shaped laser
pulses (reprinted from [273]).
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the vibrational ground state was reached by many Raman-type transitions
through the A1Σ+

u first excited state. No direct Franck-Condon route exists
since the overlap matrix elements of the initial and the target state with
the vibrational levels of the first excited state occur in clearly disjoint spec-
tral regions (the position of these excited state levels is indicated by lines in
Fig. 2.61). It is therefore not possible to ‘guess’ pulses yielding a satisfactory
transfer efficiency, and optimal control theory becomes imperative.

The Krotov method with the constraint to minimize the pulse energy was
utilized [273]. Solutions with transfer efficiency close to one were found for
the whole range of the vibrational spectrum. However, for very highly excited
vibrational levels fairly intense pulses were required, and the spectrum of the
optimal pulses turned out to be extremely broad. A restriction of the spectral
bandwidth could not be found within the currently available algorithms. Both
a constraint in time-domain to restrict the bandwidth to that of a reference
field as well as filtering in frequency domain similar in spirit to [292] failed
to efficiently confine the spectrum [273]. It was concluded that a new, joint
time-frequency approach is necessary to impose constraints on the spectrum.

2.5.3.1 Photostabilization of ultracold Rb2 molecule by optimal
control theory

The aim of this Section is to establish conditions under which the efficient
population of the ground state vibrational level v = 0 can be achieved and
conditions under which this can be experimentally realized. So the application
of full quantum optimal control to the photostabilization of the Rb2 molecule
is presented, which includes the ground electronic state (1 0+

g (I)(1Σ+
g ) state)

and two excited states (1 0+
u (I)(1Σ+

u ) and 0+
u (II) (1 3Πu)) based on accurate

potential energy curves and accounting for the spin–orbit coupling.
Since primarily the stabilization and not the photoassociation process itself

is addressed, a highly vibrationally excited bound state slightly below the
dissociation limit in the ground electronic 1 0+

g (I)(1 1Σ+
g ) state is chosen as

a starting point. The photoassociation starting from the unbound scattering
states at large distances has already been studied theoretically [272].

It is demonstrated that the fully optimized laser pulse drives the system
into the ground vibrational state of Rb2 with nearly 100 percent efficiency.
However, the spectral range of the optimized pulse is rather large. There-
fore, different constraints are introduced and their efficiency in the context of
possible experimental realization is examined.

Potential energy curves for Rb2 have been previously reported on different
levels of theory [293–295]. Both all-electron relativistic studies [295] as well
as effective core potential calculations in the framework of the multireference
configuration interaction (MRCI) methods [293, 294] were able to produce
accurate potential energy curves and spectroscopic constants which are in
good agreement with the experimental values.
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Since the aim is to carry out quantum dynamical simulations and opti-
mal control of photostablization, in addition to potential energy curves, also
the transition dipole matrix elements between involved electronic states are
needed. Therefore, a new set of data was produced employing the multirefer-
ence configuration interaction method (MRCI) with two active valence elec-
trons. This approach is computationally less demanding than those reported
in [293–295] and provides sufficiently accurate results. The lowest electronic
states of the Rb2 molecule were considered which dissociate into the 52S+52S
or 52S +52P atomic states. Due to considerably large spin–orbit splitting be-
tween the 52P1/2 and 52P3/2 states of the Rb atom (∆ESO = 237 cm−1) it
is mandatory to include spin–orbit effects in the calculations. Therefore, a
[9s9p6d1f] uncontracted atomic basis set [293] was employed together with a
nine electron relativistic effective core potential including the spin–orbit oper-
ator (9e−–RECP–SO) [296] and the Stuttgart group core polarization poten-
tial (CPP). The eigenfunctions of the total electronic Hamiltonian including
spin–orbit coupling were obtained by diagonalizing the matrix representation
of the Ĥel + ĤSO operator. For this purpose, all singlet and triplet electronic
states which dissociate into the 5s + 5s and 5s + 5p atomic states are taken
into account. These eigenfunctions have been subsequently used to calculate
the transition dipole moment matrix elements between the involved states.

The wave packet propagation has been carried out by numerical solution
of the time-dependent Schrödinger equation using the Chebychev expansion
of the time evolution operator [297]. Optimal control of photostabilization has
been performed in the framework of the Kosloff–Rice–Tannor optimal control
scheme [17]. Both have been outlined previously.

The aim of the optimal control is to maximize the population of the vi-
brational ground state ν=0 and therefore to define the target functional at
a specified final time tf as the projector operator for the desired vibrational
state.

Quantum dynamical simulations were performed in the manifold of three
electronic states which are eigenstates of the spin–orbit Hamiltonian. The are
labeled by 0+

g (I), 0+
u (I) and 0+

u (II) and are shown in Fig. 2.62. Transition
dipole moments between the ground state (0+

g (I)) and two excited states
(0+

u (I) and 0+
u (II)) are shown in the insert of Fig. 2.62. For large distances

transition dipole moments converge to the values for the isolated Rb atom.
However, at the distance of about ∼ 5 Å abrupt change of the transition dipole
moments occurs due to the change of the spin character of involved states at
the avoided crossing. For smaller distances the 0+

u (I) and 0+
u (II) states have

dominantly triplet and singlet character, respectively. At the avoided crossing,
the character of the states is reversed which is then reflected in the reversal
of transition dipole moments values.

The optimal control of photostabilization has been performed starting from
a bound vibrational state (ν=130) which is about 5 cm−1 below the disso-
ciation limit of the ground state (0+

g (I)). This state has been selected since
it has an outer maximum at 20 Å which lies already in a flat part of the
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Fig. 2.62. Calculated potential energy curves for electronic Ω states of Rb2. The
states which are included in the quantum dynamics simulation are shown in red,
blue and black lines. The insert shows the variation of the transition dipole moment
between the ground state 0+

g (I) and the (0+
u (I) and 0+

u (II)) states. The region
around the avoided crossing between the (0+

u (I) and 0+
u (II)) at which the spin

character of the states changes is marked by a lens.

potential and thus mimics the state created by the photoassociation process.
Since the aim is to populate the (ν=0) state, the target operator is defined
as the projection operator on the vibrational ground state. The time interval
for the optimization is 15 ps since further reduction of the optimization time
leads to significantly lower populations of the target state. Therefore it can
be expected that the experimental realization will also require shaped pulses
in a similar temporal range.

It should be pointed out that for successful optimal control, using elec-
tric fields of moderate intensity as it is the case in the experimental setups,
the initial state and the target state must have non-vanishing Franck-Condon
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factors with the same group of vibrational states in the electronically excited
states. If this is fulfilled the “simple” single cycle pump-dump control of pho-
tostabilization can be sufficient. This problem of the connectivity between the
initial and the target state will be generally addressed for the pump–dump
control in complex systems where the concept of the intermediate target [298]
was introduced. The basic idea of this approach is to find an optimal excited
state ensemble which insures the connectivity with both the initial and the
target state and use it for the pulse optimization. Since here one starts from
a highly excited vibrational state, the Franck–Condon overlap with the (ν=0)
is unfavorable and does not allow the direct pulse optimization using ν = 0
state as a target. Therefore, sequential stepwise optimization was carried out,
in which first an optimal set of intermediate excited state vibrational levels is
populated. The pulse obtained in this way is subsequently used as an initial
guess for maximizing further the population of the (ν=0) level in the ground
state.

The optimal pulse for the photostabilization is presented in Fig. 2.63. The
insert serves to illustrate subpulse richness. The spectral analysis of the pulse
(cf. Fig. 2.63b) shows two main broad features centered around 10200 cm−1

and 13000 cm−1. The higher energy part of the pulse is responsible for the
sequence of pump-dump processes involving highly excited vibrational states
of all three involved electronic states. These processes populate sequentially
lower and lower vibrational states, thus increasing Franck-Condon overlap
with target state ν=0. The second lower energy part of the pulse at 10200
cm−1 is mainly responsible for subsequent optimal cooling in the 0+

g (I) elec-
tronic state and leads to a cascade of transitions steering the population into
the ν=0 state. However, it should be pointed out that both parts of the pulse
are spectrally very broad and that their tails are also responsible for stepping
down the vibrational ladder. This is due to the fact that efficient transitions
can take place only between the states with large Franck-Condon factors. The
latter occurs either at the inner or at the outer turning point of the ground
state potential and involve both low lying (inner) and high lying (outer) vi-
brational states of the electronically excited states which is the main reason
for the spectral broadness of the optimal pulse.

The time dependent populations of the electronic states are presented in
Fig. 2.63c. They reflect the mechanism of the photostabilization process which
can be followed from the snapshots of the wave packet dynamics shown in
Fig. 2.64. The initial excitation populates the 0+

u (II) state and creates a wave
packet which is propagating toward the inner turning point (cf. Fig. 2.64).
This motion of the wave packet is accompanied by mutual exchange of excited
states populations but involving also the ground state, as can be seen from
snapshots corresponding to 3.75 and 7.55 ps. At 9.9 ps the excited state wave
packet is located in the bound region of the excited state potentials. This is
achieved by successive inward propagation in the ground state and subsequent
excitation to the 0+

u (II) on the left side of the avoided crossing. Within the
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Fig. 2.63. (a) Intensity |I(t)| of the optimal laser field ε(t) driving the photosta-
bilization of Rb2. The insert marked by a lens shows a details of the pulse between
8.45 and 8.65 ps. (b) Power spectrum of the optimal pulse. (c) Time-dependent
populations of the electronic states. Population of the target level ν=0 is shown in
turquoise color.
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R[Å]
20100

v=130

v=0

Fig. 2.64. Snapshots of the wave packet dynamics under the influence of the optimal
pulse shown in Fig. 2.63, achieving 100 percent population of the vibrational ground
state of Rb2.

next 5 ps the stepping down the vibrational ladder is completed leading to
almost 100 percent population of the ν = 0 vibrational state at 14.15 ps.

The simulations show that efficient cooling and photostabilization can be
achieved if the high lying but bound vibrational states are initially populated.
The pulses obtained from the optimal control algorithm are spectrally very
broad and present a challenge for the experimental realization due to various
constraints imposed by the experimental setup. In order to investigate how the
restrictions on the pulse shape influences the efficiency of the optimization,
additional simulations were carried out in which (i) the total optimization



140 A. Lindinger et al.

time was restricted to 9 ps instead of 15 ps and (ii) the spectral range of the
pulse is restricted to the experimentally accessible range from 11770 cm−1 to
13000 cm−1. The results are shown in Fig. 2.65.

Fig. 2.65. Optimal pulse, powerspectrum and time-dependent state populations
for the constrained pulse optimization: (left hand side) The pulse temporal range
has been restricted to 9 ps and (right hand side) the pulse spectral range has been
restricted to the range from 11770 cm−1 to 13000 cm−1.
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Restricting the time interval for the optimization leads to a pulse shape
(cf. left side of Fig. 2.65) which still has two spectral components centered
around 10000 cm−1 and 12000 cm−1 as in the case of 15 ps optimization (cf.
Fig. 2.63). As can be seen from the time dependent state populations this
leads to only 20% population of the ground state vibrational level. In contrast
to the restriction of the temporal range, constraining the spectral range of the
optimal pulse leads also the formation of bound ground state Rb2 molecule
but results in the maximal occupation of higher vibrational levels (ν=20-30)
while the occupation of the ν=0 state becomes very low (cf. right hand side
of Fig. 2.65). This means that although the stable molecule is formed under
these conditions it is vibrationally relatively hot.

For the experimental realization, the two color scheme in which both pulses
are shaped might provide an alternative route to the vibrational ground state.

It was demonstrated that photostabilization of ultracold Rb2 molecule in
the lowest ground state vibrational level can be achieved using tailored laser
pulse obtained from the full quantum mechanical optimal control theory. This
allowed to determine: (i) the mechanism leading to efficient vibrational cooling
involving the ground and excited electronic states and (ii) the temporal and
spectral range which are necessary in order to realize the photostabilization
experimentally. Moreover, the results show that limiting the temporal and
spectral range of the optimal pulse can lead to significant decrease in the
yield of ultracold molecules.

In summary, it was shown that optimal control with tailored laser fields
represents a promising approach for the photostabilization of ultracold
molecules. The presented theoretical simulations provide a new insight into
the mechanism of the cooling process itself, and may lead to the proposal of
new strategies for formation of cold molecules taking into account constraints
imposed by the experiment. One such possible strategy could involve a sep-
arate two–color pump–dump experiment in which first, the photoassociation
is induced by a shaped pump pulse and subsequently a second shaped dump
pulse is used to steer the molecule into the lowest ground state vibrational
level. The second possibility involves the modeling of potential curves which
allow to obtain the optimal pulse with a suitable temporal and spectral range
and to find the adequate molecular system with related electronic properties
on which experimental realization is more convenient.

2.6 Future perspectives

Up to now, most optimization experiments on molecular systems were per-
formed for one polarization direction and free phase and/or amplitude modu-
lation of the laser pulse. For future applications it is now intriguing to investi-
gate the influence of the polarization. This new dimension will open different
optimization paths and may be utilized for finding more efficient excitation
paths, for molecular rearrangement into particular isomers, or change of the
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chirality [299] of biologically relevant units. Moreover, electric ring currents in
molecules associated with magnetic fields may be induced by circularly polar-
ized ultrashort laser pulses [300,301]. These studies may also be performed by
parametrically shaped pulses in phase, amplitude, and polarization, where the
subpulse features like subpulse spacings, intensities, chirps, and polarization
are subject to modulation. Here, the experimenter can choose the limitations
under which the algorithm has to solve the problem and receives, moreover, a
solution of physically relevant parameters which aids the interpretation. The
results can be compared with full quantum mechanical optimization simula-
tions and allow moreover a fast online interaction between theoretical model-
ing and measurement. All these investigations will be extended to a broader
spectral range, shorter pulses, and higher shaping resolution in order to have
more flexibility in investigating molecular processes and to achieve control of
electron dynamics. White light filaments offer an exciting perspective in this
regard (see Chap. 8).

To date the formation of ultracold ground state molecules by short laser
pulses has been limited by the small excitation rates for the photoassociation
step. On the other hand, the stabilization step to the electronic ground state
is expected to be fairly efficient [272]. The photoassociation efficiency could
be improved in two different ways: (i) statically, by changing the initial proba-
bility distribution, or (ii) dynamically, by accelerating the atoms toward each
other.

Once the obstacle of the low photoassociation rate is overcome, the for-
mation of ultracold molecules in their vibronic ground state can be tackled.
Experimentally, an incoherent 4-photon process was shown to produce v = 0
RbCs molecules [302] in a MOT. Due to stabilization via spontaneous emis-
sion, the transfer efficiency was extremely small. Employing a coherent process
using short, shaped laser pulses is expected to improve the efficiency of the
process. This will pave the way to many applications of ultracold molecules,
in particular to reaching a stable molecular Bose-Einstein condensate (BEC).

The combination of ultracold and ultrafast holds the promise of achieving
absolute molecular quantum state control: Ultracold matter can be prepared
in a single quantum state, and shaped ultrafast laser pulses are predicted
to reach close to one hundred percent efficiency for state-to-state transfer
processes. This paves the way to a novel ultrafast-ultracold chemistry which
is based on complete control over the reactants. There the shaped laser pulses
play the role of engineering the required potential energy surfaces.

Applying pulse shaping techniques to ultracold matter offers furthermore
the possibility to study the interplay of control and many-body quantum
correlations as present for example in a BEC. In that case, a direct comparison
between control of the many-body and the two-body quantum system could
be facilitated by switching from a BEC to a Mott insulator state in an optical
lattice and vice versa.
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212. Y. Zhao, O. Kühn, J. Phys. Chem. A 104, 4882 (2000)
213. T. Baumert, M. Grosser, R. Thalweiser, G. Gerber, Phys. Rev. Lett. 67, 3753

(1991)
214. V. Engel, T. Baumert, C. Meier, G. Gerber, Z. Phys. D-Atoms, Molecules and

Clusters 28, 37 (1993)
215. T. Baumert, G. Gerber, Adv. At. Molec. Opt. Phys. 35, 163 (1995)
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3.1 Motivation and outline

Experimental and theoretical investigations of ultrafast processes in molecules
or clusters can lead to a detailed understanding of the dynamical processes
involved. Their control by tailored laser pulses can be employed to determine
how the interplay of size, structures and light fields can be used to manipulate
optical properties and chemical reactivity of these systems. Moreover, laser-
selective femtochemistry [1–11] can be combined with the functionalism of
nanostructures, providing new perspectives for the basic research as well as
for technological applications.

Several examples of dynamical behavior and control of simple systems
in the gas phase have been presented in the previous chapter. Here, more
“complex” systems in the gas phase will be treated. A question that comes up
in that context is “What is complex?”. Of course, there is no clear definition
of “complex” and a system that might appear large and complex to an atomic
physicist might appear small and manageable to a biochemist. However, it is
clear that the dynamics of systems containing more than a few atoms can
be demanding for our intuitive understanding as well as pose a challenge to
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theory. The examples that will be presented in this chapter show indeed that
they are complex enough, so that not all aspects of their behavior can be
understood. Choices have thus to be made on what are open questions to be
answered about a particular system as well as on what can or needs to be
learned.

In this chapter, several specific examples are given. The examples include
the ultrafast dynamics of solvated electrons, dynamics on electronically ex-
cited state surfaces of DNA base pairs, electronic and nuclear dynamics in
metal cluster anions, vibrations and conformations in gas-phase amino acids,
the dissociation dynamics of metal carbonyls as well as work on exploring and
controlling the dynamics of free clusters and biomolecules.

All systems are investigated as isolated systems in the gas phase. For the
clusters considered in this chapter the properties can have a strong size de-
pendence and therefore mass selection is important. Understanding dynamical
properties of clusters in the gas phase is of crucial importance before starting
to investigate the influence of different environments. For biological molecules
the situation is even more demanding. When commenting about experiments
on biological molecules in the gas phase, biochemists frequently criticize that
the properties of an isolated gas-phase biomolecule are completely irrelevant
to any problem they face. However, to understand the structure and dynamics
of biological molecules in their native environments, it is often imperative to
first understand these properties for the isolated systems in the gas phase.
There, one can measure the intrinsic properties and it is indeed frequently
observed that they differ considerably from those observed when the molecule
is in solution, embedded in a solid or deposited on surfaces. The reasons for
those differences are found in the various bonding, electrostatic and dispersion
interactions to the environment, which can - and will - affect the properties
of the molecules. Before investigating large peptides and proteins, it is useful
first to start with model systems, as the knowledge of the gas-phase struc-
tures and dynamics of such model systems can provide important insight into
fundamental intramolecular interactions and can serve as calibration points
for theoretical models.

In the following, a short introduction to the specific topics considered in
this chapter is given, followed by a discussion of theoretical and experimental
results.

3.1.1 Solvated electron in clusters

The solvated electron has long attracted interest both for its chemical im-
portance and as the simplest quantum solute, providing a testing-ground for
theoretical methods. The hydrated electron, in particular, plays a significant
role in many biological processes. Its dynamics have been studied experimen-
tally by a number of groups, whose results are in good agreement with each
other [12–16]. The electron, excited from the ground ‘s-like’ state to the ex-
cited ‘p-like’ state, undergoes decay on three timescales, with lifetimes of 50



3 Complex systems in the gas phase 155

fs, ∼300 fs, and ∼1 ps. These dynamics have been interpreted and the differ-
ent timescales are assigned to various combinations of excited state solvation
dynamics, internal conversion from the excited to the ground state, localized
solvent dynamics on the ground state and extended solvent dynamics on the
ground state. In an effort to understand the systems, numerous theoretical
studies have been made.

In another approach, a number of studies were undertaken on the cluster
analog of the hydrated electron. Ayotte and Johnson [17] traced the absorption
spectra in small and medium sized (water)−n clusters (n=6-50) and found
the excitation energy to increase with increasing cluster size, allowing for a
smooth extrapolation to the bulk absorption spectrum. In work foreshadowing
the results presented in Sect. 3.4.1, the same group showed that resonant 2-
photon detachment can, in fact, be observed at 1.5 eV for large anionic water
clusters [18].

Relatively few studies have been made of electron dynamics in the related
system of methanol. A few theoretical studies have been done, largely by
Rossky and co-workers. The groups of Barbara [19] and Laubereau [20] have
carried out time-resolved studies of the formation and equilibration of the
solvated electron in bulk methanol, and of the dynamics following excitation
of the equilibrated electron, with slightly varying results, possibly attributable
to different temporal resolution of the two experiments. Thaller [20] observes
dynamics on three time-scales, analogous to water but somewhat slower, with
the first having a lifetime of ∼105-170 fs, the second ∼0.67-3.5 ps and the
longest several picoseconds. Studies of the corresponding clusters have been
limited [21,22].

3.1.2 DNA base clusters

In biological systems, nature employs a limited set of amino acids, DNA and
RNA bases to construct a molecular machinery performing the myriad of func-
tions which ultimately add up to living organisms. The complexity required
to allow functions such as molecular recognition, energy transformation or
reaction catalysis is not simply encoded in the building blocks, but is rather a
product of the well defined secondary structure of the assembled biomolecules
(proteins, DNA and RNA). To understand biological function, it is therefore
necessary to go beyond the mere characterization of the biological building
blocks and it is desirable to explore the effect of intermolecular interactions
which control crucial molecular properties in a structured environment. Those
interactions are the key to understand the structure-function relationship in
biological systems. Biological function also implies a dynamical process, e.g.
the energy flow along a reaction coordinate. Femtosecond lasers allow us to
observe reaction processes in real time and to resolve the intricate details
usually depicted by a simple reaction arrow.

However, if it is desired to follow the flow of energy, and to predict result-
ing changes in nuclear or electronic structure, one must deal with an enor-
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mous complexity given by the large number density of nuclear and electronic
degrees of freedom. In addition, for large systems, weak and noncovalent inter-
actions can be particular important and consequently, such systems present
a challenge to theory. The investigation of photochemical and photophysical
processes in the building blocks of DNA, are an accessible starting point for
the investigation of charge and energy flow in biomolecules. By the study of
DNA base pairs and microhydrated bases, it might be possible to identify
the relevant excited states and reaction / relaxation pathways in DNA and
the investigation of molecular clusters may offer a first step to bridge the
gap between our detailed understanding of processes in the gas phase and
the experimentally less-accessible systems in the condensed phase. However,
whether the investigation of such small building blocks is sufficient for an
extrapolation to real, biologically relevant systems is an open question. The
wealth of existing experimental and theoretical data in this field was recently
summarized in an extensive review [23]. The experiments shown in Sect. 3.4.2
are build on these data and try to gauge the respective importance of several
excited state reaction coordinates in different cluster environments.

3.1.3 Vibrational and conformational dynamics in gas-phase
aminoacids and peptides

For most biomolecules, not only the connectivity of atoms (the primary struc-
ture) is important but also the three-dimensional folding arrangement of
atoms, the secondary and tertiary structures. In fact, in biological molecules,
these higher order structures largely determine their physiological function.
For larger molecules, a vast amount of possible conformations exists and it
is surprising that nature almost always finds the same conformation that has
the desired function. It is thus very important to investigate the structural
dynamics of peptides and proteins at a basic level and much experimental and
theoretical work is devoted to that.

It is frequently observed that even small systems, such as isolated amino-
acids in the gas phase, have complex potential energy surfaces with many low
lying conformers that often are simultaneously populated. In the 1980s, UV
hole burning techniques coupled to molecular beam methods have demon-
strated that different conformers of simple amino acids can be selectively ex-
cited and investigated [24]. When coupled to a tunable infrared (IR) laser, this
hole-burning spectroscopy allows to record conformer-specific IR spectra in a
heterogeneous mixture of conformations [25]. Especially the IR absorption
spectrum is a unique identifier for the structure: line intensities and frequen-
cies give direct information on the forces that hold the molecule together. Con-
former selective IR spectroscopy in the gas phase has been applied to various
interesting systems, such as isolated or paired nucleobases [26], to the amino
acids phenylalanine [25] and tryptophan [27, 28], to beta-sheet model sys-
tems [29] and other small peptides [30]. Most of these experiments have been
performed using laser systems that cover the near- and mid-IR and are limited
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to wavelengths shorter than about 7 µm. In this range X–H (X=C,O,N) and
C=O stretching vibrations are probed and the experiments provide insight
into the conformational arrangement, as those vibrational transitions exhibit
shifts in absorption frequency and changes in intensity in the presence of,
for instance, intramolecular hydrogen bonds or solvating molecules. However,
most vibrational modes have characteristic frequencies that lie further in the
IR and are not accessible using standard laser systems. Those low frequency
modes are frequently floppy, large amplitude motions and delocalized vibra-
tions which can be of particular importance in the dynamics of conformational
change. Recently, specialized tabletop systems [31] and free electron lasers [32]
have shown to be suitable tools for experiments in the low frequency range
on gas-phase biomolecules.

In many biomolecules, a conformational change can be induced thermally
and the barriers that are crossed in such processes have thus heights that
are comparable to the energy of IR photons. In most experiments, the local
minima are investigated and only little information is available on the bar-
riers that separate those minima. In recent elegant experiments, Zwier and
coworkers showed that conformational change in gas-phase biomolecules can
be induced by the absorption of 3 µm photons and that this change can be
monitored by UV excitation methods [33]. The barriers, however, that sep-
arate the different conformations are much lower in energy than the 3 µm
excitation energy. Information on their height can be obtained by populating
the relevant levels via stimulated emission pumping (SEP) [34].

The aim of the experiments presented here is to induce conformational
change via direct IR excitation to energy levels that are close to the barriers.
As a prerequisite, however, information on the energy levels for the different
conformers needs to be collected. This can be conveniently done via IR spec-
troscopy. Next, the IR induced conformation change can be used to locate
the various barriers and to investigate which minima they separate. Then,
the conformational dynamics can be controlled via excitation with phase and
amplitude shaped ultrafast pulses or via the timed excitation with picosecond
IR pulses of suitable wavelengths [35]. The experiments will be accompanied
by theoretical investigations where first, the potential energy surface will be
mapped by quantum chemical methods, initially employing harmonic the-
ory, next to include anharmonic corrections and then to include dynamics.
In Sect. 3.4.4 we report on the first steps on the avenue where the confor-
mational structures of the amino-acid phenylalanine are investigated via IR
spectroscopy in the range from 300 – 1900 cm−1.

3.1.4 Fragmentation dynamics of organometallic compounds

Organometallic compounds containing metal and carbonyl chromophores have
been the object of profound interest because fragmentation processes occur in
electronically excited states . A large number of studies have concentrated
on pump–probe experiments which allow the excited states of transition
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metal complexes to be investigated (see e.g. [36–39]). This has, of course,
also prompted numerous theoretical studies (a few examples can be found
in [40–46]) which aim to support experiments and shed some light on the
ultrafast photodissociation dynamics of such complexes.

In brief, the principle of a pump–probe experiment is the following: an
ultrashort laser pulse—the pump—excites the molecule from the vibrational
ground state of the electronic ground state to some electronic excited state,
which can be bound, dissociative, or even more interesting, predissociative
(see Chapter 2). In any case, the system evolves in time showing vibrations
or dissociation or both. Such behavior can be monitored e.g. by multiphoton
ionization with the probe pulse which arrives after a well-defined time delay,
interrogating the system at a particular location. Interestingly, since the detec-
tion of the products is done after ionization, the path the system follows after
excitation is not trivial. Indeed, fragmentation may occur either on neutral
or on ionic surfaces without any difference in the detected fragmented ions.
This problem has raised considerable attention. For instance, Trushin and
coworkers have studied dissociative ionization of different metal carbonyls,
Ni(CO)4, Fe(CO)5 and Cr(CO)6 at intensities between 1012–1014 W cm−2

finding that neutral dissociation can be practically neglected; fragmentation
is instead rationalized by resonances in ions [47]. The example shown below
(cf. Sect. 3.4.5) shows, on the other hand, that dissociation can also start on
neutral surfaces.

Transition metal carbonyl complexes have additional interest because they
were the first candidates in which adaptive photodissociation control was pi-
oneered. Using CpClFe(CO)2 (Cp=η5C5–H5) the group of G. Gerber showed
that it is possible to control the breaking of different fragmentation chan-
nels [39]. As introduced in Chapter 1, in adaptive optimal control, genetic
algorithms search the best pulse shapes to prepare specific products based
on fitness information, such as product yields. Also called closed-loop control
this experimental approach prepares the desired target solving the Schrödinger
equation exactly in real time through solving a many-parameter problem [11].
In most cases, however, the significance of the obtained optimal electric field
is obscured by the complexity of the pulses.

An interesting question is how to use the experimental pulse shape in
order to elucidate the physical mechanism which makes the control possible.
This demanding issue has been addressed in different ways. Experimentally,
one could repeat the optimizations with a reduced number of parameters and
compare the results [11, 48]. Theoretically, it has been suggested that the
learning algorithm could also be programmed to find out the control variables
needed in the experiment [49]. Other strategies to learn about the system’s
dynamics incorporate spectral pressure during the optimization loops [50],
try to extract information from the experimental data with different inversion
algorithms [51–56], or even include the liquid crystal spatial light modulators
in optimal control theory to establish a realistic link between experimental
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and theoretical optimal pulses [57]. Other examples were also explained in
Chapter 2, Sect. 2.3.

3.1.5 Analysis and control of ultrafast processes in clusters

The size-selective optical and reactivity properties of clusters in the nonscal-
able size regime in which each atom counts are determined by the number
of atoms and the corresponding structures [58–61]. The investigation of the
dynamics of these systems with finite density of states is especially attrac-
tive since the separation of time scales of different processes is possible [60].
Joint theoretical and experimental time-resolved ultrafast studies carried out
on clusters provided findings on the nature and the time scales of processes,
such as geometrical relaxation, internal vibrational energy distribution (IVR),
charge separation, and Coulomb explosion [60, 62–67]. For example, time re-
solved photoelectron spectroscopy offers a unique opportunity to follow struc-
tural changes or ultrafast electron relaxation in photoexcited particles with
high precision. This will be illustrated by joint experimental and theoretical
study of size-dependent excited state relaxation dynamics in small anionic
gold clusters . Furthermore, due to advances in laser technology, tailored laser
fields can be produced by pulse shapers which can control molecular dynamics
guiding it to a chosen target, such as a given fragmentation channel, a partic-
ular isomer or a desired reaction product [11,40,65,68,69] (cf. also references
in Chapter 2).

The role of theory has been essential from conceptual as well as from a pre-
dictive point of view. Time-resolved observations are strongly dependent on
the experimental conditions, such as laser wave lengths, duration of pulses and
their shapes, competition between one- and many-photon processes, strength
of the electric field etc. Here, theory has the task not only to provide insight
into the nature of time dependent processes, but also to identify the con-
ditions under which they can be experimentally observed [40, 65–67, 70–81].
Consequently, theory can be directly involved in conceptual planning of time-
resolved experiments.

Other prominent examples are theoretical proposals for different optical
control schemes using a laser field parameters for the manipulation of ultra-
fast process pioneered by Rice and Tannor, Shapiro and Brumer and Peirce,
Dahleh and Rabitz [2,82–87]. They stimulated control experiments which were
carried out first on simple systems such a metallic dimers and trimers [88–110],
and later on more complex systems [39,40,48,69,111–116], confirming theoret-
ically proposed concepts. Since tailored laser pulses have the ability to select
pathways which optimally lead to the chosen target, their analysis should
allow one to determine the mechanism of the processes and to provide the
information about the selected pathways (inversion problem) [56]. Therefore,
theoretical approaches are needed, which are capable to design interpretable
optimal laser pulses for complex systems (e.g. clusters, organic, organometal-
lic, or bio-molecules) by establishing the connection between the underlying
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dynamical processes and their shapes. In this case, the optimal control can be
used as a tool for the analysis.

In Section 3.4.6 of this chapter, an overview of ultrafast time-resolved
pump-probe spectroscopy and optimal control of moderately complex systems
is presented which is structured as following: The nonadiabatic dynamics in-
volving electronic ground and excited states will be addressed in Sect. 3.4.6.1
based on our theoretical approach which combines ab initio molecular dynam-
ics (MD) “on the fly” and the Wigner distribution approach (cf. Sect. 3.2.3).
This approach will be used to study the photoisomerization processes through
the conical intersections on the prototype examples of nonstoichiometric Na3F
and Na3F2 clusters with two and one excess electrons (cf. Sects. 3.4.6.2, 3.4.6.3
and 3.4.6.4).

In Sects. 3.4.6.6-3.4.6.12, also new strategies for optimal control in com-
plex systems will be outlined. First, tailored pump-dump pulses will be used
to drive photoisomerization process in the Na3F2 cluster, avoiding the path-
way with high excess energy involving the conical intersection, and populating
only one selected isomer [65,77]. This is achieved by introducing a new strat-
egy for optimal control based on an intermediate target in the excited state
corresponding to a localized ensemble which provides a connective pathway
between the initial step and the target in the ground state. The connection
between the shapes of the optimized pulses and the underlying processes will
be explored.

Secondly, the new strategy for infrared control of conformational changes
based on combination of quantum chemical MD “on the fly” including IR field
and genetic algorithm for pulse optimization will be presented and illustrated
on two prototype examples: Na3F cluster and the glycine molecule. Summary
and outlook for the future joint experimental and theoretical work, which are
based on our new strategies for optimal control will be given in Sect. 3.4.6.12.

3.2 Theoretical basis

3.2.1 Methods to determine steady state properties

L. González

Steady state properties of a molecular system can be obtained very accurately
within the Born-Oppenheimer approximation, solving the time-independent
electronic Schrödinger Equation [117]

HΦi(q) = Ei(q)Φi(q). (3.1)

Here Ei(q) ≡ Vi(q) represents the electronic energy, or the adiabatic potential
energy Vi(q) for the nuclear motion along the nuclear coordinate q for the
electronic state i, and Φi(q) is the time-independent wavefunction describing
the molecular system. Solving (3.1) from first principles is the spirit behind
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the so–called ab initio methods [118], which start from the Hartree-Fock
approximation [117]. Here, the electronic wavefunction Ψ is described in terms
of a single spin-adapted Slater determinant Di(q)

Di(q) = ||χ↑
1(q)χ

↓
1(q) . . . χ

↑
k(q)χ↓

k(q) . . . χ↑
n(q)χ↓

n(q)||, (3.2)

where χ1(q), . . . , χk(q), . . . χn(q) denote the doubly (↑↓) occupied orbitals con-
taining 2n electrons. This assumption is often adequate for describing prop-
erties in the electronic ground state. A better description at little additional
computational costs can be obtained using density functional theory [119].
Further refinements to the energy require the inclusion of dynamical corre-
lation [117, 118], either using perturbation theory (Møller-Plesset MPn se-
ries) [120] or via truncated configuration interaction (CI) (Quadratic CI or
Coupled Cluster series) [121]. When a radiation field is present, however, the
molecules are electronically excited and the assumption of a single Slater de-
terminant is not accurate any more. The realistic description of electronically
excited states requires a multiconfigurational wavefunction. The Multiconfig-
uration Self-Consistent Field method (MCSCF) is a truncated CI expansion
where not only the CI coefficients (cji in (3.3)), but also the molecular orbitals
coefficients are variationally determined [122].

Φi(q) =
∑

j

cjiDj(q) (3.3)

In order to select the important configurations which are relevant for the sys-
tem to study, a popular method is the Complete Active Space SCF (CASSCF)
method [123]. In this method, the configurations are chosen by selecting the
electrons and orbitals which play a role in the electronic structure of the
molecule. In cases where several states are near degenerate or crossings be-
tween electronic states are present, it is necessary to perform a state-average
CASSCF (SA-CASSCF) calculation for each symmetry and spin; i.e. the elec-
tronic states of interest are optimized simultaneously in an averaged way,
minimizing the weighted sum of their energies. To get more accurate ener-
gies dynamical correlation must be included, either perturbationally –with
CASPT2 approaches [124, 125]– or variationally, e.g. using multireference CI
(MRCI) methods. In the latter method the critical step is the selection of the
reference configurations, which is not a trivial task and which is often based
on chemical intuition. For instance, when calculating potential energy surfaces
(PES) a reasonable understanding of the entire region is required; it is not
enough to know the dominant configurations of the reactants and products,
but the configurations describing each of the intermediates the molecule passes
through are also needed. MRCI is probably one of the most accurate methods
to describe electronically excited states and to compute spectroscopic proper-
ties, however it is computationally very demanding and can only be employed
for small systems or one has to choose a small number of references and a
small number of excited configurations relative to each reference.
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3.2.2 Solutions of the time dependent Schrödinger equation
for complex systems in reduced dimensionality

L. González and J. Manz

The dynamics of a molecular system can be simulated by solving the time-
dependent Schrödinger equation,

i�
∂

∂t




ψ0

...
ψn


 =




H00 · · · Hnn

...
...

Hn0 · · · Hnn


 ·




ψ0

...
ψn


 (3.4)

where the ψi(t) are the nuclear wave functions for the electronic states i. The
matrix elements Hij of the Hamiltonian consist of the the kinetic energy T ,
the potential energy Vi, the kinetic or nonadiabatic couplings, T (1)

ij and T
(2)
ij ,

between the electronic states i and j, and the laser coupling Wij(t). For a
single coordinate q,

Hij = δij (T + Vi) −
�

2

2m
( 2T (1)

ij

∂

∂q
+ T

(2)
ij ) + Wij(t) . (3.5)

The coordinate dependent kinetic couplings are defined as

T
(1)
ij (q) = 〈Φi(q)|

∂

∂q
|Φj(q)〉 (3.6a)

and

T
(2)
ij (q) = 〈Φi(q)|

∂2

∂q2
|Φj(q)〉. (3.6b)

where Φj(q) are the time-independent electronic wave functions. Analogous
expressions hold for multidimensional systems. The laser-matter interaction
can be described in terms of the semi-classical dipole approximation, in which
the molecule is treated quantum mechanically and the field is treated classi-
cally,

Wij(q, t) = −E(t)〈Φi(q)|M |Φj(q)〉. (3.7)

Here 〈Φi(q)|M |Φj(q)〉 is the transition dipole moment vector between elec-
tronic states i and j, and it plays an important role determining whether or
not a transition is allowed and determining its strength. E(t) is the time-
dependent electromagnetic laser field, often given by the following expression:

E(t) = eE0 cos(ωt− η) · s(t), (3.8)

where e is the polarization direction of the field, E0 is the amplitude of the
field, ω the carrier frequency, η is the phase, and s(t) defines the shape of
the laser pulse. In the present application, the amplitudes E0 are always kept
under the “weak field limit” to avoid intrapulse pump-dump processes where
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this would be unphysical, undesired multiphoton processes, or Stark shifts. In
theoretical simulations, s(t) is typically replaced by a function of the form of
(3.9) [84], in the experiments it can have different forms, see Chapter 2.

s(t) = sin2

(
π(t− ti)

tp

)
for ti ≤ t ≤ ti + tp. (3.9)

In (3.9), tp is the pulse duration and ti is the initial time of the pulse. In
the case of pump probe spectroscopy E(t) = Epump(t) + Eprobe(t) where
Epump(t) and Eprobe(t) denote the respective pump and probe pulses with
time delay td; then we have, for example, ti = 0 and ti = td for the pump and
probe pulses respectively.

Before solving (3.4), an initial wavefunction Ψ(t0) is required. Unless the
system has been preexcited, this will be the vibrational ground state of the
electronic ground state. The eigenfunctions and corresponding eigenvalues of a
bound potential can be calculated numerically with the Fourier Grid Hamil-
tonian (FGH) method [126, 127], which uses a matrix-discretization of the
Hamiltonian operator in the coordinate space. Equation (3.4) is then solved
numerically propagating in time the initial wavefunction Ψ(t0) represented in
the grid until t = tf . The final Ψi(tf ) is then the final wavefunction which can
be analyzed to obtain state populations Pi(tf ) =

∫
|Ψi(tf )|2dq, quantum yields

and other properties. The time propagation of the wavefunction can be solved
using different schemes [128], for example using the second order differencing
method (SOD) [129] or the split operator (SPO) method [130–132]. In cases
of nondiagonal parts of the Hamiltonian (e.g. nonadiabatic potential coupling
or coupling with laser field, like in (3.4)) it is convenient if the wavefunctions
are transformed back and forth into proper representations in which the op-
erators are diagonal. In cases without kinetic couplings, the widely-used SPO
method is based on a symmetric splitting of kinetic T and potential energy
plus the laser dipole coupling V + W (t) terms as

e−
i
�

∆tH � e−
i

2�
∆tT e−

i
�

∆t(V +W (t)) e−
i

2�
∆tT . (3.10)

The error is of third order in ∆t because T and V + W (t) do not commute.
Since T is a multiplication in the momentum space, the corresponding ex-
ponential is evaluated by transforming the wavefunction from the coordinate
space to the momentum space using a fast Fourier transformation (FFT) [129],
multiplying by exp(−ik2

�
2∆t/2m�) (where k is the wave vector) and trans-

forming back to the coordinate space. The SOD method may be applied in
more general cases including kinetic couplings, see e.g. [40].

3.2.3 Nonadiabaticity and femtosecond signals

V. Bonačić-Koutecký and R. Mitrić

In simulations of nonadiabatic dynamics, one can employ Tully’s molecu-
lar dynamics with quantum transitions (MDQT) together with the Tully’s
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fewest-switches surface hopping method [133]. The basic feature of the surface-
hopping methods is that the propagation is carried out on one of the pure adia-
batic states, which is selected according to its population, and the average over
the ensemble of trajectories is performed. This is based on the assumption that
the fraction of trajectories on each surface is equivalent to the corresponding
average quantum probability determined by coherent propagation of quantum
amplitude. Moreover, a choice between adiabatic and diabatic representation
has to be made. In the former case the nonadiabatic couplings have to be cal-
culated, and in the latter case the overlap between the wavefunctions of two
states is needed in the framework of the method used for calculations of the
electronic structure. For example, the MD as well as nonadiabatic couplings
calculated “on the fly” can be directly connected with MDQT and then used
to simulate fs-signals. Therefore, we briefly outline the concept involving the
adiabatic representation.

The time dependent wavefunction Ψ(t, r,R), which describes the elec-
tronic state at time t, is expanded in terms of the adiabatic electronic basis
functions ψj of the Hamiltonian with complex valued time dependent coeffi-
cients

Ψ(t, r,R) =
M∑

j=0

cj(t)ψj(r;R(t)). (3.11)

The adiabatic states are also time dependent through the classical trajec-
tory R(t). Substitution of this expansion into the time dependent Schrödinger
equation, multiplication by ψk from the left, and integration over r yields a set
of linear differential equations of the first order for the expansion coefficients
which are equations of motion for the quantum amplitudes:

iċk(t) =
∑

j

[
εjδkj − iṘ(t) · 〈ψk|∇R |ψj〉

]
cj(t). (3.12)

Here εj are the eigenvalues of the electronic Hamiltonian, and 〈ψk|∇R |ψj〉 are
nonadiabatic coupling vectors.

The system of equations (3.12) has to be solved simultaneously with the
classical equations of motion for the nuclei

MR̈ = −∇REm(R), . (3.13)

where the force is the negative gradient of the potential energy of the “current”
m-th adiabatic state. The hopping probabilities gij between the states are
determined by

gij = 2
∆t

cic∗i
[Im(c∗i cjεiδij) −Re(c∗i cjṘ〈ψi|∇R |ψj〉] (3.14)

and can occur randomly according to the fewest-switches surface hopping
approach introduced by Tully [133]. This approach has been designed to satisfy
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the statistical distribution of state populations at each time according to the
quantum probabilities |ci|2 using the minimal number of “hops” necessary to
achieve this condition.

The energy conservation in MDQT is achieved by rescaling the classical
velocities in the direction of the nonadiabatic coupling vector [133]. The tran-
sition is classically forbidden if there is not enough kinetic energy in this direc-
tion. In this case, two alternatives are commonly used. Either this component
of velocity is inverted or it remains unchanged.

For the determination of the pump-probe signals in the framework of the
ab initio Wigner distribution approach accounting for passage through the
conical intersection the expression for the cationic occupation P

(2)
22 given by

(2.6) in the Chapter 2, Sect. 2.2 on NeNePo spectroscopy has to be modi-
fied. This is due to the necessity of considering that the propagation of the
ensemble starts in the excited state but can hop to the different electronic
state according to the fewest-switches hopping algorithm. Therefore, not only
the common averaging over the whole ensemble of the initial conditions due
to the Wigner approach is required, but also, for a given initial condition, an
averaging over trajectories obtained from different random numbers according
to the hopping algorithm must be carried out [72]. Consequently, the coor-
dinates and momenta of the propagated state can be labeled by qν

x and pν
x,

where x is either the excited or the ground state, as determined by the hop-
ping procedure. The quantities ν numerate the set of random numbers used
in the hopping algorithm, satisfying the same initial condition. Therefore, the
average over the number of hoppings Nhop has to be performed and for the
cationic population the following expression yields

P
(2)
22 (t) =

∫
dqdpP

(2)
22 (q,p, t)

∼
∫

dq0dp0

∫ t

0

dτ2

∫ t−τ2

0

dτ1

1
Nhop

∑
ν

exp
[
−σ2

pr

[�ωpr − V+1,x(qν
x(τ1;q0,p0))]2

�2

]
×

exp
[
−σ2

pu

[�ωpu − V10(q0,p0)]2

�2

]
Ipu(t− τ1 − τ2)Ipr(t− τ2 − td) ×

P
(0)
00 (q0,p0), (3.15)

which is a modification of (2.6) in Chapter 2, Sect. 2.2 on NeNePo spectroscopy
valid for the adiabatic case. The quantity V+1,x labels the energy gap between
the propagating state and the cationic state at the instant of time. From this
expression, the pump-probe signal can be calculated, after the integration over
the pump–probe correlation function

∫∞
0

dτ2Ipu(t− τ1 − τ2)Ipr(t− τ2 − td) is
performed explicitly:
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S[td] = lim
t→∞

P
(2)
22 (t)

∼
∫

dq0dp0

∫ ∞

0

dτ1 exp
{
− (τ1 − td)2

σ2
pu + σ2

pr

}
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1
Nhop

∑
ν

exp
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σ2
pr

�2
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}

×

exp

{
−

σ2
pu

�2
[�ωpu − V10(q0,p0)]2

}
P

(0)
00 (q0,p0). (3.16)

This expression is applicable if interference and non-Condon effects are negli-
gible. According to expression (3.16), the initial ground state density P

(0)
00 is

promoted to the first excited state with the Franck-Condon transition prob-
ability given by the last exponential of (3.16). The propagation, the passing
through the conical intersection, and the probe transition to the cationic state
are described by the second exponential. This expression can be generalized
for more than two states by introducing in (3.16) the sum of weighting factors
corresponding to transition moments between the electronic states involved,
for which also time dependent energy gaps have to be calculated. The probe
pulse window, being located around the time delay td between the pump and
the probe pulse and the resolution of the signal determined by the square of
the pulse durations, are given by the first exponential. As it is required in the
Wigner distribution approach, an ensemble average over the initial conditions
has to be performed. The latter can be obtained from a sampling of the initial
vibronic Wigner distribution P

(0)
00 of the ground electronic state.

3.3 Experimental approaches

3.3.1 Time-resolved photoelectron spectroscopy

Time-resolved photoelectron spectroscopy (TRPES) of clusters or molecules
is an unique tool to track both nuclear dynamics as well as electron dynamics
in photoexcited particles with temporal resolution. In femtosecond TRPES, a
femtosecond laser pump pulse promotes the species of interest to an electron-
ically excited state, transfers an electron from a chromophore to the solvent,
or induces a reaction. After a variable delay the system is characterized by
detaching an electron with a femtosecond probe pulse.

Such experiments can be performed with anionic or neutral species and
examples for both are shown in this chapter. Anions have some significant ad-
vantages over neutrals. Firstly, they are easily mass separated and it is possible
to ensure that only a single species interacts with the laser. This is partic-
ularly useful in cluster studies. For neutral clusters, mass selection is only
possible in the cationic species after electron detachment and corresponding
measurements must use electron-ion coincidence techniques. Secondly, much
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lower photon energies are required to detach an electron from an anion than
from a neutral cluster. Therefore experiments can generally be carried out
with single-photon excitation and detachment and the dynamics can be read-
ily followed down to the ground state.

On the other hand, the relatively low density in mass-selected anion beams
is a major disadvantage. This becomes especially problematic in time-resolved
studies, where spectra must be collected at a large number of pump-probe
delays for each species. To trace population dynamics of different states as
a function of the pump-probe delay, it is essential that signal levels remain
fairly constant over long periods of time.

In TRPES experiments, the experimental observable is the photoelectron
kinetic energy distribution as a function of pump-probe delay. This energy can
either be measured directly by time-of-flight (TOF) methods or in conjunction
with velocity map imaging. In the latter case, the photoelectron angular dis-
tribution is also obtained as a function of pump-probe delay. These two pieces
of information are powerful tools for deciphering the dynamics of relaxation
or reaction following the initial excitation.

The energy difference between the cluster A− before electron detachment
and the corresponding species X after detachment is supplied by the photon
energy hν. The photon energy is known and the kinetic energy of the detached
electron is directly correlated with the energy of the remaining system:

Eel = hν + (EA− + KEA−) − (EX + KEX) , (3.17)

where Eel corresponds to the electron kinetic energy, EA− and EX to the
internal energy of A− and X, and KE to the kinetic energy of the cluster.
This equation holds true for both, single- and multiphoton (pump-probe)
ionization. Conservation of momentum must apply between the light electron
and the heavier cluster core, hence electron detachment will deposit only a
minuscule amount of kinetic energy into the cluster and we can set (KEA−) -
(KEX) = 0. Therefore, (3.17) simplifies into:

Eel = hν − (EX − EA−), or rather (3.18)
Eel = hν −BE. (3.19)

Thus the measured electron binding energy BE is equal to the energy differ-
ence between the initial state A− and the final state X. Selection rules for the
electron detachment process determine the nuclear and electronic character
of the final state X. Usually, Koopmans’ picture of single-electron detachment
without rearrangement of the remaining electronic core is sufficient to obtain
intuitive insight into the electronic selection rules. The vibrational transition
can be described by Franck-Condon factors, based on the tacit assumption
that nuclear positions and momenta are preserved during the electron detach-
ment process. If the initial and final state have similar structure and potential
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energy surfaces, the Franck-Condon factors resemble an identity matrix and
the vibrational character is preserved throughout the ionization process.

In pump-probe experiments the characterization of binding energies can
be used to observe the energy flow between the electronic and nuclear system
in real time. This offers the unique possibility to follow geometry changes in
photoexcited particles, e.g. wave packet motion [134], isomerization [135,136]
and melting [137]. This is straightforward when the excited electronic state
of interest corresponds to an energetically isolated singly excited state, i.e.
where a coupling to other excited electronic states can be excluded.

In clusters with a high electronic density of states, electronic relaxation
pathways are dominating. In open d-shell metal clusters a relatively dense
set of electronic states and a small HOMO-LUMO gap ensures a high proba-
bility of internal conversion from a singly excited electronic state into multi-
electron excited states, i.e. the cluster analogue to inelastic electron-electron-
scattering. Such processes can take place on a time scale on the order of 100 fs,
a value comparable to bulk those found for metals [138,139]. In such systems
it is hardly possible to follow nuclear dynamics on the potential energy sur-
face of an individual electronic state. In large bandgap clusters, like e.g. small
Hg-clusters [140, 141], the creation of secondary electrons by inelastic elec-
tron scattering is energetically excluded at excitation energies less than twice
the band gap. In these systems relaxation takes place via internal conversion
from a singly excited electronic state into another singly excited state, whereas
the excess energy flows into the vibrations. These processes can therefore be
regarded as the cluster analogue to electron-phonon-scattering in solids.

TRPES thus provides an additional level of information with respect to
time resolved ion yield experiments as the energy content and charge redis-
tribution of a photoexcited species can be measured as a function of time.

Two-color TRPES has the advantage over one-color TRPES that pump-
probe signals are easily distinguished from pump-only and probe-only signals.
I.e., the time-dependent pump-probe information is revealed in a spectral
region where no interfering single-color photodetachment signals occur. It is
also advantageous to use pump-photon energies below the electron binding
energy of the unexcited cluster to exclude the competing channel of direct
detachment. As the cohesive energy of metal clusters is usually quite high
(2-4 eV) fragmentation is very unlikely upon excitation with the fundamental
of a Ti:Sa-laser [142]. Fragmentation does, however, play a large role in the
study of weakly bound molecular clusters and is discussed in the corresponding
sections.

Thus the three requirements for a TRPES experiment are: A stable source
for the molecules or clusters of interest, an efficient method for detecting
photodetached electrons, and a laser with sufficient tunability to pump a
variety of transitions in different systems. To reduce the load on vacuum
pumps it is also desirable that the ion source should be pulsed, rather than
continuous, while, from the perspective of minimizing the time required to
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collect the necessary amount of data, both laser and ion source should be able
to run at a high repetition rates.

3.3.2 Time resolved photoelectron spectroscopy of anionic
molecular clusters

A. Kammrath and D. M. Neumark

The (water)−n and (methanol)−n clusters used in Sect. 3.4.1 are produced by
expanding a water/argon or a methanol/argon mixture via a pulsed valve into
vacuum [143–145]. For making water clusters, a drop of water is placed in-line
of a gas manifold. Argon is passed over it and expanded through the valve. For
methanol clusters the argon is bubbled through a sample of methanol placed in
a u-tube in-line. Anions are formed by secondary electron detachment, crossing
the expansion with an electron beam at several hundred to over a thousand
electron volts. The electron beam may be pulsed, triggered to intercept the
expansion, or continuous. The anions are extracted perpendicularly into a
Wiley-MacLaren type mass spectrometer, depicted in Fig. 3.1a, and mass-
selected using an electro-static gate before interacting with the laser pulse.

Fig. 3.1. Overview of the experimental set-up for fTRPES by Velocity Map Imag-
ing of anionic water and methanol clusters. b) Detail of the Velocity Map Imag-
ing apparatus. c) Transformed image taken from (H2O)−15 at the overlap of pump
(1650nm) and probe (790 nm) pulses. The outer ring is the transient signal due to
pump+probe detachment through the excited state.



170 G. von Helden et al.

Velocity map imaging (VMI), was first demonstrated for neutrals by Ep-
pink and Parker [146] and for anions by Bordas [147] and later Surber [148].
The VMI stack, as shown in Fig. 3.1b, consists of three plates forming an
electro-static lens, which focuses electrons of the same velocity to the same
radius on a detector (typically an microchannel plate (MCP) stack coupled
to a phosphor screen) projecting the electron cloud onto a two-dimensional
array. If the electrons are detached with cylindrical symmetry around an axis
parallel to the plane of the detector, then the photoelectron angular distrib-
ution, as well as the photoelectron kinetic energy distribution can be readily
extracted by a variety of transform methods [149–151], which recreate the
original three-dimensional electron distribution from the two-dimensional pro-
jection. Fig. 3.1c is a transformed image taken of (H2O)−15 at the overlap of
pump (1650 nm) and probe (790 nm) pulses. The rings observed in the image
correspond to the peaks in the photoelectron spectrum, which is obtained by
angular integration of the transformed image. Detection by VMI has nearly
100% efficiency, and, comparing to the magnetic bottle detector, has the ad-
ditional advantages of providing photoelectron angular distributions and the
property that even very low energy electrons may be detected. When the VMI
lens extracts the electrons collinear to the parent ion beam, then there is also
no need to decelerate the ion beam to obtain good energy-resolution. The
primary disadvantage is that large amounts of signal are required to obtain a
high-quality transform, and thus a high-quality photoelectron spectrum.

The femtosecond laser pulses are obtained from a diode-pumped
Ti:Sapphire laser which outputs ∼80 fs pulses at 2 nJ and repetition rate
of 100MHz, tunable from about 770-820 nm. These pulses are stretched and
regeneratively amplified at 500 Hz, then compressed once more to 80 fs, yield-
ing an output of ∼1 mJ, tunable from about 780-810 nm. This fundamental
can then be doubled, tripled or quadrupled in BBO crystals, or used to pump
an optical parametric amplifier, which (with doubling and quadrupling of the
various outputs) allows limited tunability over a range from ∼240-2500 nm.

The output of the laser is split to provide pump and probe pulses.
One branch is aligned onto a computer-controlled translation stage with mi-
crometer accuracy to generate the pump-probe delays. The beams are then
collinearly recombined and focused into the chamber at the interaction region
using a lens of focal length 50-100 cm.

3.3.3 Experimental setup for the investigation of DNA
base clusters

T. Schultz and S. K. Kim

For the investigation of neutral DNA bases and clusters, presented in Sect.
3.4.2, samples were heated to 60-220 ◦C and expanded with ≈ 1 bar he-
lium into vacuum. To obtain clusters with water, a small water reservoir was
introduced into the helium line. The expansion occurred through the conical
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nozzle of a pulsed valve (General Valve, series 9) operating at 100-150 Hz. The
cluster distribution was controlled through the helium pressure, pulsed valve
opening time and time-delay between the gas- and the laser-pulse. The mole-
cular beam was skimmed and crossed the co-propagating pump and probe
laser beams in the interaction region of an electron spectrometer [152], a mass
spectrometer, or an electron-ion coincidence spectrometer (Fig. 3.2) [153].
Electron energies were analyzed in a TOF spectrometer using a magnetic
bottle setup for improved collection efficiencies. Ion masses were determined
in a linear TOF mass spectrometer. For femtosecond electron-ion coincidence
experiments (FEICO), extraction fields for the mass spectrometer were pulsed
and sufficiently delayed to avoid interference with the electron trajectories.

Fig. 3.2. Experimental setup for the characterization of excited state dynamics.
Femtosecond pump and probe pulses excite and ionize isolated molecules and clus-
ters. Electron and ion signals are monitored as a function of the pump-probe delay
∆t.

Pump and probe laser pulses were generated by commercial and regen-
eratively amplified Ti:Sa lasers (Spectra Physics, Tsunami, and Spitfire for
80 fs pulses at 800 nm or CLARK MXR for 140 fs pulses at 780-820 nm).
Molecules and clusters were excited by pump pulses in the ultraviolet, ob-
tained via optical parametric amplifiers (Light Conversion, TOPAS) and/or
nonlinear crystals. A probe pulse at 800, 400 or 200 nm ionized the pho-
toexcited species via one- or multiphoton absorption. The intensities in the
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focused pump and probe beams were attenuated to optimize the pump-probe
contrast and to avoid single-color signals. Typical count rates corresponded
to 0.1-10 ionization events per laser shot. The time-delay between pump and
probe pulses was adjusted with a motorized delay stage. Excited state dynam-
ics were investigated by collecting mass spectra as a function of the pump-
probe delay: when the excited state populations decay, the corresponding ion
signals drop proportionally. Signals were accumulated for hundreds or thou-
sands of laser pulses at each delay and 10-20 delay scans with alternating
scan direction were averaged for a time resolved spectrum. Excited state life-
times were determined by mono- or bi-exponential fits and error bars were
estimated from multiple measurements. Where applicable, calibration com-
pounds (e.g., NO, butadiene, indole or toluene) were used to determine the
laser cross-correlation between pump- and probe beams and to calibrate the
mass- and electron spectrometers [152,154].

Fig. 3.3. Experimental setup for time-resolved photoelectron spectroscopy (TR-
PES) on metal cluster anions. Details see text.
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3.3.4 Time resolved photoelectron spectroscopy of metal cluster
anions

J. Stanzel, F. Burmeister, M. Neeb, and W. Eberhardt

Clusters are produced in a laser vaporization source operating at repetition
rates between 10-100 Hz. The material of interest is vaporized by a focused
laser pulse (532 nm, Nd:YAG). Using a supersonic expansion of pulsed He
buffer gas the vaporized atoms are condensed to form clusters. After expansion
into the vacuum and forming a molecular beam cluster anions are accelerated
by a pulsed, two-stage Wiley-McLaren optics to ∼1000 eV kinetic energy. An
electrostatic mirror behind the acceleration optics deflects the anions by 90
degrees to separate them from the neutral particles of the molecular beam.
On their way into the electron spectrometer the anions are mass selected by
their respective TOF (see mass spectrum in Fig. 3.3). The length of the drift
tube is ∼1.7 m, which results in typical drift times between 100 and 500 µs.
Electrons are excited and detached in a magnetic bottle TOF spectrometer
using two subsequent laser pulses. Prior to laser detachment the anions are
focused and decelerated by a pulsed electric field to minimize the Doppler
broadening in the electron spectra.

The electrons are detected by a channeltron at the end of a 2 m long
TOF electron spectrometer. To reach maximal collection efficiency and a high
transmission rate, magnetic fields are used to guide the electrons through the
spectrometer. A strong magnet near the interaction zone and opposite the
electron detector introduces a strong inhomogenous magnetic field to guide the
diverging electrons from all directions toward the detector. The inhomogenous
magnetic field from the permanent magnet is superimposed by a homogenous
magnetic field shortly above the interaction zone to guide the electrons toward
the detector. The kinetic energy of the electrons is given by their time of flight
to the electron detector. The ion kinetic energy is minimized prior to electron
detachment to minimize the Doppler broadening of the electron energy. The
kinetic energy resolution ranges between ∼ 10 meV at Eel=0.5 eV and ∼40
meV at Eel = 3 eV.

A commercial Ti:Sa laser system is used which consists of a mirror-
dispersion controlled fs-oscillator, a multipass amplifier and a prism compres-
sor. The spectral bandwidth amounts to 40 nm FWHM. The system runs at 1
kHz while only each tenth to twentieth pulse is synchronized with our cluster
source. A pulse energy of ∼0.8 mJ and a temporal width of ∼35 fs is routinely
delivered after compression. In order to perform two-color pump-probe exper-
iments, the fundamental is converted into the second harmonic by a nonlinear
crystal (BBO). Pulse energies of around ∼100 µJ (second harmonic, 400 nm)
and ∼300 µJ (fundamental, 800 nm) are delivered in the interaction region.
The zero point of time delay is determined using a nonlinear crystal which
is installed inside the electron spectrometer and closely behind the interac-
tion zone on a rotational feedthrough. Using two collinear pump and probe
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pulses, i.e. the fundamental and second harmonic, the THG is formed inside
the crystal and measured by a diode after separating the THG from the ini-
tial wavelengths by a prism behind the spectrometer. A cross correlation curve
(56 fs) is shown in Fig. 3.3. This ensures a well defined time basis particularly
important for measuring electronic relaxation processes that take place on a
time scale of 10 to 100 fs. The pulses are only marginally focused in front of
the spectrometer to avoid any Stark shifts. A beam diameter of 2-3 mm has
been used for pump-probe spectroscopy.

3.3.5 IR spectroscopy on gas-phase biomolecules

G. von Helden and G. Meijer

The experimental setup for performing experiments on gas-phase aminoacids
(see Sect. 3.4.4) consists of a pulsed molecular beam machine equipped with
a laser desorption source coupled to a TOF mass spectrometer [28, 155]. The
sample is mixed with graphite powder, rubbed onto a graphite bar and placed
directly under the nozzle of the pulsed valve, through which neon or argon
with a backing pressure of 3 bars is expanded as a buffer gas. The molecules
are desorbed from the sample using a ∼1 mJ pulse at 1064 nm which is
synchronized with the opening of the pulsed valve in order to achieve an
efficient internal cooling in the supersonic expansion of the rare-gas beam.
The neutral molecular beam is skimmed and enters the extraction region of
the TOF. The molecules are ionized with a tunable UV laser beam (frequency
doubled output of a dye laser pumped with the third harmonic of a Nd:YAG
laser) crossing the molecular beam perpendicularly. The ions are detected on a
microchannel plate detector and the TOF transient is recorded and averaged
using a digital oscilloscope. Vibrational spectroscopy is performed using the
infrared radiation produced by the free electron laser for Infrared experiments
(FELIX) [32], described below. The IR laser beam is aligned perpendicularly
to the molecular beam and counter propagating to the UV beam. A scheme
of the setup is shown in Fig. 3.4.

Ionization of the molecules is possible via a resonant 2-photon process
(R2PI) around 260 nm, exciting the aromatic chromophore in the molecule.
To obtain the R2PI spectrum, the intensity of the ion signal on the mass
channel corresponding to the parent ion is monitored as a function of the UV
excitation wavelength. This spectrum is a superposition of the R2PI spectra
of all conformers present in the molecular beam. The UV-excitation laser is
then parked on the S1 - S0 transition of the conformer of interest, and the IR
laser, which is fired just before the UV laser, is scanned over the fingerprint
region of the molecule (300-1900 cm−1). When the IR laser is resonant with an
infrared transition of the molecule, the vibrational ground state of the S0 state
is depopulated, resulting in a dip of the ion signal. At each IR wavelength, the
signal obtained when FELIX is irradiating the beam is divided by the signal
obtained without FELIX and the natural logarithm is taken. The FELIX
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Fig. 3.4. Experimental setup to perform IR spectroscopy on gas-phase biomolecules
using the free electron laser FELIX. See text for details.

fluence is not constant over the range scanned in this experiment, and the IR
spectra are linearly corrected for this.

An essential ingredient in the experiments is the free electron laser FE-
LIX [32]. In a free-electron laser (FEL) unbound, free electrons moving at rela-
tivistic speeds through a magnetic field structure serve as the gain medium and
in principle, such lasers can produce photons of any wavelength. In practice,
technical limitations restrict the wavelength range and most FELs operate
in the IR wavelength range. The mechanism of working is briefly as follows:
a relativistic beam of electrons, coming from an accelerator, is injected into
an assembly of alternating permanent magnets, an undulator, which is inside
an optical resonator, consisting of two high-reflectivity mirrors at either side.
The magnetic field in the undulator is perpendicular to the direction of the
electron beam and periodically changes polarity a (large) number of times
along its length. This causes a periodic deflection, a ’wiggling’ motion, of the
electrons while traversing the undulator. This transverse motion is quite anal-
ogous to the oscillatory motion of electrons in a stationary dipole antenna and
hence will result in the emission of radiation with a frequency equal to the
oscillation frequency. The high electron velocity results in a strong Doppler-
shift and the energy of the radiation emitted by the relativistic particles is
concentrated in a narrow cone around the forward direction, sometimes re-
ferred to as the ‘head-light’ effect. However, the electrons are typically spread
out over an interval that is much larger than the radiation wavelength and
the initial spontaneous emission is thus not coherent and usually very weak.
The interaction of the radiation field that builds up in the optical resonator
with fresh electrons that enter the undulator can cause a spatial modulation
of the electrons and cause them to emit coherently until saturation sets in
at a power level that is typically 107 − 108 times higher than that of the
spontaneous emission.

The time structure of the light in such a FEL closely mimics the time struc-
ture of the electron beam. In FELs that use (room-temperature) rf-accelerator
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technology the light output consists of a microsecond duration ‘macro-pulse’,
composed of a train of equidistant femto to pico-seconds duration ‘micro-
pulses’, typically spaced by 1–100 nano-seconds. The macro-pulse repetition
frequency is up to several tens of Hz. In FELs that use either superconducting
rf-accelerators or electrostatic acceleration, continuous trains of pico-second
duration micro-pulses or quasi-cw light pulses can be produced, respectively.

Due to its characteristics, FELIX is uniquely suited to be used in gas-
phase experiments. It is continuously tunable over the 5 – 250 µm range.
At a given setting of the beam energy, however, the tuning range is limited
to about a factor of three in wavelength. In practice, that means that, at a
given electron beam setting, for example the range from 5 to 15 µm can be
continuously scanned within a few minutes. The macropulse length is 5 µs
and the repetition rate 10 Hz. The micropulse length can be adjusted and
ranges from 300 fs to several ps. The bandwidth is transform limited and can
range from 0.5 % FWHM of the central wavelength to several percent. The
micropulse repetition rate can be selected to be either 25 MHz or 1 GHz,
resulting in a micropulse spacing of 40 or 1 ns respectively. This corresponds
to 1 or 40 optical pulses circulating in the 6 m long cavity of FELIX. In the 1
GHz mode, the output energy can be up to 100 mJ / macropulse. The range
between 2 and 5 µm can be covered as well by optimizing FELIX to lase on
the 3rd harmonic. This is accomplished by replacing the metal cavity mirrors
by dielectric mirrors that have a high reflectivity in the desired wavelength
range. Lasing on the fundamental is thus suppressed and gain is present at
the 3rd harmonic. Using this approach, up to 20 mJ in a 5 µs long macropulse
is obtained. In all the experiments presented here, FELIX is, however, only
used at its fundamental frequency.

3.4 Exemplary results

In the next subsections, results from six experimental as well as theoretical in-
vestigations are presented: In the first example, investigations of the ultrafast
dynamics of an electron in water and methanol clusters are presented. In the
next example, experiments and theory on the electronic and nuclear dynamics
of DNA bases is presented. The third example is concerned with the electronic
and nuclear dynamics in metal cluster anions. This is followed by a section
on vibrations of small gas-phase biomolecules, a section on the dissociation
dynamics of metal carbonyls and finally by a section on theoretical work on
of the dynamics of clusters and biomolecules in the gas phase.
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3.4.1 Dynamics of the solvated electron in clusters:(H2O)−
n and

(CH3OH)−
n

A. Kammrath and D. M. Neumark

The nature and dynamics of the solvated electron, which was first observed
in liquid ammonia in 1864, is still far from being understood. Key issues are
the timescales that are involved in the dynamics, which can range from very
fast electronic dynamics to slow nuclear dynamics. Here, an investigation of
electrons interacting with water and methanol clusters is presented.

3.4.1.1 Photoelectron spectroscopy of (H2O)−
n and (CH3OH)−

n

Photoelectron spectroscopy of anionic water clusters has revealed the presence
of three distinct structural isomers. Fig. 3.5a shows the vertical detachment
energies (VDEs) of the three experimentally observed isomers of (water)−n as
a function of cluster radius (n−1/3), with the points taken from the work of
Verlet, et al. [156] and the dotted line from Coe, et al. [157]. Isomer III, quite
weakly bound, is observed only for small clusters (below n∼35) and is not
well characterized. Isomer II is observed for all cluster sizes studied (n=11-
200), while isomer I, previously reported by Coe, et al. [157] is observed for a
similar range (n∼11-170). Both isomer I and large (n>50) isomer II clusters
show a linear increase in VDE with n−1/3 in qualitative agreement with the
continuum dielectric theory of Makov and Nitzan [158] Isomer I, more tightly
bound, is favored under warmer source conditions. Isomer II, with lower VDE
is favored under colder source conditions, indicating that in these clusters the
excess electron may be trapped in a metastable state. Based on theoretical
work of Barnett, et al. [159] predicting that an internally solvated electron
will exhibit a higher VDE, isomer II was assigned as binding the excess elec-
tron to the surface of the cluster. Isomer I was correspondingly assigned to an
internally bound electron, approximating the bulk solvated electron in water
which resides in a roughly circular cavity formed by surrounding water mole-
cules. There are, however, complications–particularly in the assignment of
isomer I to an internally solvated system. Both early calculations by Barnett,
et al. [159, 159] and more recent theoretical studies by Turi, et al. [160] pre-
dict that the internally solvated electron should be more tightly bound than
isomer I clusters by as much as an eV. Photoelectron spectra of (water)−n
with n = 50-200 taken at 4.7 eV have revealed no more tightly bound isomers
than isomer I [161] however there is always the possibility that such isomers
simply are not made in the expansion in sufficient quantity to be observed.
Studies by Johnson and co-workers have shown that small isomer I clusters
bind the excess electron with both hydrogen atoms of a single water molecule
in a surface motif [162]. This double-acceptor motif can be traced to clusters
as large as n=21, [163] making it difficult to draw any definite conclusion as
to the nature of the excess electron binding in large isomer I clusters.
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Figure 3.5b shows the VDEs of the two isomers observed [145] for (CH3OH)−n .
For methanol as well as water, isomer II is favored over isomer I at higher back-
ing pressures (cooler source conditions), however, isomer II of methanol is so
loosely bound as to more nearly resemble isomer III of water than isomer II.
Care must also be taken in drawing any parallel between isomer I of methanol
and water, as the double-acceptor motif is unavailable in methanol clusters.
It is possible that the binding motif required by the methanols isomer I is un-
available at smaller cluster sizes, thus explaining why methanol clusters are
only observed at much larger sizes than water clusters.
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Fig. 3.5. a) VDEs shown as a function of cluster radius for the three different
isomers observed in anionic water clusters. b)VDEs shown as a function of cluster
radius for the two different isomers observed in anionic methanol clusters, taken at
a backing pressure of 20 psi for isomer I, and 30 psi for isomer II.

3.4.1.2 Excited state of (CH3OH)−
n

Figure 3.6 shows the photoelectron spectrum of (CH3OH)−190 (isomer I) taken
at 20 psi backing pressure with the laser at 1.55 eV and focused (black) to
give a power of ∼4x1010 W/cm2, superimposed with the spectrum obtained
using unfocused laser at 1.55 eV (solid gray line, ∼7x107 W/cm2) and that
taken with the laser at 3.1 eV. At low power of 1.55 eV, only a small feature
at very low energy is observed. In the spectrum using the higher power at 1.55
eV, a strong feature is observed overlapping the feature from observed with
the laser at 3.1 eV, indicative of resonant two-photon detachment (R2PD)
through an excited state accessible at 1.55 eV.
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Fig. 3.6. Photoelectron spectra taken at low power 1.55 eV (solid gray line) and
high power 1.55 eV (black line) compared to photoelectron spectrum taken at 3.1
eV (dotted gray line) for (CH3OH)−190.

It can be seen that the R2PD feature is narrowed relative to the direct
detachment feature, and shifted slightly to the high electron kinetic energy
(eKE) side. This is analogous to the case observed by Weber, et al. [18] for
(H2O)−n , which they interpret as being due to a selection of vibrational states
in the first excitation step which is preserved upon detachment to the neutral.
The presence of an excited state in methanol’s isomer I accessible at 1.55 eV
is consistent with the bulk absorption spectrum in methanol, which has a
broad maximum centered ∼1.9 eV, and suggests that the binding motif in
this isomer of the cluster is comparable to the binding of the excess electron
in bulk methanol.

3.4.1.3 TRPES of (H2O)−
n and (CH3OH)−

n isomer I

Figure 3.7a and 3.8a show time-resolved photoelectron spectra for (H2O)−45
and [4] (CH3OH)−265 respectively, when the pump laser is at a wavelength of
790 nm (1.55 eV) and probed with the laser at 395 nm (3.1 eV). Intensity is
plotted as a function of eKE on the horizontal axis, while increasing pump-
probe delay is shown from back to front. For both clusters, feature A is due
to pump plus probe, two-photon detachment, feature B is due to one-photon
detachment at 395 nm, with some R2PD at 790 nm, and feature C is due to
one-photon detachment at 790 nm.
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Fig. 3.7. a) Time-resolved photoelectron spectrum of (H2O)−45 taken with 1.55 eV
pump, 3.1 eV probe, with pump-probe delay increasing back to front. b) Integrated
intensity as a function of pump-probe delay over eKE ranges corresponding to feature
A (black squares), the high-energy edge of feature B (gray triangles) and the center
of feature B (open circles).
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Fig. 3.8. a) Time resolved photoelectron spectrum of (CH3OH)−265 taken with 1.55
eV pump, 3.1 eV probe, with pump-probe delay increasing back to front. b) Inte-
grated intensity as a function of pump-probe delay over eKE ranges corresponding
to feature A (black squares), the high energy edge of feature B (gray triangles) and
the center of feature B (open circles).

Figure 3.7b and 3.8b show as a function of pump-probe delay the integrated
intensity over feature A (black squares), the high energy shoulder of feature
B (gray triangles) and a slice through the center of feature B (open circles).
Both clusters show a drop in the intensity of feature B as the pump-pulse
comes before the probe pulse (after time-zero), with only a partial recovery in
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the first few picoseconds. Feature A decays on an ultrafast time-scale, and this
decay is accompanied by accumulation of intensity on the high eKE shoulder
of feature B. The intensity observed on the high eKE shoulder of feature B
begins immediately to be depleted on a timescale of hundreds of femtoseconds
to ∼1 ps, accompanied by a similarly slow recovery of intensity in the central
part of feature B.

In Fig. 3.7a it can be clearly seen that feature A decays without undergoing
any shift in eKE. Furthermore, for n>25, no significant increase is observed in
the emission of low energy electrons as feature A decays. Thus the decay of the
excited state is not likely due to either solvation dynamics or autodetachment,
and is attributed instead to internal conversion from the excited to the ground
state. In the case of methanol, there is again no evidence for autodetachment.
Due to the broadness of feature A and relatively weak signal-to-noise ratio, a
shift in eKE of feature A cannot be altogether ruled out. However, examining
the decay rate over different energy slices through feature A yields the same
time-zero as well as the same decay lifetime (within error), which makes it
unlikely that any shift in eKE is taking place. The initial decay of the excited
state in methanol is therefore also attributed to internal conversion.

For both water and methanol clusters, a decay of feature A, is accompanied
by the appearance of a high energy shoulder on feature B. The decay of
intensity in this shoulder corresponds to “sliding” of intensity to lower eKE
over the course of a few picoseconds, so that it is finally lost in the mass of
feature B. This shift in eKE is typical of solvation dynamics, and the shoulder
is attributed to the excited ground state population, relaxing via ground state
solvent dynamics.

3.4.1.4 Size dependent trends and comparison to bulk studies

Timescales for the decay of feature A are obtained, for both water and
methanol, by fitting the integrated intensity of feature A to the convolution of
a Gaussian (representing the cross-correlation of the pump and probe pulses)
with an exponential decay. For (H2O)−45 the decay time-scale obtained is τ =
130 fs. The lifetimes of the excited state in water’s isomer I are observed to
depend linearly on the inverse of cluster size (1/n) in the range of 25<n<100,
extrapolating to 54 ± 30 fs (72 ± 22 fs for D2O clusters) in the bulk [143,164].
This is in close agreement with the fastest timescales of the ultrafast dynamics
experimentally observed for the excess electron in bulk water (50 fs in H2O,
70 fs in D2O) [12,13,15].

This may be taken to support the “nonadiabatic” interpretation of the
bulk dynamics proposed by Pshenichnikov [13], according to which excitation
of the equilibrated electron is followed by internal conversion with a life-time
of 50 fs (70 fs in D2O), then localized and extended ground state solvent re-
laxation on timescales of ∼300fs and ∼1ps respectively [15]. Further support
for this interpretation is offered by the work of Paik, et al. [165], who observe
ground-state solvation in clusters on two time-scales similar to the two longer
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time-scales observed in the bulk. Recent theoretical work by Scherer and Fis-
cher [166] also recovers a 50 fs timescale for the internal conversion step in
the bulk.

For (CH3OH)−265 the lifetime obtained for the decay of feature A is τ ∼
210 fs. Preliminary results indicate that the lifetimes in methanol clusters
do, indeed, also decrease linearly with 1/n, over the range of cluster sizes
studied (n=145 – 535), extrapolating to ∼150 fs in the bulk [167]. This is
in agreement with the fastest timescale observed in the bulk by Thaller [20].
Moreover, theoretical work by Zharikov and Fischer [168] has predicted that
the lifetime for internal conversion of the excess electron in bulk methanol
should be about three times longer than in water, or 150 fs, in agreement with
the extrapolation of the experimental results for clusters. This would, perhaps,
suggest a revision of the interpretation of the dynamics of the solvated electron
in bulk methanol, following the nonadiabatic mechanism proposed for water.

The origin of the linear dependence of τ with 1/n both of these two cases
is unclear. However, it is intriguing that the same dependence should hold
for both water and methanol. It would be interesting to see whether the
same dependence is observed in other polar molecules, such as acetonitrile, or
whether it is a property of solvents with the general formula R-OH, of which
water and methanol are the simplest examples.

3.4.2 DNA bases in the gas phase

T. Schultz and S. K. Kim

3.4.2.1 Structure of DNA bases and DNA

The structure of DNA is determined by hydrogen-bonding and stacking in-
teractions between the bases. In single and double stranded DNA, the sugar-
phosphate backbone forms a scaffold, holding adjacent bases in a stacked
conformation [169]. This allows the formation of the DNA double-helix for
two complementary strands of DNA, famously described by Watson and
Crick [170]. In this helix, the complementary DNA bases adenine-thymine
or guanine-cytosine form two or three specific Watson-Crick H-bonds. In the
later discussion of photochemical properties of DNA, it will be of particular
interest to gauge the relative importance of stacking and H-bonding interac-
tions affecting the excited state properties. Free DNA bases can adopt several
tautomeric structures, complicating the interpretation of experimental data
in cluster experiments. E.g., for adenine, microwave spectroscopy showed the
9H tautomer as the dominant species in molecular beams [171], but IR-UV
hole-burning experiments [172] also found minor contributions from the 7H
tautomer. For base-pairs in vacuum, theoretical investigations predicted hy-
drogen bound structures [173]. But the formation energy of the Watson-Crick
base pairs was similar to that of other hydrogen bound structures and a mul-
titude of conformers were predicted. IR-UV hole-burning experiments iden-
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tified no Watson-Crick base pairs in a molecular beam [174–176]. In water,
H-bonding occurs to adjacent water molecules and DNA bases adopt a stacked
structure. Ab initio calculations indicate that < 4 water molecules are suffi-
cient to induce the transition from hydrogen bound to planar structures in
adenine and AT base pairs [177].

3.4.2.2 Ultrafast processes in individual bases

Time-resolved photoelectron spectroscopy of adenine reproduced the ex-
cited state dynamics observed by time-resolved mass spectroscopy (TRMS)
[179, 180] and allowed a firm assignment of the electronic states populated
by UV photoexcitation [178]. Figure 3.9 shows the two-dimensional trace of
photoelectron energy as a function of the pump-probe delay for 250 nm ex-
citation. The measured electron-kinetic-energies can be directly converted to
electron binding energies (also: ionization potentials, IP) with the equation:
IP + electron energy =

∑
(hν). A short-lived trace with lifetime t < 100

Fig. 3.9. Time-resolved photoelectron spectrum for adenine (250 + 200 nm) and
projections onto the integrated photoelectron spectrum (bottom) and decay trace
(left). A global fit revealed spectra and dynamics for ππ∗ → π1 ionization, nπ∗ → n1

ionization and a probe-pump process. Dotted lines indicate electron kinetic energies
corresponding to the vertical π1 (IP0 = 8.95 eV) and n1 (IP1 = 10.05 eV) ionization
potentials from the ground state. Figure adapted from [178].
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fs and a vertical ionization potential IPV ≈ 9.0 eV was assigned to ππ∗ →
π1 ionization. The discrepancy to the respective ground state ionization po-
tential of 8.48 eV [181] is due to the 0.48 eV vibrational excess energy in
the ππ∗ excited state and correspondingly shifted Franck-Condon factors. A
longer-lived trace with τ ≈ 1 ps and IPV = 10.1 eV was assigned to nπ∗ → n1

ionization. Franck-Condon factors for this transitions showed a near-identical
shift to that observed for ionization of the ππ∗ state, when compared to the
respective ground state ionization potential of 9.58 eV. Similar electron spec-
tra were observed for thymine, uracil and cytosine [182] and a fast τ < 100
fs process was always assigned to the corresponding ππ∗ → nπ∗ internal con-
version. The subsequent dynamics of the nπ∗ state, however, differ: for the
pyrimidine bases adenine and guanine this state decays to the ground state
within picoseconds, but for the purine bases thymine, uracil and cytosine the
excited state population persists up to nanoseconds [183, 184]. Ab initio in-
vestigations of adenine suggested three possible relaxation mechanisms for
internal conversion to the ground state: (i) Broo suggested a direct inter-
nal conversion pathway from the nπ∗ to the ground state [185]. (ii) Domcke
and Sobolewski proposed a pathway via conical intersection with a πσ∗ state
on the azine group, which would have quasi-dissociative character along the
N-H bond [186]. A second πσ∗ state on the amino group may play a similar
role [154] (iii) Marian identified a conical intersection between ππ∗ and ground
state, involving an out-of-plane twist of a ring carbon [187]. The emission of
atomic hydrogen from electronically excited adenine supplied experimental
evidence for the existence of channel (ii) at excitation energies well above
the S1 origin [188, 189], but cannot quantify the relative importance of this
channel. Experiments using femtosecond upconversion [190] and time-resolved
photoelectron spectroscopy [191] also invoked the πσ∗ state. Conversely, the
lack of isotope effects upon deuteration and similar internal conversion rates
after methylation were interpreted as evidence against the πσ∗ state [192].

3.4.2.3 Excited state dynamics of base pairs

For the hydrogen bound Watson-Crick base pairs, theory predicted an excited
state electron-proton transfer reaction (or proton coupled electron transfer,
PCET ), which could efficiently quench the excited state lifetime [193, 194].
Compared to the dissociative πσ∗ state discussed above, the electron and
proton are stabilized by the adjacent acceptor base and the resulting barriers
to internal conversion may be greatly reduced. This relaxation mechanism
was experimentally confirmed in the model base pair aminopyridine dimer
(Fig. 3.10) [195]. As a result, the excited state lifetime in the near-planar,
hydrogen bound dimer was reduced by a factor > 20 compared to the life-
time of the monomer. A TD/TH isotope effect of almost 7 confirmed the
rate-determining role of the amine proton transfer coordinate. Close to the
ππ∗ origin (< 1000 cm−1 excess energy), the relaxation rate increased with
the excitation energy as expected for a rate limiting barrier on the potential
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Fig. 3.10. Decay traces and PM3 semiempirical structures for aminopyridine clus-
ters. Excited state relaxation in the hydrogen bound dimer is accelerated by an
electron-proton transfer. Slower rates for the trimer indicate a strong geometry
dependence of this process. Very narrow cluster distributions (cf. ordinates) were
necessary to avoid fragmentation from larger clusters.

energy surface. But for larger energies (> 2000 cm−1 excess energy) the rate
decreased. We explain this unexpected effect with a change in the equilibrium
geometry of the cluster: excitation of the strongly anharmonic intermolecular
vibration will increase the chromophore distance and lead to higher barriers
for the proton transfer, thus slowing the observed relaxation rate.

For DNA base pairs containing adenine and thymine, we found no in-
dication for intermolecular relaxation channels [196]. This does not disprove
the existence of PCET predicted for the Watson-Crick base pair, because the
observed gas phase clusters are expected to adopt non-Watson-Crick geome-
tries. The relative signal contributions from ππ∗ and nπ∗ state ionization
in the TRMS of adenine monomer were identified by their respective life-
times (Fig. 3.10, left) and agreed well with those measured by photoelectron
spectroscopy (see Fig. 3.9, above). The lifetimes in the dimer are identical to
those in the monomer, but signals from the nπ∗ state were partially quenched.
We assigned this to the presence of competing relaxation channels with πσ∗

character, located on the amine and azine moiety [154]. Direct photoelectron
spectroscopy is not possible for the base pairs, because the monomer signal
always dominates the integrated signal. We therefore resorted to femtosec-
ond electron-ion coincidence spectroscopy [153] to directly characterize the
electronic character in the dimer (Fig. 3.11, right). This time-consuming ex-
periment confirmed the assignment of ππ∗ and nπ∗ excited states. Please note,
that ionization with 266 + 2x400 nm photons can deposit up to 2.4 eV ex-
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Fig. 3.11. Time-resolved mass spectra (266 + 3x800 nm, left) and photoelectron
spectra (266 + 2x400 nm, at pump-probe delay ∆ t = 0, right) for adenine and
adenine dimer. Contributions from the nπ∗ state are quenched in the dimer.

cess energy in the ion, enough for subsequent fragmentation of the cluster. In
particular, the slow electrons from nπ∗ → n1 ionization are correlated to hot
ions if we assume fast internal conversion from the n1 to the π1 ionic ground
state. We believe that the signal drop for electron energies < 0.8 eV in the
dimer spectrum (Fig. 3.11, bottom right) is due to this fragmentation process.
For three-photon, 800 nm ionization, we observe a scrambling of the ioniza-
tion correlations, but the quenching effect persists. Therefore, fragmentation
effects alone are not sufficient to explain the quenching of n1 signals.

Fig. 3.12 illustrates the πσ∗ relaxation channel, which offers an alternative
relaxation pathway to the ππ∗ → nπ∗ internal conversion. The polarizability
of the second chromophore in the dimer can stabilize the large dipole moment
of the πσ∗ state. Ab initio calculations predicted a stabilization energy of
0.1 -0.15 eV for different cluster isomers [154]. To our surprise, the strongest
stabilization was always predicted for the remote σ∗ orbital, i.e. the πσ∗ state
does not resemble a charge transfer state to the second chromophore. It is
not obvious whether such free σ∗ states can exist in the condensed phase
(water). Data for the adenine-thymine base pair resembled that presented for
the adenine dimer and can be found in the literature [196]. First FEICO data
(Fig. 3.13) indicate that the electronically excited state of the AT cluster is
similar to that of adenine dimer, but not thymine dimer. In particular, the
strong ππ∗ → π1 band observed in thymine dimer is absent in the AT base
pair. It remains to be explored why, and how, the excitation might become
localized on the adenine chromophore. As discussed for the adenine dimer
above, we expect significant cluster-ion fragmentation for hot ions in the 266
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Fig. 3.12. (A) Shape of the lowest σ∗ orbital in a doubly hydrogen bound isomer
of adenine dimer. (B) Schematic depiction of potential energy surfaces based on
[187, 193]: the πσ∗ state energy is reduced in the dimer and offers an IC pathway
competing with the nπ∗ state.

+ 2x400 nm ionization process and the corresponding signals for small electron
energies approach zero. fragmentation in the cluster cation was also observed
in TRMS spectra of thymine base pairs with 266 nm excitation, 2x400 nm
ionization: The ππ∗ state with a t < 100 fs lifetime was observed in the
dimer mass channel, but a longer lived state (probably nπ∗) with ≈ 35 fs
lifetime fragmented asymmetrically and was observed in the mass channel of
protonated thymine cation.

3.4.2.4 Solvated bases and base pairs

In the last chapter, we presented a detailed account of photophysical processes
in isolated DNA bases and base pairs. We now explore the role of microsolva-
tion, e.g. the effect of a few water molecules on the photophysical properties.
This may not be sufficient to extrapolate to fully solvated systems, but it is
a first step toward a polarizable and possibly acidic or basic environment. It
should be noted, that the polarizability inside of proteins and other biological
materials is rather small (e.g., ε = 4 − 20 in proteins compared to ε ≈ 80
in water). The interaction with several water molecules in such an environ-
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Fig. 3.13. Coincidence photoelectron spectra of adenine and thymine base pairs
with 266 nm pump and 2x400 nm probe at time-zero. The n1 and π1 ionization
potentials (dotted lines) for adenine and thymine are indicated for reference.

ment may perhaps be better approximated by isolated clusters than by fully
solvated systems.

TRMS spectra of adenine-water clusters showed a complete quenching of
signals from the nπ∗ → n1 ionization channel (Fig. 3.14). As for the DNA base
pairs above, we assigned this to the energetic stabilization of πσ∗ states, which
offer a competing relaxation pathway for the ππ∗ state population [154]. Ab
initio calculations for several isomers of adenine-(H2O)1 and adenine-(H2O)3
(Fig. 3.14, right) confirmed, that the stabilization of the σ∗ orbitals on the
amino and azine group in adenine-water is considerably stronger than in ade-
nine dimer. Again, we find the strongest stabilization to occur when the oc-
cupied σ∗ orbital does not overlap with orbitals of the solvent molecule, indi-
cating that such states might not be energetically accessible in liquid water.
TRMS data for thymine-(H2O)n (n = 1-3) clusters resembled those for ade-
nine: only ππ∗ → π1 signals were observed and contributions from nπ∗ → n1

were quenched. For cytosine-(H2O)n, only partial quenching was observed. A
detailed theoretical treatment and of the excited state relaxation pathways in
thymine and cytosine water clusters has not yet been attempted.

For the adenine2-(H2O)n clusters with n ≥ 3, we observed an additional
long lived state with > 500 ps lifetime. Due to fragmentation, this long-lived
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Fig. 3.14. Excited state dynamics of adenine-(H2O)n clusters with 266 nm excita-
tion, 800 nm ionization. The longer-lived component due to the nπ∗ state vanished
in the water clusters, indicating a competing relaxation pathway.
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Fig. 3.15. Photoelectron spectrum of adenine2-(H2O)n with 266 nm excitation,
2x400 nm ionization with a pump-probe delay of 50 ps. Measured ionization poten-
tials strongly deviate from the adenine π1 and n1 ionic states (dotted lines).

state was observed in all adenine2-(H2O)n clusters n = 3-5 and in the adenine
monomer, but vanished when we reduced the cluster distribution to n = 2.
We therefore concluded, that the long-lived state occurs only in larger clusters
with n > 2, where a p-stacked geometry was predicted by theory [177]. A simi-
lar long lifetime was observed for stacked adenine in single-stranded poly(dA)
strands, and double stranded poly(dA)-poly(dT) strands in water [23,197]. To
characterize the nature of this long-lived state, we investigated the electron
spectra at a pump-probe delay time ∆t = 50 ps (Fig. 3.15). The electron bands
are strongly shifted relative to the π1 and n1 states of the adenine monomer
and indicate a very different electronic structure. Ab initio calculations for
stacked adenine2-(H2O)3 clusters identified excimer states with ππ∗ charac-
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ter and ≈ 0.5 eV reduced excitation energies, which may act as population
sink and trap the excited state population for the observed ps-ns duration.

3.4.3 Metal cluster anions

J. Stanzel, F. Burmeister, M. Neeb, and W. Eberhardt

3.4.3.1 Nuclear dynamics in excited gold cluster anions

As discussed in Sect. 3.3.1, the relaxation pathway of a photoexcited cluster
strongly depends on the number of electronic states that are accessible at
a certain excitation energy. In our first experimental example, we present
measurements on a small series of photoexcited gold cluster anions (Au−

5 ,
Au−

6 , Au−
7 and Au−

8 ). In these clusters, excitation with an 1.56 eV pump
pulse leads to the excitation of the first electronically excited state [198,199].
This state is energetically well isolated with respect to other electronically
excited states. A conical intersection with other electronically excited states
can be excluded [199]. This enabled us to follow geometry changes of a defined
excited electronic state as a function of time.

Time-resolved photoelectron detachment spectra of Au−
5 , Au−

6 , Au−
7 , and

Au−
8 are displayed in Fig. 3.16. The time-dependent photoelectron peak in

these spectra is due to photodetachment of the first electronically excited state
into the electronic ground state of the neutral cluster. At early times, i.e. when
there is temporal overlap between pump- and probe pulse, the time-dependent
photoelectron peak appears at a binding energy given by VDE−1.56 eV, where
VDE is the vertical detachment energy of the corresponding cluster which is
well known from the literature (see e.g. [200]).

The time-dependent photoelectron feature of the pentamer anion initially
appears at a binding energy of ∼1.5 eV (Fig. 3.16). Within 1 ps an oscillation
of the binding energy is observed which is fitted by a sine in Fig. 3.17a. The
oscillation period amounts to 315 fs. Fig. 3.17a shows the periodic change in
the energy of the photoelectrons in terms of the potential energy difference
of the final and intermediate state in which dynamics occurs. The energy
difference between X and A− increases as a function of the internuclear dis-
tance. The change in the potential energy difference corresponds to a change
in the kinetic energy of the photoelectron: The smaller the potential energy
difference the higher the kinetic energy of the detached electron. Upon wave
packet motion, which is triggered at t=0 by the absorbed photon hνpump, the
nuclei start to move on the intermediate potential energy surface. Probing
the system after a particular time, i.e. at increasing internuclear distances,
the measured photoelectron energy decreases until reaching the outer turning
point at t = 1

2 · T . At this point, the photoelectron energy is minimal and
starts to increase on the way back to the inner turning point where it reaches
its maximal value again. With increasing pump-probe delay the wave packet
or ensemble of trajectories broadens due to population of different vibrational
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Fig. 3.16. Contour plot of time-resolved photoelectron detachment spectra of Au−
5 ,

Au−
6 , Au−

7 and Au−
8 . The time delay is indicated within the plot. The binding energy

refers to the vacuum level of the anionic ground state. (*) The 20 and 90 ns spectra
( Au−

6 ) have been recorded using an Nd:YAG probe laser (details see text). Note
the different time scales.

modes. This might be an explanation for the fading photoelectron intensity
which is observed after ∼5 ps.

Fig. 3.18 shows the calculated photoelectron spectrum of photoexcited
Au−

5 as a function of time. The nuclear dynamics of the pentamer has been
simulated by time-dependent DFT calculations “on the fly” conducted by the
group of V. Bonačić-Koutecký [137]. Snapshots of the nuclear arrangement
are shown in the lower panel. Within the first picoseconds atomic rearrange-
ments around the trapezoidal structure at t=0 can be seen while at later times
broadening around the equilibrium positions occurs. Note, however, that the
initial trapezoidal structure is still maintained at 5 ps. Upon projecting the
excited anionic state onto the final neutral state the kinetic energy of the
photoelectrons have additionally been deduced. The oscillation period is re-
produced as well as the relative energy fluctuation of the oscillating wave
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Fig. 3.17. Au−
5 . (a) Integrated photoelectron yield as a function of the pump-probe

delay. The data have been fitted by a sine function with an oscillation period of 315
fs. (b) Oscillatory wave packet motion and the periodic change of the energy of the
photodetached electron as schematically shown by the involved potential curves of
the photoexcited state A− and final state X. T is the vibrational period, Eel is the
electron energy and KE is the kinetic energy of the nuclei. According to the Franck
principle the kinetic energy of the nuclei as well as their actual position is not altered
during the photodetachment process. This is indicated by the dotted line within the
potential curve of the X state.

packet within the first ps. At later times the oscillation blurs more and more
due to the increasing spreading of the atoms around the equilibrium position.

Adding one atom, the observed dynamics changes completely. The pho-
toexcited state of the hexamer anion is extremely long-lived. Its lifetime sig-
nificantly exceeds the delay that we are able to reach in our experiment by
varying the optical path between pump and probe pulse (≈ 1 ns). Therefore
we measured additional data points for longer delays of up to 90 ns using
the third harmonic of an Nd:YAG laser (hνNd:YAG

probe = 3.5 eV, temporal width
≈ 10ns) as the probe. As can be seen in Fig. 3.16, the time-dependent spectra
of Au−

6 do not show any change in energy of the two-photon photodetachment
peak at 0.55 eV. A sharp peak is observed for at least 90 ns. Note that this
is also the time window by which the clusters remain within the interaction
region. For negative delays, i.e. the probe pulse precedes the pump pulse, no
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Fig. 3.18. Au−
5 . Molecular dynamics simulations by Bonačić-Koutecký et al. [137]

(a) Contour plot of the simulated time-dependent photoelectron spectra. (b) Geom-
etry snapshots for different time delays.

photodetachment feature is observed. After 100 fs the peak intensity reaches
its maximum and persists for at least 90 ns. From the overall constant peak
shape, intensity and energy we deduce the existence of an extremely long-lived
excited state of τ > 90 ns in Au−

6 which might decay by fluorescence later.
Such a long lifetime can be explained by the excitation into a local mini-

mum of the potential energy surface, where the available energy is not suffi-
cient to overcome the potential energy barrier into another geometry.

Photoexcited Au−
7 and Au−

8 reveal a completely different scenario. First,
we concentrate on the dynamics of Au−

7 which is displayed in Fig. 3.16. The
maximum of the photodetachment peak at 2 eV moves continuously to a
higher binding energy. Within 10 ps it moves by 0.5 eV. Thereafter the shift
significantly slows down and after ∼200 ps the maximum has shifted to ∼2.8
eV where it stays constant up to 750 ps. The continuous shift to higher bind-
ing energy suggests an unidirectional energy transfer into the nuclear system.
The relativistic time-dependent DFT simulations “on the fly” of the nuclear
relaxation are shown in Fig.3.19. Using for example a single trajectory, the
potential energy of the electronic ground X−, intermediate A− and neutral
final state X is shown. The binding energy of the detached electron is equal to
the energy difference between X and A− at a certain delay along the particu-
lar trajectory (see introduction 3.2) . Immediately after excitation, the energy
of A− decreases due to a geometry change of the cluster. The corresponding
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Fig. 3.19. TDDFT simulations by Bonačić-Koutecký et al. [137]. The relaxation
dynamics of Au−

7 involving initial X−, intermediate A− and the neutral final state
X are shown. The energy scale is given with respect to the ground state of X−. The
horizontal lines (dashed) correspond to the energy of the pump and the probe pulse,
respectively. KE is the kinetic energy of the nuclei, BE the binding energy of the
detached electrons. The inset shows BE as a function of time. Some of the evolving
isomers and intermediate structures are indicated in the plot.

Fig. 3.20. Geometry snapshots of photoexcited Au−
7 calculated by Bonačić-

Koutecký et al. [137].
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Fig. 3.21. Time-dependent photoelectron signal of Au−
8 . The intensity has been

fitted by a model based on the optical Bloch equations for a two-level system with
an additionally coupled rate equation yielding two time constants τ1 and τ2. τ1 is
interpreted as the time constant for the transfer from the initially populated first
excited electronic state into the electronic ground state. The blue line corresponds
to the population of the initially excited state A−, whereas the green line reflects
the population dynamics of X−.

fraction of potential energy is transferred into kinetic energy of the nuclei.
Simultaneously the final state energy increases, even more strongly. As the
overall energy gap between X and A− increases, consequently the observed
binding energy of the photoelectrons raises with time as shown in the inset
of Fig. 3.19. After hundreds of femtoseconds an internal conversion between
A− and X− occurs which leads to a dramatic change in geometry. As a local
potential energy maximum is reached at the crossing point a fast energy flow
into the vibrational system follows. This results in a vibrationally hot cluster
in the electronic ground state. The calculation reveals strong geometry fluc-
tuations suggesting a melting-like behavior in finite system. This is clearly
demonstrated in Fig. 3.20 where geometry snapshots of 30 trajectories are
shown. At 5 ps the original structure is fully distorted as compared to the
equilibrium structure at t = 0 ps. The fluctuations in the electronic ground
state cluster result from a considerable excess energy due to internal conver-
sion. As indicated by the characteristics of the nuclear kinetic energy KE in
Fig.3.19, the excess energy amounts up to ∼0.6 eV for the calculated trajec-
tory . Considering 3N -6 vibrational degrees of freedom, this corresponds to a
vibrational temperature T = 1200 K, which is of the same order of magnitude
as the bulk melting temperature Tmelt

bulk = 1338 K. Therefore, at 20 ps the main
peak intensity broadens substantially from 2.2 to 3 eV.

The dynamics of Au−
8 is also dominated by geometry relaxation as indi-

cated by an overall energy shift of the photodetachment peak at 1.2 eV. After
200 fs a shift of the time-dependent feature starts toward higher binding en-
ergies. At 6 ps the peak extends from 1.0 eV, the original onset, to almost 2.3
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eV. By the broad peak structure a multitude of coexisting geometrical struc-
tures and isomers are indicated which is interpreted as a melting of Au−

8 . A
crossing between A− and X−, from which the energy for isomerization and
melting is obtained, is experimentally associated with a significant increase
of the total photoelectron intensity. The intensity rise takes place on a much
longer time scale than expected from the pulse duration of the pump laser.
Taking the pulse duration into account, an intensity rise up to only 80 fs
would be expected. However, an intensity rise up to several hundreds of fem-
toseconds is experimentally observed. This suggests a significant change in
transition dipole moment which comes along with the coupling between the
initially excited A− state and the electronic ground state of the anion. Fitting
the intensity increase by a model based on the optical Bloch equations for a
two-level system, an IC time of 680 fs is revealed [137]. This model consist
of two contributions: The first one corresponds to the lifetime of the initially
populated A− state. As this state couples to the electronic ground state X
via IC, the electronic transition moment rises and so does the electron yield.
Upon IC an energy transfer into the nuclear system takes place. The signifi-
cant broadening of the photodetachment peak suggests a wealth of structures
after 3 ps as seen by Fig. 3.16. In contrast to Au−

7 , where thermal equilibrium
is reached after around 100 picoseconds, this can not be stated for Au−

8 as the
intensity drops exponentially after 3 ps with a time constant of 15 ps (second
contribution of the Bloch model). This means that the potential energy differ-
ence exceeds the probe photon energy already after 15 ps. All above examples
show nuclear dynamics which can be followed on a fairly extended time scale,
because no radiationless decays of electronically excited states take place that
correlate to a different neutral final state upon photodetachment.

3.4.3.2 Electronic relaxation processes in Au−
7

Using an excitation energy of 3.12 eV the dynamics in Au−
7 changes sig-

nificantly. In this case the excited state is close in energy to other excited
states [198, 199] which opens up the possibility of electronic relaxation path-
ways.

Fig. 3.22a shows TRPE spectra of Au−
7 . Two photodetachment peaks ap-

pear at EI=0.8 (peak I) and EII = 1.3 eV (peak II). While the intensity of peak
I continuously decreases, peak II increases at early times and then starts to
decrease after 800 fs. Note that the dynamics happens on a much shorter time
scale as compared to the 1.56 eV-photoexcitation of Au−

7 (Sect. 3.4.3.1). The
initial intensity rise of peak II suggests a depletion of state I and a simulta-
neous filling of state II via internal conversion between two excited electronic
states. The involved states are schematically depicted in Fig. 3.22b and c.
Photoelectrons contributing to peak I are due to detachment from the excited
state Z− which results from photoexcitation of an electron of the HOMO to
an empty orbital at 3.12 eV above. Upon photodetachment with the probe
laser, the electronic ground state of the neutral cluster (X) is reached. Pho-
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Fig. 3.22. (a) Time resolved photoelectron spectra of Au−
7 with hνpump = 3.12

eV and hνprobe = 1.56 eV. The pump-probe delay is indicated next to each spec-
trum.(b)Potential energy scheme. Upon absorption of a 3.12 eV photon the two
vibrationally degenerate intermediate states Z− and Y− are populated. Subsequent
photodetachment with the 1.56 eV probe laser yields two different neutral final states
resulting in photoelectrons with EI and EII. (c) Electronic configurations of the in-
volved states: Note that Y− is also filled from Z− via internal conversion within
τ1 = 0.6 ps. (d) Integrated photoelectron intensity for the three energy intervals
indicated in (a). The three data sets have been fitted simultaneously yielding the
time scale of internal conversion τ1 = 0.6 ps.

toelectrons contributing to peak II are due to detachment from the excited
state Y−. Detachment with the probe pulse transfers the system into the final
state A which corresponds to the first excited state of neutral Au7. Y− can
either be populated upon photoabsorption of the pump pulse or upon internal
conversion from Z−. As photodetachment from Z− and Y− results in different
neutral final states, the kinetic energy of the photoelectrons changes abruptly
upon internal conversion.
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Fig. 3.23. Left: TRPE-spectra of W−
4 . The temporal evolution of the binding energy

regions (a), (b) and (c) are fitted in Fig. 3.24. Right: Integrated photoelectron yield
at 0 < BE < 1.5 eV as a function of time. The rising edge is fitted by a Bloch model
described in the text, the falling edge is fitted by an exponential function yielding
τ2 = 740 fs. Note the logarithmic scale at a delay exceeding 100 fs.

Fitting the intensity evolution of peak I and II as well as the intensity
in region III (intensity < 0.5 eV kinetic energy) by a rate model based on
three coupled differential equations [201] the corresponding time constants
have been deduced. The fit is shown in Fig 3.22d. Z− is transferred into Y−

within τ1=600 fs (peak I). Y− decays with a time constant τ2=1.6 ps (peak
II). The remaining population decays with τ3=700 fs.

This example shows that electronic relaxation processes can happen on
a much faster time scale than nuclear dynamics. Therefore the latter cannot
be monitored accurately by TRPES as soon as electronic relaxation processes
prevail. Taking Au−

7 as example this is the case for an excitation energy of
3.12 eV, where at least five close lying electronic states exist [198, 199], but
not if Au−

7 is excited to the lowest excited state by a 1.56 eV photon where
coupling to other excited states is nonexistent. In Au−

7 excited by 3.12 eV
photons internal conversion from a singly excited state configuration into other
vibrationally degenerate electron-hole configurations dominates the relaxation
mechanism. In case of metal clusters with a high electronic density of states in
the valence region, a multitude of electronically excited states can be reached
that correlate to different neutral final states upon photodetachment with the
probe laser. As a consequence the probability of electronic relaxation processes
is furthermore increased. This will be shown in the following section.

3.4.3.3 Bulk-like electronic relaxation process in W−
4

In our final experimental example we present measurements of the tungsten
tetramer anion W−

4 . The electronic structure of tungsten clusters is com-
pletely different compared to the previous examples. The tungsten atom is
characterized by an open d-shell electronic configuration (5d46s2/5d56s1). As
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Fig. 3.24. W−
4 : Simultaneous fit of the three different binding energy regions

indicated in Fig. 3.23. Region (a) (0 < BE < 0.2 eV ), region (b) (0 < BE < 0.4 eV ),
and region (c) (0.8 < BE < 1.5 eV ). (a) is fitted by a set of two-level optical Bloch
equations yielding a time constant τ1 = 33 fs. The time-dependent photoelectron
signal of region (c) is characterized by a delayed rise time as compared to region
(a) which is attributed to the generation of “secondary” electrons that are created
following the decay of the electronic states resulting in the emission at energies of
region (a). For region (b) we applied a fit model consisting of two contributions,
namely the population dynamics according to the Bloch model describing region
(a), and the model describing the development of region (c).

a consequence the energy separation of occupied and unoccupied orbitals is low
and the electronic density of states in the valence region is accordingly high.
This has been shown by photoelectron spectroscopy [202]. Density functional
theory (DFT) calculations clearly show a high level density for excitations
near 1.56 eV, i.e. the fundamental of our Ti:Sa-laser system [203]. Tungsten
clusters are therefore well suited for study of the relaxation behavior of sys-
tems where the number of energetically accessible excited electronic states
is increased as compared to the preceding sections. In W−

4 we were able to
monitor the internal conversion from a singly excited electronic state into a
wealth of multiple excited states by TRPES.

TRPE-spectra of W−
4 are shown in Fig. 3.23 where hνpump = 1.56 eV and

hνprobe = 3.12 eV has been used. The whole dynamics takes place on a much
faster time scale than in gold cluster s. At temporal overlap between pump-
and probe laser a peak appears at BE ∼ 0.3 eV. This feature vanishes almost
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completely after 140 fs. The vanishing of this low binding energy feature is
accompanied by a significant rise in intensity in the binding energy interval
0.8 eV < BE < 1.5 eV. The latter is decreasing with an exponential time
constant of τ2 = 740 fs. Note that the measured integrated intensity of the
peak at BE = 0.3 eV is much smaller than the integral of the broad band at
higher binding energy (region (c)).

Looking more carefully to the increase of the photodetachment intensity,
i.e. at early times up to 220 fs, three characteristic regions can be identified in
Fig. 3.23. Region (a) corresponds to 0-0.2 eV, i.e. the low binding energy edge
of the 0.3 eV peak, region (b) ranges from 0-0.4 eV, and region (c) ranges from
0.8 - 1.5 eV. As we will show in the following, the initially populated excited
state is decaying into a wealth of multiexcited electronic configurations which
appear as the broad photoelectron band at higher binding energies, i.e. region
(c). The three time-dependent spectral regions (a), (b), and (c) are fitted
simultaneously.

As shown in Fig. 3.24, the intensity of region (a) rises and decays extremely
quickly and a lifetime of 33 fs can be deduced from a normal Bloch fit [204].
Note that τ1 is on the same order of magnitude as the pulse duration of the
Ti:Sa-laser (∆t = 35 fs). Such short events can be analyzed using the optical
Bloch equations when the exact point of zero delay is known. Our experimen-
tal setup allows the determination of the point of zero delay directly inside the
interaction zone. The corresponding cross correlation curve is indicated by the
dotted line in Fig.3.24a. Although the shape of the time-dependent photoelec-
tron signal is hardly distinguishable from the cross correlation curve, the time
constant can nevertheless be determined by the significant shift with respect
to the point of zero time delay. The intensity regions (b) and (c) cannot be
fitted by a simple Bloch fit. The initial dynamics of the photoelectron signal
in region (b), i.e. for t ≤ 20 fs, is almost the same as for (a). But for t ≥ 20 fs,
there is a background signal appearing, which is due to secondary processes.
The contribution of the background signal can be taken into account by fitting
the data applying a model containing two contributions. The first one, n1, is
populated directly upon absorption of the pump laser and exhibits the same
temporal behavior as the intensity of region (a). The second contribution n2

is due to a secondary process and is taken into account by adding the rate
equation dn2

dt = n1(t)
τ1

− n2(t)
τ2

to the optical Bloch equations for a two-level sys-
tem. In Fig. 3.24b, these two contributions are plotted as the dashed (n1(t))
and dotted (n2(t)) lines. Note that n1(t) and n2(t) have been convoluted with
the probe laser envelope.

The photoelectron intensity of region (c) is mainly due to secondary
processes and can be fitted by the second contribution n2(t) alone. We note
that the time-dependent photoelectron signal cannot be described by a nor-
mal Bloch or rate model here, since the rising edge is significantly delayed
with respect to a Bloch fit, even if an infinite lifetime is used (dotted line in
Fig. 3.24c). As the time-dependent photoelectron intensity in region (c) has
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reached its maximum after t = 120 fs, it exhibits an exponential decay with
a time constant τ2 = 740 fs (Fig. 3.23).

The delayed rise time of the intensity region (c) clearly demonstrates that
the involved electronic states are populated not directly via absorption of the
pump laser, but due to a secondary process. The delayed rise time is consis-
tent with the decay of the intensity in region (a), as shown by the agreement
with the applied fit model. We note that the population n2(t), i.e. region
(c), cannot be attributed to a defined electronic state, but to an ensemble of
multielectron excited states with an average decay time of τ2 = 740 fs (see
schematics in Fig. 3.24(d)) . The observed internal conversion from a singly
excited state into an ensemble of multielectron excited states is interpreted
as the cluster analogue to inelastic electron-electron scattering. The initially
excited “hot” electron scatters with an electron below the HOMO. As a con-
sequence additional electrons are transferred above the HOMO. The striking
intensity difference between the initially populated peak at 0.3 eV and the
intensity region (c) confirms this interpretation.

In summary it has been shown that the characteristic electronic structure
as well as the chosen excitation energy are decisive parameters for the re-
laxation of optically excited electronic states in metal clusters. In small gold
clusters, population of an isolated electronic state allows to map the ongoing
nuclear dynamics, such as oscillatory wave packet motion and melting. By in-
creasing the excitation energy, the phase space can be significantly enlarged,
which opens the door for electronic relaxation processes. Electronic relaxations
take place via internal conversion between different electronic states and gen-
erally occur on a significantly shorter time scale. This has been demonstrated
by choosing Au−

7 as an example. In tungsten clusters the electronic density
of states is significantly higher than in gold. As a consequence, the probability
of electronic relaxation processes is furthermore increased. The significantly
smaller HOMO-LUMO bandgap in tungsten clusters facilitates the electron
transfer above the HOMO due to secondary processes like inelastic electron-
electron-scattering. In the tungsten tetramer W−

4 this process takes place on
timescales as short as 33 fs.

3.4.4 IR spectroscopy of gas-phase phenylalanine

G. von Helden and G. Meijer

3.4.4.1 UV spectra

Phenylalanine can be brought into the gas phase via laser desorption and can
be interrogated using UV and IR lasers. Adiabatic cooling with a neon buffer
gas in the molecular beam expansion causes the molecule to vibrationally and
rotationally cool to temperatures between 2 and 20 Kelvin. When only using
the UV laser, an R2PI spectrum as shown in Fig. 3.25 can be obtained. This
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spectrum is very similar to spectra obtained when bringing phenylalanine
into the gas phase via heating, followed by cooling in a molecular beam, as
performed by Levy et al. [205] and Simons, Snoek and coworkers [25]. Via hole-
burning experiments, it has been shown that the peaks in the UV spectrum
stem from a distribution of conformers. In [25] and [205], a labeling scheme is
used which we will adopt here as well. In the wavelength range shown here, all
peaks in the UV spectrum stem from different conformers, which are labeled
A, B, C, D, X, E, and F [25]. Outside this range, toward higher wavenumbers,
peaks resulting from three other conformers are observed [25]. As has been
recognized by Simons et al., conformer “X” is only observable in R2PI spectra
and is not observed in laser induced fluorescence (LIF) spectra [205].
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Fig. 3.25. UV-R2PI spectrum of jet-cooled Phenylalanine. All peaks shown in this
spectrum stem from different conformers. The peaks are labeled as in [25].

A striking difference of the here presented spectrum to the R2PI spec-
trum of Simons et al., [25] is however the large relative intensity of conformer
“E”. In the spectra measured by Simons, “E” is only present in very minute
quantities. Here, the peak corresponding to “E” is one of the stronger peaks.
An experimental difference is the nature of the carrier gas used. Simons et
al. use argon while here, neon is used. When we use argon in the present
experiments, “E” becomes much depleted as well. The reason for this carrier-
gas dependence can be found in the interaction of carrier gas atoms with the
phenylalanine and will be discussed elsewhere [206].

It is difficult to extract structural information from the UV spectra. Some
information can be obtained from, for example, the conformer specific mea-
surement of the dispersed fluorescence [205] or the ionization potential [207].
In addition, the comparison of calculated and measured high resolution UV
spectra can facilitate a structural assignment [208]. However, the most versa-
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tile method to deduce structural information on the conformers of phenylala-
nine and similar systems remains conformer specific IR spectroscopy, either
in the X–H stretch (X=C,N,O) region around 3 µm [25] or in the fingerprint
region beyond 5 µm [28].

3.4.4.2 IR spectra
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Fig. 3.26. IR spectra of five conformers of Phenylalanine. They are obtained by
measuring the IR-UV ion dip spectra with the UV laser parked on the corresponding
resonance in the UV-R2PI spectrum (Fig. 3.25).

When the UV excitation and ionization laser is parked on one of the UV
transitions in Fig. 3.25, the IR spectrum from the corresponding conformer
can be measured via ion dip spectroscopy. In Fig. 3.26, the IR spectra of five
conformers are shown. The spectra for conformers X, D and A were mea-
sured in the range from 300 – 1900 cm−1 while the spectra of B and C were
only measured in the 500 – 1900 cm−1 range. Clearly, in all spectra, distinct
peaks can be recognized having widths ranging from 3–5 cm−1 in the lower
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wavenumber region to up to 20 cm−1 around 1800 cm−1. Those widths are
only slightly larger than the corresponding width of the infrared laser.

The spectra of the five conformers clearly differ from each other. Nonethe-
less, they fall into two groups where the spectra of conformers B and X re-
semble each other and are qualitatively different from those of conformers D,
C, and A. Near 1800 cm−1, each spectrum shows a peak that results from
C=O stretching motion. For B and X, those peaks are found at 1808 cm−1

and 1798 cm−1, respectively while for D, C, and A, those peaks are shifted to
the red and can be found at 1787, 1781 and 1787 cm−1, respectively. Hydro-
gen bonding can shift the C=O stretching frequency to the red and it seems
possible that in D, C and A, the C=O group is involved in H-bonding while
this group is free in B and X. This is in agreement with previous structural
assignments [25,208]. Further structural information can be deduced from the
broad peaks near 1350 cm−1 in the spectra of B and X and the group of peaks
between 1100 and 1150 cm−1 in the spectra of D, C, and A. Those peaks can
stem from C–O–H bending motion (coupled with C–OH stretching motion).
When the H-atom of the COH group is involved in H-bonding, the C–O–H
bending frequency usually shifts to the blue. It thus seems likely, that the H
of the COH group in B and X is involved in a “strong” H-bond. The observed
spectra are thus compatible with structures as those shown in Fig. 3.27 where
for X and B, the H-atom of the COOH group is H-bonded to the N-atom of
the NH2 group and the C=O group is free, while for A, C, and D, the H-atoms
of the NH2 group have a H-bond to the C=O group and the C–O–H is not
involved in H-bonding.

The structures shown in Fig. 3.27 are calculated at the B3LYP level using
a 6-311+G(2d,p) basis set. They are essentially the same as those derived by
others [209]. Indicated above and below the arrows are the zero-point corrected
heights of some low lying barriers for interconversion between those conform-
ers. All transition states are calculated using the smaller 6-31+G(d) basis set.
The relative energies of the conformers can be calculated by taking the differ-
ence between barrier heights for forward and reverse reactions. However, at
this modest level of theory, relative energies are only of qualitative value. The
corresponding vibrational spectra (calculated with the 6-311+G(2d,p) basis
set.) are shown in Fig. 3.28 where they are compared to the experimental
spectra. All peak positions in the calculated spectra are scaled with a uniform
factor of 0.98. The agreement between the calculated and experimental spec-
tra is very good, giving confidence in the structures that the calculations are
based on (Fig. 3.27). Peaks corresponding to C=O stretching motion around
1800 cm−1 are predicted a few cm−1 to the red from the experiment, irrespec-
tive of whether the C=O group is involved in H-bonding (B and X) or not
(D, C, and A). Vibrations originating from C–O–H bending motion around
1350 cm−1 (B and X) or around 1100 cm−1 (D, C, and A) are even better
reproduced.
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Fig. 3.27. Structures of six phenylalanine conformers, calculated at the B3LYP/6-
311+(2d,p) level. The arrows indicate low lying transition states, which are calcu-
lated at the B3LYP/6-31+(d) level. The heights of the transition states (B3LYP/6-
31+(d) level) are zero point corrected and are shown next to the arrows.

3.4.4.3 Anharmonic calculations

B. Brauer and R. B. Gerber

The situation is more difficult below 1000 cm−1 . In that range, large am-
plitude motion as well as delocalized vibrations where many atoms move are
dominant. When comparing theory to the experiment, one can notice a good
qualitative agreement. However, in order to obtain the agreement, the calcu-
lations were scaled by a factor 0.98, as it is common practice for this type of
calculations [210]. Scaling is usually performed to correct for two shortcom-
ings of the calculations. The first is due to the harmonic approximation used.
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Fig. 3.28. Experimental IR spectra of five Pheylalanine conformers, compared to
theoretical stick spectra calculated at the B3LYP/6-311+(2d,p) level.

It is assumed that the vibrations can be described using a purely quadratic
potential and that different modes do not couple. In reality, however, the po-
tential is “softer” than a harmonic potential and modes do couple with each
other. This will let the calculated frequencies deviate from the experiment,
even if the underlying potential energy surface was the “true” one. A second
reason is that one might want to correct for deficiencies in the underlying
potential. It is for example known that in Hartree-Fock calculations, poten-
tials are calculated much too steep and for that reason, such calculations are
usually scaled more and factors as small as 0.85 are common.

To investigate such effects, anharmonic calculations for phenylalanine con-
former X, using the Correlation-Corrected Vibrational Self-Consistent Field
(CC-VSCF) method [211–213] were performed by B. Brauer and R.B. Gerber.
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Fig. 3.29. IR spectrum of phenylalanine conformer X compared to harmonic cal-
culations (blue sticks) and calculations where anharmonic corrections are included
(red sticks).

The VSCF method assumes separability of the total vibrational wavefunction
into a product of single mode wavefunctions. The potential of the system is
approximated by considering a sum of single mode and pair-coupling terms.
This reduces the computational effort in the VSCF . The extended CC-VSCF
method uses perturbation theory to correct for correlation effects in VSCF.
The potential surface used in the calculation was adapted from the PM3
semi-empirical method so that the equilibrium harmonic frequencies would
be equivalent to those of a DFT calculation. The resulting harmonic (blue)
and anharmonic (red) stick spectra can be seen in Fig. 3.29. From the compar-
ison, it appears that, in the here considered frequency range, anharmonicities
are comparatively small effects that shift the harmonic frequencies about 1–2
% to the red. The usage of a scale factor of 0.98 is therefore well justified
and the shape of the potentials near the minima are thus well described at
the B3LYP/6-311+(2d,p) level, which is used to calculate the spectra in Fig.
3.28.

However, the effect of anharmonicities can be larger for N-H or O-H
stretching modes. The harmonic and anharmonic frequency values for selected
modes of conformer X can be found in Table 3.1.

Some modes have an anharmonicity that is much larger than 2 %. For ex-
ample, the NH2 bending mode has an anharmonicity of 3.9 %. Of this, 1.4 %
are due to (diagonal) single mode anharmonicity and 2.5 % due to coupling to
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Table 3.1. Harmonic and anharmonic frequencies (wavenumbers in cm−1) for
selected modes of conformer X. The harmonic frequencies are calculated at the
B3LYP/TZP level and the anharmonic frequencies using the CC-VSCF method.
The single mode and coupling contributions (in %) of the anharmonicity are also
given.

NH2 NH2 O-H C=O NH2

asym. str. sym. str. str. str. bend

Harmonic 3605 3506 3433 1829 1673
Anharmonic 3329 3235 3261 1803 1610

Contribution single-mode 0.2 3.2 4.7 0.7 1.4
coupling 8.5 5.1 0.6 0.8 2.5

other modes. Because of the low intensity of this mode, however, this discrep-
ancy is not apparent in Fig. 3.28. The N-H and O-H stretching modes have
particular high anharmonicities that can be well above 8%. Additionally, the
contribution to the anharmonic frequency due to anharmonicity along a single
mode can be positive or negative. In fact, in the region ca. 1000-1400 cm−1,
the single mode anharmonic contribution tends to be positive, while the con-
tribution of coupling tends to be negative. This gives a cancellation of effects.
Details on the mid-IR spectra of different phenylalanine conformers and their
computation can be found elsewhere [214].

3.4.4.4 Conformational dynamics of biomolecules: an outlook

The barriers between different conformers of biomolecules can be very low,
enabling the thermal conformational redistribution in native environments.
When studying gas-phase biomolecules, this opens the possibility to investi-
gate conformational changes on the electronic ground state surface using IR
lasers. Such experiments have been performed by Zwier and coworkers using
3 µm laser light [33]. However, this is far above the barriers for isomerization
(see Fig. 3.27) and the usage of a free electron laser gives the opportunity
to perform such experiments closer to the barrier for isomerization, thereby
allowing mapping of the potential energy surface and investigation of the dy-
namics over a large energy range. Phase and amplitude shaping of the FEL
should then allow attempts to control the conformational distribution by cre-
ating vibrational wave packets that direct the reaction path in a desired direc-
tion. First steps in this direction have been taken by mapping the potential
energy surface of relevant molecules near several minima in conformational
space and are presented here.

Next, one may design IR pump dump laser pulses which drive the wave
function from a reactant configuration via an intermediate target state to
the selective product [35, 215]. The individual pump and dump steps can be
achieved using IR laser pulses with analytical shapes [84], or using optimal
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control. [216] The approach allows various choices of intermediate target
states e.g. a delocalized vibrational eigenstate, with energy close to the po-
tential barrier which separates the reactants and products [35,215] (Here, the
time delay between the IR pump and dump pulses is irrelevant - different
from the UV pump-dump approach of Tannor and Rice [82, 217]). Alterna-
tively, the intermediate eigenstate of the system may be coupled to a dissi-
pative environment- this is advantageous in cases of preferential deactivation
to the product states [218, 219]. Still another possibility is an intermediate
target state which represents tunneling from the reactant to the product do-
main [220,221]. Various applications of IR laser pulse control to model systems
are encouraging, see e.g. [222–225], and also the novel mechanisms of IR laser
control which are presented in Sect. 3.4.6.10. Another extension is IR+UV
laser pulse control, pioneered by N. Henriksen [226,227]. This allows new ap-
plications in many domains, e.g., laser separation of different products [228],
or control of molecular functions e.g. ignition of unidirectional intramolecu-
lar rotations [229], see also [230]. Optimal laser driven transitions between
molecular vibrational states may even be used for quantum computing [305].

3.4.5 Organometallic complexes: Control of excited state dynamics
of CpMn(CO)3

L. González and J. Manz

The organometallic complex CpMn(CO)3 (Cp=η5C5H5) resembles the sys-
tem which Gerber and coworkers [39] used, for the first time, to illustrate the
applicability of adaptive optimal control schemes. With the goal of under-
standing the reaction dynamics occurring under experimental optimal pulses,
pump-probe experiments and optimal control experiments on CpMn(CO)3
were performed by Wöste and coworkers [40]. Fig. 3.30 shows schematically
the competing dissociation and ionization processes of CpMn(CO)3 under
light irradiation which results in carbonyl dissociation.
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Fig. 3.30. Schematic pump-probe processes leading to dissociation in CpMn(CO)3
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Exemplarily, optimal control was set up to maximize the yield of the par-
ent ion CpMn(CO)+3 while hindering competing fragmentation channels that
result in CpMn(CO)+2 + CO and other fragments. The obtained experimen-
tal optimal control pulse, with its intensity and phase profiles, is shown in
Fig. 3.31. The pulse shape shows two main peaks with intensities in a 2:3 ra-
tio. Details about pump-probe and control experiment set ups can be found in
Chapter 2, Sect. 2.2. Here we just give the parameters used in this particular
experiment. The wavelength used in the control experiment was 800 nm (1.55
eV); however, the optimized first subpulse is blue shifted to 798.7 nm while
the frequency of the second subpulse is mostly unchanged (800.1 nm) with
respect to the initial central wavelength. The initial transform-limited pulse
had 87 fs of duration but the resulting optimized subpulses are separated by
ca. 85 fs and have durations of about 40 fs.

Fig. 3.31. Optimal control pulse which maximizes CpMn(CO)+3 with intensity and
phase profile [40]

Our challenge was the decoding of the optimal pulse in an attempt to
unravel how the structure of the optimal pulse determines the dynamics of
the system toward the desired chemical channel: in this case, the maximiza-
tion of ionization and minimization of dissociation. The time profile of the
pulse suggests that the initial transform-limited pulse has been divided into
two subpulses designed to perform an optimal pump-probe type experiment,
where optimal frequencies and optimal time delays are employed. In order to
confirm this hypothesis, pump-probe experiments were performed using the
time profile suggested by the optimal pulse, that is, pulse durations of ca.
40 fs. Specifically, the pump-probe spectra shown in dots in Fig. 3.32 were
recorded using a blue pulse of λ=402.5 nm (3.08 eV) and tp=45 fs for the
pump and a red pulse of λ=805 nm (1.54 eV) and tp=35 fs for the probe. As
it can be seen, superimposed on a 170 fs decay, oscillations with a period of
ca. 80–85 fs appear in both the parent and the fragment ion signals.

Even if at first sight there appears to be some connection between the time
scales of the processes occurring in the pump-probe experiment and those of
the optimal control field, as it will be shown later, the mechanisms behind
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(a) (b)

Fig. 3.32. Experimental (dots) and theoretical (lines) pump-probe spectra per-
formed using optimal pulse durations. Adapted from [40]

both processes do not need to be the same. The challenge for theory is to
interpret the origin of the vibrational and decay processes in the pump-probe
transients signals (cf. Fig. 3.32), as well as to correlate these dynamics with
the one taking place within the optimal pulse (cf. Fig. 3.31). The disentangling
of the reaction dynamics underlying this complex system involves a detailed
analysis of the processes that take place under irradiation (Section 3.2.2).
Furthermore, the dynamics reflects the complexity of the photochemistry,
which then needs to be preanalyzed with quantum chemical calculations (Sect.
3.2.1). Therefore, our analysis starts with an accurate MRCI/CASSCF cal-
culation of the low-lying excited and ionic states of CpMn(CO)3 and cor-
responding PES along the decisive metal-carbonyl fragmentation coordinate
q = RMn−CO, see [231, 232]. The a1A′ electronic ground state conforms to a
close shell electronic configuration of · · · (20a′)2(21a′)2 (22a′)2(12a′′)2(13a′′)2

assigned to · · · (2πCp)2(3dz2)2(3dx2−y2)2(3πCp)2(3dxy)2. The low-lying virtual
orbitals correspond to 3dyz(23a′), 3dxz(14a′′) · · · and π∗

CO(24a′, 25a′, 15a′′

and 16a′′) · · · . According to eq. 3.3, the electronic states Φi(q) can be described
as a linear combination of different state configurations or Slater determinants
Dj(q),

Φi(q) =
∑

j

cij(q)Dj(q), (3.20)

with the corresponding CI expansion coefficients cij(q). Likewise, the ionic
states can also be described by a linear expansion of configurations:

Φion
i (q) =

∑
j

cion
ij (q)Dion

j (q), (3.21)

where the Dion
l are the state configurations representing the ionic state and

cion
ij are the CI expansion coefficients.

Figure 3.33 shows the relevant PES along q [40, 232]. They are charac-
terized by several avoided crossings. In particular, two crossings around the
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Franck-Condon geometry between the b1A′ and c1A′ states and between the
a1A′′ and b1A′′, are the most relevant for the forthcoming simulations. Inter-
estingly, according to the excitation energies from the electronic ground state
a1A′ to the neutral excited states, and from the excited states to the ionic
ones, it is reasonable to assume that the first experimental optimal subpulse
requires two red photons to excite CpMn(CO)3 to an electronic excited state
and that the delayed second subpulse excites population to an ionic state with
three red photons, see Fig. 3.33.
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Fig. 3.33. Ab initio multiconfigurational MRCI/CASSCF potential energy curves
along the metal-carbonyl dissociation degree of freedom [40, 232]. Arrows indicate
multiphoton processes which lead to the parent or daughter ions.

In order to get a dynamical insight into the possible processes which oc-
cur after irradiation, the time-dependent Schrödinger equation 3.4 has to be
solved. Since we will be propagating on electronic states (see Fig. 3.33), (3.4)
is specified as:

i�
∂

∂t




ψ0

...
ψ7


 =




H00 · · · H07

...
...

H70 · · · H77


 ·




ψ0

...
ψ7


 (3.22)

where the labels i or j = 0, 1-4 and 5-7 denote the ground (a1A′) state, the
excited states a1A′′, b1A′, c1A′, and b1A′′ of the neutral system and the
lowest states a2A′′+, a2A′+ , and b2A′+ , of the ionic system, respectively. The
diabatic couplings were computed by means of the procedure suggested by
Peyerimhoff et al. [233] and of Baer [234], for the details see [235]. The results
indicate that the coupling between the states b1A′ and c1A′ is very weak,
while the coupling between the states a1A′′ and b1A′′ is very strong. As a
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consequence, we can anticipate that nonadiabatic losses are only expected to
occur between the a1A′′ and b1A′′ states [232,235].

According to (3.7), transition dipole couplings involving the transition
from the ground to excited neutral states, and from the excited neutral to
the ionic states, are also needed. While the former can be calculated by quan-
tum chemical approaches (see Sect. 3.2.1) in a standard fashion, the latter
is a difficult task. Instead of the usual Condon approximation made in the-
oretical simulations, that is, setting the neutral-to-ionic dipole coupling to a
constant equal to one, we have derived a procedure to estimate non-Condon
couplings using multiconfigurational wavefunctions given by (3.20) and (3.21).
As worked out in [236] the resulting dipole couplings contain three terms:
(i) the CI coefficients corresponding to determinants of the neutral molecule
which differ in only one spin orbital from the ionic determinant (indicated by∑′), (ii) the overlap between the non-frozen orbitals χm of the initial neutral
molecule and those of the final ion, and (iii) the single electron matrix ele-
ment between the initial and final orbital which represents the photodetached
electron, in zero kinetic energy (ZEKE) approximation,

〈Φi|M |Φion
j 〉 ≈

∑′

k

∑′

l
cikc

ion
jl · 〈χm|χ̃m〉 · 〈χk|µ|χZEKE〉 (3.23)

where M =
∑

n µn is the sum of all electronic dipole operators, µn = −e ·
rn. In the present case, the ionic states are composed essentially of a single
configuration [235]. Furthermore, 〈χm|χ̃m〉 ≈ 1, and the last term in (3.23)
is approximated by a constant [56, 236]. Then the final expression takes the
form,

〈Φi|M |Φion
j 〉 ≈ const

∑′

k
cik (3.24)

where cik are the CI expansion coefficients defined in (3.20).
By inserting in (3.22), a) the accurate ab initio PES for the neutral and

ionic states, b) the nonadiabatic coupling between electronic excited states,
and c) the neutral-to-neutral and neutral-to-ionic transition dipole couplings
with the laser, and d) assuming that the two- and three-photon excitations
shown in Fig. 3.33 may be represented by single photon transitions, see
Fig. 3.34, allows to perform systematic investigations of pump-probe and con-
trol simulations. Here we just summarize the findings recollected in [40,56,236]
and shown schematically in Fig. 3.34. The oscillations and decay of the mole-
cular system (cf. Fig. 3.32) can be attributed to the dynamics occurring on
the predissociative b1A′′ state, see Fig. 3.34a. After excitation by the pump
pulse, the wave packet in the b1A′′ state decays within 170 fs nonadiabatically
into the a1A′′ state which is strongly repulsive; simultaneously it vibrates in
the b1A′′ state. The formation and periodic leakage of the wave packet by a
diabatic transition to the a1A′′ state (see curved arrow in Fig. 3.34) is then
monitored by the probe pulse which prepares parent and daughter ions on
corresponding ionic surfaces. Our simulations then indicate that fragmenta-
tion starts in the neutral a1A′′ state and ends in the ionic ground state. At
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the same time, the excited neutral CpMn(CO)∗3 also dissociates to the neutral
fragments CpMn(CO)2 + CO. Inversion of the pump probe signals yields a
refined quantum chemistry based Hamiltonian with scalings of selected para-
meters within quantum chemical accuracy [56].

The final goal of our investigations is to understand the optimal pulse
shape shown in Fig. 3.31 which is tailored to maximize the production of
parent ions, CpMn(CO)+3 . Fig. 3.34b indicates the essential steps of the dy-
namics hidden in the optimal field. The subpulses contained in the optimal
pulse can indeed be interpreted as a pump and probe type sequence with opti-
mal frequencies and optimal time delays. The predominant mechanism can be
explained as an excitation to the bound c1A′ state where the system vibrates,
and —because of the very weak nonadiabatic coupling with the dissociative
counterpart b1A′ state— it leads exclusively to parent ions.

(a) (b)

distance(Mn-CO)distance(Mn-CO)

probe

pump

parent ion

fragment ion

parent ion

fragment neutral

Fig. 3.34. Schematic representation of the mechanisms behind (a) the pump-probe
signals shown in Fig. 3.32 which produce parent and fragment ions, and (b) the
optimal control field shown in Fig. 3.31 which produces predominantly parent ions.

In summary, the present wave packet dynamics simulations based on high
level ab initio calculations for the model system CpMn(CO)3 achieve two
goals: They allow to analyze the important initial processes in the complex
polyatomic system induced by laser pulses, and to explain the mechanism of
the experimental optimal laser pulse which yields preferential formation of the
parent ions while suppressing competing fission of ligands [40]. In this case,
the rather simple form of the optimal laser pulse, together with the intuitive
hypothesis of an optimal pump-probe type process, helped to discover the
laser driven dynamics, as follows: Essentially, the present system, like many
other organometallic molecules, has many close lying excited electronic states.
The experimental optimal laser pulse with pump-probe type patterns exploits
this property of the model system such that the frequencies of the sequential
“pump” and “probe” parts select a well-timed, optimal excitation path way
via adequate excited states to the desired product channel, while avoiding
alternative paths to competing dissociative channels. An important aspect of
this mechanism is the discovery that the dissociation toward ionic products
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may be induced already in dissociative excited states of the neutral molecule,
i.e. the “pump” and “probe” components of the optimal laser pulse have to
suppress both dissociations of the excited neutral as well as of the ionized
parent molecule.

For the present system, the assumed one-dimensional model appears to be
appropriate, at least for describing the initial dynamics induced by the laser
pulses. Subsequently, couplings between the chosen dissociative metal-ligand
bond and other degrees of freedom will induce additional competing processes,
such as intramolecular vibrational redistribution IVR, or intersystem cross-
ings IC, e.g., via conical intersections; see also the discussion of the models in
reduced dimensionality depending on the hierarchy of time scales for sequen-
tial processes, in Chapter 4, Sect. 4.10. Competing processes such as IVR or
IC may , indeed, contribute to the experimental pump probe spectra, causing
deviations from the quantum simulations based on the simple one-dimensional
model, at later times ( t � 150 fs ), cf. Fig. 3.32. In other systems, “multi-
dimensional” processes such as IVR, IC etc may compete against the target
channel e.g. against ionization, or bond selective dissociation, even earlier,
thus calling for even more ambitious control scenarios. As a consequence, the
resulting optimal laser pulses will appear more complex. This conjecture is
in accord with rather complex optimal laser pulses which have been designed
experimentally for other systems, see e.g. [39].

The demonstrated approach relies on several approximations. First, we
have employed the one-dimensional model which neglects competing processes
which involve additional degrees of freedom, as discussed above. Second, all
simulations consider resonant one-photon transitions even if the PES are con-
sistent with the fact that the first sub-pulse excites the system in a two-photon
transition without any intermediate state supporting it (see Fig. 3.33). This
is what we call nonresonant multiphoton transitions (NMT) . Likewise, the
second subpulse probes the system in a three-photon nonresonant excita-
tion. These NMT are ubiquitous in optical experiments in the strong field
regime and seem to be common in closed-loop feedback experiments. How-
ever, the theory for NMT is not very widespread in the field of femtosec-
ond spectroscopy. In [237] we suggest a formalism for fs NMT. An effective
time-dependent Schrödinger equation is derived with effective couplings to the
radiation field including powers of the field strength and effective transition
dipole operators between the initial and final state. NMT transitions can also
be implemented in the optimal control theory as we demonstrate in [238].

The third approximation is that our simulations use a zero kinetic energy
(ZEKE) approach . With this is meant that the photodetachment process is
not simulated with a discretization of the continuum, as described for example
in [239] or [240]; rather, we assume that ionization occurs through quasireso-
nant transitions between neutral and ionic states [241]. However, the account
of the continuum states or even a time-dependent description of the photode-
tached electron may uncover important details of the ionization process. Work
along this line is in progress.
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3.4.6 Theoretical approach for ultrafast dynamics and optimal
control in complex systems based on the MD “on the fly”:
Applications to atomic clusters and molecules

V. Bonačić-Koutecký and R. Mitrić

3.4.6.1 Multistate nonadiabatic nuclear dynamics in electronically
excited and ground states

Study of ultrafast photochemical processes involving nonadiabatic radiation-
less decay over one or several conical intersections among electronic excited
states in multidimensional systems represents still a challenge for theorists.
The importance of conical intersections in organic photochemistry was recog-
nized long time ago ( [242–245] and references therein). Identification of con-
ical intersections in numerous molecules and clusters and their relevance for
ultrafast spectroscopy attracted attention of many researchers [243]. Since
most of organic photochemistry takes place in solution, the influence of en-
vironment is an important but complicated issue. Therefore, the study of
ultrafast processes in the gas phase such as in elemental clusters stimulates
the development and use of accurate computational methods, in particular if
a direct comparison with experimental observables is accessible [65].

In order to address nonadiabatic transitions in complex systems involving
avoided crossings and conical intersections between electronic states, semiclas-
sical methods based on ab initio multistate nonadiabatic dynamics are needed
for the simulation of fs pump-probe signals, in particular if all degrees of free-
dom have to be considered. For this purpose, in addition to the calculation of
forces in the electronic ground and excited states, the computation of nona-
diabatic couplings between electronic states states “on the fly” is required.
The nonadiabatic dynamics can then be combined with the Wigner-Moyal
representation of the vibronic density matrix allowing one to determine the
fs-signals in analogy outlined for adiabatic dynamics.

The situation is still very different for ab initio adiabatic and nonadiabatic
MD “on the fly” involving excited electronic states than in the case of ground
states which has been outlined in chapter on the NeNePo spectroscopy. In
spite of recent efforts and successes [71, 72, 246–248], further development of
such theoretical methods which combine accurate quantum chemistry meth-
ods for electronic structure with MD adiabatic and nonadiabatic simulations
“on the fly” has promise to open many new possibilities for the successful in-
vestigation of fs-processes. This research area will essentially remove borders
between quantum chemistry and molecular dynamics communities. In this
context, very intense research is presently going on along two main directions.
One is to achieve fast calculations of forces in excited states, as well as of
nonadiabatic couplings, at the level of theory accounting for electron correla-
tion effects with controllable accuracy which are suitable for implementation
in different adiabatic and nonadiabatic MD schemes “on the fly” [248]. The
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second is to introduce quantum effects for the motion of nuclei, particularly in
the case of nonadiabatic dynamics [249–254], in systems with a considerable
number of degrees of freedom, allowing for their identification in spectroscopic
observables such as fs-signals [248,250,252,255,256]. In our work we deal with
systems containing heavy atoms, and therefore the quantum dynamical effects
do not play important role as it will be shown on prototype examples.

As already pointed out, ab initio nonadiabatic MD “on the fly” involv-
ing excited states and simulation of observables is demanding from theoret-
ical and computational point of view and still needs further developments.
Therefore, in order to meet the requirements on high accuracy and realistic
computational demand, the choice of the systems has to be made for which
the description of electronic excited states and nonadiabatic coupling is rela-
tively simple. This is the case for nonstoichiometric alkali-halide clusters with
two and one excess electron (e. g. NanFn−2 and NanFn−1). Their structural
and optical properties have attracted the attention of many theoretical and
experimental researches [80, 81, 257–268] due to the localization of the ex-
cess electrons, which are not involved in ionic bonding. We have selected two
prototypes Na3F and Na3F2 for presentation because of addressing multiple
passage versus single passage through conical intersection, respectively, and
because of necessity to use different approaches for the calculations of the
electronic structure.

First, we illustrate our approach for the nonadiabatic relaxation on the
example of Na3F cluster for the following reasons: i) Due to two excess elec-
trons which are not involved in ionic NaF bonding, the treatment of electron
correlation is mandatory for description of the geometric relaxation in excited
states. Moreover, appearance of conical intersections among excited states is
connected with multireference character of the wavefunctions and violation
of Born-Oppenheimer approximation. ii) The experimental pump-probe spec-
trum is available [268]. iii) Our initial simulations of pump-probe spectra of
Na3F involving adiabatic dynamics “on the fly” combined with Wigner distri-
bution approach [81] provided valuable information about relaxation dynam-
ics for short times before nonadiabaticity starts to govern ultrafast processes.
This was shown explicitly by comparing the results with experimental find-
ings [81]. However, at later times the simulated pump-probe signals remained
constant while the experimental one decreases indicating that other processes
such as nonadiabatic transitions became important. All three aspects stimu-
lated us to adapt and combine methods for treating nonadiabatic dynamics
over several electronic states at high level of accuracy which will be presented
here. This allowed us to calculate nonradiative lifetime quantitatively taking
into account all degrees of freedom and to identify the processes involved in
the radiationless decay. It will be shown that inclusion of nonadiabaticity is
mandatory to achieve a complete agreement with experimental findings.

Second, nonstoichiometric sodium fluoride clusters with a single excess
electron (e.g., Na3F2) represent a particularly simple situation concerning
the description of excited states. In this case, a strong absorption in the
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visible-infrared energy interval occurs due to the excitations of the one ex-
cess electron placed in a large energy gap between occupied (HOMO) and
unoccupied (LUMO) one-electron levels which resemble the “valence” and
the “conductance” bands in infinite systems. Therefore, these clusters offer
the opportunity to explore the optical properties of finite systems with some
bulk characteristics such as F-color centers. Moreover, a simple but accurate
description of the excited states is possible to achieve in the framework of the
one-electron “frozen ionic bonds” approximation. In this method, the optical
response of the single excess electron can be explicitely considered in the field
of other (n-1) valence electrons which are involved in strongly polar ionic Na-F
bonding [71].

The calculation of excited state energies and of gradients based on the
“frozen ionic bonds” approximation (as outlined in [71]) is from a computa-
tional point of view considerably less demanding in comparison with other
approaches such as RPA, CASSCF or CI, and provides comparable accuracy.
Therefore, this approach allows to carry out adiabatic and nonadiabatic mole-
cular dynamics in the excited state, by calculating the forces “on the fly” and
nonadiabatic couplings (cf. [71,72]) applicable to relatively large systems. This
is particularly convenient for the simulation of time-dependent transitions for
which an ensemble of trajectories is needed. Of course, the application is lim-
ited to systems for which the “frozen ionic bonds” approximation offers an
adequate description.

In addition to methodological aspects, the study of the dynamics in the
first excited state of Na3F2 and the radiationless transition to the ground
state allow for the prediction and verification of the consequences of coni-
cal intersections (between the first excited state and the ground state) in fs
pump-probe signals in the gas-phase without the necessity to consider the
environment. The latter external medium effects complicate the issue, as for
example in the case of photochemistry in solution or in the case of the cis-trans
photoisomerization of the visual pigment due to the influence of the protein
cavity [269,270].

Therefore, the photoisomerization in the Na3F2 cluster through a conical
intersection will be addressed first and then in Sect. 3.4.6.3 the new strategy
for optimal control will be applied in order to suppress the passage through
the conical intersection and to selectively populate one of the chosen isomers.

3.4.6.2 Passage through multiple conical intersections in Na3F
cluster

We first describe our approach for electronic structure and dynamics “on the
fly” and then for the simulation of the signals. For the ground and three lowest
lying excited states of the Na3F cluster configuration interaction calculations
with single and double excitations (CISD) have been carried out. In accord
with the previously employed “frozen ionic bonds” approximations [71, 72],
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Fig. 3.35. (a) Comparison between experimental [267] and theoretical absorption
spectra of Na3F. Finite temperature absorption spectrum obtained from Monte-
Carlo simulation performed at 300 K (full line) and the TDDFT absorption spec-
trum (dashed line) obtained from a Lorentzian convolution of the vertical lines for
the rhombic isomer and for pyramidal isomer. (b) Sections from the potential en-
ergy surfaces for the ground and three excited state of Na3F, connecting the two
ground state isomers. The relaxation pathway corresponding to the initial adiabatic
relaxation in the 1 1B1 excited state has been constructed by linear interpolation
of internal coordinates between the structure of isomer I and isomer II keeping the
C2v symmetry. (c) Structures along the relaxation pathway

only the two excess (nonstoichiometric) electrons have been correlated, ef-
fectively thus employing a full CI for these electrons. The analytic energy
gradients and the nonadiabatic couplings of the first order

Dx
JI =

〈
ΨJ(r,R)

∣∣∣∣∣
∂ΨI(r,R)

∂Rx

〉
(3.25)

have been calculated for the resulting CI wavefunctions employing the Colum-
bus package for CI method. The details of the computational procedure are
given in [271,272].

We have employed the effective core potentials (ECP) for sodium and
fluorine atoms with adequate basis sets [263, 264, 273] which have previously
been verified to yield reasonably accurate transition energies [71].

For the time integration of the classical trajectories the velocity Verlet al-
gorithm has been used, with a 0.5 fs time step. The accuracy of the integration
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has been verified by the conservation of the total energy, which was achieved
with an error smaller than ±0.0005 a.u. in all trajectories.

In the ground electronic state, the most stable isomer of Na3F assumes
a rhombic structure with the C2v symmetry (cf. Fig. 3.35a). The second iso-
mer with a three dimensional structure and C3v symmetry lies only 0.12 eV
higher in energy but is separated from the lowest isomer by relatively high
isomerization barrier of ∼ 0.22 eV. As demonstrated in Fig. 3.35a by compar-
ing simulated and experimental absorption spectra at T=300 K, the rhombic
isomer is dominantly populated and no interconversion between two isomers
occurs. The stationary absorption spectrum of the most stable isomer exhibits
a dominant transition to the 11B2 and 21A1 states which are located at 2.2
eV and second intense transition at 2.7 eV corresponding to the 11B1 state
(cf. Fig. 3.35a). These absorption features are characteristic for a structure
with delocalized two excess electrons [263,264,273].

Here we wish to emphasize the role of nonadiabatic transitions between
the electronic states and their influence on the pump-probe signals. For this
purpose we select the third excited state (11B1) due to available experimental
pump-probe spectrum involving this state [268].

We first briefly describe the results based on the adiabatic simulation of
pump-probe signals (cf. Fig. 3.36) and then introduce nonadiabaticity (cf. Fig.
3.37). In fact, as can be seen from the sections of the potential energy surfaces
(Fig. 3.35b) along the steepest descent pathway in the third 11B1 excited
state, initially, adiabatic relaxation in this state should occur. This is due to
the fact that the 11B1 state is well separated from other excited states, as
long as fluorine atom is outside the Na3 subunit. The fingerprint of the initial
dynamics in the 11B1 state which involves a periodic motion of the fluorine
atom along the C2v symmetry axis is reflected in the adiabatic pump-probe
signal given in Fig. 3.36. The comparison between the simulated pump-probe
signals obtained from the adiabatic classical and quantum dynamics carried
out only in the 11B1 state with the experimental signal is shown in Fig. 3.36.
Classical dynamics is based on our ab initio Wigner distribution approach
accounting for all degrees of freedom while quantum dynamics is restricted
to three degrees of freedom by introducing C2v symmetry constraint. In the
case of classical dynamics the initial conditions can be generated by sampling
the canonical Wigner distribution at the given temperature, for example at
T=50 K. This is justified by the fact, that at T=50 K only the lowest energy
isomer is present, and the harmonic approximation is valid at such a low
temperature. Both theoretical signals exhibit oscillations whose amplitude is
decreasing due to the spreading of the phase space ensemble or the wave
packet but after 2 ps they remain constant due to the fact that the 11B1 state
cannot be depopulated. The fact that the signals are constant after 2 ps is
in contrast with experimental signal which decreases almost to zero within 3
ps. Therefore, the adiabatic dynamics cannot describe the pump-probe signal
adequately throughout the whole measured time interval. The decrease of
the experimental signal is an indication that radiationless relaxation takes
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place which leads to the depopulation of the 11B1 state. Notice analogous
oscillatory behavior of both theoretically simulated signals illustrating that
our ab initio Wigner approach based on semiclassical dynamics “on the fly”
provides sufficiently accurate results and that quantum dynamics effects do
not play any role.
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Fig. 3.36. Comparison between the simulated (full line) pump-probe spectrum ob-
tained from the (a) adiabatic dynamics in the 1 1B1 in the framework of the Wigner
distribution approach (T=50 K) and (b) the full quantum mechanical simulations
(black line) for reduced dimensionality [81], with the experimental pump probe spec-
trum (black circles). The experimental data are taken from [268]

.

An indication that nonadiabatic transitions involving conical intersections
should be expected can be seen from the section of the potential energy sur-
face along the initial relaxation pathway shown in Fig. 3.35b. As the fluorine
atom enters the Na3 trimer, the crossings between the states occur. The pres-
ence of these crossings is responsible for nonadiabatic transitions between the
electronic states and provides the channel for the depopulation of the initially
populated 11B1 state. In the following, we concentrate on the new simula-
tions which include nonadiabatic transitions and take into account all degrees
of freedom allowing us to obtain the full agreement with the experimental
pump-probe signal. Furthermore, this approach allows to determine the non-
radiative lifetime of an excited electronic state in a multidimensional system.

In the case of nonadiabatic simulations the initial conditions for the clas-
sical trajectory propagation are generated also by sampling the canonical
Wigner distribution function at T=50 K. The trajectories were propagated
“on the fly” in the framework of the full-CI method and the nonadiabatic
transitions were determined by the Tully’s fewest switches surface hopping
algorithm. Nonadiabatic couplings were also calculated “on the fly” as de-
scribed above. Since for the simulations of the pump-probe spectra according
to (3.16) the averaging over an ensemble of trajectories is required, an ensem-
ble consisting of 200 trajectories has been excited to the third 11B1 excited
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state and subsequently propagated. The nonadiabatic transitions in the man-
ifold consisting of the ground and three lowest excited electronic states were
included.

The snapshots of the nonadiabatic dynamics are presented in Fig. 3.37a.
They show that at early stages of the dynamics (until 500 fs) the oscillatory
motion of the fluorine atom is the dominant process, but at later times the re-
sulting phase space ensemble becomes very broad indicating that nonadiabatic
transitions start to take place. Due to the large excess of energy gained the
accessible phase space region increases enormously and eventually the cluster
is fragmented into a Na2F subunit and a single sodium atom.

The time dependent energy gaps between the state in which the dynamics
currently takes place and the cationic states are presented in Fig. 3.37b. They
are important ingredients used for the simulation of the pump-probe signal
according to Eq. (3.16). At early times (less than 500 fs) the energy gaps
exhibit oscillations in energy between 2.3 and 1.9 eV which reflect the initial
oscillatory motion along the C2 axis (cf. Fig. 3.37a). This is also the dominant
process in the case of the adiabatic dynamics (cf. Fig. 3.36). At later times,
however, hoppings to other electronic states become more frequent leading to
discontinuities in the energy gaps (cf. Fig. 3.37b), and the values of the gaps
become substantially larger, between ∼ 2 and 6 eV, due to the transitions to
lower lying energy states.

In order to obtain a direct comparison of the simulated pump–probe spec-
trum with an experimental observable, the contribution of the kinetic energy
of the photoelectrons created upon ionization has been included in (3.16) by
integrating over the excess of kinetic energy. For the pump pulse we assume
zero pulse duration leading to the instantaneous excitation of the whole en-
semble to the 11B1 state. The energy of the probe pulse used in the simulation
was Epr=2.05 eV, with the pulse duration σpu=100 fs corresponding to the
experimental conditions. The simulated pump-probe signal based on nonadi-
abatic dynamics exhibits oscillations at early times, with the period of ∼ 380
fs as shown in Fig. 3.37c. At later times the signal decays due to the depop-
ulation of excited states. The reason for the decrease of the signal is the fact
that due to nonadiabatic transitions the ensemble of trajectories effectively
leaves the time dependent Franck-Condon window of the probe pulse. The
simulated signal is nearly in a perfect agreement with the experimental one
(cf. Fig. 3.37c) demonstrating the ability of our approach to accurately de-
scribe radiationless decay processes which are ubiquitous in the photochemical
processes.

In order to determine the nonradiative lifetime of the 11B1 state the pop-
ulations of the involved states were monitored by counting the number of
trajectories propagating in each state at the given time and are presented
in Fig. 3.37d. The population of the third excited state decays exponentially
with a time constant of 900 ps. The first nonadiabatic transitions occur at
∼ 200 fs. The transfer of the population occurs simultaneously to both second
and the first excited state, so that the population of the second excited state
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Fig. 3.37. (a) Snapshots of the nonadiabatic dynamics starting initially in the 1 1B1

excited state. In order to obtain a continuous distribution each trajectory from the
ensemble has been folded with a gaussian (width=0.05 a. u.) and the contributions
of all trajectories have been summed. (b) Time dependent energy gaps between the
electronic state in which the propagation takes place and the cationic ground state
for the ensemble of 200 trajectories during the nonadiabatic dynamics simulations.
(c) Comparison between the simulated (red line) pump-probe spectrum obtained
from the nonadiabatic dynamics involving three excited states in the framework of
the Wigner distribution approach state with the experimental pump-probe spectrum
(black circles) [268]. (d) Time dependent populations of three excited states and the
ground state. The dashed line represents the exponential fit on the population of
the 1 1B1 state, allowing to determine the nonradiative lifetime of 900 fs.
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reaches its maximum at ∼ 1.2 ps. The maximum in the population of the first
excited state follows later at ∼ 2 ps. After 500 fs the ground state starts to be
populated and after 3 ps the population of the excited electronic states has
almost completely decayed and the system resides in the ground electronic
state with large excess of energy which partly leads to the fragmentation of
the cluster.

In summary, we have demonstrated that our approach provides accurate
simulation of the pump-probe signals and the ultrafast dynamics in systems
where the radiationless transitions play a dominant role. We determine the
nonradiative lifetime for the 11B1 electronically excited state of Na3F to be
∼ 900 fs [274]. Our approach offers the opportunity to study photochemical
processes in excited states of complex systems. This is particularly important
for determination of emissive properties and fluorescence which are directly
dependent on the rate of radiationless relaxation processes. In the future, we
plan to extend our approach to the systems where the nonadiabatic couplings
are not available analytically but can be approximated from the overlap of
wavefunctions similarly to the method introduced by Persico et al. [275]. This
should open a broad range to applications leading to better understanding of
nonradiative processes in larger systems.

3.4.6.3 Photoisomerization through a conical intersection
in Na3F2 cluster

By adding one F atom to Na3F, giving rise to the Na3F2 cluster with one
excess electron, structural, optical and dynamical properties change dramati-
cally illustrating nonscalable properties in the size regime in which each atom
counts. The goal is to show that in the case of Na3F2 the breaking of bonds
in the first excited state leads to the conical intersection and to the direct
return to the ground state which can be then identified in observables such
as fs pump-probe signals. Therefore, first the optical properties and the char-
acterization of the conical intersection of this cluster will be given, and sub-
sequently the analysis of the nonadiabatic dynamics and of the signals will
provide the information about the time scales of the different processes such
as bond-breaking and the passage through conical intersection.

3.4.6.4 Optical response properties and conical intersection

The absorption spectra obtained for both isomers of Na3F2 using the “frozen
ionic bond” approximation are shown in Fig. 3.38 and compare well with
those calculated by taking into account all valence electrons [263]. The lowest
energy isomer I, with the ionic Na2F2 subunit to which the Na atom is bound
(forming Na–Na and Na–F bonds), gives rise to the low energy intense tran-
sition in the infrared. This is a common feature found for NanFn−1 clusters
due to the localized excitation of the one-excess electron, as mentioned above.
In contrast, the transition to the first excited state of isomer II (C2v) with
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the Na3 subunit, which is bridged by two F atoms, has a higher energy close
to the energies of transitions usually arising from excitations in metallic sub-
units. After the vertical transition at the geometry of isomer I, the geometric
relaxation in the first excited state takes place, involving a breaking of the
Na-Na bond which leads to the first local minimum of the excited state (cf.
Fig. 3.38) with a moderate lowering of the energy. Afterwards, the relaxation
process proceeds to the absolute minimum with the linear geometry corre-
sponding to the conical intersection for which a further considerable decrease
of energy takes place. The linear geometry of the conical intersection is also
reached after vertical transition to the first excited state at the geometry of
the second isomer with C2v structure. Accordingly, the investigation of the
dynamics in the first excited state involves the breaking of metallic and ionic
bonds starting from isomer I, and just metallic bonds starting from isomer II,
as well as the passage through the conical intersection.

Consequently, one expects strong thermal motions within the ensemble,
leading to phase space spreading and IVR. All processes can be monitored
by a second ionizing probe pulse with excitation energies between ∼ 2.9 eV
and ∼ 4.8 eV, as shown by the scheme given in Fig. 3.38. The first value is
close to the initial Franck-Condon transition region and probes the relaxation
dynamics on the potential surface of the first excited electronic state before
the branching process, which is due to the conical intersection, does occur. The
ground state dynamics after passage through the conical intersection allows
to monitor processes involved on the ground state potential surface.

For characterization of conical intersections we use the algorithm intro-
duced by Robb et al. [276]. It is useful for the determination of the lowest
structure and the energy at the intersection seam as well as for analyzing the
topology of the intersection in the space spanned by the internal degrees of
freedom. The intersection seam is (N-2) dimensional as it is characteristic for
conical intersections. The analysis of the wavefunctions of the ground and the
first excited state in the close neighborhood of the conical intersection yields
positive and negative linear combinations of two “valence bond like” (”VB”)

structures Na+–F−–Na+–F−–
•

Na ±
•

Na–F−–Na+–F−–Na+. One of them con-
tributes dominantly to the ground, and the other one contributes to the first
excited state, thus giving rise to two states with different symmetries. The
location of the excess electron is indicated by the dot above the sodium atom.
Of course, at the point of the conical intersection, the arbitrary linear combi-
nation of the above “valence bonds” structures is possibly due to degeneracy.
The two “VB” structures differ in the translocation of the single excess elec-
tron or of the charge from one to the other end of the linear system. In other
words, the length of the linear chain is sufficiently long to allow for an energy
gap closing, in analogy to the dissociation limit of the H+

2 molecule for which
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Fig. 3.38. Absorption spectra for two isomers I and II of Na3F2 obtained from
one electron “frozen ionic bonds” approximation [72] (upper part). Scheme of the
multistate fs-dynamics for NeExPo pump-probe spectroscopy of Na3F2 including
conical intersection with structures and energy intervals for the pump and probe
steps [72].
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the degeneracy of the ground and excited state occurs due to equal energies
of

•
H–H+ and H+–

•
H structures. We conclude that the presence of the conical

intersection in Na3F2 through which the isomerization process can take place
is the consequence of the electronic structure properties. Therefore, due to
general characteristics, it can be found for other systems by designing the
analogous electronic situation.

In fact, the analogy can be drawn to conical intersections found in or-
ganic photochemistry involving biradicaloid species, which are generated by
partial breaking of double hetero bonds due to geometric relaxation in the
singlet excited states. The condition for the occurrence of conical intersec-
tions in so called “critical biradicals” has been formulated in the framework
of the two-orbital two-electron model and can be fulfilled in the case that
the electronegativity difference between the two centers is sufficient to mini-
mize the repulsion between the ground and the excited states [242]. In fact,
it has been confirmed experimentally that the conical intersection is respon-
sible for the cis-trans isomerization of the retinal chromophore in the vision
process [269,270].

Moreover, investigation of the nonadiabatic dynamics through the conical
intersection of the Na3F2 cluster has advantages. The system has 10 degrees
of freedom and permits the calculation of an ensemble of trajectories based on
the accurate ab initio description of the excited and ground electronic states
and on corresponding MD. Thus it provides the conceptual framework for
fs-observables such as fs pump-probe signals which will be addressed below.

3.4.6.5 Analysis of the nonadiabatic dynamics and of the signals

Important aspects of the analysis of the nuclear dynamics will be first ad-
dressed. The procedure used for calculation of nonadiabatic dynamics “on
the fly” has been described in the previous section. For analytical expressions
for gradients and nonadiabatic couplings in the frame of “frozen ionic bold”
approximation cf. [72]

The simulation of the classical trajectory ensemble, consisting of a large
number of sampled phase space points, can be started on the first excited
electronic state using initial conditions described above. The geometric re-
laxation (over the local minimum) toward the linear structure corresponding
to the conical intersection and its passage through the conical intersection
as well as the subsequent relaxation dynamics on the electronic ground state
can be visualized by considering the phase space density of the cluster en-
semble shown in Fig. 3.39 for different propagation times. Initially at t=0 fs,
the phase space density is localized corresponding to the Cs structure (cf.
Fig. 3.39). During the subsequent ∼ 90 fs, the bond breaking between both
sodium atoms occurs corresponding to a local minimum on the first excited
state (cf. Fig. 3.39). Consecutive ionic bond breaking between the Na and the
F atoms of the Na2F2 subunit can be observed after 220 fs (cf. Fig. 3.39) of
the phase space density. After ∼ 400 fs, the region of the conical intersection
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Fig. 3.39. Snapshots of the phase space distribution (PSD) obtained from classical
trajectory simulations based on the fewest-switches surface-hopping algorithm of a
50 K initial canonical ensemble [72]. Na atoms are indicated by green circles and F
atoms by red crosses. Dynamics on the first excited state starting at the Cs structure
(t=0 fs) over the structure with broken Na-Na bond (t=90 fs) and subsequently over
broken ionic Na-F bond (t=220 fs) toward the conical intersection region (t=400 fs),
Dynamics on the ground state after branching of the PSD from the first excited state
leads to strong spatial delocalization (t=600 fs). The C2v isomer can be identified
at ∼800 fs in the center-of-mass distribution.
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Fig. 3.40. Simulated NeExPo pump-probe signals for the 50 K initial temperature
Na3F2 ensemble at different excitation energies of the probe laser monitoring the
geometric relaxation on the first excited state involving bond-breaking processes
and passage through the conical intersection as well as geometric relaxation and IVR
processes on the ground state after the passage (left side). The isomerization through
the conical intersection is schematically illustrated on the right hand side [72].

corresponding to the linear structure is reached (cf. Fig. 3.39). This triggers
the branching of the phase space density from the excited electronic state to
the ground state. At this stage, the system gains an additional kinetic energy
of ∼ 0.67 eV. Due to this large vibrational excess energy, strong anharmonic-
ities between the vibrational modes are present, which are responsible for the
phase space spreading. The subsequent relaxation dynamics on the electronic
ground state is characterized by an even larger phase space spreading, particu-
larly after 800 fs. This is due to the fact that the vibrational excess energy rose
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to ∼ 1.3 eV which corresponds to an equilibrium temperature of ∼ 3400 K (cf.
Fig. 3.39). However, in spite of increasing phase space spreading, structural
information of the cluster ensemble can be gained up to a propagation time of
∼ 800 fs by considering the center of mass positions of the atomic phase space
distributions in Fig. 3.39. As shown below, one can obtain detailed informa-
tion about the branching ratio between these structures as well as energetic
distributions in the cluster ensemble from the pump-probe signals. For times
beyond 1 ps, no structures can be identified in the phase space distribution.
The ensemble is geometrically completely delocalized at least up to the prop-
agation time of 2.5 ps, which is understandable due to the large vibrational
excess energy.

In summary, the dynamics through the conical intersection between the
first excited state and the ground state represents an elementary physical
event for the cluster ensemble in the sense that it initiates the transition from
structurally and energetically localized pattern involving consecutive metallic
and ionic bond breaking processes to energy delocalized pattern. Thus, the
molecular dynamics might be divided into a reversible and an irreversible part
separated by the passage through the conical intersection.

Simulations of signals are based on (3.16), with energy gaps obtained from
the classical trajectory simulations using the fewest switching surface hopping
algorithm (3.11–3.14) for the ensemble at an initial temperature of 50 K.
In order to obtain comprehensive information on the dynamical processes
of Na3F2, a zero pump pulse duration (σpu=0) is suitable, which involves
a complete excitation of the ground state ensemble prepared at the initial
temperature. The ultrafast structural relaxation processes involving the bond
breaking can be resolved using a probe pulse duration of 50 fs. The simulated
signals are shown for four different excitation energies (wavelengths) of the
probe pulse in Fig. 3.40, which allow to analyze the underlying processes:

i) Epr=2.8 eV and Epr=3.0 eV correspond to transition energy values
between the first excited and the cationic state at the time of the Na-Na
metallic and the Na-F ionic bond breaking, respectively (cf. Fig. 3.40). Thus
the signals for those transition energies provide information on the structural
relaxation involving the bond breaking processes in the first excited state of
Na3F2 before the conical intersection is reached. In fact, they exhibit maxima
at ∼ 90 fs and ∼ 220 fs (cf. Fig. 3.40), in agreement with the timescales for
the metallic and ionic bond breaking obtained from the analysis of the phase
space distribution shown in Fig. 3.39. Both signal intensities decrease rapidly
after 0.4-0.5 ps, indicating the branching of the phase space density from the
first excited electronic state to the ground state due to the conical intersection.

ii) Epr=4.3 eV and Epr=4.8 eV (cf. Fig. 3.40) correspond to transition
energies between the ground state and the cationic state at the Cs geometry
and the C2v geometry, respectively. In such a way, the signals shown in Fig.
3.40 monitor the ratio of both isomers in the phase space distribution after
the passage through the conical intersection up to a time delay between pump
and probe of ∼ 1 ps. This time represents the limit up to which structural
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information can be resolved in the phase space distribution (cf. Fig. 3.39). For
larger time delays, the signals provide only information about the energetic
redistribution, thus IVR. In fact, both signals start to increase after an incu-
bation time of ∼ 0.4 ps since the ground state becomes populated, providing
the time scale for the passage through the conical intersection (cf. Fig. 3.40).
Furthermore, the signal at Epr=4.8 eV exhibits a maximum at 0.8-0.9 ps,
indicating the larger ratio of the C2v structure in correspondence with the
results obtained from the phase space distribution (cf. Fig. 3.39). This signal
drops rapidly after 0.9 ps and the signal at Epr=4.3 eV increases indicating
that the population of the Cs structure is larger at 0.9-1.0 ps (cf. Fig. 3.40).
The latter time dependence also exhibits oscillatory features beyond 1 ps, i.e.
corresponding to the IVR regime. This leads to the conclusion that a some-
what periodic energy flow is present in the cluster ensemble. However, in view
of the high vibrational excess energy, these oscillations cannot be attributed
to particular normal modes.

In summary, these results provide information about the dynamics of the
Na3F2 system in full complexity. They show that distinct ultrafast processes,
which are initiated by the Franck-Condon pump pulse transition to the first
excited electronic state, are involved in the dynamics of the Na3F2 cluster.
These include geometric relaxation, consecutive bond breaking of metallic and
ionic bonds, passage through the conical intersection, and IVR processes [72].
Moreover, the timescales of these processes can be identified in the pump-
probe signals, and each of them can be selectively monitored by tuning the
probe excitation energy. However, in order to populate only one of the iso-
mers, the pathway has to be found which avoids a large excess of energy
disposed through the conical intersection. This offers the opportunity to tai-
lor laser pulses that will drive the system into the desired target, and will
be addressed in Sect. 3.4.6.9. Similar situations can be expected in consider-
ably larger systems providing that the characteristic electronic aspects remain
preserved.

3.4.6.6 Control of ultrafast processes in multidimensional systems

The conceptual framework underlying the control of the selectivity of product
formation in a chemical reaction, using ultrashort pulses rests on the proper
choice of the time duration and the delay between the pump and the probe
(or dump) step or/and their phase. This is based on the exploitation of the
coherence properties of the laser radiation due to quantum mechanical inter-
ference effects [82, 83, 85, 86, 277]. The Genesis of the optimal control theory
(OCT) and close loop learning algorithm (CLL) is given in Chapter 2 on small
systems, together with corresponding references.

Concerning complex systems, until recently, the limitation in the theory
was imposed by difficulties in precalculating multidimensional potential sur-
faces of molecules and clusters. Therefore, usually control of complex systems
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is treated using low dimensional models [278]. In order to bypass this ob-
stacle, ab initio adiabatic and nonadiabatic MD “on the fly” without pre-
calculation of the ground and excited state energy surfaces is particularly
suitable provided that an accurate description of the electronic structure is
feasible and practicable. Moreover, this approach offers the following advan-
tages. The classical-quantum mechanical correspondence between trajectory
and a wave packet is valid for short pulses and short time propagation. MD
“on the fly” can be applied to relatively complex systems, and moreover, it
can be implemented directly in the procedures for optimal control. This allows
to identify properties which are necessary for assuring the controllability of
complex systems and to detect mechanisms responsible for the obtained pulse
shapes. In that context, the Liouville space formulation of optimal control
theory developed by Yan, Wilson, Mukamel and their colleagues [279–291] ,
in particular its semiclassical limit in the Wigner representation [77, 281], is
very suitable in spite of its intrinsic limitations. For example, quantum effects
such as interference phenomena or tunneling and zero point vibrational en-
ergy are not accounted for. The study of clusters with varying size offers an
ideal opportunity to test these concepts and methods as well as to investigate
conditions under which different processes can be experimentally controlled
and observed.

The ultimate goal of optimal control is not only to advance maximum
yield of the desired process but also to use the shapes of the tailored pulses to
understand the processes which are responsible for driving a complex system
to the chosen target. Moreover, applications of optimal control for driving
isomerization processes not only in clusters but also in biomolecules and their
complexes represents an attractive perspective. In this context, we have de-
veloped strategies for two schemes: i) pump-dump control involving excited
and ground states and ii) infrared control involving ground states only, which
will be outlined below.

3.4.6.7 Optimal control of pump-dump processes and analysis
of dynamic processes in complex systems

It is still an open, central issue if and under which conditions optimal control
involving more than one electronic state can be achieved for systems with
increasing complexity. For these systems, energy landscapes of the ground
and excited states can substantially differ from each other or they can ex-
hibit very complicated features. In this context there are several open basic
questions, which should be addressed. An important question concerns the
existence of a connective pathway between the initial state and the region of
the energy landscape (objective) which is reached via a different electronic
state. In addition, even if such connective pathway does exist, the optimal
path must be found and the method used for nuclear dynamics and for tailor-
ing laser pulses should involve the realistic computational demand. Therefore,
the development of new strategies for optimal control is required. An attrac-
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tive possibility offers the concept of the intermediate target [77, 292] in the
excited state. It is defined as a localized ensemble (wave packet) correspond-
ing to the maximum overlap between the forward propagating ensemble on
the electronic excited state (starting from the initial state) and the backwards
propagated ensemble from the objective in the ground state at optimal time
delay between both pulses.

The classical nuclear dynamics is the only realistic approach in the case
that separation of active from passive degrees of freedom cannot be made
for complex systems and therefore a large number of them have to be treated
explicitly. Furthermore, quantum corrections can be also introduced under the
given circumstances. As will be shown below, the classical MD “on the fly” can
be extremely useful for realization of new strategies for optimal control such
as the construction of the intermediate target. The role of the intermediate
target is to guarantee the connective pathway between the initial state and the
objective and to select the appropriate parts of both energy surfaces involved.
This issue is directly related to the inversion problem [293–297].

In the case of the pump-dump control for two-phase unlocked ultrafast
fields in the weak response regime, we have shown that the intermediate
target serves first to optimize the pump-pulse. This leads to the decoupled
optimization of the pump and the dump pulses, which is very advantageous
from the computational point of view. An appropriate formalism for the re-
alization of the strategy for optimal control of complex systems based on the
concept of the intermediate target is the density matrix formulation of the
OCT. It combines the Wigner-Moyal representation of the vibronic density
matrix with ab initio molecular dynamics (MD) “on the fly” in the electronic
excited and the ground states without precalculation of both energy surfaces.
This method, labeled as ab initio Wigner distribution approach, was outlined
in previous sections in connection with simulations of pump–probe spectra
and now will be used for different strategies to optimize laser fields. In the
framework of this approach, due to available analysis based on the MD, the
shapes of the optimized pulses can be directly interpreted and connected with
the underlying ultrashort processes. After the outline of the theoretical basis
for our new optimal control strategy using intermediate target the application
will be presented. The pump and dump pulses will be optimized driving the
isomerization process in the nonstoichiometric Na3F2 cluster, avoiding conical
intersection between the ground and the first excited state and maximizing
the yield in the second isomer.

3.4.6.8 Intermediate target as a new strategy for pump-dump
optimal control in complex systems

The goal of the optimal control strategy described here is to optimize temporal
shapes of phase-unlocked pump and dump pulses (i.e. pump and dump pulses)
and the time delay between them, which drive the system starting from the
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lowest energy isomer over the first excited state to the second isomer , i.e. the
objective.

The analytic form of the pump and dump pulses in the optimal phase-
unlocked pump-dump control is

εP (D)(t) = EP (D)(t) exp (−iωegt) + E∗
P (D)(t) exp (iωegt), (3.26)

where EP (D) is a slowly varying envelope of the fields, and ωeg is the energy
difference between the minima of the excited and the ground states. The
objective in the ground state is represented in the Wigner formulation by an
operator Â = A(Γ )|g >< g|. A(Γ ) is the Wigner transform of the objective
in the phase space Γ = {qi, pi} of coordinates and momenta, and |g >< g|
is the ground electronic state projection operator. A(Γ ) can be defined, for
example, as

A(p, q) =
N∏

i=1

1√
2π∆qi

e
− (qi−q̄i)

2

2(∆qi)
2 Θ(Emin −

N∑
i=1

p2
i

2mi
), (3.27)

where q̄i labels Cartesian coordinates of the second isomer, and ∆qi repre-
sent the corresponding deviations. The role of the step function Θ is to insure
that the kinetic energy is below the lowest isomerization barrier Emin. This
corresponds to the spatial localization of the phase space density and arbi-
trary distribution of momenta. The optimized pulses can be obtained from
the functional

J(tf ) = A(tf ) − λP

∫ tf

0

|EP (t)|2 dt,−λD

∫ tf

0

|ED(t)|2 dt, (3.28)

where A(tf ) is the yield at the time tf , which for weak fields can be calculated
in second-order perturbation theory [279,287,298]. It involves the propagated
excited and ground state ensembles induced by the pump and dump pulses,
the time dependent energy gaps between the two states, and the initial distrib-
ution of the phase space in the Wigner representation. Optimal field envelopes
can be obtained by calculating the extrema from the control functional (3.28)
by using the variation procedure [279–282, 284–288, 298–301]. This leads to
the pair of coupled integral equations for the field envelopes:

∫ tf

0

dτ ′MP (τ, τ ′;ED)EP (τ ′) = λPEP (τ) (3.29)

∫ tf

0

dτ ′MD(τ, τ ′;EP )ED(τ ′) = λDED(τ). (3.30)

The integral kernels corresponding to response functions are given by
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MP (τ, τ ′;ED) =
∫ ∫

d2Γ0

∫ tf

0

dτ ′′
∫ τ ′′

0

dτ ′′′A(Γg(tf − τ ′′;Γe(τ ′′′ − τ ;Γ0)))

ei(ωeg−Ueg(Γe(τ ′′′−τ ;Γ0)))(τ
′′−τ ′′′)ei(ωeg−Ueg(Γ0))(τ−τ ′)

ρgg(Γ0)ED(τ ′′′)E∗
D(τ ′′) τ ≥ τ ′, (3.31)

MD(τ, τ ′;EP ) =
∫ ∫

d2Γ0

∫ τ ′

0

dτ ′′
∫ τ ′′

0

dτ ′′′A(Γg(tf − τ ;Γe(τ ′ − τ ′′;Γ0)))

ei(ωeg−Ueg(Γe(τ ′−τ ′′;Γ0)))(τ−τ ′)ei(ωeg−Ueg(Γ0))(τ
′′−τ ′′′)

ρgg(Γ0)EP (τ ′′′)E∗
P (τ ′′) τ ≥ τ ′. (3.32)

Γe and Γg correspond to propagated excited and ground state ensembles,
and Ueg is the time dependent energy gap between the excited and the ground
state. Since both equations depend on the pump and dump pulses, they are
coupled and can, in principle, be solved iteratively yielding optimized pump
and dump pulses. However, this is computationally unrealistic even for sys-
tems of moderate complexity because the coupled classical simulations on the
ground and excited states have to be performed. The calculation of objec-
tive A in (3.31) and (3.32) requires the propagation of the ensemble on the
ground state Γg, starting at different initial conditions. These conditions are
obtained from the propagated ensemble Γe of the excited state at each time
step. Therefore, the strategy involves decoupling of (3.31) and (3.32) which is
possible only in the short pulse regime on the fs time scale and the necessary
steps are outlined below.
(i) In the zero order approximation of an iterative procedure and in the ultra-
fast regime it is justified to calculate the kernel functions MP and MD with
strongly temporally localized pulse envelopes EP ≈ δ(t) and ED ≈ δ(t− td).
Then the zero order response functions take the following forms:

M
(0)
P (τ, τ ′) =

∫ ∫
d2Γ0A(Γg(tf − td;Γe(td − τ ;Γ0)))

ei(ωeg−Ueg(Γ0))(τ−τ ′)ρgg(Γ0) τ ≥ τ ′ (3.33)

M
(0)
D (τ, τ ′) =

∫ ∫
d2Γ0A(Γg(tf − τ ;Γe(τ ′;Γ0)))

ei(ωeg−Ueg(Γe(τ ′;Γ0)))(τ−τ ′)ρgg(Γ0) τ ≥ τ ′. (3.34)

The equations for pump and dump pulses now become decoupled. Conse-
quently, the pump pulse optimization involves the propagation on the excited
state Γe(td − τ ;Γ0) from τ = 0 until τ = td starting with Γ0 (initial ensemble)
in (3.33). For the dump optimization, according to (3.34), the dynamics on the
ground state has to be carried out Γg(tf − τ ;Γe(td)) for τ ′ = td until tf with
the initial conditions given by the ensemble of the excited state Γe(td) at td



236 G. von Helden et al.

which corresponds to the intermediate target. Γe(td) at td can be determined
from the maximal overlap between a forward propagated ensemble from the
first isomer on the excited state and a backwards propagated ensemble on the
ground state from the second isomer.
(ii) Equations (3.29) and (3.33) yield an optimal pump pulse which localizes
phase space density at the intermediate target.
(iii) The optimized dump pulse projects the intermediate target to the ground
state and optimally localizes the phase space density into the objective (second
isomer) at a final time tf . This means that the connective pathway between
the initial state and the objective is guaranteed by the intermediate target
at a time td. For this purpose, the function A(Γg(tf − td);Γe(td)) must have
nonvanishing contributions as follows from (3.33) and (3.34). This procedure
can be continued iteratively, but it is most likely that the zeroth and first
order iterations lead to sufficient accuracy. In summary, the concept of the
intermediate target represents a new strategy which insures the connective
pathway between the initial state and the objective, and moreover allows to
reach the objective with maximal yield optimizing pump and dump pulses
independently. This allows the application of the optimal pump-dump control
to complex systems without restricting the number of degrees of freedom and
insures controllability, provided that the intermediate target can be found,
which is illustrated in the next section.

3.4.6.9 Application of the intermediate target concept for optimal
control of photoisomerization in Na3F2

The isomerization in Na3F2 through a conical intersection between the first
excited and the ground state is a nonselective process due to the high internal
energy (∼ 0.65 eV) which populates almost equally both isomers in the ground
state and does not allow for selective population of the second isomer [72].
Therefore, the optimal control strategy described above, which is based on
the concept of the intermediate target, represents an adequate tool to find
the optimal pathway allowing one to populate isomer II with maximal yield
and to suppress of the pathway through the conical intersection [77].

For this purpose several steps are needed. First, the initial ensemble of iso-
mer I has to be generated. Then the intermediate target involving excited and
ground state dynamics has to be determined. Finally, the pump and dump
pulses have to be optimized. For the initial ensemble a 50 K canonical en-
semble in the ground state of isomer I in the Wigner representation can be
constructed using, for example, a set of ∼1000 randomly sampled coordinates
and momenta. In the pump step (photon energy of 1.33 eV), the ensemble
is first propagated on the excited state (e.g., for 300 fs). In order to deter-
mine the intermediate target and the optimal time delay td, the ensemble has
to be dumped to the ground state (in steps of e.g. 25 fs) and subsequently
propagated (for e.g., 1 ps). It can be shown that isomer II is reached by the
ensemble at td = 250 fs and the residence time of 500 fs at least, can be
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Fig. 3.41. Scheme for pump-dump optimal control in the Na3F2 cluster with geome-
tries of the two ground state isomers and of the transition state separating them,
the conical intersection, and the intermediate target (left side). The optimal elec-
tric field corresponding to the pump and dump pulses [77] (upper panel right side).
The mean energy of the pump pulse is 1.20 eV and the mean energy of the dump
pulse is 0.6 eV. Fourier transforms of the optimal pump and dump pulses and the
Franck-Condon profile for the first excited state corresponding to the excitation en-
ergy Te=1.33 eV (middle panel right side). Wigner transform of the optimal pump
pulse (bottom panel right side).
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Fig. 3.42. Initial thermal ensemble, optimal pump and dump pulses, intermediate
target (upper panels). Snapshots of the dynamics obtained by propagating the en-
semble corresponding to the intermediate target after the optimized pump-dump at
250 fs on the ground state showing the localization of the phase space density in the
basin corresponding to isomer II [77] (low panels).

achieved. The ensemble averaged geometry which determines the coordinates
of the intermediate target is shown in Fig. 3.41 and 3.42. Note that the “geom-
etry” of the intermediate target is closely related to that of the transition state
separating the two isomers on the ground state. The role of the intermediate
target to ensure the connective pathway from the initial state to the objec-
tive over the excited state is evidenced by its relation to the transition state
which separates both ground state isomers. The average kinetic energy of the
intermediate target corresponds to ∼ 75 % of the isomerization barrier in the
ground state. This guarantees that, after the dump, the ensemble will remain
localized in the basin of isomer II.

The optimization of the pump pulse leads to a localization of the phase
space density around the intermediate target. The intermediate target oper-
ator can be represented in the Wigner representation (3.33), by a minimum
uncertainty wave packet:

A(pi, qi) =
3N=15∏

i=1

1
2π∆pi∆qi

e
− (qi−q̄i)

2

2(∆qi)
2 e

− (pi−p̄i)
2

2(∆pi)
2 . (3.35)
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The response function M(τ, τ ′) for the pump pulse (3.33) can be calcu-
lated, for example, on a time grid of 1 fs and can be symmetrized and diago-
nalized according to (3.29). In this case, the largest eigenvalue was obtained to
be 0.82 corresponding to the globally optimized pulse which has 82% efficiency
to localize the ensemble in the intermediate target.

The optimized pump pulse, shown in Fig. 3.41, consist of two portions
with durations of ∼ 70 fs and ∼ 10 fs, respectively. Fourier and Wigner-Ville
transforms of the pump pulse, shown also in Fig. 3.41, provide physical insight.
Comparison of Fourier transform with the Franck-Condon profile of isomer I
shows that the excitation of the low lying vibrational modes at ∼ 1.2 eV of the
initial ensemble is dominantly responsible for reaching the intermediate target.
This spectral region corresponds to lower lying vibrational modes which open
the Cs structure of isomer I by breaking the Na-Na and one of the Na-F bonds.
The Wigner-Ville transform shows that this energetically sharp transition
corresponds to the first temporal portion of ∼ 70 fs of the pump pulse. In
contrast, a very short second portion after 80 - 90 fs of ∼ 10 fs is energetically
much wider. It is related to tails of the Fourier transform, which are symmetric
with respect to the 1.2 eV transition, reflecting equally distributed velocities
in the initial ensemble.

The dump pulse optimization leads to a spatial localization of the phase
space density in the objective (isomer II). For this purpose, the intermediate
target operator (3.35) can be propagated on the ground state, and the dump
pulse is obtained from (3.30) and (3.34). The largest eigenvalue, e.g. of 0.78,
can be obtained. This corresponds to 78% efficiency of localization of isomer
II. The optimized dump pulse is very short ∼ 20 fs (cf. the part of the signal
after td = 250 fs in Fig. 3.41). This implies that the time window around td for
depopulation of the excited state is very short. Otherwise the system would
gain a large amount of energy in the excited state (leading to the conical
intersection). The Fourier transform of the dump pulse is centered around
0.6 eV corresponding to the Franck-Condon transition at td as shown on the
right side of Fig. 3.41. Finally, in order to illustrate the efficiency of optimized
pulses, snapshots of the ground state ensemble propagated after the dump
process are shown in Fig. 3.42. It can clearly be seen that the phase space
density is localized in isomer II (the objective) after td + 200 fs = 450 fs.

Using the strategy for optimal pump-dump control based on the inter-
mediate target, we have shown that the isomerization pathway through the
conical intersection can be suppressed and that optimized pulses can drive the
isomerization process to the desired objective (isomer II). This means that the
complex systems are amenable to control, provided that the intermediate tar-
get exists. Furthermore, the analysis of the MD and of the tailored pulses
allows for the identification of the mechanism responsible for the selection of
appropriate vibronic modes necessary for the optimal control.

In summary, optimal pump-dump control of fs-processes, involving two
electronic states, requires the identification of the connective pathway be-
tween the initial state and the objective. This is possible if the intermediate
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target in the excited state can be found, which selects the appropriate parts of
energy surfaces for the control. This was illustrated for the example of Na3F2

for which the optimal pump and dump pulses populate the objective (isomer
II) with maximal yield, taking the optimal pathway and avoiding the conical
intersection. Note that other mechanisms for optimal control through conical
intersections have been proposed [302, 303]. The identification of the mech-
anism responsible for the shape of the pulses serves as a guide toward the
understanding the theoretically and experimentally obtained tailored fields
which still represents a challenging task for future work. In this way, the con-
trol is used not only to achieve desired goal but also to identify and to analyze
the underlying ultrafast processes responsible for favoring one pathway and
for suppressing the others. Control as a tool for analysis of the dynamics com-
plements the closed loop learning (CLL) control technique and sheds light on
the nature of the “black box”.

3.4.6.10 Infrared control of conformational changes in complex
systems

An important goal of laser selective femtochemistry is to design ultrashort
laser pulses in the infrared spectral region which drive the system in the
ground electronic state to the desired isomer or reaction product (cf. [222]).
In order to achieve this it is mandatory to use IR pulses on a subpicosecond
time scale in order to “beat” the IVR process which would otherwise prevent
efficient localization of energy in selected vibrational modes. Infrared IR laser
pulse control has been suggested first by Savva and Paramonov for selective
vibrational excitations [84] and by Joseph and Manz for vibrationally state se-
lective dissociation [304]. The two approaches have been combined in [215] for
selective isomerization of complex molecules considering double well potential.

We here present a strategy to control the dynamics of complex systems
in their ground electronic states based on the Wigner distribution approach
combined with ab initio MD “on the fly” taking into account all degrees of
freedom. In contrast to previous approaches based on low dimensionality [222],
we include all degrees of freedom and show on examples that this is manda-
tory for systems with low frequency normal modes. We apply our strategy on
two prototype examples, the Na3F cluster and on the glycin molecule, and
show that selective isomerization driven by the ultrashort laser fields can be
achieved. We point out that prototype specific processes can be identified in
optimized pulse shapes. The aim is to learn from the above prototype exam-
ples about the scope of the IR control which should provide corresponding
information necessary for experimental realization.

Our approach for the ground state optimal control is based on the clas-
sical Liouville equation in which the dipole interaction with the laser field is
explicitly taken into account:

∂


∂t
=

∂H

∂q
∂


∂p
− ∂


∂q
∂H

∂p
− E(t)

∂µ

∂q
∂


∂p
(3.36)
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This equation is solved by propagating an ensemble of classical trajectories
with quantum initial conditions and employing ab initio or semiempirical MD
in which both forces and the dipole derivatives are calculated “on the fly”.
For the laser field E(t) in (3.36) the following analytic expression has been
chosen:

E(t) =
n∑

i=1

Ei exp
(
− (t− αi)2

2β2
i

)
cos
(
γit + δit

2 + εi

)
(3.37)

Expression (3.37) represents combination of gaussian pulses modulated by
the linearly chirped oscillatory contribution. Of course, different forms can be
chosen as possible pulse parameterizations. The aim of the optimal control is
to maximize the expectation value of the quantum mechanical operator Â at
a given final time tf which is in the Wigner representation given by:

J(tf ) =
∫ ∫

dqdpA(q,p)
(q,p, t). (3.38)

where A(q,p) is a target operator which is localized around the desired isomer.
The parameters of the pulse given by (3.37) are iteratively optimized using
the genetic algorithm. It should be pointed out that in the optimal control
approach the energy of the pulse has to be restricted and this is usually done
by the Lagrange multiplier method. In the case that the pulse is optimized
directly using the genetic algorithm the restriction of the pulse energy is auto-
matically satisfied in the optimization. This is because the genetic algorithm
requires to restrict the range of the optimized parameters.

Alternative way for the pulse optimization would be to use the standard
optimal control theory. This requires forward and backward propagation of
the phase space ensemble and the calculation of the overlap between the two
phase space ensembles. However, since we represent the ensemble by the finite
number of discrete trajectories, evaluation of the overlap would require to
propagate extremely large number of trajectories and use the fitting procedure
to obtain a smooth phase space distribution. Therefore, our strategy is more
practicable in the context of controlling isomerization of complex systems
accounting for all degrees of freedom.

3.4.6.11 Optimal control of isomerization in clusters and
molecules; prototype examples Na3F and glycine

The first example on which we illustrate our approach is the Na3F clusters
with two isomers in the ground state which differ in energy the by 0.09 eV.
The isomerization barrier between the isomers is ∼0.12 eV. The scheme of
the IR control together with the structures of both isomers is presented in
Fig. 3.43a. The aim is to selectively excite the isomer I and transfer optimally
the population to the isomer II at final time tf=400 fs. For this purpose we
propagate an ensemble consisting of 32 trajectories sampled from the canon-
ical Wigner distribution at T=50 K. For the propagation we use ab initio
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Fig. 3.43. (a) Scheme for the IR control in Na3F (b) optimization efficiency showing
average, maximal and minimal deviation from the target (isomer II), c) snapshots
of the ground state dynamics driven by the optimal pulse, (d) optimal pulse (inserts
show initial and final ensemble).

MD “on the fly” in the framework of the Hartree-Fock method which is the
least computationally demanding approach and provides acceptable accuracy
for the ground state of the considered system. The pulse optimization has
been performed iteratively using the genetic algorithm and starting from the
random pulse generated according to (3.37).

The efficiency of the optimization is presented in Fig. 3.43b showing that
after 22 generation an uniform population containing the optimal pulse has
been obtained. The snapshots of the dynamics driven by the optimal pulse
and the optimal pulse itself are shown in Fig. 3.43c and d, respectively. The
pulse has almost a sinusoidal shape with a period of ∼ 250 fs. This period
corresponds very closely to the vibrational period of one of the normal modes
of the isomer I which involves the motion of the fluorine atom along the C2

axis. Fast and selective resonant excitation of this normal mode is ultimately
responsible for the population transfer from the isomer I to the isomer II.
In summary, we show that in a simple, highly symmetric system a selective
isomerization process can be achieved by selectively exciting only one normal
mode by a short infrared pulse with a periodic structure.

In order to illustrate the scope of our method with possible future applica-
tions on a complex systems we have chosen as prototypes the glycine molecule
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Fig. 3.44. (a) Scheme for the IR control in glycin, (b) the optimal pulse driving
the isomerization and (c) snapshots of the laser driven dynamics.

which has two ground state isomers differing in energy by 0.33 eV (cf. Fig.
3.44). An ensemble of 32 trajectories has been propagated in the framework
of the semiempirical AM1 method. This choice has been made because of the
future applications to larger biomolecules such as peptides. Since the confor-
mational change from the isomer I to the isomer II in glycine involves low
frequency torsional modes, a longer time interval of tf=1500 fs had to be
selected for the control.

The optimal pulse driving the isomerization process and the snapshots of
the laser driven dynamics are presented in Fig. 3.44. The pulse has two tempo-
ral components, one weak, slowly varying subpulse with a half period of ∼ 1500
fs and a strong gaussian shaped subpulse centered at ∼ 600 fs with a width of
∼ 100 fs. It should be pointed out that this pulse shape is very different from
the one obtained for Na3F. The reason for this is twofold. First, the number
of degrees of freedom is larger for glycine than for Na3F, and secondly the
energy separation of the isomers is also much larger (0.33 eV vs. 0.09 eV). Due
to this difference, the IVR process is expected to be much faster for glycine.
Thus, this prevents the simple conformational change by a periodic excitation
of the torsion normal mode because of fast dissipation of energy which would
lead to heating of the molecule. Instead of that, the conformational change
is achieved by an ultrashort impulsive and not periodic excitation with a
gaussian subpulse with the width of ∼ 100 fs. These results represent the
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prototype information, valuable for control of larger biomolecules for which
similar situation is expected.

In summary, we demonstrated that our theoretical approach is suitable to
control ground state isomerization in complex systems by shaped IR fields.
We have also shown that the mechanism underlying the optimal control can
be significantly different in small symmetric systems and in larger molecular
systems with floppy low frequency modes. This will allow us in the future to
study systematically to which extent the conformational changes in functional
biomolecules or their complexes with metallic clusters can be controlled by
shaped IR pulses.

3.4.6.12 Perspectives for “on the fly” MD

Analysis and control of ultrafast processes in atomic clusters in the size regime
in which “each atom counts” are of particular importance from a conceptual
point of view and for opening new perspectives for many applications in the
future. Simultaneously this research area challenges the development of theo-
retical and computational methods from different directions, including quan-
tum chemistry, molecular dynamics, and optimal control theory, removing
borders among them. Moreover, it provides stimulation for new experiments.

By changing cluster size, and therefore structural and optical properties,
different ultrafast processes can be monitored, and their time scales can be
determined. They include bond breaking, geometric relaxation of different
nature, IVR, isomerization, as well as reactions channels. These processes can
be identified by analyzing adiabatic or nonadiabatic dynamics and simulated
fs-signals. Therefore, the conditions under which the identified processes are
experimentally observed can be precisely determined. This predictive power
of theory can be then directly used for conceptual planning of experiments.
Moreover, the tailored fields obtained in the framework of optimal control
theory can drive selected processes, such as isomerization toward one of the
isomers, or the chosen reaction channel for which particular bond breaking or
new bonding rearrangements promote the emanation of the reaction products.

Theoretical methods which combine ab initio MD “on the fly” with the
Wigner distribution approach, which is based on classical treatment of nu-
clei and on quantum chemical treatment of electronic structure, represent an
important theoretical tool for analysis and control of ultrashort processes in
complex systems. Moreover, the possibility to include, in principle, quantum
effects for nuclei by introducing corrections makes this approach attractive for
further developments. However, for this purpose, new proposals for improving
the efficient inclusion of quantum effects for nuclei and fast but accurate cal-
culations of MD “on the fly” in the electronic excited states are mandatory.
Both aspects represent attractive and important theoretical research areas for
the future.

The strategies based on localization of the wave packet or ensemble (e.g.
an intermediate target), insuring the connective pathway between the initial
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state and the target in complex systems involving at least two different elec-
tronic states, are attractive for following reasons. They allow simplification of
optimization of pump- and dump- pulses for complex systems. They also per-
mit selection of important parts of energy surfaces which makes the inversion
problem accessible. Finally, the analysis of the underlying dynamics makes it
possible to assign the shapes of optimized pulses to processes, allowing one to
unravel the mechanisms responsible for optimal control. This also allows the
use of optimal control schemes as analysis tools for complex systems, which is
an important conceptual issue with a promising perspective for applications
in biomolecules, clusters, or even their complexes.

Due to the structure-reactivity relationships of clusters, the reactive cen-
ters can be identified. Furthermore, their size selectivity can be exploited for
invoking reactions toward organic and inorganic molecules or for finding the
cooperative effects needed for promoting these reactions. This research direc-
tion opens new roads for using tailored laser fields to drive the laser induced
selective chemical reactions involving clusters. It also takes advantage of their
functional properties, which might invoke a large impact in different applica-
tion areas.

3.5 Outlook

Before ending this chapter, we would like to look in the crystal ball to have a
glimpse of what is ahead. Clearly, future developments are driven by a) techno-
logical advances, b) conceptual advances and c) the need to solve “practical”
problems.

Some 20 years ago, the introduction of the Ti:sapphire laser and chirped
pulse amplification revolutionized ultrafast studies of molecules. Nowadays,
with such light sources, pulse durations as short as 10 fs can be reached.
For substantially shorter pulses, other technologies are already on the hori-
zon. However, the extension of the light sources to other wavelength regimes
maybe more important for molecular physics than ever shorter laser pulses.
For example, free electron lasers as well as high harmonics generation of the
output of standard high power lasers provide ultrashort UV and XUV pulses
of ever shorter wavelength and proposed free electron lasers might eventually
provide tunable ultrashort and ultraintense X-Ray pulses to, for example, al-
low time resolved diffraction experiments on single molecules. There is also
an intense research effort to produce ultrashort pulses in the far-infrared, the
terahertz regime. Such light pulses can, for example, be used to follow low fre-
quency, large amplitude vibrational motion in biomolecules. However, many
of the above mentioned light sources make the application of liquid crystal
modulators difficult, if not impossible and new concepts for shaping those
light pulses need to be explored. Over the last decade, mainly phase and am-
plitude of the light pulse were used as parameters in control experiments. The
addition of the polarization of the pulse adds a whole new dimension to the
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game, and the usage of such “fully shaped” pulses in control experiments of
complex systems only started recently.

Advances in the general understanding of the dynamics and control of
small systems allow us to apply those concepts for ever larger and ever more
complex systems. Again, the gas phase is a very suitable medium for those
studies, as it allows to test fundamental concepts and theoretical predictions
for the isolated, unperturbed system. In most experiments, the parameters
that are controlled are dissociation or ionization. Another not so widely ex-
plored parameter is the function of molecular devices. Here, coherent control
might be used to trigger molecular switches, or eventually control molecular
nanomachines by inducing motion such as some internal rotation. Possibly,
coherent control of vibrational states might be even of use in quantum com-
puting [305].

While in most experiments, the “control” of the dynamics is the primary
goal, the optimal pulse can also teach us about the molecule. This inversion
of the pulse and deciphering of the dynamics is a rich playground for the
interaction of experiment and theory and we expect this field to stimulate
further theoretical developments and inspire future experiments.

There are, however, also obstacles that might limit the possibilities of
controlling complex systems. For large systems, the vibrational density of
states can be extremely high, even at modest excitation levels. In that case,
anharmonicities that couple different states become extremely important as
they mediate IVR and can cause dephasing. Such processes are difficult to
describe theoretically and can limit the amount of control that can be imposed
on a systems with the fields available to us. It is therefore of fundamental
importance to get a detailed understanding of the vibrational modes and
their couplings in complex systems.
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Phys. Chem. Chem. Phys. 1, 1249 (1999)
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241. J. Schön, H. Köppel, J. Phys. Chem 103, 8579 (1999)
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264. V. Bonačić-Koutecký, J. Pittner, J. Koutecký, Z. Phys. D 40, 441 (1997)
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4.1 Introduction

N. Schwentner

A bridge is established in this chapter connecting the subject of isolated mole-
cules from Chaps. 2 and 3 with the multidimensional and more complex sys-
tems treated in the following chapters. Explicitly this chapter considers the
dynamics of a chromophore coupled to a conceptionally infinite crystalline en-
vironment of rare gas matrices. The emphasis lies on an in-depth experimental
and theoretical characterization of the energetics, nonradiative transitions,
and decoherence dynamics resulting from the interaction with the environ-
ment. In view of this task a restriction in the chromophore degrees of freedom
is helpful. Throughout this chapter the focus lies on dihalogen chromophores
and only in one exception (Sect. 4.5) the implications of more internal degrees
of freedom are illustrated for the still moderate sized nitrous acid molecule.
The free dihalogens have been spectroscopically investigated in great detail,
just reminding on the I2 spectral atlas for calibration purposes. Thus a sound
and complete set of spectroscopic constants is available which can be exploited
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for the matrix applications. In fact the dihalogens provide a convenient set of
bound, repulsive and crossing electronic states which is a prerequisite for pro-
totypical photochemical studies. Therefore, a manifold of pioneering ultrafast
experiments was based on the perturbation of electronically and vibrationally
excited dihalogens by collisions, especially, with rare gas atoms covering per-
turber densities from the dilute gas up to the liquid phase. This background
on available data provides a link in analogy to Chaps. 2 and 3 as already
mentioned. (The citations will be given in the respective sections in order not
to overburden these introductory remarks.) Based on this history it is obvious
to employ rare gas matrices as a prototypical solid state environment for the
dihalogens. It is worth mentioning already at this point that an intuitively
appealing monotonic increase in relaxation, nonradiative transitions and de-
coherence rates with perturber density is documented from the gas up to the
liquid phase. It turns out that this trend is broken in important examples for
the further increase in density to the crystalline environment and the aspect
of order in the environment deserves special consideration.

Fig. 4.1. a) Scheme for a double substitutional site (I2 molecule in solid Kr) with
internuclear coordinate R. The energy flow with phonon group velocity is indicated
by vg. b) Single substitutional site (ClF molecule in solid Ar) with angle θ of
the molecular axis. After photodissociation the F fragment can scatter into a new
orientation with respect to Cl.

The rare gases crystallize in a face-center-cubic (fcc) structure. The struc-
tural and dynamical properties have been investigated experimentally exten-
sively and a tremendous theoretical effort was devoted to the derivation of
crystal properties from the gas phase data. The inertness of the matrix justi-
fies to conceptually start with the rare gas crystal structure and the dihalogens
electronic and vibrational states. An art has evoked from the joint efforts of
several theoretical groups to calculate the energetics of the dihalogens in the
matrix from pair potentials with high accuracy. The Diatomics-in-Molecules
(DIM) method to be discussed in Sect. 4.6 is perhaps the most successful
approach in this respect. Starting in this conceptual spirit it is obvious that
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the coordinates connecting the dihalogen atoms with the atoms in the first
shell of surrounding matrix atoms (the cage coordinates) play a pivotal role
in the cage modified dynamics of the chromophore and also in the cage dy-
namics induced by the chromophore. While it will be shown that specific
positions of cage atoms count, it is nevertheless tutorial to distinguish two
limiting cage structures which are sketched in Fig. 4.1. The chromophore re-
places two matrix atoms in a so called double substitutional site in Fig. 4.1a.
The crystal lattice blocks a rotation of the molecular axis in this case which is
optimal to study vibrational dynamics in the internuclear coordinate R of the
chromophore and its coupling to the cage. For a single substitutional site and
especially for an asymmetric chromophore displayed in Fig. 4.1b the hindering
of rotation is expected to be less pronounced. Therefore, the angular coordi-
nate θ, for example, in a librational motion becomes relevant in addition to
R. Indeed these two cases lead to qualitatively different dynamics, as will be
shown, emphasizing the importance of these two conceptual coordinates. The
flow of energy from the first shell of cage atoms into the crystal and away from
the chromophore is crucial for the cage dynamics. The flow will be related to
the crystal properties i.e. phonon spectrum with group velocities vg and co-
herences in the cage dynamics will be documented. Here, DIM-based classical
trajectory simulations are pivotal for unraveling underlying mechanisms on
an atomic level.

The discussion concerning advantages or even a preference of frequency
resolved versus time resolved types of spectroscopy was heated for some time.
It lost its impetus mostly due to the increasing accumulation of results and
success of recent ultrafast spectroscopy. From a mathematical point of view
both families are tied together by a Fourier transformation and thus in the
theoretical community the principal equivalence of both methods is well ap-
preciated. In fact the breakthrough of the time-dependent view has been stim-
ulated largely by the relative ease of performing multidimensional time prop-
agations as compared to the solution of eigenvalue problems. Of course, this
comes at the expense of spectral resolution, which is, however, not a crucial
issue in the condensed phase. Moreover, the inherent time evolution based on
Heller’s approach delivers a rather tutorial introduction into dissipative sys-
tems. Thereby the sequence of interactions with several degrees of freedom,
often subsumed in the phrase of a bath, generates a time arrow with phase
and energy relaxation. Dissipative systems and especially cases in which a
sequence of coherent pulses interferes with the evolving ensemble at variable
time delays, are the play grounds where time resolved spectroscopies develop
their special merits. In practice both methods are by no means antipodes and
for the experimentalist a clever synthesis of the two spectroscopies delivers
the ultimate information as will be demonstrated for example in Sect. 4.2. It
becomes evident, that even in the very same system an increasing interaction
with the bath shifts the emphasis from frequency resolved to time resolved
investigations. Section 4.3 illustrates that the chromophore-bath interaction
can be steered by an appropriate combination of coherent pulses while the
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Fig. 4.2. Pump-probe scheme for dihalogens in rare gas matrices. The pump pulse
transfers population from the electronic ground state v=0 level to the excited elec-
tronic B state (or any other covalent state) and excites several vibrational levels
coherently. The thereby created wave packet moves quasi-periodically in the poten-
tial which is bent up due to the cage effect (dashed potential). The fs probe pulse
transfers parts of the wave packet situated at a Franck-Condon window located at
Rwin and Ewin to a charge transfer (CT) state after a time delay of ∆t. The popula-
tion on the CT states relaxes in the CT manifold, causing laser induced fluorescence
(LIF). The fluorescence intensity is detected versus the pump-probe delay ∆t in the
pump-probe spectra.

selection and characterization of the pulse sequence, on the other hand, be-
comes intuitive in a spectral comb picture.

In this chapter, like in others, pump-probe spectroscopy is applied to a
large extent and is developed systematically to deliver detailed information on
all aspects of population evolution. The basic scheme is illustrated in Fig. 4.2
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with an ultrashort pump pulse which prepares a coherent superposition of
vibrational states in the Franck-Condon region of an excited electronic state,
determined by the photon energy as well as the structure of the coupled poten-
tial energy surfaces (PES) in the matrix. The coherent superposition results
in a propagating vibrational wave packet which can be interrogated with a
second pulse lifting it at a probe window close to the internuclear distance
Rwin with a preferred energy Ewin to higher lying states which in the present
examples will be charge transfer states (CT). The fluorescence intensity from
these CT states reflects this probability to lift the wave packet. With a vari-
able time delay, the time course of the evolution of the wave packet in the
internuclear coordinate Rwin and energy Ewin is displayed. The ultrashort
laser pulses are obtained, using a Ti:Sapphire pumped NOPA (Noncollinear
Optical Parametric Amplifier) setup. The pulses are tunable between 470 and
750 nm, with a duration around 30 fs at energies up to 10 µJ per pulse [1].

Section 4.2 demonstrates that a systematic variation of pump and probe
wavelength allows to derive an effective potential of the chromophore includ-
ing the dissipative interaction with the bath. The wave packet motion can
be transformed to a mean trajectory reflecting deceleration processes due to
transfer of kinetic energy to the bath.

While the pump-probe spectrum follows the evolving population, it also
reflects phase information in the wave packet by displaying the resulting in-
terference patterns in the population distribution. These aspects are worked
out in Sect. 4.3 starting with the obvious broadening of a wave packet by
dispersion in an anharmonic oscillator. Focusing is a means to discriminate
between the still coherent components which follow the phase code in a, for
example, chirped pulse while the incoherent part continues to broaden by its
statistically scrambled phases. A more intriguing and in the application more
valuable feature are revivals which display the time evolution of interference
patterns in the wave packet which is spread out by dispersion. It will be
shown that with fractional revivals coherence relations among subgroups of
eigenstates can be characterized.

Till now the focus was on disturbances of wave packets in the intermediate
electronic state by the bath. Coherences (phonons) in the bath, however, can
modulate the relative electronic energy separations of the chromophore in a
coherent way and thus transfer coherence back into the chromophore. The
solvation energies of ionic and charge transfer states are especially sensitive
to variations in density due to a modulation of dielectric screening. Section
4.4 demonstrates that coherent phonons in the matrix (i.e. bath) can be gen-
erated by the chromophore’s electronic excitation and in addition recorded
by the variation of Ewin and Rwin in pump-probe spectra. The theoreti-
cal backing is provided by DIM simulations which capture adequately the
anisotropic dihalogen-matrix interaction in the different electronic states as
shown in Sect. 4.7.

Linear polarization in the pump-pulse selects a subensemble in the isotropic
distribution of molecules with either parallel or perpendicular alignment of the
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molecular axis relative to the polarization direction depending on ∆Ω (change
in angular momentum) in the electronic transition. A variation of the probe
pulse polarization between the two directions is exploited in Sect. 4.2 to sep-
arate the dynamics of wave packets propagating simultaneously on different
electronic states. This enables one, for instance, to unravel the subpicosecond
timescale of intersystem crossing.

An obvious extension are ultrafast depolarization studies in order to follow
the redistribution of the aligned ensemble back to an isotropic one. They show
in Sect. 4.2 indeed time scales in dissociation-recombination events of the order
of the vibrational frequency. The ultimate application uses the torque which
is imposed on the molecular axis of a molecule by the electric field vector
in a nonresonant pump-pulse. It originates from the differential polarizability
parallel and perpendicular to the molecular axis. The kick induced by an
ultrashort pulse is exploited in the gas phase to dynamical align molecules in
the revivals of rotational/librational wave packets. For molecules in a crystal
the trend to align along the electric field vector has to compete with the
crystal field imposed by the environment and the conditions to transfer the
method to the solid phase are treated extensively in Sect. 4.9.

The scheme in Fig. 4.2 can be developed further by applying a second de-
layed pump pulse with a well defined phase relation of the electric field with re-
spect to the first one. The interference among the two wave packets generated
by the two pulses establishes a wide variety of coherence studies introduced
in Sect. 4.3. Such phase locked pulse sequences open up even the possibility
to actively control the strength of the interaction of the chromophore with
the bath as will be demonstrated in Sect. 4.3. Phase-locked pulse pairs were
prepared in the present experiments in a Michelson interferometer. It turns
out that the spectral fringes have to be adapted to the anharmonic molecular
potential. The anharmonicity can be conveniently mimicked by a glass slab in
one arm of the interferometer leading to the so called unbalanced interferome-
ter. Pulse shapers based on LC (liquid crystal) displays are ready to generate
flexible phase locked pulses in a computer controlled way.

Proceeding toward more involved coherent interactions of several pulses
the coherent anti-Stokes Raman spectroscopy (CARS) in the box car geome-
try comes into play. It characterizes coherence in the coupling between ground
and first excited as well as between first excited and CT states in Fig. 4.2.
The power in this method has been demonstrated recently and its further
application is very promising [2]. It is, however, not included in this survey.
CARS provides one way to follow dynamics on the ground electronic surface,
however, also pump-probe spectroscopy can be applied if the weak transition
dipoles in the infrared spectral region can be overcome. This problem has
been solved recently and a study on the influence of specific excited vibra-
tional modes on the cis-trans isomerization of matrix-isolated nitrous acid is
presented in Sect. 4.5. The study delivers a perspective for dealing with more
internal degrees of freedom in the chromophore connected to the matrix.
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The detailed look at the molecular dynamics provided by the experiment
quite naturally stimulates theoretical efforts. As emphasized before the theo-
retical workhorse is the DIM method. Despite its semiempirical nature, it has
proven to be rather reliable for the considered dihalogen-rare gas situations.
Essentially it delivers full-dimensional potential energy surfaces for all va-
lence states, including nonadiabatic couplings as will be outlined in Sect. 4.6.
Besides the information contained in these surfaces, such as matrix-induced
level shifts or caging barriers, they are the necessary ingredient for dynamics
simulations. At first glance, a diatomic in a low-temperature rare gas matrix
appears to be the simplest condensed phase system one can imagine. Re-
calling the experimental results, however, it becomes clear that one faces a
high-dimensional problem of coupled electronic and nuclear degrees of free-
dom. Thus it is not surprising that trajectory-based classical and semiclas-
sical methods enjoy great popularity. Here, it is of decisive advantage that
the DIM method efficiently provides forces and nonadiabatic couplings “on-
the-fly”. The surface hopping approach outlined in Sect. 4.8 is the method of
choice for combining classical nuclear dynamics with nonadiabatic transitions
between different electronic states. In the present context this gives access, for
instance, to the electronic cage effects highlighting the ultrafast intersystem
crossing processes or the propensities of electronic state populations in the
matrix, see Sect. 4.8. However, being based on classical trajectories, the ex-
perimentally observed effects of quantum coherence in the evolution of nuclear
wave packets cannot be accounted for. Here, it has proven valuable that the
DIM-based trajectories can give information on the effective dimensionality
of the dynamics within a certain time window. This led to the development
of reduced one- and two-dimensional models for the description of the early
dynamics within the first hundreds of femtoseconds after excitation. These
reduced models allow for quantum simulations and thus providing an impor-
tant test for the semiclassical methods. Furthermore, reduced dimensionality
quantum models are ideally suited for the development of strategies for co-
herent laser control. Stimulated by the observation of ultrafast spin flip effort
has especially been devoted to design laser pulses which trigger the selective
preparation of singlet or triplet state in a narrow time- and spatial window
as will be discussed in Sect. 4.10.

4.2 Chromophore-matrix interaction

M. Bargheer, M. Fushitani, M. Gühr, H. Ibrahim, and N. Schwentner

4.2.1 An effective experimental intramolecular potential

To handle a multidimensional system it is in many cases appropriate to break
it down into a functional unit (e.g. a chromophore) in which the dynamics
of interest takes place and the dissipative surrounding introduced as “bath”
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in Sect. 4.1. In the present model system it is obvious that the dihalogen
plays the role of the chromophore and for its intramolecular potential one
may use the gas phase potential as a starting point. The observed dynamics
will be influenced by the matrix interaction and it is convenient to derive an
effective potential which includes these effects. The potential thus reflects the

Fig. 4.3. Dye laser excitation spectrum of Br2 in Ar matrix, taken at 6K. The
sharp zero phonon lines (ZPL) indicate the vibrational levels of the B state v’. In
between the ZPL the broad phonon side bands (PSB) are visible.

multidimensionality of the systems in the projection on the chromophore in-
ternuclear separation. Near the potential minimum of a bound state one deals
with small vibrational elongations and the interaction with the matrix can be
treated in many cases as a rather weak perturbation as will be shown. Near and
above a dissociation limit one expects large vibrational amplitudes, however,
the system is stabilized by the caging effect of the matrix. Substantial and
fast energy dissipation into matrix coordinates will be demonstrated which
in the picture of an effective potential would correspond to a time dependent



4 Coherence and control of molecular dynamics in rare gas matrices 265

potential. The potential is no longer unique in a one dimensional representa-
tion and a specification of the evolution in the cage coordinates is required
for the derivation and application. As prototypical examples those diatomic
molecules are used which take double substitutional sites in the host lattice
(e.g. I2 : Kr, Br2 : Ar, Cl2 : Ar). In this case the relevant number of degrees
of freedom is reduced to one vibrational coordinate R representing the inter-
nuclear distance of the diatomic. Rotations and even librations are strongly
hindered and also the center-of-mass coordinate of the diatomic plays a minor
role, since one can assume that the molecules are symmetrically embedded in
the matrix. Deep in the potential well of the B state of Cl2 and Br2 well re-
solved vibrational progressions have been observed [3]. Fig. 4.3 shows a recent
excitation spectrum of the B state fluorescence of Br2 in an Ar matrix, with
improved spectral resolution compared to literature data [3]. The spectrum
displays a series of sharp lines which are called Zero Phonon Lines (ZPL)
since they represent an exclusive intramolecular vibration without participa-
tion of matrix oscillations. On the high energy side they are accompanied by
a structured band which originates from an additional excitation of a matrix
vibration and is therefore called Phonon Side Band (PSB) . The structure in
the PSB is correlated with the phonon density of states of the matrix. The
progression starts with v’=1 in the B state and a well isolated ZPL. The ratio
of the PSB to ZPL areas increases with v’ and the related larger vibrational
amplitudes, as expected from the extensively developed perturbative treat-
ment of the chromophore matrix - interaction [4]. The ratio can be cast, for
example, in the Huang Rhys coupling constant S [4,5]. The theory predicts a
progression of PSB which extends to higher members with increasing S. The
superposition of all these contributions causes a background rising with v’ and
in addition a broadening of the ZPL. Beyond v’=18 the contributions merge
to a continuum and deliver no further spectroscopic evidence for a derivation
of the potential. We are, however, still far below the dissociation limit. To
extend the potential to higher energies time resolved data are required.

The electronic states involved in a pump-probe spectrum can be char-
acterized in a threefold manner by selecting the pump, the probe and, the
fluorescence wavelength, respectively [6–11]. Starting from the ground state
X(1Σ0), the pump-pulse prepares a well localized wave packet in an excited
electronic (valence) state of the molecule. Ideally, the electronic states in the
Franck-Condon region are either energetically well separated and one can se-
lectively excite a specific state, or only one transition of the energetically
accessible states is allowed. In the generic example of the B-state (3Π0) of the
diatomics, which will be examined in detail in the following, the spectroscopic
arguments are different for I2 and Cl2, respectively. In Cl2 the A (3Π1) and
A′(3Π2) states are energetically very close to the B state. All states are spin-
forbidden, but the transition dipole moment to the A and A′ states is much
weaker than that to B, because of the angular momentum selection rules .

In the heavier I2, the selection rules are much more relaxed but the spin-
orbit coupling energetically separates the different electronic states. However,
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it is not always possible to select exclusively a single electronic state and thus
two or more wave packets are prepared coherently.

The second spectroscopic signature that can be used is the probe transi-
tion, which in these experiments is typically to the ion-pair manifold (I+I−).
Again one can use the information on the energetic positions (obtained from
calculations or stationary spectroscopy). Transitions to the ion-pair manifold
have the additional advantage to obey a very strict selection rule ∆Ω = 0,
because the transition dipole involves the transfer of an electron parallel to
the internuclear bond. In many cases, the probe transition allows for spec-
troscopical discrimination between different wave packets in the valence state
prepared either by an nonselective pump or by nonadiabatic transitions. The
third spectroscopic information that can be used to identify the involved elec-
tronic states is the fluorescence wavelength, which contains information on
the electronic states, to which the wave packet was probed.

The pump-probe data, i.e. the intensity of the LIF as a function of the
time delay carries the information on the vibrational ”states” in the elec-
tronic potential of the valence state. To be more precise, one can determine
the round-trip time of the wave packet, which changes in the evolution be-
cause the wave packet loses energy by collisions with the surroundings and
thus explores different vibrational “states” of the molecule. Therefore, the
vibrational states are lifetime-broadened compared to the gas-phase and con-
tain PSB in wavelength resolved studies. In the case of very strong coupling
the vibrational structure is entirely lost like for v’ > 18 (see Fig.4.3). For
I2 : Kr the absorption spectrum shows no sharp lines at all, because of rapid
electronic dephasing. Femtosecond pump-probe spectroscopy can provide the
information on the vibrational properties of the molecule even in the pres-
ence of very strong dissipation [10, 11]. In the following this is exemplified
for I2 : Kr [11] and it is shown how the round trip times can be used to
construct an effective one-dimensional potential of the B state and of the ion-
pair state E, by recording a series of pump-probe spectra with the sequence

X
hνpump→ B

hνprobe→ E, where both hνpump and hνprobe are tuned. We start
from the gas-phase potential of the B state, and assume that the solvent cage
will mainly change the outer limb of the potential. The electronic state can
be approximated by a Morse potential with the classical frequencies:

2πν(E) = ωe

√
1 − E/De. (4.1)

De = ω2
e/(4ωexe) corresponds to the dissociation energy and ωexe is the an-

harmonicity. In the quantum analog, the frequency ν(E) is the spacing of vi-
brational levels. Fig. 4.4a shows a series of pump-probe spectra for fixed probe
wavelength λprobe. The increase of the first round trip time T1(E) = 1/ν(E)
of the wave packet with E is a direct measure of the anharmonicity ωexe.
The change of the frequency, induced by the cage can be directly viewed in
the pump-probe spectra by comparison to the gas-phase periods indicated in
two transients by vertical bars. The cage decreases the anharmonicity with
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Fig. 4.4. a) Pump-probe spectra for I2 : Kr for fixed λprobe = 500 nm and λpump

varied in 10 nm steps . The vertical black bars indicate the first round trip time in
the gas-phase, for arrows see text. b) Potential energy diagram of I2 in Kr including
the ground state X, the valence B state and the ionic E state relevant for the pump-
probe spectra. The arrows depict pump and probe transitions. The horizontal lines
indicate pump energies corresponding to λpump = 570, 540 and 500 nm, respectively.
The squares indicate the shape of the potentials as derived from the experiment.
Dashed lines correspond to DIM calculations in the fixed Kr fcc lattice and solid
lines to a relaxed cage geometry. (Adapted from [11])

respect to the free molecule. The first round trip time of a wave packet excited
with energy E = hνpump already includes the energy loss experienced in the
first collision with the cage. From the systematics of the spectra it is evident
that the measured time T1 is a slight overestimation of the frequency ν(E),
since the wave packets returning from the collision with lower energy E−∆E
oscillate faster. For λprobe = 500 nm the probe window is located at the in-
ternuclear distance Rwin = 0.37 nm. The arrows on the maxima in Fig. 4.4a
indicate in which direction the wave packet moves through the window. For
λprobe = 560 nm (not shown) the inward-outward splitting disappears, imply-
ing that the wave packet is probed at its turning point. A detailed analysis of
the systematics of tuning both pump and probe reveals that for each energy
Epump one has to choose the probe wavelength such that the first excursion
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of the wave packet is probed at its turning point, because other wavelengths
bias the probe sensitivity either for the high- or low-energy part of the super-
position of excited vibrational levels. The potential U(R) can be determined
by numeric integration according to [12] of the experimentally determined
function T1(E) (extrapolated toward the minimum),

∆R(U) =
1

π
√

2µ

∫ U

0

T1(E)√
U − E

dE. (4.2)

µ corresponds to the reduced mass. The resulting potential U(R) is plotted
in Fig. 4.4b as solid squares. Theoretical potentials are treated extensively in
Sect. 4.6. For comparison the results of “diatomics in molecules” (DIM) calcu-
lations for a matrix cage in the undistorted face-centered cubic (fcc) Kr solid
(dashed line) and for a cage which is relaxed to the tighter minimum energy
configuration around the ground-state I2 molecule (solid line) are induced.
The experimental result displays an outer limb of the potential which is in-
termediate between these two extremes, because the I2 wave packet pushes
the cage outward during the oscillation. Indeed, the change of the potential
energy due to the induced matrix motion can be semi-quantitatively repro-
duced in molecular dynamics simulations [13]. From the same set of systematic
measurements one can also construct the ionic E state potential by using the
resonance condition of the probe pulse (hνpr = UE(Rwin) − UB(Rwin)). For
this purpose one has to identify all wavelength combinations which probe wave
packets with the energy Ewin = U(Rwin) at the outer turning point (squares
in Fig. 4.4b).

Thus, for the construction of the potential, the tuning of the pump wave-
length has been used mainly - the probe variation is merely used for a re-
finement of the vibrational frequencies ν(E) and to derive the final state (E)
of the pump-probe process. The B state potentials of I2 : Kr and Br2 : Ar
were constructed in this way [11,14], using the wave packet dynamics . These
observed signatures can also be used (e.g. in the following section) to separate
wave packets on different Potential Energy Surfaces (PES).

4.2.2 Vibrational energy dissipation

In the regime of weak coupling with resolved ZPL and PSB the perturbative
treatment delivers a consistent description of the spectroscopic features and
the nonradiative dissipation of chromophore vibrational energy into matrix
phonons. The extensively applied “energy gap law” [4, 5] connects the rate
constant for relaxations with the coupling constant S and the energy gap i.e.
the number of phonons required, to dissipate one vibrational quantum. While
this perturbative treatment predicts rate constants strongly rising with v’ in
accordance with the experiments (Fig. 4.3) it nevertheless is inappropriate
in the regime of strong coupling near the dissociation limit. The energy gap
law rests on a stepwise relaxation from v’ to v’-1 while the trajectory to be
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derived in Fig. 4.5 displays in the first cage collision a loss of kinetic energy
which corresponds to many vibrational quanta of the chromophore. In addition
near the dissociation limit the assumed energy separation of large vibrational
quanta and small phonon energies is no longer present. In this regime molec-
ular dynamics calculations [13] are successful. We treat now the experimental
determination of energy relaxation rates in this interesting strong coupling
limit.

Fig. 4.5. a) Pump-probe spectra of I2 : Kr with λpump = 500 nm. Each probe
wavelength λprobe corresponds to a specific internuclear distance R (see text). b)
Trajectory constructed from spectra in a) [15].

Concentrating on the tuning of λprobe one can derive a trajectory of the
I2 : Kr vibration by the following procedure. Consider the series of spectra
plotted in Fig. 4.5a for fixed λpump = 500 nm, corresponding to a wave packet
with energy E = 20000 cm−1. Each of the spectra with different λprobe sam-
ples the wave packet at a different internuclear distance Rwin given by the
difference potential hνprobe = UE(Rwin)−UB(Rwin). Therefore, the peak po-
sitions t(λprobe) mark the transit times of the wave packet for a series of Rwin

and can be inverted to yield a trajectory of the wave packet R(t). The result
is plotted in Fig. 4.5b. We have probed only the evolution on the outer wing,
which displays the interesting dynamics during the molecule-cage collisions.
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The asymmetry of the trajectory for outward and inward motion demon-
strates, that the molecule-cage interaction is especially strong near the outer
turning point. A comparison with molecular dynamics simulations [8, 16] re-
veals that in the first collision energy is lost from the molecular coordinate
to a breathing mode of the cage. More importantly the large elongation of
the molecular bond allows four Kr atoms to close a “belt” around the mole-
cular axis. A compression of the molecular bond now consumes energy and
requires time in order to push the four Kr “belt” atoms outwards again. This
process gives rise to the pronounced asymmetry of the trajectory, and the
kinetic energy loss is apparent in the slope of R(t), which represents the rela-
tive velocity of the two iodine atoms. Indeed, by differentiation d

dtR(t) =v one
can calculate the velocity and thus the kinetic energy as a function of time.
This method to determine the kinetic energy in the molecular coordinate dur-
ing a round trip relies on data with excellent modulation in the pump-probe
spectra. Apart from I2 : Kr [11] it has been applied to Br2 : Ar [14]. A more
general approach to measure the dissipation of energy uses the envelope of the
pump-probe spectra. For all investigated diatomics in rare gases (ClF, Cl2,
Br2, I2 in Ar or Kr), the envelopes show a single broad maximum in the 1
to 100 ps range, shifting in time with pump and probe wavelengths [1,17,18].
When the wave packet with actual energy E(t) is probed at its turning point,
it spends a maximum time in the window (E(tmax) = Ewin) and is recorded
with highest sensitivity leading to the maximum at this tmax. If it is started
with λprobe at or slightly below the probe window energy (E0 = Ewin(λpr)),
one only observes a decay of the intensity. Now lowering the energy of the
probe window Ewin by changing the probe wavelength to λ′

pr, keeping λpump

fixed leads to a delay of the maximum to tmax(λ′
pr). In this way one can

determine the energy relaxation rate

dE

dt
= −

Ewin(λ′
probe) − Ewin(λpr)

tmax(λ′
probe) − tmax(λprobe)

(4.3)

For a known electronic potential one can also use the relation

dE

dt
= −Ewin(λprobe) − Epu

tmax(λprobe)
(4.4)

where Epu = hνpu is the starting energy of the wave packet and only
one probe window is needed. Repeating this comparison for various pump-
probe combinations we can derive the energy dependent rates presented in
Fig. 4.6. The results for four different molecules in a rare gas environment
show, that the energy loss rises exponentially with the internal energy of the
molecular vibration, until near the gas-phase dissociation limit a considerable
fraction of the initial energy is lost within the first vibrational round trip time
- typically approaching 50% or approximately 20 vibrational quanta. Clearly,
this is a regime of very strong coupling of the molecule to the bath, which
cannot be treated in a perturbative way. On the other hand a simple classical
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estimate, where the colliding atoms are taken as hard spheres with energy-
and momentum conservation, already yields the right order of magnitude for
the energy loss in the collision.

Fig. 4.6. Comparison of the energy relaxation rates dE/dt as a function of the
excess energy E of the wave packet above the B state dissociation limit derived
from pump-probe spectra using the “maximum criterion” [15].

This self-contained method to construct an effective one-dimensional po-
tential and a dissipative trajectory from a systematic series of pump-probe
spectra was also successfully applied to the Br2 : Ar case [14]. Although not
universally applicable, it yields very useful information for the verification of
molecular dynamics simulations. In addition the scheme includes the spectro-
scopic properties of the probing in the experimental analysis and one does not
have to rely on the correct modeling of the probe-process which includes the
difficult task of handling ion-pair potentials in a polarizable medium. Now one
can compare experimentally derived trajectories with results from theoretical
modeling [6–9, 13, 16, 19–23]. We find that simulations and experiment are
in excellent agreement concerning the following central aspects: i) steepened
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outer wing of PES due to the cage effect, ii)vibrational periods and iii) very
large energy dissipation rates.

Classical molecular dynamics simulations are the backbone of the simu-
lations which already reproduce these features with good quantitative agree-
ment. The vibrational coherence which is prepared by the pump pulse in-
deed survives even in case of very strong interactions of the molecular “chro-
mophore” with the rare-gas “bath” Sect. 4.5.

4.2.3 Ultrafast reorientation in dissociation recombination
sequences

Sect. 4.2.1 was restricted to halogens which occupy double substitutional sites
in the chosen matrix in order to reduce the complexity and to suppress the
possibility of a reorientation of the molecular axis with respect to the cage.
In this section this additional degree of freedom is added and the tilting of
the molecular axis in a sequence of dissociation and recombination events is
treated. This tilt can originate from a variation of scattering angles in the
recombination process. It is relevant for cage exit processes [23, 24] and it
depends on the cage geometry.

Therefore, double and single substitutional site geometries of I2 and ClF
are compared in panels (a) and (b) of Fig. 4.1, respectively. Generally, the
larger dihalogens I2, Br2, and Cl2 occupy double substitutional sites in Ar
and Kr matrices, and undergo a lattice-guided motion schematically shown in
panel (a) of Fig. 4.1. The molecules vibrate rather freely along 〈110〉, i.e., along
the bond axis direction, but rotations are hindered. While thermal rotation of
ClF is suppressed by the crystal fields, the excitation to the covalent states
can induce ultrafast tilting of the molecular axis by scattering off the cage
atoms. The small F projectile, carrying a high kinetic energy, can scatter
asymmetrically from the cage atoms leading to a new molecular orientation
upon recombination. The pump-probe scheme is similar in both cases, i.e., the
oscillating B-state wave packet is probed to a charge-transfer manifold, and
the subsequent emission is monitored with respect to the time delay between
the pulses (see Fig. 4.2).

Starting from a sample of randomly oriented molecules (a powder-like
sample), a linearly polarized pump pulse selects an anisotropic ensemble of
excited state molecules and dissociates them. The anisotropy is probed by a
second linearly polarized pulse during the recombination process. For the ini-
tial parallel transitions with ∆Ω = 0 angular selection rule B 3Π0 ← X 1Σ0,
a cos2 θ distribution of excited molecules is obtained, where θ is the angle be-
tween the directions of the linearly polarized field and the bond axis. Probing
this ensemble with a parallel-polarized pulse creates the emission intensity
nominated as I‖, whereas a perpendicular probe pulse produces the I⊥ emis-
sion with three times lower intensity for a ∆Ω = 0 transition, provided the
bond direction is conserved [25, 26]. Depolarization means randomization of
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Fig. 4.7. Polarization-dependent pump-probe spectra for I2 in Kr demonstrate
negligible angular reorientation of the molecule. The spectrum for parallel pump-
probe excitation has been divided by a factor of 3 and agrees perfectly with per-
pendicular excitation. The ratio of I⊥/I‖ = 1/3 is maintained throughout the entire
spectrum. [15]

the molecular axis direction after the pump pulse. Polarization-sensitive fem-
tosecond pump-probe spectroscopy is exploited to measure this reorientation
dynamics in [26]. Moreover, depolarization is reflected in an isotropic and
nonpolarized fluorescence for excitation with the polarized beams. A char-
acteristic “piston-in-a-cylinder” effect of the environment is reproduced in
Fig. 4.7, where the double substitutional I2 molecule exhibits perfectly fixed
bond direction in Kr. The fluorescence intensities I‖ and I⊥ are plotted for
pump and probe linear polarizations parallel or perpendicular to each other,
respectively. The persistent 3:1 ratio of the signals confirms that the photose-
lection is preserved on the timescale of 2 ps. Actually, the polarization analysis
showed that the ratio remains constant even on a nanosecond timescale [26].
It is important to note that this happens despite the large amount of energy
deposited initially by the 486 nm pulses, i.e., by excitation significantly above
the gas-phase dissociation limit of 500 nm similar to the case of ClF . All the
peaks in the spectra in Fig. 4.7 are due to vibrational wave-packet motion, and
the molecule can be described as a one-dimensional quantum system in a con-
densed environment. This is an important property for the previous sections,
where vibrational coherences were discussed.
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Fig. 4.8. Pump-probe spectra for ClF in Ar demonstrate ultrafast angular re-
orientation. a) The spectra for parallel and perpendicular pump-probe excitations
converge after 2 ps but show a ratio of nearly I⊥/I‖ = 1/3 directly after excitation.
b) The anisotropy (I‖− I⊥)/(I‖ +2I⊥) is shown together with an exponential decay
with the time constant of 1.2 ps. The depolarization proves the ultrafast angular
reorientation of the ClF molecule. [15]

For ClF in Ar, and for other single substitutional cases as well, the initial
orientation in the cage is not as clear as it is for double substitutional cases.
Computational estimates (Sect. 4.9) yield either 〈111〉 or 〈100〉 directions as
the minima [17,24]. More importantly, the trapping site is nearly isotropic and
the potential barriers for reorientations are relatively low and closer to rota-
tional constants. Therefore, the depolarization measurements are of crucial
importance in shedding light on the problem of preferred directionality. The
depolarization can be seen in the pump-probe spectra with 387 nm (pump)
and 317 nm (probe) pulses presented in Fig. 4.8. Initially, the intensity ratio
is 3:1; however, the perpendicular and parallel intensities converge, indicating
an ultrafast reorientation. The decay curve of the signal anisotropy yields a
depolarization time constant of 1.2 ps, which is a few oscillation periods of
the molecule.
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The scattering character of the molecular angular redistribution is impor-
tant. The anisotropy decay is much faster than the rotation period implies
(32 ps for the ground state X 1Σ0, J = 0). The initial anisotropy value (at
t=0) of 0.35 is close to the expected one for I⊥/I‖ = 1/3 and reduces to 0.25
during the first 0.5 ps in Fig. 4.8. Together with the trajectory calculations
showing motion predominantly in 〈100〉 directions [23], this suggests an initial
angle-conserving motion with the cage atoms tetra-atomic window acting as a
guiding channel for the F fragment, followed by a later turn-over induced by
the cage atoms set to motion. Apart from the first peak of the out-stretching
wave packet, the weak signal-oscillation features exhibit rather noncoherent
vibrational dynamics of the confined molecule due to the inhomogeneous scat-
tering events.

The possibility to manipulate the naturally occurring alignment of a sin-
gle substitutional molecule with respect to the lattice axes has been examined
theoretically by applying an intense linearly polarized laser field, nonresonant
to molecular transitions [27–29]. This field aligns the molecule with respect
to the polarization direction by virtue of the interaction with the molecu-
lar anisotropic polarizability (see Sect. 4.9). These studies served to provide
means for controlling the subsequent photodynamics explained above. In par-
ticular, the aim was to force the molecule axis toward holes or walls of the
surrounding cage thus affecting the dissociation/recombination yields and sup-
pressing/enhancing the depolarization. For example, forcing the ClF bond
along the 〈111〉 direction enhances the possibility of direct dissociation [24].
Depending on the relative directions of the alignment field and the crystallo-
graphic axes, cooperative and competitive effects occur. In the former case,
the laser field polarization is set to coincide with a minimum energy orienta-
tion of the molecule in the matrix, and high alignment degree can be achieved
even for low field strengths. Otherwise, high efficiency of this mechanism is
restricted to high fields and low temperatures [27, 28]. The laser intensity
needed to overcome the inherent obstacle of angular potential energy barrier
in a ClF : Ar system already approaches the damage threshold of the crystal,
which is 1012 W cm−2 for 150 fs pulses at 775 nm [23]. This is in contrast
to gas phase molecules, since there the scheme is limited only by the onset of
molecular ionization.

4.2.4 Nonradiative transitions and ultrafast spin-flip

Ultrafast nonradiative transitions are predicted theoretically and are treated
in Sects. 4.8 and 4.10. The experiments here aim in following these processes
and ClF is selected as an appropriate molecule. F2 would be even closer to
most of the calculations, it has, however, unfavorable spectroscopic properties.
Nonradiative transitions are induced in these ultra fast pump-probe experi-
ments by exciting the initial state selectively with a short pump pulse thus
generating a propagating wave packet. The feeding dynamics from the ex-
cited state into the target state is monitored by a time delayed probe pulse
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Fig. 4.9. Potential energy surfaces of ClF in the gas phase and solvated D′ state.
Transitions a), b) and c) are described in the text and in Fig. 4.10 [30].

which carries the wave packet in the target state at a well defined internu-
clear distance to the charge transfer states of ClF and by finally recording
the fluorescence intensity from these charge transfer states versus the time
delay. The potential energy surfaces of ClF in the gas phase are depicted
in Fig. 4.9, the charge transfer states are red-shifted with respect to the gas
phase due to the influence of the matrix. The target states are the bound
triplet states which are in energetic order A′(3Π2), A (3Π1) and B(3Π0). The
internuclear distance R of the probe window position is determined by the
difference potential ∆V(R) and the probe photon energy hνpr via ∆V(R) =
hνpr. For the B(3Π0) target state a strong probe transition to the E(3Π0)
charge transfer state is observed as expected from the dipole selection rules.
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A frequency doubled probe pulse corresponds to a probe window position Rp

around 4.7 a0 according to Fig. 4.9 assuming that the repulsive contributions
from the cage wall (which are not included in Fig. 4.9) are similar for the
states involved [18,31].

All 3Π0 ↔ X(1Σ0) transitions violate the spin selection rule and in addi-
tion, the A′(3Π2) ↔ X(1Σ0) transition violates the Ω selection rule, having
∆Ω=2. Therefore, for all interhalogens a trend of increasing radiative life-
times corresponding to a decrease in transition moments from the µs range
for the B state to ms for the A’ state is well known. Population of the B state
of ClF leads to a radiative decay with a lifetime of 141 ms exclusively from
the A’ state [32] indicating nonradiative relaxation from B to A’ within the B
state radiative lifetime. The B, A, A’ states are nested with small energy sep-
arations. In the charge transfer state similar close lying bunches of 3Π states
with ∆Ω = 0, 1 and 2 are expected. Therefore, the probe transition shown
in Fig. 4.9 may not only lift wave packets from the B state but energetically
resonant ones also from the A and A’ states to the charge transfer states.

Next consider the selection of initial states. The strongest absorption of
ClF corresponds to the dipole allowed X(1Σ0) → C(1Π1) transition with its
Franck-Condon maximum around 280 nm. The X(1Σ0) → B(3Π0) transition
has its Franck-Condon maximum around 400 nm and it is the strongest one
in this spectral region. Thus by spectral selection using the frequency dou-
bled wavelength of 387 nm from the Ti:Sa fundamental an exclusive initial
population of the B state was achieved in [18, 31]. The resulting pump-probe
spectrum serves as a reference for the wave packet dynamics in the bound 3Π
manifold for initially exciting its B state component. It is reproduced in Fig.
4.10a for parallel polarization of pump and probe [31]. The C(1Π1) state is
selected with a pump wavelength of 280 nm from a frequency doubled NOPA.
The resulting pump-probe spectrum reflects now the dynamics of the spin-flip
from 1Π to 3Π and is shown in Fig. 4.10b once more for a parallel polarization
of pump and probe [31].

To choose another initial state among the large manifold of repulsive states,
a steady state population in the A’ state is generated which is vibrationally
relaxed and isotropic according to the fast depolarization of the internuclear
axis after excitation [26]. Delayed excitation of this transient population with
a wavelength of 774 nm allows now to pick out a new repulsive state in the
Franck-Condon range of the A’ state. Since one starts from a triplet state
another triplet state will be selected. From energy resonance and selection
rule considerations a preferential population of the 23Π2 state is expected as
indicated in Fig. 4.9. The resulting pump-probe spectrum is displayed in Fig.
4.10c.

The spectrum of Fig. 4.10a corresponds to a direct excitation of the B(3Π0)
target state, and it serves as a reference of the detection sensitivity. The arrows
indicate the passage times and directions of the wave packet in the probe
window (Fig. 4.9) derived empirically in [31] from plausibility arguments and
the observed structures. The molecular dynamics simulations (see Sect. 4.8)
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Fig. 4.10. Fluorescence intensity of ClF from the D’ state by probing B3Π pop-
ulation with 318nm after a time delay t. a) pumping the B2Π state directly with
387nm, b) recording spin-flip by pumping the 1Π1 state with 280nm c) recording
23Π relaxation by pumping A’ population (from 280nm) with an additional pulse
(774nm) to the 23Π state.

in the B-state of ClF in an Ar matrix neglecting nonradiative electronic
transitions [24] are consistent with this interpretation and thus confirm the
approximate position of the probe window internuclear distance. Based on
the simulation in [24] the structures in Fig. 4.10a can be explained in the
following way: The wave packet is excited in the B(3Π0) state above the gas
phase dissociation limit and passes in the first 100 fs the probe window leading
to the strong first maximum designated by the rightward arrow. The ClF
molecule is oriented predominantly toward the center of a fourfold window in
the Ar cage (Fig. 1 in [24]). The wave packet has sufficient kinetic energy to
cross the window, and it pushes the cage atoms outwards. The wave packet is
reflected in a head-on collision from an Ar atom behind the window, crosses
on its way back once more the cage window and is detected after about 500
fs in the probe window (leftwards arrow). The expected strong maximum
is suppressed by the induced expansion of the cage window which reduces
the solvation energy of the ClF charge transfer state and thus decreases the
detection efficiency for the probe wavelength of 318 nm by shifting the probe
window away from the wave packet. A shorter probe wavelength weakens the
influence of the solvation energy and indeed for a probe wavelength of 302 nm
the minimum in Fig. 4.10a around 300 fs is flattened out [31]. The collision
with the cage is connected with a large energy loss and the following wave
packet oscillations take place within the cage. The wave packet is recorded
close to the turning point leading to the maxima indicated by 2 and 3. A slight
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increase in intensity is observed up to 2 ps and attributed to vibrational energy
relaxation in the ClF intramolecular potential. In this way the kinetic energy
during passage of the probe window decreases and the detection sensitivity
increases [31]. Finally the central energy of the wave packet falls below the
probe window energy leading to the decrease in intensity later on.

Here, the emphasis is on the nonradiative transition form the 1Π1 and
2 3Π2 states toward the target state and this short summary of the B 3Π0

dynamics is only required to relate the nonradiative transitions to the internal
clock of the oscillating wave packet in the cage potential. Excitation of the 1Π1

and the 2 3Π2 states leads to a population transfer to the target state within
1.5 ps according to Figs. 4.10b and c. The curves a to c are normalized to
equal intensity for 2 ps and later on all three curves show an identical decay
within the noise limit. This behavior indicates, that a complete population
transfer takes place in the rising part. The rising parts are rather similar in
Fig. 4.10b and c and even the same (soft) steps appear in both spectra. The
only apparent difference is a systematically faster rise for excitation of the 2
3Π2 state.

This general observation is already a major result with respect to the
simulations for the F2 molecule in the cage in Sect. 4.8. It confirms the very
fast and efficient nonradiative transitions from singlet to triplet states and
also among the families of singlet and triplet states.

In a more detailed interpretation one can relate the soft steps with the wave
packet round trip history. The first passage through the window (rightwards
arrow) with the strong maximum for B 3Π0 excitation leads only to a weak rise
for 1Π1 and 2 3Π2 excitation, which is of the order of 10 %. This difference to
the B 3Π0 excitation indicates that the probe window is indeed most sensitive
for population in the target state and that only a weak population transfer
occurs from the inner turning point up to the probe window position. After
the interaction with the cage and on the passage of the window on the way
back (leftward arrow) a steep rise in the target state population up to 55
% and 70 % for the 1Π1 and 2 3Π2 state respectively (compared to the B
3Π0 excitation) is observed. This delayed rise displays indeed the wave packet
dynamics and goes beyond a kinetic “rate constant” description. Obviously
the combined effect of improving energy resonance among the bound and
repulsive states and increasing energy loss in the cage interaction funnel the
wave packet toward the target state at large internuclear separation. The
following rather flat region correlates with the well separated states and weak
cage interaction during the inner turn. However, a second steep increase to
82 % and 85 % for 1Π1 and 2 3Π2 state excitation is detected when the
wave packet returns from a second collision with the cage (maximum 2). The
population transfer is completed within the sensitivity of the experiment after
the third cage interaction (maximum 3). Turning back to the comparison with
the F2 simulation of Sect. 4.8, one finds in the more detailed inspection once
more a qualitative agreement in the sense that the transitions are governed
by the condition of energy resonance combined with cage interaction. The
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transition can be related to the internal wave packet clock because here a
difference in time scales occurs for ClF experiment and F2 simulation. The
F2 simulated dynamics is faster due to scattering restricted within the first
shell of cage atoms. Therefore, a comparison with oscillation cycles seems to
be more appropriate. The simulations also contain oscillatory components in
the population transfer. They do not yet show up in the experiment, which
displays a stepwise rise and it is an interesting question where this difference
originates from. Another aspect is transfer during the first elongation. The
experiment shows some transfer up to the first probe window passage but
less than predicted in the F2 simulation. It is still open if in the ClF and F2

comparison the discrepancy displays a specific property of the two systems or
if a more distant probe window in the experiment would be the appropriate
choice for ClF .

4.2.5 Curve crossings and matrix induced predissociation

The nonradiative transitions among nested potential energy surfaces have
already been treated in the previous Sect. 4.2.4. Here, curve crossing and pre-
dissociation in the context of different environments with different symmetries
is discussed, focusing on the predissociation of the B 3Π state of I2 via states,
that cross the B state in its potential minimum (see potential energy sketch
in Fig. 4.11a).
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Fig. 4.11. Predissociation of the B state of I2 in solid Kr. a) The potentials of
the electronic B state (solid) and the predissociative state (dashed) cross near the
minimum of the B state. A population in the B state relaxes from the originally pre-
pared vibrational levels to lower ones and gets closer to the curve crossing. Thereby,
predissociation gets more effective. b) Rate picture of the process: the vibrational
relaxation with rate kvib funnels the population to the curve crossing. The predis-
sociation with rate kpre is getting more effective closer to the crossing. Most of the
population gets lost when the population has reached Eequ, the vibrational energy
at which the rates are equal kpre = kvib = kequ.
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The predissociation of the B state is induced by the environment. Zewail
and coworkers investigated the I2 B state predissociation in rare gases from
the dilute gas phase up to densities of the liquid phase [33–35] and they
derived a unifying relation for a predissociation rate which was confirmed for
all four rare gases [33]. It predicts a linear increase of the predissociation rate
in the B state with buffer gas density. Rates of about 1 ps−1 are obtained
for Ar at the supercritical density and somewhat larger rates are predicted
for Kr. The trend of this model is confirmed by experiments on I2 in liquid
solvents n-hexane [36] and CCl4 [8]. Extrapolating the density dependence of
the predissociation rate to the rare gas solids leads to a very short lifetime of
the B state, even shorter than the subpicosecond lifetime in liquids. In stark
contrast, the observed B state lifetime of I2 in Kr and Ar matrices is much
longer than expected [7, 8].

The I2 chromophore sits in a highly symmetric cage in rare gas solids in
contrast to the disordered high pressure buffer gases and the liquids. Model
calculations predict a cancelation effect in the summation of the angular terms
of the nonradiative transition matrix elements due to the higher symmetry
of the crystalline surrounding. Treating caging and predissociation in van der
Waals complexes Roncero, Halberstadt, and Beswick [37, 38] derived the an-
gular dependence of the electrostatic coupling between the B state and the
crossing a3Πg state used in [8]. While coupling to other crossing states may be
present it is this B-a coupling which seems to dominate. Batista and Coker use
a semiempirical DIM Hamiltonian and propagate trajectories on 23 nonadia-
batically coupled states for liquid Xe [39] and also for solid Ar and Xe [22]. A
similar Hamiltonian was applied to I2−Ar by Buchachenko and Stepanev [40].
These simulations lead to a strong coupling of the B state to a variety of
crossing states and to very rapid predissociation in accordance with the liq-
uid phase results. However, they do not reproduce the significantly slower
predissociation in the solid phase. Therefore, the surface hopping approach
(see Sect. 4.8.1) was reconsidered and improved in [13]. Now, the calculated
B state pump-probe signal indicated a slower decay in solid Ar compared to
liquid Xe.

The symmetry dependence of the coupling between the B state and the
crossing predissociative state was investigated experimentally in [41] by two
different strategies: a temperature change of the Kr matrix induces a lo-
cal asymmetry and a co-doping of the krypton with argon deforms the cage
around the I2 molecule. Most important, there is a strong influence of the local
symmetry on the vibrational energy relaxation rate of the population in the B
state. The vibrational energy relaxation follows an exponential form (sketched
as the dashed line in Fig. 4.11b) that has been discussed in Sect. 4.2.2. A tem-
perature variation from 10 to 40 K increases the vibrational energy relaxation
rate by a factor of two. The co-doping with 20 % argon increases the rate by a
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factor of five. The predissociation probability is given as a function of energy E
above the state crossing by the Landau-Zener formula: pLZ = 1− exp(− A√

E
),

A being proportional to the coupling element between the two states [12].
Therefore, the corresponding predissociation rate kpre increases with decreas-
ing energy of the B state population. The energy of this population, however,
is a dynamic quantity due to energy relaxation with kvib.

The predissociated population via pump-probe spectroscopy on the lower
lying A state of I2 was observed. The predissociation rate increased with Ar
co-doping concentration and increasing temperature. The observed predissoci-
ation rate increased from 0.06 ps−1 at 10 K to 0.11 ps−1 at 40 K, similar to the
behavior of the vibrational relaxation rate. This is in accordance with a rate
picture (Fig. 4.11b), which predicts, that the observed predissociation rate
should lie close to the crossing point of energy relaxation curve kvib and pre-
dissociation rate curve kpre, which is calculated according to Landau-Zener.
Thus, the observed predissociation rate is attributed to kequ in Fig. 4.11b with
the population having a vibrational energy of Eequ above the crossing [41].
With rising temperature and co-doping, kvib rises and shifts kequ upwards,
when kpre is kept constant. We could essentially follow the observed predisso-
ciation rate with this model, without changing the coupling matrix element
of the crossing states. Furthermore, the coupling element was with 15 cm−1

significantly lower than in former studies [7] reports 65 cm−1). Thus, the cage
symmetry effect on predissociation was mainly attributed to its influence on
the vibrational energy relaxation.

4.2.6 Cage exit dynamics

Permanent molecular dissociation is the route for chemical reactivity in solids,
either directly via complexation with surrounding rare gas (RG) atoms or via
migration of the photoproducts, and is in this sense an ultimate event in var-
ious photoprocesses. Following an electronic excitation to a dissociative state,
the molecule expands as in the gas phase until the fragments experience the
repulsion of the lattice potential. The chance for dissociation is governed by
the possibility of the fragment atoms to cross the crystal-field barrier and to
penetrate into voids outside the initial trapping site of the molecule. Quite
clearly, the structure of the trapping site is of fundamental importance in de-
termining the outcome of the photophysical experiment. While the researcher
can exert control optically in choosing the wavelengths, intensities, polariza-
tions, and temporal properties of the laser pulses, it depends on the mechanical
constraints whether a sudden, transient, or delayed cage exit can occur. The
orientation of the molecule and its translational confinement with respect to
the surrounding cage is the predetermining factor for the initial photodynam-
ics. Indeed, one challenge for theory to reproduce experimental observations
lies in a proper description of the potential energy surfaces (see Sect. 4.6)
in the many-body system, which to a large extent dictate the dynamics of
the wave packets created [23, 24]. A second hotspot for theory (see Sect. 4.8)
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lies in treating the quantum nature of the wave packets and the nonadiabatic
dynamics in particular [42].

Important trapping sites for molecules appear as single, double, or multi -
substitution vacancies, i.e., one, two, or more lattice atom positions are occu-
pied by the impurity molecule. The atomic (van der Waals) radii of the molec-
ular constituents and the lattice constants of the commonly used Ar,Kr, and
Xe solid hosts guide the prediction of the vacancy size needed for accommo-
dating the impurity. Obviously, matching the vacancy size with the molecular
van der Waals radii gives the preferred site that will be occupied by the mole-
cule. Double substitution, as mentioned already, is the prevailing condition in
the following cases: Cl2 : Ar, Br2 : (Ar,Kr), and I2 : Kr [43]. Upon molecular
dissociation, those head-on atoms force the molecular fragments to recombine
under an extensive loss of kinetic energy, which is distributed among the cage
atoms. The perfect caging has been overcome only by an extensive irradiation
with photon energies beyond the covalent manifold of states and cage exit is
attributed to destruction of the local cage for systems such as Cl2 : Ar [44–46]
and I2 : Ar [47,48]. As long as the dissociation channels are those introduced
by electronic excitations within the covalent cage-bound states, large mole-
cules such as Br2 and I2 exhibit no bleaching (dissociation) of the pump-probe
signal.

The probability for cage exit is rather high for molecules which are small
enough to fit in a single-substitutional trapping site of the rare gas solid [43].
The atomic structure of the cage can provide accessible windows for a sudden
exit of a fragment. This is the case for ClF molecules in Ar and Kr hosts [32],
as well as for Cl2 : Xe [49,50] and F2:(Ar,Kr) [51–53]. The trapping-site sym-
metry resembles that of an octahedron, with some distortion caused by the
molecule – lattice interaction. Consequently, the pathways for dissociation are
very different depending on how the molecule is oriented relative to the cage
at the moment of photoexcitation. The rotation of the confined ground-state
molecule is hindered to a variable extent depending on the temperature. It
is bound to a small-amplitude libration about preferred crystallographic axes
as long as the potential well exceeds in magnitude the thermal energy. Subse-
quent to a dissociative electronic excitation of the molecule, a collision of the
fragments with cage atoms in the 〈110〉 direction (first shell) leads to vigorous
angular scattering. Instead, only moderate tilting of the molecular axis is ac-
companied with a penetration through the tetra-atomic window and a collision
with the second shell in the 〈100〉 direction. According to the ClF : RG sim-
ulations [23,24], the cage structure suppresses the direct dissociation in these
directions (see Sect. 4.9). In the 〈111〉 direction, the fragment encounters a
triatomic window of cage atoms, which is in a way to an interstitial octahedral
site. Together with the atomic size and the excess kinetic energy, the ability
of the fragments to penetrate the windows depends on the electronic state of
the molecule. This has been studied in atomic fragment calculations [43] and
nonadiabatic dynamics simulations for F2 molecule [21,54,55](see Sect. 4.8).
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Fig. 4.12. DIM results for potential energy cuts demonstrates the dependence on
orientation with respect to the cage. Left: B 3Π0 state potential energy barriers
for ClF bond stretch into the two Ar window directions. The curves with square
symbols represent a fixed lattice and the swarms of dotted lines are for relaxed
lattices at 5 K. Right: The two sets of lines plot the potential energy with solid lines
for singlet states X 1Σ0 and 1Π1 and with circles for the B 3Π0 when only the F
atoms moves. Adapted from Fig. 5 in [24].

Figure 4.12 presents the difference in potential energy barriers between ori-
entations toward tetra-atomic and triatomic windows for the stretching ClF
molecule in Ar. The molecular center of mass is fixed at the substitutional site
in the left panel of Fig. 4.12, whereas the Cl fragment is fixed and only F moves
through the windows in the right-hand panel. The curves demonstrate the
significantly different response of the solvation shells to the dissociative mo-
tion of the molecule with different orientation. Here, the interaction energies
are obtained by a reduced DIM scheme in a molecular dynamics simulation
core [24] (see Sect. 4.6). Most distinctly, the tetra-atomic window direction
〈100〉 is seen to allow for a longer range vibrational oscillation rClF in the
B 3Π0 state. Geminate recombination in 〈100〉 is the main outcome in the
simulations for the dissociative excitations to B 3Π0 and 1Π1 states. On the
other hand, the triatomic window direction 〈111〉 is seen to support a trapping
site for the F fragment behind the cage wall at rClF ≈ 4.5 Å; however, the
penetration is inhibited by the height of the barrier.

Experimental investigations on photobleaching manifest the permanent
dissociation of the ClF molecule in Ar and Kr solids [32]. This is illustrated
in Fig. 4.13, where the A′ →X emission signal from remaining ClF molecules
decays nearly exponentially to a static background for constant radiation flux
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Fig. 4.13. Decay of the A′ →X emission intensity demonstrates the permanent
dissociation of ClF in Ar. The signal is obtained by monitoring the laser-induced
fluorescence bands during irradiation at 308 nm that excites into the repulsive 1Π1

state. In a Kr matrix, the dissociation cross section is an order of magnitude larger.
The quantum efficiencies are 5% in Ar and 50% in Kr [32].

at 308 nm. The slope in the exponential decay delivers a larger cross section
for dissociation in Kr which exceeds that in Ar by a factor of ten [32]. These
static measurements serve to prove in addition the mobility of the F fragment,
since the background under the exponential decay in Fig. 4.13 increases with
concentration and originates from a secondary formation of ClF molecules.
These are photoproducts of species formed by migrating F atoms. In Kr, the
fragments have a higher mobility and can form KrF complexes.

The dissociation of ClF in Kr is accompanied by an accumulation of
Kr+

2 F− emission, when the laser beam is spatially overlapping with an addi-
tional 270 nm beam. The dissociation product KrF is excited to Kr+F− by
the 270 nm light, which leads to formation of a Kr+

2 F− complex and local
rearrangements in the matrix. These processes prove convenient for the ul-
trafast spectroscopy on this system as shall be presented below. In addition,
the photochemical equilibrium of the system can be manipulated by control-
ling the dissociation versus the geminate recombination processes [17]. As the
radiating Kr+

2 F− terminates on a repulsive part of the KrF potential, it
dissociates and ClF can form again. Thereby, the F atom can be made to
shuttle between the ClF and KrF configurations by a proper combination of
two laser pulses. Using a 387 nm pulse operative for ClF dissociation via the
3Π0 state and the 270 nm pulse for both the dissociation (via 1Π1) and the
probing of the KrF complex, the concentration of F fragments created was
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Fig. 4.14. Pump-probe spectrum demonstrates the ultrafast cage exit of F in Kr.
The laser-induced fluorescence signal is emitted by the Kr+

2 F− exciplex formed
upon irradiation of a ClF : Kr sample at subsequent 387 nm (pump) and 270 nm
(probe) pulses. After ∆t = 250 fs, the first neutral F atoms have arrived at the
nearest interstitial site and can be probed by KrF → Kr+F− excitation at
270 nm. Further modulation has been assigned to oscillatory lattice dynamics and
delayed cage exits as the parent molecule continues to vibrate highly excited in the
3Π states [17,56]. Migration of F atoms also contributes to the rising signal. Upon
inverting the pulse sequence, the barrier crossing proceeds via ionic Cl+F− pathway
by absorbing at 270 nm to 1Π prior to two-photonic resonance of the 387 nm pulse.
The spectrum is recorded with lock-in technique at 4 K [56].

observed (emission from Kr+
2 F−) to depend reversibly on time delays between

the pulses. The probe pulse shifted the system toward ClF and dissociation
toward KrF .

In the present pump-probe spectroscopy studies the ClF molecule was
excited 0.6 eV above the 3Π0 state dissociation limit by the pump pulse
at 387 nm. Instead of probing the evolving wave packet on this potential, a
270 nm pulse was applied to excite the KrF complex formed when the F frag-
ment has escaped the cage. The detected signal originates from the Kr+

2 F−

emission at 460 nm. This scheme [56] enables a direct observation of the dis-



4 Coherence and control of molecular dynamics in rare gas matrices 287

sociation dynamics on the femtosecond timescale. The result is presented in
Fig. 4.14, where the rising signal at t > 0 is assigned to the complexation
mentioned above. The indicated peak at 250 fs corresponds to sudden cage
exit of the F atom. Further modulation on top of the rising background in-
dicates coherent motion in the system. Based on the observed timescales, the
structures can be ascribed partially to dynamics of the cage atoms that are
set to oscillation during the first Cl − F bond elongation [17]. Delayed cage
exits at subsequent elongations are more likely to contribute to the average
signal rise, due to scatter-events that broaden the time resolution. An ionic
pathway to Kr+

2 F− is observed for t < 0. In this case the 270 nm pulse arrives
first and acts as the pump and excites ClF to its 1Π1 state. A two-photon
resonance with the second 387 nm pulse prepares a wave packet in the Cl+F−

states. This wave packet promotes an F− ion to escape the cage and Kr+
2 F−

is formed subsequently by structural rearrangements.
A probable reason for the different ClF dissociation efficiencies in Ar and

Kr can be the different ground-state alignment with respect to the cage. This
was found in molecular dynamics simulations based on additive pair poten-
tials within the DIM scheme [23, 24]. While in Ar, the preferred orientation
appeared along 〈100〉 directions with a 100 cm−1 barrier to 〈110〉, the min-
ima were along 〈110〉 in Kr. Although this qualitative difference was found
between the two solids, the computation fails to reproduce the dissociation
yields quantitatively. On the contrary, the alignment along nearest-neighbor
directions in Kr prevented direct cage exits. The conflict reflects the sensitiv-
ity on the pair potentials utilized, as the resulting small, order of 102 cm−1,
barriers between the minima have drastic effects depending on the energetic
order of the crystallographic directions.

4.3 Extraction and application of intramolecular
coherences

M. Bargheer, M. Fushitani, M. Gühr, H. Ibrahim, and N. Schwentner

The coherent signature of the vibrational wave packet in pump-probe spectra
can be used to determine vibrational relaxation, potentials and trajectories
of the molecule (see Sect. 4.2). It was shown, that the vibrational coherence
even survives strong energy relaxation and nonadiabatic transitions between
different electronic states. The vibrational wave packet is formed of several
coherently super imposed vibrational eigenstates. The intramolecular vibra-
tional coherence decays due to the interaction with the environment and this
process is called vibrational decoherence or irreversible vibrational dephasing.
The phase in the coupling of two different electronic surfaces which is governed
by the phase in the electric field of the coupling light pulse can be disturbed
in an analogous way by the environment and one has to deal also with irre-
versible electronic dephasing. The vibrational wave packets in an excited elec-
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tronic state are generated by an electronic transition. Therefore, in Sect. 4.3.1
electronic dephasing is investigated by applying phase-locked pulse sequences.
In an extension to a three pulse experiment Sect. 4.3.2 demonstrates how this
method can be exploited to control the chromophore - lattice coupling intro-
duced in Sect. 4.2. Next methods are presented in Sect. 4.3.3 to determine
the vibrational decoherence time, using pump-probe spectroscopy on anhar-
monic potentials. Further a new scheme is introduced based on chirped pump
pulses [57]. Finally, it will be shown in Sect. 4.3.4 that in the dissociative
regime vibrational coherence can survive the large energy losses and a trans-
fer of coherence to lower lying eigenstates is discussed.

4.3.1 Phase-locked pulse sequences and electronic coherence

Experiments with femtosecond phase-locked pulse pairs (PLPP) provide a
direct and flexible way to investigate electronic coherence. A PLPP can be
generated by splitting a femtosecond pulse with a Michelson interferometer
where the end mirror of one arm is controlled by a micrometer step motor to
change the time delay ∆τ , between the PLPP while the other arm has a piezo
steering mirror to adjust the relative phase φ, between the PLPP.

The first application of the PLPP experiment to a molecular system
was carried out by Scherer et al. in 1990 [59] to study decoherence of rovi-
bronic transitions of gaseous I2 molecules [36, 60]. Later, other isolated sys-
tems [61–67] as well as systems in condensed phase [68–89] were studied. In
molecular wave packet interferometry, the coherence in the electric field of
the first pulse is imprinted to a molecular wave packet on the excited elec-
tronic state. A second phase-locked pulse creates another wave packet on the
excited electronic state after a time delay ∆τ (Fig. 4.15). The two wave pack-
ets can interfere on the excited state. If the first wave packet is located in
the Franck-Condon range with the ground state, the interference leads to a
change of the overall excited state population which one can record in a vari-
ation of the fluorescence intensity. Since the wave packet created by the first
pulse leaves the original Franck-Condon region and evolves back and forth
in the upper potential surface, the second pulse can modulate the population
only when the wave packet returns to the original Franck-Condon region. Fur-
thermore, if the electronic coherence of the ground and excited state is lost
in the delay ∆τ , the interference phenomena are averaged out. Through the
interference, population is transferred to the excited state in a constructive
(φ = 0) or destructive (φ = π) way, according to the relative phase φ between
the PLPP. The interference effect can be seen as vibrational recurrences in
an interferogram if molecules preserve the electronic coherence. The decrease
in modulation contrast of the recurrence provides the electronic decoherence
time, in case the vibrational coherence lives much longer (which is often the
case).

Fig. 4.16 shows a measured interferogram for Cl2 in Ar by recording the
intensity of the A’→X fluorescence for the accumulated population versus the
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Fig. 4.15. Scheme for wave packet preparation (WP 1 and 2) on the B-state by
phase-locked pulses 1 and 2 (PLPP), separated by the delay ∆τ . Laser induced
fluorescence (LIF) is observed from the covalent B state and the lower lying A’ state
(not shown). Using a third pulse with delay ∆t for probing one detects LIF from
charge transfer (CT) states.

time difference ∆τ of the two pulses. The open circles result from a tuning of
the interferometer and thus of the relative phase φ between the electric field
of the two pulses at every time step ∆τ . The envelope through the maximal
values displays constructive interference i.e. (φ = 0) and that through the
minima a destructive one with (φ = π). The pump pulse centered around 512
nm covers several vibrational levels around v’= 12 of the Cl2 B state. The
first recurrence at ∆τ = 260fs represents the vibrational round-trip time in
this range [58].
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Fig. 4.16. LIF interferogram of Cl2 in solid Ar. The A’→X fluorescence was mea-
sured for 16 different phases Φ at every delay ∆τ between a PLPP at 512 nm(open
circles). The solid curves show the maximum and minimum envelopes and the vi-
brational recurrence is seen at 260 fs. (Adapted from [58])

A similar experiment was carried out for Br2 : Ar with two laser pulses
at 590 nm which couple coherently B state vibrational levels around v’= 8
according to the spectrum in Fig. 4.3. To investigate the dependence on phase
φ in more detail the time delay ∆τ between the two pulses has been fixed and
the relative phase φ has been varied in small steps covering 8π. The expected
sinusoidal modulation is maximal for ∆τ = Tvib (Fig. 4.17), where the two
wave packets meet each other at the inner turning point and can interfere
optimally on the molecule, either constructively (maximum) or destructively
(minimum). We observe a significant modulation contrast up to the sixth
roundtrip time ∆τ = 6Tvib, however, with decreasing amplitude. For longer
time delays the modulation lies within the noise level. Fig. 4.17 shows that
this modulation is really caused by the interference. No modulation is observed
for ∆τ = 1.5Tvib, where the two created wave packets are at the inner and
outer turning points, respectively, which inhibits interference. Irregularities in
the modulation period are caused by nonlinearities of the piezo drive, which
controls the relative phase φ.

The modulation contrast in the B state fluorescence like in Fig. 4.17 for
seven different time delays ∆τ is collected in Fig. 4.18. The large drop from
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Fig. 4.17. Fluorescence intensity traces of Br2 : Ar with fixed time delay ∆τ
versus phase Φ. We detect a modulation contrast in a) of 0.06 for ∆τ = Tvib. b):
∆τ = 1.5Tvib the signal scatters statistically. The two wave packets are separated
at the inner and outer turning point. c) When ∆τ matches multiples of Tvib (here
5Tvib) the modulation is visible again.

∆ τ = 0 to ∆ τ = Tvib is caused by the following fact: in case ∆τ = 0
one observes optical interference of light with a contrast of 0.9 representing
the Michelson interferometer quality. This contrast is strongly reduced in the
molecule (from ∆τ = Tvib on and higher) for several reasons. Not all incoming
light is absorbed by the B state. Those parts absorbed by the A state contin-
uum do not contribute to the interference contrast. Furthermore, population
that leaves the B state via predissociation to a repulsive state or suffers energy
relaxation does not come back to the inner turning point to interfere with the
second wave packet.
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Fig. 4.18. Modulation contrasts of phase dependent signals (Br2 : Ar e.g. Fig. 4.17)
taken at different Tvib. The amplitude is normalized to the one at ∆τ=0 (solid
circles) and by a factor of ten magnified (open circles).

In nanosecond excitation spectra one observes strong features of popula-
tion transfer from B state to the lower lying A’ state due to predissociation
via the repulsive 1Π state. On the A’ state the B state vibrational progression
is seen at energies where the A’ state contribution itself delivers a continuum.
Since this B state fraction is in the range of 10-20% and the noise level in
absorption around 8%, a PLPP dependence is not observed in the detection
region of A’ state’s fluorescence.

The PLPP experiment strongly depends on the electronic coherence be-
tween the two electronic states since interference can only be observed if co-
herence is maintained. From vibrational wave packet revivals and focusing
experiments in the following sections the vibrational coherence time of Br2 in
solid Ar is determined to be 3 ps [57]. The faster decaying modulation contrast
in the PLPP spectrum of the B state indicates, therefore, a loss of electronic
coherence in the range of 1.4 ps for Br2 in Ar solid. For Cl2 : Ar [58] the
electronic coherence was observed for more than 660 fs, while the vibrational
coherence lasts for more than 3 ps.
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4.3.2 Control of chromophore-lattice coupling by phase-locked
pulse sequences

The superposition of the phase-locked pulses can be used to prepare vibra-
tional wave packets which are coupled to the lattice with different strength.
We explain this in the spectral domain which is more intuitive. Furthermore,
by applying a third pulse, a probe pulse, which excites the wave packet re-
sulting from the interference to charge transfer states (see Fig. 4.15), after a
delay of ∆t allows to record the difference in time evolution for the two types
of wave packets. To illustrate the control of lattice coupling one should refer
to experiments for Cl2 : Ar [58]. The center wavelength of the phase-locked

Fig. 4.19. a) Spectral fringes of a PLPP at λ =521 nm with ∆τ = Tvib = 220 fs and
φ = π locked at 519nm. b) Excitation spectrum of Cl2 in solid Ar. [3] c)Spectral
fringe as in a) but with φ = 0 d)Pump-probe spectra of Cl2 in solid Ar for the
PLPP with φ = 0 (solid) and π (dotted). The inset shows the phase dependence of
the LIF signal at the fifth oscillation maximum [15].

pulse pair (PLPP) is now tuned to 521 nm and the broad spectral distribution
covers vibrational levels of v’= 7 − 13 in Fig. 4.19b. Spectral fringes of the
phase locked pulses with a delay Tvib and the phase φ = 0 or φ = π with
respect to the wavelength at 519 nm are shown in Figs. 4.19a and c, respec-
tively. The fringes can be recorded since the pulse length is elongated in a
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monochromator, even if the pulses are well separated in time at the sample
position. Since the fringe spacing ∆ν is given as ∆ν = 1/∆τ , the Fourier
transformation of the phase locked pulses with ∆τ = Tvib has a fringe spacing
equal to the vibrational splitting in the molecule. The relative phase of the
PLPP moves the position of the fringes without changing the relative spacing,
thus the phase can be used to excite predominantly ZPLs or PSBs (see Figs.
4.19a-c and Sect. 4.2). Besides the delay ∆τ between the PLPP, a delay ∆t
between the first pulse of the PLPP and the third probe pulse has to be intro-
duced. Figure 4.19d shows transient pump-probe spectra as a function of ∆t
for fixed ∆τ = Tvib and the phase φ = 0 (solid) or φ = π (dotted). When the
second pulse interacts with the system, the interference is either constructive
(φ = 0) or destructive (φ = π). Since position and spacing of the spectral
fringes are adjustable via φ, one can manipulate the ratio of ZPL and PSB
contributions. For instance, the PLPP in Fig. 4.19a and c excites predomi-
nantly ZPLs (PSBs) and prepares vibrational wave packets in a cold (hot)
environment. As a result, such wave packets lead to a quantitative difference
in vibrational energy relaxation. The different decay of the pump-probe spec-
tra in Fig. 4.19d manifests such a wave packet dynamics coupled differently
to the lattice; the averaged vibrational wave packet intensity including lattice
oscillations (solid curve) decays after 0.5 ps due to the enhanced vibrational
relaxation, while the wave packet with less phonon excitations (dotted curve)
shows an almost constant mean value [58]. Such a control of phonon coupling
by tuning the phase is general and can be applied to various phonon induced
phenomena.

4.3.3 Coherence properties from wave packet focusing and revival
control

The pump-probe method is predominantly sensitive to vibrational coherence,
since population on an excited state is probed [2, 90] and here the focus will
be on vibrational decoherence on the B state. A recent paper by Apkarian
and coworkers [91] examines decoherence on the B state of I2 in solid Ar
alternatively using CARS. This method has been established on the ground
state of I2 in solid Ar before [2,48,92–94]. The ground state vibrational deco-
herence times can also be examined by Resonant Impulsive Raman Scattering
(RISRS), as demonstrated for I−3 in liquids [95–97]. Often, the loss of modu-
lation in pump-probe spectra is dubbed dephasing, because the phases of the
contributing wavefunctions do not add anymore constructively. Here it will
be shown that two processes of different origin have to be distinguished which
lead either to a reversible phase slip, i.e. dispersion or an irreversible phase
scrambling, i.e. decoherence. Dispersion of wave packets is clearly distinct from
processes where the phase information is lost irreversibly by decoherence. Dis-
persion of wave packets and optical pulses is analogous since it only reflects the
different group-velocities of certain frequency components. Vibrational wave
packets in harmonic potentials keep their shape after each vibrational round
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Fig. 4.20. Dispersion of a wave packet in an anharmonic oscillator. a) The wave
packet is excited at t0 by an unchirped laser pulse. The high vibrational energy
(blue) and low vibrational energy (red) parts are therefore excited at the same
time. The vibrational spacing in the high-energy range ∆EH is smaller than the
vibrational spacing in the low-energy range ∆EL. The succeeding oscillation times
TH are therefore longer than TL, and the low energy parts of the wave packet advance
the high energy parts after some oscillations at a time t1 > t0. This is called wave
packet dispersion. The wave packet is always plotted when moving from left to right.
b) The dispersion can be suppressed by starting the “slow” blue components earlier
than the “fast” red ones [98], as indicated by the dashed line at t0. At a time Topt,
the red ones will have caught up with the blue wave packet components [15].

trip [99,100]. The pump-probe spectrum of such a wave packet shows the fun-
damental oscillation frequency (when probed at a turning point) [101]. If the
wave packet suffers decoherence, the modulation will decay with the vibra-
tional decoherence time T vib

dec , and an unstructured transient will develop. As
already stated in Sect. 4.2, the covalent states of the halogens like any other
molecular potential are far from being harmonic. They can be approximated
to a high accuracy by anharmonic Morse potentials and (4.1) gives the fre-
quency of classical trajectories running on such potentials. Due to the change
in oscillation frequency with excitation energy, the wave packets disperse, as
demonstrated in Fig. 4.20a. Initially, all trajectories forming the “classical
wave packet” are started at the same time t0 by a Fourier transform limited
laser pulse. The trajectories in the ensemble having a high vibrational energy
E (”blue” ones) have a lower oscillation frequency than the low energy (”red”)
parts. Therefore, the trajectories excited in the red reach a specific internu-
clear separation at earlier times than the trajectories excited in the blue part
of the oscillator. After a few oscillations the wave packet has “tilted” in the
(R, V)-representation, as seen in Fig. 4.20a at t1. What is the signature of
this dispersion in pump-probe spectra? The modulation with the fundamental
period decays after the dispersion time Tdisp, and this decay is at first instance



296 N. Schwentner et al.

indistinguishable from vibrational decoherence. The full modulation contrast
however revives after a time Trev > Tdisp, as the correct quantum calculations
show. Two limiting cases can be distinguished:

• The decoherence time T vib
dec is on the same order as Tdisp. No revivals can

be observed in pump-probe spectra. In this case, one has to disentangle
dispersion and decoherence by specially shaped wave packets.

• The decoherence time T vib
dec is longer than Tdisp and in the range of Trev.

Thus, revivals show up and allow for determination of the decoherence
time from the pump-probe modulation contrast.

The dispersion time is crucially depending on the anharmonicity ωexe of
the molecular potential energy surface:

Tdisp =
ν

cωexe∆E
. (4.5)

∆E is the energetic width of the pump-pulse, and ν the central vibrational
frequency of the wave packet. The light velocity c is introduced, because all
numbers shall be given in units of wave numbers. ωexe of the B states decreases
from the lighter to the heavier halogens by one order of magnitude. Therefore,
the dispersion times Tdisp vary also by one order of magnitude from 400 fs
(ClF ) to 4 ps (I2). Due to the variation in Tdisp, we can test the two limiting
decoherence cases given above.

In the first case (T vib
dec ≈ Tdisp), one needs to suppress dispersion, in order

to find the vibrational decoherence time T vib
dec . The mechanism for dispersion

compensation is explained in Fig. 4.20b. The “slow” blue components are
started earlier than the “fast” red components, as indicated by the tilted line
in Fig. 4.20b. This can be accomplished by a negatively chirped laser pulse,
in which the blue components of the pulse arrive earlier on the molecule than
the red components [10, 57, 98, 102, 103]. The red components catch up with
the blue ones after the focusing time:

Topt = − β
′
ν2

4πωexe
, (4.6)

where β′ = β(ν)
c is the chirp parameter in units of fscm. The effect of focusing

is demonstrated by a simulation for free Br2 in Fig. 4.21b. If a wave packet
is excited by an unchirped laser pulse, the modulation contrast in the pump-
probe spectrum decays (solid line). When excited by a negatively chirped
pulse of the same bandwidth, the modulation contrast in the transient spec-
trum (dashed line) is low in the beginning, since the pulse was artificially
stretched. However, the vibrational levels composing the wave packet have
the right phase relation to form a narrow wave packet at Topt, according
to (4.6). The experiment was performed with the same parameters as the
simulation for Br2 in solid Ar. The RKR potential of Br2 in solid Ar was
constructed and the anharmonicity is similar to the gas phase value in this
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Fig. 4.21. a) Pump-probe spectra of Br2 in Ar for chirps β′ = 0 (solid) and -1.78 fs
cm (dashed) excited at λpump = 567 nm and probed at 600 nm. The dashed gray
shaded line gives the experimentally determined vibrational dephasing (decoher-
ence) background. b) Simulations using the same laser parameters for a free Br2

molecule [15].

range [14,104]. Besides the effect of dispersion and energy relaxation, also the
decoherence by the matrix contributes to the shape of the transient spectrum.
The unchirped excitation delivers a spectrum with decaying modulation con-
trast. With the negatively chirped excitation pulse, a maximum in contrast is
observed at Topt, in agreement with the simulation. However, the background
at Topt is not completely suppressed, contrary to the free Br2 simulation. The
background is due to population, that has undergone decoherence and thus
cannot contribute to the focusing, for which phase memory is relevant [57].
The focusing time was systematically changed by varying chirp parameters.
The shaded background could not be suppressed by focusing and thus its rise
of 3 ps gives the vibrational decoherence time T vib

dec . These are the first exper-
iments on the Br2 : Ar system up to now, and one can compare the result
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with the electronic ground state vibrational decoherence of I2 : RGS. In Kr
and Ar, the decoherence time increases with quantum number v, however
with different analytic behavior [94]. For I2 : Kr, the decoherence time lies
in the range from 100 to 33 ps [94], for I2 : Ar between 10 and 2.5 ps [93].
Taking the increased interaction with the environment in excited electronic
states into account, the time constant for vibrational decoherence of 3 ps is
consistent.

∆

Fig. 4.22. a) Measured pump-probe spectrum for Cl2 in solid Ar. The wave packet
was excited with λpump = 520 nm and probed to the charge transfer states. After the
decay of the fundamental period, it revives at 3.2 ps. This is the half revival show-
ing the fundamental period. b) The spectrum is reproduced by a simulation. The
modulation structure is damped with an exponential having a 3 ps time constant,
reflecting the vibrational dephasing Trev = 2π/(ωexe). [15]

The influence of collisions on vibrational decoherence of I2 in a high den-
sity rare gas was studied in a series of experiments by the Zewail group
[33–35, 105–108] motivating theoretical studies by V. Engel, C. Meier and
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coworkers [19, 20, 109–111]. The authors determine vibrational energy relax-
ation times T1 and vibrational dephasing times T2 versus rare gas pressure.
The decrease of T2 (corresponds to T vib

dec in the nomenclature used here) with
rising pressure is complex. Two processes induce a decoherence of the vibra-
tional levels: collisions and vibration-rotation coupling. The free I2 molecular
rotation is not blocked in contrast to the model system described here. In
the binary collision model, T2 scales linearly with the collision time [112,113],
whereas the trend is reversed for the vibration-rotation dephasing [114]. The
vibrational dephasing time scales from infinity at 0 bar rare gas pressure to
1 ps at 2 kbar pressure (examples for He as buffer gas).

The solid Ar environment used in the present experiments has a number
density of 27 nm−3. Extrapolating Zewail’s results linearly to the solid Ar
density, yields a time constant shorter than 250 fs [35]. This value is one order
of magnitude shorter than the observed T vib

dec = 3 ps for Br2 : Ar. The stabi-
lizing effect of a highly symmetric environment on coherence will also show up
in the context of coherence transfer in the next section. Once more, the well
defined symmetry of the RG host proves to preserve vibrational coherences
for unexpected long times, when comparing to disordered environments.

Now, the second case (T vib
dec > Tdisp) is discussed. If T vib

dec is on the or-
der of the revival time Trev = 2π/(ωexe), revivals can be recorded. The re-
vivals can be described in a quantum treatment of vibrational wave pack-
ets [99,101,115–121]. An energy splitting of δE between two vibrational levels
results in a wave packet oscillation time proportional to 1/δE. In harmonic
potentials, the splitting is constant, however in anharmonic ones, the split-
ting changes with the vibrational quantum number. For three subsequent level
of a Morse oscillator two different oscillation periods TA and TB are active.
This leads first to dispersion and after a number of n round trips to a revival
according to (n + 1)TA = nTB = Trev. Fig. 4.22 shows experimental and sim-
ulated spectra for Cl2 with a revival structure. The revival time Trev of Cl2
should be 6.5 ps. Besides the full revival, so called fractional revivals exist,
one of them the half revival shows up at Trev/2. The half revival appears with
the fundamental frequency and full modulation contrast in the pump-probe
spectrum. For Cl2, the half revival is located at 3.2 ps, where we observe a
recovery of the fundamental frequency in the experimental spectrum shown in
Fig. 4.22a and the simulation shown in Fig. 4.22b. The modulation contrast in
the simulation is in addition damped exponentially with a 3 ps time constant
to reproduce the experiment. This decay reflects the vibrational decoherence
of the fundamental with T vib

dec = 3 ps as found for the case of Br2 in solid Ar.
At 1.6 ps, the so called 1/4 revival should appear with the doubled vibrational
frequency. However, this short vibrational period is smeared out in the exper-
iment due to the employed time resolution in agreement with the simulation.
The focusing scheme and the scheme used here for determining the vibrational
decoherence are sensitive on the fundamental period. Therefore, they charac-
terize the coherence time of two subsequent vibrational levels, giving rise to
the fundamental frequency.
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The revival structure can be used to deduce even more detailed information
on the vibrational coherence of a distinct group of vibrational levels. For ex-
ample, the 1/4 revival at Trev/4 contains the doubled fundamental vibrational
frequency. However, this revival can only appear, if three vibrational levels are
still coupled coherently. The 1/6 revival at Trev/6 shows the tripled frequency
and it requires four coherently coupled levels. The argument can be extended
in an obvious way to even more levels [57]. Therefore, the observation of a
distinct revival allows to deduce the multilevel coherence time. The scheme
was demonstrated for the 1/6 revival of Br2 in solid Ar. However, a serious
problem had to be solved: The 1/6 revival appears at Trev/6 = 3.5 ps in Br2.
The two level vibrational coherence survives only for 3 ps, as stated above,
thus a coherence of more levels cannot be observed afterwards. Therefore, a
coherent control scheme using positively chirped pump-pulses was invented
in order to shift the revival structure [57] to earlier times. With this scheme,
the 1/6 revival was shifted to 1 ps. The observed features were analyzed with
quantum simulations yielding a dephasing time of 1.2 ps [57].

In future experiments, several revivals should be recorded allowing for
the determination of the n-level coherence. With a systematic approach, this
would allow to distinguish between Poissonian and Gaussian dephasing as
discussed in [122].

Focusing and fractional revivals of vibrational wave packets can be con-
trolled by appropriate chirped pulses. Both phenomena are a consequence of
dispersion and indicate maintenance of vibrational coherence during the evo-
lution of the wave packet. However, in addition the electronic coherence is
also required during preparation of the vibrational wave packets, since it is
a prerequisite to control the initial phase distribution among the vibrational
eigenfunctions [57]. Therefore, focusing and revivals of vibrational wave pack-
ets display electronic decoherence as well. The conditions that electronic co-
herence has to be preserved at least during the excitation pulse duration for a
full imprint of the phase information allows to estimate a lower limit for the
electronic coherence time. For example, the control of vibrational wave pack-
ets of Br2 in Ar is achieved by chirped pulses whose duration corresponds to
300 fs. Therefore, the coherent wave packet evolution on the B state demon-
strates that the electronic coherence between B and X states of Br2 lasts at
least 300 fs even in the presence of Ar atoms.

4.3.4 Coherence in the dissociative regime - the transition state
analogue

We will now discuss in more detail, the evolution of molecular vibrational
wave packets in the presence of weak and very strong dissipation. For the
weak coupling case the well established concept of perturbations of the vi-
brational levels of the chromophore by fluctuations in the bath modes can
be applied. The resulting fluctuations of the potential energy and equilibrium
coordinate lead to dephasing of vibrational coherences with time constant T2
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and to vibrational energy relaxation with T1, respectively. T2 is expected to
be faster than the time T1 for depopulation of vibrational levels [123–127].
In the related energy gap picture [128] the population in vibrational level v
relaxes stepwise to the next lower vibrational energy level v − 1 (Sect.4.2).
The concept of coherence transfer among vibrational levels in the master-
equation description of anharmonic oscillators coupled to a harmonic bath is
often applied to describe such a slow flowing down of population. The assumed
functional form of the coupling determines, which vibrational levels are cou-
pled. The dephasing and population relaxation of vibrational levels deep in a
potential well are suitably treated in this way. The relaxation rates are slow
in this region and are well in accordance with a perturbative treatment which
leads to the energy gap law [128] and predicts an increase of the relaxation
rate with the vibrational quantum number [4].

The trajectory constructed in Fig. 4.5 as well as the energy relaxation
rates plotted in Fig. 4.6 show that one is able to observe also processes in
the very strong coupling limit. Near the gas phase dissociation limit, more
than 20 quanta of the molecular vibration can be lost within one vibrational
period. This implies that the molecule loses much more energy than the spac-
ing of vibrational levels, rendering this concept of stationary states invalid.
The lifetime is much shorter than the round trip time. The opposite would
be required to establish a ”level” according to Heller’s approach connecting
high wavelength resolution spectroscopy with the time dependent wave packet
dynamics [129–131]. The assumption of a stepwise relaxation process is not
applicable anymore.

Instead, one can consider the hard collision of the molecule with the ma-
trix cage in a short interaction time as an impact which creates coherences
and populations in a manifold of previously unexcited molecular levels, as it
could be achieved by an ultrashort infrared light pulse. For the preparation
of a coherent superposition the scattering process must be shorter than the
round-trip time of the populated levels. For the hard impact near the disso-
ciation limit this prerequisite is indeed fulfilled. The reason why the creation
of coherences by scattering has not been recognized more frequently is, that
the timing and directionality of the scattering events is often not sufficiently
well defined in the investigated ensembles. For a similar situation for exam-
ple of diatomics in liquids, both the timing and the scattering angle can be
distributed over a broad range due to the structural disorder and energetic
fluctuations. For diatomics in solid rare gases the low temperature is of great
advantage, because the low initial velocities of all cage atoms imply that the
collision time is determined by the well triggered photoinduced chromophore
motion. The weak modulation contrast of pump-probe spectra in the case of
ClF : Ar, demonstrates the importance of restricted scattering angles. ClF
takes a single substitutional site in the Ar matrix, and thus different angles
are possible. In contrast, those molecules that occupy double substitutional
sites (I2 : Kr, Br2 : Ar, Cl2 : Ar), and therefore have to move in a fixed
direction like a piston, show pronounced wave packet oscillations. Again, the
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classical picture of scattering hard spheres is sufficient to point out the differ-
ent amount of potential energy remaining in the molecular bond for different
scattering angles. We can conclude that the conservation of vibrational coher-
ence in the presence of dissipation depends crucially on order in the molecules
environment. [13,21].
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Fig. 4.23. a) Electronic potential energy scheme of I2 : Kr. b) Pump-probe spectra
of the A state upon A (dashed) and B” (solid) excitation. The B” wave packet
undergoes an electronic transition and is probed in the A state (see text) [15].

Finally, the question is addressed, if vibrational coherence even survives a
nonadiabatic transition between electronic states in combination with energy
loss. A sketch of the process is displayed in the potential diagram of Fig. 4.23a.
We compare pump-probe spectra for excitation to the repulsive B′′ state (solid
line) and the weakly bound A state (dashed line), respectively, while probing
the population in the electronic A state with a pulse at λprobe = 387 nm
inducing a transition to β. The dashed line in Fig. 4.23b shows the spectrum
for direct excitation to the A state at λpump = 670 nm and the solid line is for
excitation to the repulsive B′′ state (λpump = 480 nm). The spectra coincide
after 2 ps, despite the fact that the excitation energies differ by 1.5 eV. The
prominent first peak at 100 fs is missing in the solid line, because the wave
packet is still in the B′′ state and therefore not probed by the window in the A
state. Here one can use the spectroscopic properties of the probe to distinguish
wave packets on different PES. The positions of the two peaks near 1 ps still
differ in the two spectra, displaying the different excitation conditions. After
2 ps both excitation pathways result in a similar coherent vibrational wave
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packet in the electronic A state, approx. 1000 cm−1 above the minimum of
the potential, according to the probe wavelength of 387 nm.

The experimental results prove that the vibrational coherence is conserved
in nonadiabatic transitions, even in the “unfavorable case” when the electronic
potentials coincide and run parallel for a long time, i.e. do not have a well de-
fined “timing” for the transition. Here the vibrational coherence is conserved
because the outer limbs of the potential surfaces of the A and B” states are
defined by the solvent cage and differ only slightly in this outer half of the
vibrational motion (cf. Fig. 4.23a). We emphasize that the period of 550 fs,
observed in the spectra of Fig. 4.23b, is clearly distinct from the 650 fs period
that is attributed to the creation of zone-boundary phonons by impulsive exci-
tation in an electronic transition treated in Sect. 4.4 [132]. The assignment of
the 550 fs period to the molecular I2 vibration in the A state is corroborated
by the classical MD simulations on this system [6]. The concerted electronic
and vibrational relaxation seems to occur unequivocally in all halogens in rare
gas solids The same transition from the 1Π to the 3Π state has been experi-
mentally observed and compared to results from DIM-trajectory simulations
in the system ClF in solid Ar [18].

There are no obvious restrictions to the generation of secondary coherences
via collisions, and is to be expected that the described scheme is universally
applicable. However the question remains whether or not the coherences can
be discerned. It is easy if the scattering parameters are similar for all molecules
in the ensemble. In more complicated cases new tools involving for example
higher order correlations may be applicable. These secondary coherences may
play an important role in vibrationally coherent photochemistry. Photochemi-
cal reactions have to pass a transition state where due the intended rearrange-
ment of the bonds large excursions are a prerequisite. This will inevitably lead
to dissipation of energy, when the large-amplitude motion is abruptly stopped
by the solvent. Nevertheless the process can continue coherently according to
the presented scheme.

At present the theoretical approaches which describe most realistically
such strong dynamical interactions of small molecules with a bath seem to be
semi-classical molecular dynamics simulations [6,7] and path integral methods
to include coherence [133,134] as well as extensions to several electronic states
with the DIM method

4.4 Coherent matrix response

M. Bargheer, M. Fushitani, M. Gühr, H. Ibrahim, and N. Schwentner

4.4.1 Long-lasting zone boundary phonon (ZBP) oscillations

Up to now, only the intramolecular vibration has been treated and the co-
herent motion of rare gas atoms in the vicinity of the molecular guest will
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be discussed next. The motion will be attributed to coherent zone boundary
phonons (ZBP), excited during the molecular electronic transition from the
ground to another covalent electronic state. An excellent review of research
activities in the field of such impulsively excited coherent phonons is given by
Dekorsy [135].

Fig. 4.24. Pump probe spectra of I2:Kr (a) and b)). The upper panel a) shows an
original spectrum, that decays due to energy relaxation. The effect has been removed
in panel b) by a normalization to the average signal. c) Spectra of Br2:Ar and d)
Cl2:Ar both corrected for energy relaxation. In the first few picoseconds, all spectra
show features of the intramolecular vibrational wave packet. The effects of dispersion
and energy relaxation manifest themselves in a broadening of the vibrational peaks
and a shortening in the oscillation period. After some picoseconds, a new vibrational
feature sets in, having a period of 650 fs for I2:Kr and 500 fs for Br2 and Cl2 in
solid Ar. [15]

Fig. 4.24a shows a fs pump-probe spectrum for I2 in solid Kr. A vibra-
tional wave packet in the B state was probed to the charge transfer manifold.
From 0 to 4 ps, a modulation with T = 420 fs is visible, corresponding to
the vibrational period of the B anharmonic oscillator at this particular exci-
tation energy. The modulations loose contrast with propagation time, since
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the wave packet disperses and suffers vibrational decoherence (see Sect. 4.3).
In addition the wave packet period shortens due to energy relaxation (see
Sect. 4.2). Energy relaxation is also visible in the decay of the average signal
in Fig. 4.24a. Since the wave packet is slipping to lower energies in the B
state PES, only a decreasing fraction of the wave packet remains at the probe
energy Ewin and can be detected. After 4 ps, a new oscillatory pattern with a
period of T = 650 fs is visible. It decays as the average signal. In order to am-
plify this new pattern, the pump-probe spectrum is normalized to its average
decaying intensity. The result of the normalization is shown in Fig. 4.24b; the
oscillations at late delay times ∆t are now better visible. They are no longer
discernible after about 10 ps, since also the overall noise is scaled up in the
normalization procedure. The 650 fs oscillations are remarkably stable in fre-
quency and an extrapolation of its phase results in a maximum at ∆t = 0. The
very same oscillation with T = 650 fs and the same phase has been observed
when exciting to the A state of I2 in solid Kr (see [132]).

Fig. 4.24c and d show fs pump-probe spectra for Br2 and Cl2 in solid
argon. In both cases, the electronic B state has been excited and the wave
packet is probed to the charge transfer states. The spectra are already nor-
malized, as described for the spectrum in Fig. 4.24b. As in the case of I2 in
solid Kr, the initial dynamics is dominated by the intramolecular vibrational
dynamics. Once more after some ps, a new oscillation period of now T = 500 fs
is visible in both spectra. It has the same remarkable frequency stability and
phase at t = 0 as the 650 fs feature in the I2:Kr spectra. The 500 fs period
also appears for the A state excitation of Br2 in solid Ar [104].

Concerning the origin of the 650 fs (I2:Kr) and 500 fs (Br2:Ar, Cl2:Ar)
periods, one can exclude an intramolecular wave packet motion and attribute
it to host dynamics for the following reasons:

(a) The oscillation does not show any sign of dispersion as expected from
anharmonicity. This is in conflict with the well known intramolecular anhar-
monicity for I2:Kr, Br2:Ar and Cl2:Ar and the dynamics cannot be assigned
to a molecular state.

(b) The two frequencies for Br2:Ar, Cl2:Ar (fP = 2 THz) and I2:Kr
(fP = 1.5 THz) are quasi monochromatic and the line width is only limited
by the observation time window, as a further analysis shows [132,136]. Energy
relaxation shortens the periods in the anharmonic molecular potentials and
would broaden the line in contrast to the observation.

(c) The 650 fs (I2:Kr) or 500 fs (Br2:Ar, Cl2:Ar) oscillation is observed
when exciting at many different energies in the B state of the respective mole-
cule (see Figs. 2 and 7 in [136]) and also when exciting the electronic A state
(see [132, 136]). Thus, the frequency is independent of the initial molecular
electronic or vibrational state.

(d) The same 500 fs modulation is observed in the case of Br2:Ar and
Cl2:Ar. The molecular masses and force constants are very different, the ma-
trix, however, is the same. This once more favors an assignment of the late
oscillation period to host dynamics.
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Three questions are crucial: What kind of host motion is visible in the
molecular pump-probe spectrum? How can this host motion be excited (see
Sect. 4.4.2)? How does the host motion leave its fingerprint on the molecular
pump-probe spectrum (see Sect. 4.4.3)?
To clarify the host motion assignment, in Fig. 4.25a the dispersion rela-

Fig. 4.25. Left side: <100> branch of the phonon dispersion relation of argon
(blue squares) and of krypton (red circles). Only the frequencies of the longitudinal
phonons are given. The arrow indicates the frequency of the zone boundary phonon
of a 40Ar host. Right side: The coherent host dynamics maxima of Br2:

40 and
Cl2:

40Ar (blue solid and dashed lines), and I2:Kr (red line). The lines match exactly
the frequency of the zone boundary phonon in the dispersion relation given on the
right side. [15]

tion is shown for single crystals of solid 84Kr (solid circles) [137] and solid
36Ar (solid squares) [138] gained in neutron scattering experiments. Only the
longitudinal parts of the <100> branch are shown. The Ar isotope used in
those experiments was 36Ar, however, in the present experiments Ar in nat-
ural abundance, consisting mostly of 40Ar, was used. Accordingly the highest
phonon frequency has to be shifted by

√
36/40 leading to the arrow on the

right side of Fig. 4.25a. Comparing the phonon dispersion relations with the
Fourier transformations of the pump-probe spectra in Fig. 4.25b reveals that
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the coherent host peaks match the frequency of the phonons with reduced
wave vector k = 1, which are called Zone Boundary Phonons (ZBP). Those
have the shortest possible wavelength of all phonons. The ZBP are located at
a frequency of 1.5 THz in the case of solid krypton and at about 2 THz for
solid argon. Thus, the coherent dynamics observed in the pump-probe spectra
can be attributed to coherent zone boundary phonons of the host crystal as
was documented for I2:Kr in [132], in [136] for Br2:Ar and in [139] for Cl2:Ar.
In addition, coherent ZBP oscillations were also found on some pump-probe
spectra for I2 in solid Xe with a frequency of 1.25 THz corresponding to a
period of 800 fs [48]. The ZBP have a vanishing group velocity vg = dω/dk,
since the slope in the phonon dispersion relation is zero near the edge of the
first Brillouin Zone of the crystal. This fact will be quite crucial in clarifying
the excitation and detection scheme.

4.4.2 Excitation scheme for coherent zone boundary phonons

One observes for the cases of iodine in solid krypton, bromine and chlorine
in solid argon only one host induced frequency, the ZBP. The experimental
observations also exclude phonon dynamics that is forced by the vibrational
motion of the molecule. In such a driven oscillation scenario, the environment
should show a mode being dependent on the exciting intramolecular motion.
At the specific pump wavelengths used in [8], a 2:1 resonance of the I2 in-
tramolecular vibration period and the 650 fs coherent host vibration period
was found. An impulsive creation (either electronic or vibronic in the first
excursion of the intramolecular wave packet) was excluded in this reference.
However, exploiting the tunability of the NOPA sources, the intramolecular
vibrational oscillation period T is changed over a large range from T = 1 ps for
excitations near the dissociation limits of I2, and Br2 down to 250 fs for Br2

and about 350 fs for I2. For all excitation conditions, only the coherent ZBP
motion of only one frequency could be observed and no beating phenomena
occurred. Thus, a driven oscillation cannot account for the observed phonon.

The relative phase of the host induced oscillation is stable when chang-
ing the excitation energy of the B state and when exciting the A state and
comparing it to a B state excitation (see [132, 136]). Extrapolating the host
modulation to ∆t = 0 delivers the same phase under all excitation conditions.
The fixed phase at t = 0 calls for an impulsive excitation of the environment
correlated to the optical molecular excitation.

The variant of the general impulsive excitation scheme which is proposed
here, bases on a model called Displacive Excitation of Coherent Phonons
(DECP) [135], originally introduced for the excitation of zone center phonons
in the case of semimetals and semiconductors [140–143]. If those materials are
irradiated by an ultrafast laser pulse, an interband transition from bonding
to antibonding orbitals occurs. The electronic system switches on timescales
much faster than the nuclear response times and changes the forces between
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the nuclei. The system begins to oscillate around the new equilibrium geome-
try. Recent ultrafast X-ray diffraction experiments find this particular excita-
tion mechanism in other systems [144,145]. The DECP assignment is detailed
confirmed in [132, 136] and by specific calculations in Sect. 4.7.2 and [139].
Such an impulsive excitation drives the lattice to a new equilibrium position,
while initially at ∆t = 0, it is still arranged in the electronic ground state
equilibrium position. The oscillation starts with the extreme amplitude ac-
cordingly and the atoms will oscillate around their new equilibrium position
finally. Therefore, the DECP excitation results in a ±cos(2πfPt) phonon mo-
tion. When extrapolating the phonon oscillation to the excitation time t = 0,
the phonon amplitude has a maximum or minimum. In the present experiment
a maximum occurs at ∆t = 0.

A DECP mechanism was proposed by Chergui and coworkers for genera-
tion of coherent modes in rare gas and hydrogen hosts by excitation of NO
molecules to Rydberg states [146–153]. In the present case, the molecules I2,
Br2 or Cl2 are initially in the v = 0 level of the electronic ground state X 1Σg.
The fs pump pulse excites the molecule to a 3ΠΩu state, e.g. A (Ω = 1) or
B (Ω = 0). The internuclear distance of the molecule does not change during
the short transition in which the electronic orbitals are switched. The envi-
ronment remains also in its equilibrium around the electronic ground state.
The excitation by a 20-50 fs light pulse is indeed impulsive, because it is much
shorter than any phonon and intramolecular period.

To estimate the trend for the structural changes the potential is calculated
for a single rare gas atom around the halogen molecule. The potential minima
indicate the equilibrium distance of the rare gas atom from the molecule. The
calculation uses the DIM formalism [154, 155], extensively applied in doped
rare gases [21,22,39,50,156–163] (see Sect. 4.6).

The calculation shown in Fig. 4.26 is performed for the I2:Kr case (calcu-
lations for Br2:Ar and Cl2:Ar are given in [14, 104, 139]. The interaction
potential between halogen and rare gas atoms are known from scattering
experiments [164]. The detailed description of the calculation can be found
in [14,104]. Figure 4.26c shows the lines of vanishing force for the Kr atom in
the vicinity of an I2 molecule. The line of vanishing gradient for the B state
lies outside of that for the ground state. Thus, when exciting the molecule
from its electronic ground state to the B state, the molecule expands in the
“eyes” of a rare gas atom.

One has now to search for those atoms decoupled from the molecular
vibrational motion, since the coherent ZBP is not influenced by the molecular
vibration. Fig. 4.26a and b show the (100) and (111) plane of the fcc Kr
crystal respectively. The I2 molecule on a double-substitutional site replaces
two nearest neighbor atoms. The atoms are separated into four groups. Three
groups of atoms are strongly coupled to the molecular vibrational motion.
They are called head-on (3) , belt (5) and window atoms (4) . Due to the strong
coupling to the intramolecular vibration, they are responsible for the energy
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Fig. 4.26. a) (100) plane of the I2:Kr system. b) (111) plane of the I2:Kr system
. Rare gas atoms are separated into groups: 1 coherent phonon atoms, 3 head-on
atoms, 4 window atoms, 5 belt atoms. c) Equilibrium lines (local potential minima)
of a Kr atom around the I2 molecule for different electronic states and internuclear
distances. Only one quadrant is shown for symmetry reasons. Solid line: electronic
ground state X with R1 = 0.2666 nm, dashed line: excited state B with R2 =
0.2666 nm, dotted line: excited state B with R3 = 0.3024 nm, short dotted line: B
state with large internuclear distance R4 = 0.45 nm. [15]

relaxation and wave packet retarding phenomena visible in the trajectory of
Sect. 4.2.

Group (1) is decoupled from the molecular motion. As the molecule un-
dergoes the B ←− X transition, this group of atoms experiences a force in the
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Y direction. The Ar atoms (1) are repelled to a position further away from
the molecular axis in the Y direction (inset Fig. 4.26c). The new position is
very close to a point where all B state equilibrium lines for different internu-
clear distances of the chromophore intersect. This indicates that no coupling
to the molecular oscillation occurs. Thus, the coherent phonon oscillation has
to be attributed essentially to the group (1) of atoms. A full calculation (see
Sect. 4.7) on how all the cage atoms move in the course of time is available
for Cl2:Ar [165]. The results have been published recently together with ex-
perimental data for this system [139]. They confirm the single rare gas atom
calculation presented here.

The phonons are excited symmetrically in one direction with wave vector
k and in the other direction with a wave vector of −k. The total wave vector
of the phonons cancels. Therefore, photons in the visible light range with a
very small wave vector k = 2π/λ of typical values around 1 · 107 m−1 can
excite zone boundary phonons with k around 1010 m−1. The known examples
for DECP processes usually lead to excitation of zone center phonons with
small wave vector (see, for example, [144,166–169]).

The phonons excited in this impulsive process travel away from the exci-
tation source (molecule) according to their group velocity. They form a kind
of wave packet that propagates and disperses since its constituents propagate
with different velocities. That part of the acoustic wave packet belonging to
zone boundary type phonons stays in the vicinity of the excited molecule since,
as stated above, vg= 0 holds at the boundary of the Brillouin zone. Thus, the
dispersion relation of the crystal provides a sort of a filter mechanism. Zone
center phonons propagate with the velocity of sound which is 1.64 nm/ps for
longitudinal phonons in Ar and 1.375 nm/ps for longitudinal phonons in Kr
(see, for example, [170] or [171]). Thus, after about 500 fs the zone center
phonons have crossed the second solvation shell and leave the vicinity of the
chromophore. If the phonons are probed later on, only the zone boundary
phonons remain and contribute to the coherent signal.

4.4.3 Interrogation of coherent phonons

The RG host is completely transparent for the visible and UV laser pulses
used in all experiments. The first absorption sets in above 10 eV for Kr and
at 11 eV for Ar. Thus, the crystal dynamic cannot be directly probed by
the ultrashort pulses. The coherent ZBP changes, however, the laser induced
fluorescence intensity of the molecular charge transfer states, since this is the
signal in the pump-probe measurement.

The signal is proportional to the overlap of the probe sensitivity curve with
the vibrational wave packet, as sketched in Fig. 4.27. If the CT state shifts in
energy, Ewin and the whole sensitivity curve shift also. For a small shift the
overlap does not change much for a wave packet located on the maximum of
the sensitivity curve, since the probe sensitivity curve versus energy is flat.
In contrast, when the wave packet is located partially below Ewin and is thus
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Fig. 4.27. Phonon detection scheme. The phonon modulates the charge-transfer
(CT) state solvation energy. Thus, the probe resonance (Rwin, Ewin) and the
schematic sensitivity curve (dashed, right hand side) shift accordingly, leading to a
changing overlap of the probe sensitivity with the relaxing vibrational wave packet
(WP) in the covalent state. [15]

near the edge of the sensitivity curve, the overlap changes quite dramatically
with a variation of energy, due to the steep decay in this range. The wave
packet can be either prepared in this range or it can relax to this region with
time. If the wave packet is prepared significantly above Ewin, a periodic shift of
the sensitivity curve causes a weak modulation of the pump-probe spectrum,
since the 1/

√
∆E decay is quite smooth. Only after energy relaxation has

transferred it below Ewin, the shift can be observed with high sensitivity on
the pump-probe spectrum.

The coherent ZBP, that stay at the chromophore for several ps are a source
for a periodic shift of the probe window. The solvation energy of the charge-
transfer state of the halogens with several thousand cm−1 amounts to more
than 10 % of the transition energy and is huge compared to that of the cova-
lent B state. A local compression of the lattice around the halogen molecule
increases this solvation energy of the charge-transfer state due to the shrink-
ing cavity diameter d in the Onsager model [47, 172]. The model allows to
estimate the energy shift ∆E of the dipole µ sitting in a spherical cavity
with diameter d in a polarizable host with the dielectric constant ε. Stronger
solvation pushes the ionic E state downwards in energy, the probe position
Rwin shifts inwards and Ewin down in energy to accommodate for the fixed
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probe photon energy. Coherent oscillation of matrix atoms in the halogen
vicinity generate such density modulations that can be decoded from the B
state pump-probe signal. The process modulates the pump-probe spectrum
in the decaying part, in accordance with the experimental evidence. Further-
more, the modulation depth is proportional to the average signal intensity, as
all our spectra indicate.

The delay in the phonon contribution arising from the wave packet relaxing
below the probe window energy Ewin can be avoided. We prepare the wave
packet below the probe window and observe a convolution of phonon dynamics
and intramolecular wave packet dynamics from the first picosecond of the
propagation on (see [136]).

As an alternative to the interpretation given here predissociation to lower
lying and matrix stabilized states was proposed [48]. Those lower lying states
should then be probed by two photons to the CT states, giving the typical
modulation interpreted as ZBP motion here. In that case the results should
strongly depend on the molecule. However, always a modulation with the ZBP
frequency of the host has been found, regardless of the molecule used.

4.5 IR-driven photochemistry in rare gas matrices:
The cis-trans isomerization of nitrous acid (HONO)

P. Hamm

An example of a larger chromophore is presented in this section, in order
to illustrate the increase in complexity with the number of internal degrees
of freedom. In addition, the feasibility of time resolved photochemistry in
the electronic ground state is demonstrated by exploiting the advances in
femtosecond IR technology. Chemistry in the electronic ground state plays a
central role in practice and becomes accessible by these new tools.

From the experimental point of view, very little is known about the dy-
namics of ground state chemical reactions in the condensed phase on a micro-
scopic, atomic level. Time resolved studies with high time resolution require
a sharp trigger, which, in the case of electronically driven photochemistry,
is a short pump laser pulse in the visible or UV spectral range. The same
has become possible only recently in the IR spectral region. There are many
examples known of IR-driven photochemical reactions, ranging from isomer-
ization reactions such as in nitrous acid (HONO) [173] or formic acid [174],
up to hydrogen bond dissociation reactions of, for example, H2O · · · HI com-
plexes [175] or bimolecular reactions like CH2 = C = CH2 + F2 → CH2 =
C = CHF + HF [176] (see [177, 178] for reviews). By far the most promi-
nent example is the cis → trans isomerization of HONO in rare gas ma-
trices (Kr,Ar) upon excitation of the OH stretch vibration, first described
by Pimentel in the early 60’s [173]. The cis-trans isomerization of HONO is



4 Coherence and control of molecular dynamics in rare gas matrices 313

particularly interesting because a) it is small enough to describe it theoret-
ically on the highest level [179–183], because (b) the cis → trans quantum
yield is exceptionally high (close to 100%) [173,184], and because (c) a single
quantum excitation of one vibrational mode (the OH stretch vibration) is
sufficient to trigger the reaction, reaching energy regions where the density of
states is still small enough to be manageable. The energy lies well within the
range of what might occur in ’real world’ chemistry - i.e. without IR excita-
tion, but at room temperature - due to thermal excitations with a Boltzmann
factor of eEa/kBT = 5 · 10−8. Hence, HONO appears to be an ideal proto-
type molecule to study the mechanism of thermally driven chemical reactions,
such as proton transfer reactions, on electronic ground state surfaces. The en-
ergy of the cis-configuration of HONO lies 100-200 cm−1 above that of the
trans configuration [179]. According to the highest level quantum chemistry
calculation available (on the CCSD(T)/cc-pVQZ level), the transition state
is located along the torsional coordinate at Φ = 86 with an energy of 4105
cm−1 [179]. This value reduces to 3635 cm−1 when considering zero-point
corrections [179, 182]. However, the effect of the matrix environment on the
barrier is not known. Hence, the energy of one quantum of the OH-stretch
vibration 3500 cm−1 is of the same order as that of the transition state, but
it is not known exactly whether it is above or below, and whether tunneling
effects need to be considered. Furthermore, the high cis → trans quantum
yield of 100% is indeed remarkable, given the fact that it is not the reaction
coordinate which is initially excited. This suggests, that the OH-stretching co-
ordinate is efficiently coupled to the torsional coordinate. Experimental infor-
mation about the photoisomerization of HONO stems either from stationary
spectroscopy, revealing for example the relative energetics of the cis and the
trans state through thermodynamic measurements, or from kinetic measure-
ments, revealing the quantum efficiency of the reaction [173, 184]. However,
the mechanism of the photoisomerization, or merely the order of magnitude
of its timescale (whether it is femtoseconds or milliseconds) was completely
unknown until very recently. It is not known whether coherent wave packet
motion or tunneling is involved, or whether it is a quasi-classical type ran-
dom walk which gives rise to the cis-trans isomerization. The reaction has not
been observed in the gas phase so far, which is why one may assume that the
reaction is in some way environment assisted.

This remarkable model system was investigated recently with femto-to-
nanosecond IR pump-probe spectroscopy [185,186]. To address this questions,
Fig. 4.28 shows a steady state absorption spectrum of HONO in solid Krypton
at 30K with two main bands, the OH-stretching band of the cis isomer at 3402
cm−1 and that of the trans isomer at 3552 cm−1, respectively.

Fig. 4.29a shows typical transient difference spectra after selective excita-
tion of the OH stretching band of the trans isomer. The dominating bands
are the trans bleach/stimulated emission band at 3552 cm−1 and the trans ex-
cited state absorption band at 3390 cm−1. The latter decays bi-exponentially
on a 8 ps and 260 ps timescale reporting on energy relaxation out of the OH
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Fig. 4.28. Steady state absorption spectrum of HONO in Kr Matrix at 30K, with
OH-stretching bonds of the cis (3402 cm−1) and the trans species (3552 cm−1).
Adapted from [185]

stretch vibration. Simultaneously with this decay, a third signal is growing in
between 3515-3550 cm−1, which is referred to as ’dark states’. It stems from
trans molecules that have relaxed from the originally excited OH-stretching
state, the bright state, to lower lying vibrational modes which are not ob-
served in the steady state absorption spectrum and thus called dark states.
These states can be overtones and/or combination modes, of which many ex-
ist in the molecule. As a consequence of anharmonic couplings between these
dark states and the bright OH-stretching mode, the latter absorbs slightly
red-shifted with respect to its original frequency, once one of the dark states
is populated.

Fig. 4.29b shows transient difference spectra after selective excitation of
the OH stretching band of the cis isomer. This time, only the strong cis
bleach-stimulated emission signal at 3402 cm−1 is observed, while the cis ex-
cited state absorption is outside the spectral window of this measurement.
The cis excited state is depopulated on a faster 20 ps timescale. Most impor-
tant is a small, broad signal in the region between 3515 cm−1 and 3550 cm−1

(see arrow) which is attributed to dark states in the trans configuration. This
signal directly reflects the cis-trans isomerization. The inset of Fig. 4.29b com-
pares the dark state signal after pumping trans HONO directly (gray line),
with that after pumping cis HONO (black line). As both are essentially the
same, it is concluded that the same trans overtones and combination modes
are populated after isomerization. Fig. 4.30a compares the build-up of the
trans-HONO signal after pumping cis-HONO with the cis bleach/stimulated
emission signal (Fig. 4.30b). The latter decays on two distinct timescales: On
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Fig. 4.29. (a) Transient response after selective excitation of trans HONO reveal-
ing a trans bleach/stimulated emission signal at 3552 cm−1, a trans excited state
absorption signal at 3390 cm−1, and a trans dark state signal between 3515-3550
cm−1 (see arrow). (b) Transient response after selective excitation of cis HONO
revealing a cis bleach/stimulated emission signal at 3402 cm−1 and a trans (!) dark
state signal between 3515-3550 cm−1 (see arrow). The cis excited state absorption
is outside the spectral window of this measurement. The signal is superimposed on
a broad background which is due to a water film that is growing on the sample.
Adapted from [185].

a fast, 20 ps timescale, one observes vibrational relaxation of the initially
pumped OH stretch vibration into the other internal degrees of freedom of
the HONO molecule (intramolecular vibrational redistribution IVR). On a
significantly slower 20 ns timescale, on the other hand, cooling into the ma-
trix environment is observed. Interestingly, isomerization follows the same two
step process: As long as there is energy directly in the OH stretch vibration,
isomerization is efficient, leading to 50% of the total quantum yield within
the first 20 ps. However, as long as vibrational energy is still within the mole-
cule (but no longer in the OFH stretch vibration) isomerization might still
occur, albeit with much smaller rate. This cis-trans isomerization of HONO
is an exceptional example of an IR driven photochemical reaction which has
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Fig. 4.30. (a) Build-up of the trans-HONO signal after pumping cis-HONO
compared with (b) the cis bleach/stimulated emission signal. Open squares from
[185] are completed with closed ones from [186].

been investigated in a time-resolved fashion [185, 186]. In that sense, it is
presently not clear whether these results have universal character, and to
what extent it can be transferred to more complex reactions like hydrogen
bond dissociation or even bimolecular reactions. The picture emerging from
combination of the available information is the following: from the theoret-
ical point of view, the cis-trans isomerization has either been treated on a
fully classical MD level, including the dissipative effect of the matrix [187],
or on an fully quantum level, albeit in the gas phase [180–183]. However, in
a classical picture, an energy equivalent of three quanta had to be deposited
into the OH stretch vibration in order to overcome the reaction barrier [187].
In this case isomerization occurs on a few picosecond timescale. Since a clas-
sical proton cannot tunnel, it would never isomerize when putting only one
quantum into the OH stretch vibration, like it is done in the experiment.
A fully quantum-mechanical description, in contrast, is limited to very few
degrees of freedom, which prohibits treating the interaction with the matrix
environment on the same footing. The six internal degrees of freedom of a
four-atomic molecule HONO, however, can be treated on the highest theo-
retical level: A full 6D potential energy surface has been calculated on the
CCSD(T)/cc-pVQZ level [180] and the fully coupled 6D vibrational problem
has been calculated on a numerically exact level [180, 181]. Yet, a coherent
wave packet propagated on that fully coupled 6D potential surface would not
isomerize on a 40 ns timescale, even when putting 2 quanta in the OH stretch
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vibration, high above the reaction barrier [182]. The eigenstates that carry
oscillator strength, and hence might compose such a wave packet, perfectly
localize on either the cis or trans side. Only eigenstates with high quantum
numbers in the torsional mode tend to delocalize across the cis-trans barrier,
however, these eigenstates have virtually no oscillator strength and hence can-
not be excited optically. From the experiment one now knows that the final
cooling time of the molecule is 20 ns [186], setting an absolute upper limit
for any coherent wave packet picture. Hence, it has been found that either
picture - fully classical and fully quantum-mechanical - is bound to fail. On
the one hand it is clear that tunneling effects for the proton must be relevant,
ruling out any classical treatment of, at least, the proton. On the other hand,
the matrix environment, that perturbs the system so strongly that it cannot
be neglected, can still not be treated quantum-mechanically. This situation
calls for mixed quantum-classical simulations, which are currently pursued in
our group. The density of states is too small in the gas phase to efficiently
couple both reaction partners. In the gas phase, the proton states are discrete
and are stationary eigenstates. This changes dramatically when the molecule
is brought into the condensed phase where it is coupled to a quasi-continuum
of states. Tunneling of the proton from the cis to the trans side is possible
only when proton donor and acceptor states are in close resonance. In the gas
phase, such a resonance would be accidental, and since the couplings between
the various states are weak, such a coincidence is extremely unlikely. Matrix
degrees of freedom, however, may fine-tune these resonances, as the system
as a whole undergoes thermal motion. In the condensed phase, a resonance
between two quantum states is no longer a matter of an unlikely coincidence,
but will almost necessarily occur at a particular configuration of the molecule
in the matrix cage. It is instructive to compare these conclusions with elec-
tronic photochemistry, which, of course, does occur in the gas phase, often
very efficiently and on ultrafast timescales [188]. In the electronic case, the
molecules own vibrational degrees of freedom serve as the quasi-continuum of
states which is necessary to efficiently couple the electronic wave functions.
The difference lies in the energy scales: In the electronic case, the density of
states is gigantic. When taking HONO as an example, the pure vibrational
density of states at 30.000 cm−1 (the energy of the S0 − S1 electronic tran-
sition) is estimated to be ≈ 400/cm−1, compared to a density of states of
0.25/cm−1 at 3500 cm−1 (the energy of the OH stretch vibrational transi-
tion). Hence, in the case of IR driven photochemistry, it needs the coupling to
a ’solvent’ environment to provide a quasi-continuum of states to make jumps
between proto-quantum states happen.
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4.6 Interaction potentials: The diatomics-in-molecules
approach

A. Borowski, A. Cohen, R. B. Gerber, and O. Kühn

The description of the interaction potentials for dihalogens in matrices re-
quires an approach that can realistically deal with the many-body nature of
these systems, that can address the electronically excited states as well as the
ground state, which treats the calculation of nonadiabatic couplings between
different electronic states as pertinent to the processes, and that is effective
enough to be applied for multidimensional dynamics calculations. The model
that was found to meet these multiple demands and served as a basis for
the theoretical studies presented here is the Diatomics-in-Molecules (DIM)
method [154]. The approach has had a diverse range of applications [189,190]
and in particular there have been numerous studies using DIM for impurities
in a host noble-gas system [191–193]. A comprehensive review of DIM appli-
cations for guest species in matrices is given by Apkarian and Schwentner [43].
DIM potentials were used to describe photochemical processes of species such
as HX and X2 in noble-gas solids and several of these simulations included
also the role of nonadiabatic transitions [22,50,157,194,195]. Specifically, dur-
ing the last years DIM potentials have been developed for several systems of
dihalogens in noble-gas clusters and matrices, including F2 [21,55], ClF [31],
Cl2 [139], and Br2 [196] in Ar. In essence, the DIM approach combines a
simplified electronic structure model with empirical input on the interactions
involved. Consider, for example, the construction of the DIM potentials for
F2 : Ar [21, 55]. To describe the chemical interactions between the two F
atoms, a valence-bond model is employed, explicitly treating one effective,
unpaired electron in the 2p-orbital manifold (hole) of each of the two atoms.
This yields, when considering the two spin states of each electron, a total of 36
states of the F2 molecule, correlating asymptotically with two F (2P ) atoms.
For example, the singlet electronic ground state of the system is given by

1Σ+
g = C[a0(1)b0(2) + b0(1)a0(2)] × [α(1)β(2) − β(1)α(2)] , (4.7)

where C is a normalization factor and the notation a0(i)b0(j) indicates that
the ith electron is on the first (a) F atom, the second electron j is on the
second (b) F atom, and the index 0 stands for the zero projection of the
angular momentum onto the molecular axis. The DIM electronic Hamiltonian
for F2 : Ar is given by

Hel
F2:Ar = HF2 + HF−Ar + HAr−Ar + HSO , (4.8)

where HF2 is the electronic Hamiltonian of the isolated F2 molecule, not
including the spin-orbit interaction. HF2 is determined using ab initio data
and includes potential energy curves for the singlet (X1Σ+

g , 21Σg, 1Σ−
u , 1Πg,

1Πu, 1∆g) and triplet (3Σ−
g , 3Σ+

u , 23Σ+
u , 3Πu, 3Πg, 3∆u) states of the free
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molecule [197]. The halogen-argon interaction is taken as the sum of pairwise
potentials of the form

VFi−Arj
= V0(RFi−Arj

) + V2(RFi−Arj
)P2(cos γij) , (4.9)

where RFi−Arj
denotes the distance between the ith F atom (i = 1, 2) and the

jth Ar atom (j = 1 . . . N). γij is the angle between the interatomic distance
vector and the orientation of the p-orbital on the atom. The anisotropy of the
F −Ar interaction, contained in the dependence on the p-orbital orientation,
is very important, especially for open shell (excited) states. The potentials
V0(RFi−Arj

) and V2(RFi−Arj
) can be obtained from ab initio calculations of

F (2P )/Ar interactions, as described in [21]. HSO in (4.8) is the spin-orbit
interaction, given by

HSO = ∆l · s (4.10)

where ∆ is the F atom spin-orbit coupling parameter, and l and s are the
orbital and spin angular momentum operators, respectively. A method for de-
termining an effective ∆ is described in Sect. 4.10. HSO causes rotation of the
p-orbital, compared with the situation in the free F (2P ) atom in the absence
of spin-orbit coupling. The electronic Hamiltonian (4.8) is diagonalized in the
basis of atomic p-orbital (unperturbed by spin-orbit coupling). This results
in a set of 36 adiabatic PES, Wj(F1, F2, Ar1, . . . , ArN ) (j = 1 . . . 36) which
carry the full dependence on the coordinates of the two F atoms and all the
argon atoms of the system. The electronic states so generated include the ef-
fects of the electrostatic interaction between the F2 subsystem and the argon
atoms as well as the spin-orbit couplings. Notice, that the model described
here does not include charge-transfer states. In principle, they can be treated
by the Diatomics-in-Ionic-Systems (DIIS) extension of DIM [198,199], but the
additional complexity associated with it is considerable.

Furthermore, it is important to note that for heavier halogens, e.g., the
case of Br2 : Ar [196] where the spin-orbit coupling constant is 3685 cm−1,
a different spin-orbit coupling scheme according to Hund’s case c is applica-
ble. Here, spin-orbit coupling is incorporated in the coupled total electronic
angular momentum basis used for the DIM Hamiltonian representation.

The PES provide in applications at least some insights also into the dy-
namics. Consider first Fig. 4.31, which shows the geometry of the F2 molecule
at the chemical equilibrium position in the argon lattice. The geometry has
the F -F axis pointing toward a triangle of argon atoms, that form part of the
cage that encloses the molecule. Upon promotion to a repulsive excited state,
each F atom is accelerated toward the corresponding exit window shown in
the figure. Consider now Fig. 4.32 [200] where panel (a) shows the potential
energy curves of the bare F2. All excited states shown are repulsive except
3Π, that has a weak attractive well. Fig. 4.32b shows the one-dimensional
(1D) potential curves for F2 in the Ar matrix, as a function of the F − F
distance. In this figure, the argon atoms and the center of mass of F2 are
kept fixed, and the F − F points along the 〈111〉 direction in the crystal, as
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Fig. 4.31. F2 in Argon oriented along the 〈111〉 direction. The argon windows which
are important for the caging dynamics are marked W1 and W2. (adapted from [201])

in Fig. 4.31. The figure gives indications of the effect of the medium on the
PES. In particular, the potential energy curves become more repulsive as the
F − F distance is increased, say beyond 5 a0. This, of course, represents a
“cage effect”, that involves barriers, depending on the electronic state for exit
of the F (2P ) atoms from the cage after photoexcitation. The barriers depend
strongly on the orientation of the molecule in the cage. This is demonstrated
in Fig. 4.32c where the potential energy curves are shown for the F2 molecule
pointing along the 〈110〉 axis.

These DIM PES for the molecule in the (frozen) solid are very useful for
understanding and analyzing cage exit of the photofragments upon photodis-
sociation, and they are also very helpful for designing strategies for coherent
control of cage exit, as shown in the study of Gerber et al. [54]. It goes without
saying that rotation of the molecule, recoil of the cage atoms, and the mul-
tidimensionality of the PES are important in the actual dynamics, and these
are not obvious from the potential curves. Nevertheless, much can already
be learned from such figures. Furthermore, consideration of two-dimensional
contours of the DIM potential makes it possible to incorporate at least a par-
ticular aspect of the cage atom dynamics and its role in cage exit. This was
pursued in [54] and [55], in the context of reduced dimensionality quantum
models, that will be discussed later in Sect. 4.10.

Another important advantage of the DIM methodology is that nonadia-
batic couplings, leading to transitions between different adiabatic electronic
states in dynamical processes, can be conveniently generated. The total Hamil-
tonian of the systems considered here can be written as
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Fig. 4.32. (a) The ab initio F2 free molecule potentials without spin-orbit coupling
interactions. The graph highlights three states: the ground X1Σ+

g state (blue), the
attractive 3Πu state (red), and the excited 1Πu state (violet). Among the 36 elec-
tronic states of the F2 molecule only two are bound: the ground and the 3Πu state.
Panels (b) and (c) show the F2 molecule potentials in a slab of 255 Ar atoms along
the 〈111〉 and 〈110〉 directions, respectively, with spin-orbit interaction which lifts
some of the degeneracies. In addition, the once repulsive excited states of the bare
molecule, become attractive due to the matrix. The F − Ar interaction which de-
pends on the orientation of the F (P ) orbital causes a splitting in the 3Πu states
potentials along the 〈110〉 direction.
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H = Hel(r,R) −
∑
α

�
2

2Mα
∇2

α , (4.11)

where Hel(r,R) is the electronic Hamiltonian (It is convenient to include all
potential energy terms in (4.11). Specifically for DIM this means that the
interactions between the Ar atoms are incorporated.). In (4.11), r denotes
collectively the electronic degrees of freedom and R denotes the nuclear co-
ordinates, Rα is the position of nucleus α, having the mass Mα. To solve the
time-dependent Schrödinger equation,

i�
∂Ψ(r,R, t)

∂t
= HΨ(r,R, t) , (4.12)

the wavefunction is expanded in the electronic states, defined by

Hel(r,R)ϕn(r,R) = Wn(R)ϕn(r,R) . (4.13)

The adiabatic electronic states and the potential energy surfaces Wn(R) de-
pend, of course, parametrically on R, the nuclear coordinates. The Born-
Oppenheimer separation of electronic and nuclear degrees of freedom suggests
the expression for Ψ(r,R; t)

Ψ(r,R, t) =
∑

n

ϕn(r,R)χn(R, t) . (4.14)

Where the χn(R, t) are the wave packets that describe nuclear motion on the
adiabatic potential Wn. Substitution of (4.14) into (4.8), yields after some
algebra and approximations

i�
∂χn(R, t)

∂t
=

[
−
∑
α

�
2

2Mα
∇2

α + Wn(R)

]
χn(R, t)−

∑
α

∑
m�=n

Cα
nm∇αχm(R, t) ,

(4.15)
where

Cα
nm =

�
2

Mα
〈ϕn(r,R)|∇αϕm(r,R)〉r . (4.16)

The integral in (4.16) is over the electronic coordinates. The approximation
involved neglects terms like

dα
mn = − �

2

Mα
〈ϕn(r,R)|∇2

αϕm(r,R)〉r (4.17)

which in nearly all test cases proved to be rather small. The kinetic coupling
coefficients Cα

nm govern the dynamical transitions between different adiabatic
states. They can be expanded according to the Hellmann-Feynman theorem
by

Cα
nm(R) =

〈
ϕn(r,R)|∂Hel(r,R)

∂R |ϕm(r,R)
〉

Wm(R) −Wn(R)
. (4.18)
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These coefficients can be generated very effectively from DIM. In semiclassical
treatments of nonadiabatic transitions, related coefficients appear, and are
likewise conveniently generated from DIM [22,50,157,194,195]. Indeed, it will
be pointed out that in the semiclassical approaches, all adiabatic PES, Wn(R),
and the nonadiabatic couplings, Cα

nm, can be generated on-the-fly, in the case
of the trajectories that describe the dynamics.
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Fig. 4.33. Comparison of the lowest 17 adiabatic states (along the Br2 bond dis-
tance and for a frozen Ar lattice) of a full (a) and a reduced (b) DIM description of
Br2 : Ar. The dashed line marks the energy of the Franck-Condon vertical B ← X
transition [196].

The DIM Hamiltonian discussed so far has the disadvantage that it re-
quires the treatment of the complete set of valence states. On the other hand,
in dynamics simulations often one is interested in a particular subset of elec-
tronic states only. Their relevance could be dictated by experimental condi-
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tions such as the selectivity provided by the laser spectrum (see Sect. 4.2).
In order to reduce the numerical overhead in related dynamics simulations, a
reduced DIM description has been proposed in [196]. Using Br2 : Ar as an
example, it has been shown that the disturbance of the block-diagonal struc-
ture of the Hund’s case c zero-order Hamiltonian due to the external potential
provided by the matrix environment can be classified with respect to intra-
and inter-symmetric couplings. Their interplay can be disentangled according
to the different gas phase dissociation limits of Br2.

In Fig. 4.33 the adiabatic potential energy curves along the Br2 bond dis-
tance are compared for frozen Ar positions using the full 36 valence state DIM
(panel (a)) and a reduced 17 valence state DIM (panel (b)) representation.
The reduction has been targeted to a description of the B ← X transition be-
low the Franck-Condon vertical excitation such as to describe predissociation
dynamics. The 17 states of the reduced model include all states within the
ground state gas phase dissociation limit plus the B state which belongs to
the second dissociation limit. Careful inspection of the energies reveals that
the deviation from the full DIM description is below 10 % within the Franck-
Condon vertical excitation range, even for the highest adiabatic states [196].

4.7 Classical simulations of adiabatic molecular dynamics

O. Kühn and M. Schröder

4.7.1 Energy redistribution in the lattice

The DIM method is ideally suited for the propagation of classical trajecto-
ries subject to forces generated “on-the-fly”. For the time being transitions
between different electronic states are neglected and the focus will be on the
dynamics on adiabatic PES, Wn. Specifically, the system Cl2 : Ar [139] is
considered which is shown in Fig. 4.34. In this figure different types of lat-
tice atoms have been labeled: These are the so-called phonon atoms (1,2), the
head-on atoms (3), the window atoms (4), and the belt atoms (5) which had
already been introduced in Sect. 4.4.2. The naming is rather obvious except
for the phonon atoms which will be discussed below. Overall these atoms play
an important role for the initial dynamics after photoexcitation due to their
proximity to the Cl2.

First, let us consider excitation to the C state, i.e., the trajectory starts
with momentum zero after being vertically displaced from the ground to the
excited C state (RCl−Cl = 3.98a0). This will cause rapid bond breaking and
subsequent collision with the collision head-on atoms (3). Due to the similar
masses the kinetic energy of the chlorine atoms is mostly transferred to the
head-on atoms on impact. After the collision, the affected argon atoms start
to move and hit the next argon atoms in 〈110〉 direction as shown in Fig. 4.35.
In this way the kinetic energy is transported through the lattice, that is, a
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Fig. 4.34. Argon fcc lattice with a Cl2 chromophore in a double substitutional site
in a relaxed geometry. The following types of argon atoms have been marked: 1,2
phonon atoms, 3 head-on atoms, 4 window atoms, and 5 belt atoms (cf. Fig. 4.26).
The belt and window atoms are spanning shaded rectangles for guidance. For the
classical simulations a box containing besides the Cl2 molecule 1272 argon atoms
has been used with periodic boundary conditions.

shock wave is generated (see also simulations for I2 : Kr in [202]). It turns
out that this imposes a practical constraint on the simulation time depending
on the size of the box. In the present case the boundaries are reached after
about 560 fs which roughly corresponds to the roundtrip time for the Cl−Cl
bond.

However, the energy redistributes not only in 〈110〉 direction. In Fig. 4.36
the displacement of lattice atoms in different layers is shown with respect to
the Cl2. The left column of Fig. 4.36 shows contour plots of the displacements
of lattice atoms in the layer above the chlorine molecule. This layer contains
belt and window atoms, see Fig. 4.34. Closest in distance to the center of
mass of the chlorine molecule are the belt atoms. They are displaced because
of the lack of repulsive forces, due to dissociation of the chlorine molecule
and their movement into the empty space left by the Cl-fragments. When the
chlorine returns to the inner turning point of the potential, according to the
smallest Cl-Cl bond length, the now slightly closed belt will be opened by the
chlorine again. The movement of the belt atoms is primarily perpendicular to
the molecular axis. The largest displacement can be assigned to the window
atoms, which will be pushed outwards by the chlorine atoms, when passing
through the center of these windows. Upon collision of the Cl with the first
head-on atom (3) the energy is transferred to the next Ar atom along this
direction which starts to move thus passing through the same kind of window.
This process continuous as seen from Fig. 4.35 and 4.36. The second layer will
also be influenced by the dynamics of the chlorine molecule as seen in the
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Fig. 4.35. Shock wave initialized by photoexcitation of Cl2 to the C-state. The
different panels show the displacements of the Argon atoms along 〈110〉 direction
with respect to their equilibrium distance starting with the head-on atoms in the
lowest panel (cf. Fig. 4.34).

right panel of Fig. 4.36. When belt, window or the other atoms in the first
layer are displaced, they will affect the atoms in the next layer. Lattice atoms
in the further layers are only marginally affected on this time scale.

Next the dynamics upon B state excitation is considered. Classical tra-
jectories are launched on the 3Π-state PES assuming a vertical excitation
from the minimum of the ground state PES (RCl−Cl = 3.98a0). The time-
dependence of the Cl-Cl bond length and of the displacement from equilib-
rium for some Ar atom groups is shown in Fig. 4.37 (dashed-dotted lines).
The dynamics of the Cl-Cl bond appears to be free up to about 11a0 at ca.
150 fs. Afterwards one notices an appreciable motion of the lattice atoms and
here primarily of the head-on atoms, similar to the C-state excitation in Fig.
4.35. The interaction with the other atoms is much weaker in this initial time
interval such that the belt atoms tend to move slightly into the site emptied
by the Cl2 while the windows open, cf. C-state case in Fig. 4.36.

The dynamics upon excitation from a displaced geometry in the ground
state (RCl−Cl = 4.2a0) mimicking a vertical excitation from a vibrationally
excited state to the 1Π-state is also shown in Fig. 4.37 (solid lines). The
dynamics of the collision between the Cl atoms and the Ar atoms resembles
that of the 3Π-state case. Inspecting Fig. 4.37 one notices that prior to the
first collision with the solvent cage the stretching of the Cl-Cl bond is almost
decoupled from that of the Ar lattice. In other words, during the first ca. 150
fs after Franck-Condon like photoexcitation a one-dimensional description of
the dynamics is justified, where only the Cl-Cl bond changes in the frozen Ar
lattice. This will be important for the model to be derived in Sect. 4.10.
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Fig. 4.36. Displacement of Ar atoms from their initial positions after C ← X ver-
tical transition in layers above/below the one containing the chlorine. Left column:
one layer above chlorine layer, right column: two layers above chlorine layer. The
rows are showing snapshots from top to bottom at 100, 200, 300, 400, and 500 fs.
The solid line in the upper panels indicates the 〈110〉 direction. The contour lines
show the displacements perpendicular to this axis, x and y are the coordinates in
the respective layer [165].

4.7.2 Impulsive phonon mode excitation

In Sect. 4.4 experimental results on the impulsive excitation of coherent
phonons have been presented. Since these zone boundary phonon vibrations
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Fig. 4.37. Classical dynamics of interatomic distances after vertical Franck-Condon
excitation from the potential minimum of Cl2 in the ground state to the 3Π state
(RCl−Cl = 3.98a0, dash- dotted lines) and to the 1Π-state from a displaced ground
state geometry (RCl−Cl = 4.2a0, solid lines): (a) Cl-Cl, (b) belt Ar atoms, (c)
window Ar atom, (d) head-on Ar atoms. The matrix atom distances are defined by
the deviation from the equilibrium position perpendicular to (b,c) and along (d) the
Cl2 axis (see, Fig. 4.34) [203].

are initiated in the moment of electronic excitation and not affected by the
subsequent dynamics of the chromophore, they can be reasonably studied by
adiabatic molecular dynamics [139]. At time zero, the phonon atoms (1,2)
experience a sudden kick due to the change of the DIM state from X to B
which comes along with a change of the anisotropic Cl2-Ar interaction. In
Fig. 4.38 typical trajectories are shown which are launched slightly above the
gas phase dissociation limit of the B state. In Fig. 4.38a the Cl-Cl bond dis-
tance is shown for reference. After hitting the head-on atoms, the departing
Cl atoms recombine and perform quasiperiodic motion in the bound part of
the B state potential. It should be noted that in contrast to Fig. 4.35 there is
no pronounced shock wave generation under the present excitation conditions.
The energy redistributes over the whole simulation box thus minimizing ar-
tifacts due to the periodic boundary conditions. The belt atoms (Fig. 4.38b)
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Fig. 4.38. Exemplary trajectories for a vertical excitation from the X to the B
state where the Cl-Cl bond distance has been assigned the value of 4.2 a0 which
corresponds to an energy slightly above the gas phase dissociation limit of Cl2. (a)
Cl-Cl bond distance, (b) belt atoms, and (c) phonon atoms. The distance in panels
(b) and (c) is defined with respect to the radial motion of the respective atoms away
from the Cl-Cl bond axis [139].

essentially follow the dynamics of the Cl-Cl bond at least during the first 3-4
ps, that is, they perform driven oscillations as expected from the discussion
of Fig. 4.36. The appearance of other frequencies such as the low-frequency
modulation originates from the coupling to other lattice modes. Most notable,
however, is the motion of the phonon atoms in Fig. 4.38c which appears to be
essentially decoupled from the Cl-Cl trajectory. Initially the phonon atoms
are pushed outwards due to the expansion of the electronic wavefunction. A
detailed comparison between the trajectory in Fig. 4.38c and the oscillatory
part of the pump-probe spectra in Fig. 4.24d reveals a good correlation be-
tween cage compression (minima in Fig. 4.38c) and maximum sensitivity in
the pump-probe signal. Furthermore, a Fourier transformation of the adia-
batic trajectory yields a pronounced amplitude at 75 cm−1 in fair agreement
with the experimental value of 66.7 cm−1, cf. Fig. 4.25. This supports the
excitation mechanism discussed in Sect. 4.4.2.
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4.8 Semiclassical simulations of nonadiabatic dynamics

A. Cohen, R. B. Gerber

4.8.1 Surface hopping

Extensive simulations were carried out for the ultrafast dynamics of the pho-
tochemistry of F2 in an Ar matrix, including the effects of nonadiabatic tran-
sitions, by the semiclassical surface hopping method [21,55,204]. Physically,
F2 : Ar is more attractive, at least from the perspective of the semiclassical
simulations, as a model system providing useful insights also for related sys-
tems, such as ClF : Ar and Cl2 : Ar. The advantages of the surface hopping
simulations are: (a) All 36 relevant electronic states and the nonadiabatic tran-
sitions between them can be treated. (b) The approach permits simulations
employing a relatively large number of medium atoms, which throws light on
the role of different degrees of freedom in the case of the solid. Specifically,
calculations were carried out for F2:Ar54 [21] and for F2 in a slab of 255 argon
atoms with periodic boundary conditions [204]. (c) The surface hopping al-
gorithm was effectively combined with the DIM potentials and nonadiabatic
couplings, in on-the-fly [205] calculations of the interactions. In particular,
the nonadiabatic couplings can be computed without recourse to diabatic ap-
proximations. With all these ingredients, the surface hopping simulations have
provided a flexible, versatile laboratory for the nonadiabatic photochemical
dynamics of dihalogens in rare-gas solids. The semiclassical simulations have,
however, also important disadvantages. Since the nuclear motions are treated
classically in the surface hopping approach, it cannot be used directly to ex-
plore nuclear coherence effects, and possibilities of coherent control. It was
found, however, that much can be learned by combining semiclassical simula-
tions with reduced dimensionality quantum dynamics calculations. The semi-
classical simulations showed that for a limited time window of the process, a
feasible, reduced-dimensionality treatment should be justified, and the latter
was pursued in quantum calculations that address coherence effects, as will
be discussed in Sect. 4.10 [204].

Pioneering calculations on nonadiabatic dynamics of HX and X2 (X-
Halogen) in noble-gas solids, using a semiclassical treatment and DIM poten-
tials, were presented by Gersonde and Gabriel [50]. In these simulations, spin-
orbit coupling effects were not included. An important study of nonadiabatic
dynamics of I2 in solid and liquid xenon, using the surface hopping approach,
is by Batista and Coker [22]. Relatively few trajectories were computed for
this system, which limits the information obtained in the process involved.
Algorithmically, the study on F2:Ar benefited greatly from the surface hop-
ping/DIM simulations by Krylov and Gerber on HCl in solid Ar [157], and
by Niv, Krylov, and Gerber [158, 206], on HCl inside and on the surface of
argon clusters.
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The semiclassical surface hopping algorithm employed in the present sim-
ulations follows closely the approach of Tully [205]. Initially, the nuclei evolve
on one of the adiabatic potential surfaces Wj(R), where R denotes the nu-
clear position vector. As long as nonadiabatic transitions do not occur, the
system is propagated by classical molecular dynamics on that surface. At each
configuration R, all adiabatic potential surfaces Wj(R), j = 1 . . . 36 and the
corresponding electronic states ϕj(γ1, γ2,R) are generated from DIM. Here,
γ1 and γ2 denote the orientation angles of the relevant p-orbitals of the F
atoms discussed in Sect. 4.6. The adiabatic states ϕj(γ1, γ2,R) depend para-
metrically upon the nuclear configuration R. Since these states are generated
on the fly along a trajectory R(t), one can write ϕj(γ1, γ2, t) for that trajec-
tory. The electronic degrees of freedom are described in this approach by a
wave function of the coordinates γi only, which evolves in time according to
the electronic Schrödinger equation

i�
∂

∂t
Ψ(γ1, γ2, t) = Hel(γ1, γ2,R(t))Ψ(γ1, γ2, t) . (4.19)

The adiabatic states ϕj(γ1, γ2, t) diagonalize the electronic Hamiltonian on the
right-hand side of (4.19), yielding the adiabatic PES, Wj(R(t)). We expand
Ψ(γ1, γ2, t) in the adiabatic basis ϕj(γ1, γ2, t) as follows

Ψ(γ1, γ2, t) =
36∑

j=1

Cj(t)ϕj(γ1, γ2, t) . (4.20)

This results in the following equations for the coefficients Cj(t) given by Tully
[205]

i�Ċk(t) = −i�
∑

j

Cj(t)〈ϕk|ϕ̇j〉 + Ck(t)Wk(R(t)) . (4.21)

Using the “chain rule”, one gets

〈ϕk|ϕ̇j〉 = Ṙ〈ϕk(γ1, γ2,R) | ∇Rϕj(γ1, γ2,R)〉 = ṘDkj . (4.22)

Applying the Hellmann-Feynman theorem [207], the adiabatic coupling can
be calculated analytically (for k 
= j)

Dkj =
〈ϕk(γ1, γ2,R) | ∇RHel(γ1, γ2,R)|ϕj(γ1, γ2,R)〉γ1,γ2

Wj(R) −Wk(R)
. (4.23)

Hel(γ1, γ2,R) in (4.23) is the full electronic Hamiltonian and Ṙ is the velocity
vector of the nuclei. Equations (4.22) and (4.23) provide a convenient way for
an analytical on-the-fly evaluation of the time-dependent quantities 〈ϕk|ϕ̇j〉
which represent the nonadiabatic couplings. The diagonalization procedure,
by which the adiabatic states defined here are constructed, leaves these states
undefined to within a time-dependent phase factor. The treatment of the
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adiabatic eigenfunction phases used here was developed by Krylov et al. in
[195] and previously used in [158,194,195,205,206]

The classical propagation of the nuclei together with equations (4.19-4.21)
for the electronic state, are the basis for the surface hopping method. Suppose
that initially Ck(t0) = 1 and Ci(t0) = 0 for i 
= k. The nuclei are then
propagated classically on the adiabatic surface Wk(R) using, for instance,
the Gear algorithm [208], with a 0.01 fs time step. At each point along the
trajectory, all 36 potential surfaces are constructed, and the nonadiabatic
couplings 〈ϕk|ϕ̇j〉 are obtained. Equation (4.21) for the coefficients Ci (i =
1, . . . , 36) is solved numerically using the Runge-Kutta algorithm, and their
variation in time is followed. A “hop” from surface k to j takes place following
Tullys “fewest switches” criterion [205]: If bkj is the flux of the electronic
population from state k to state j, so that the change in the population of
the state k, ȧkk, is given by

ȧkk =
∑
i�=k

bki , (4.24)

where bki, in the adiabatic representation used here, is given by

bki = −2Re(a∗kiRDki) , (4.25)

and akj is defined as CkC
∗
j , and Ck are the time-dependent expansion coef-

ficients defined in (4.20). A uniform random number ρ between 0 and 1 is
generated at each integration time interval ∆t. If

∆tbki

akk
< ρ <

∆t(bki + bkj)
akk

(4.26)

a hop from state k to j is performed, given that the energy conservation
can be achieved via scaling of velocities. The adjustment of the velocities is
performed as outlined by Coker and Xiao [209]. First, the velocities Vpred at
time t are predicted based on the V at t = t− δt:

Vpred = V − (Wj −Wk)Dkj

MDkjV
, (4.27)

where M are the masses of the nuclei; the velocity changes parallel to the
nonadiabatic coupling vector Dkj that was defined in (4.23). Second the scal-
ing factor s is computed

s =
(

2(Etot −Wj(t)
MVpredVpred

)1/2

, (4.28)

where Etot is the total energy; Wj is the potential energy of the state into
which the hopping is to be performed. Third, all the velocities are rescaled
to give the exact energy conservation, V = sVpred. Once a hopping event
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has occurred, the procedure continues with the nuclei being propagated on
the surface Wj(R). In earlier papers on HCl [158, 194, 195, 206] a slightly
different version of surface hopping was used, where the probability for a hop
was tested for a small time interval δt, chosen such that the results were stable
with respect to changes in δt. Here, the “fewest switches” algorithm is chosen
to avoid the computational cost associated with the time interval calibration
procedure.

Note that one of the problems of the surface hopping approach is that
it incorrectly overestimates the role of electronic dephasing: Electronic de-
phasing in these surface hopping simulations can be said to take place on the
first surface hopping from the initial electronic state. There is a very differ-
ent hybrid quantum (electronic)/classical (nuclear) approach, that is referred
to as the mean field approach, the Quantum/Classical Time-Dependent Self-
Consistent Field (Q/C-TDSCF) approach, and other titles [210–215]. In this
approach, the nuclei move on the average field due to the electronic state,
which evolves as a coherent superposition of the adiabatic states. Obviously,
this underestimates (neglects) the electronic decoherence effect. This has been
studied in depth by Truhlar and coworkers [216, 217] who provided alterna-
tive, in cases advantageous, surface hopping methods. This is still an open
topic, and a very active field of research. A comprehensive, elegant review is
by Stock and Thoss [218]. By the available indications, the Tully-style surface
hopping approach seems, however, to work well both for HCl:Ar and F2:Ar.
Partly, this could be due to the fact that these systems are different from
the weak-coupling, rare-hopping type of systems for such the Tully approach
may be problematic. It is also reasonable to expect that in condensed phase
applications, with the extensive averaging that takes place, things are more
favorable for the approach than for the single-collision gas-phase situations.

4.8.2 Electronic cage effects

As noted in Sect. 4.8.1, the semiclassical surface hopping simulations for F2

in an argon medium provide a very useful “laboratory” for the dynamics of
electronic states of dihalogens in a noble-gas environment. One must keep
in mind, of course, that coherence effects of the nuclear motions are outside
the scope of this approach since the nuclei are treated classically in the sur-
face hopping method. However, the results provide a wealth of information
on topics that include the dynamics of the electronic state populations, the
nature and rates of the nonadiabatic transitions that occur, the propensities
of different electronic states, and other important properties of the processes.
Previous calculations were carried out for F2:Ar54 [21, 55] and very recent
results were obtained for F2 embedded in a slab of 255 argon atoms with
periodic boundary conditions applied at the ends [204]. Results from both
systems are included in the following discussion, but the focus is on the more
recent findings.
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4.8.2.1 The ultrafast spin-flip effect

A result of considerable interest is shown in Fig. 4.39 which presents the
build up of population in the 3Π state, following excitation of the F2 into the
1Π1 state. An instantaneous Franck-Condon promotion into the excited state
was used in the model. Evidently, the population of the 3Π state begins to
rise very steeply a short time (t ≈ 25-30 fs) after the sudden excitation to
the singlet state. The 3Π population reaches a first maximum around 50 fs,
decreases somewhat around 100 fs, then rises again and reaches a second and
higher maximum near 200 fs. The result is surprising: F is a light atom of
modest spin-orbit coupling strength of about 404 cm−1 only. For such species,
transitions from singlet to triplet are typically much slower, with time scales
in the nanoseconds or longer. The ultrafast spin-flip in this system is thus
of much interest. The result of Fig. 4.39 is from calculations on F2:Ar255

(with periodic boundary conditions at the ends of the slab), i.e. from a model
of F2 in a crystalline matrix [204]. The effect of ultrafast spin-flip was first
discovered in surface hopping/DIM simulations of F2:Ar54 by Niv, Bargheer
and Gerber [21]. There are significant differences of details between the results
of the simulations for the cluster and for the matrix which have interesting
physical interpretations in their own right, but semi-quantitatively at least the
findings are similar and consistent in both cases. The ultrafast spin-flip was
experimentally observed by Bargheer and Schwentner for ClF in solid Ar [18]
(see Sect. 4.2.4), and interpreted in that study on the basis of the simulation
results for F2:Ar54. Reduced dimensionality quantum simulation, in which the
argon atoms are held fixed, also show the ultrafast spin-flip effect, see Sect.
4.10 [31].

The physical interpretation of the ultrafast spin-flip is straightforward
[204]: within a time-scale of 20fs or so after the excitation into the 1Π1 state,
the mutual distance between the F atoms reaches approximately 6 a0, (more
than twice the equilibrium distance in the ground state). At this configu-
ration, the chemical valence interactions that lock together the spin of the
electron pair in the 1Π1 singlet are weakened to the point that the modest
spin-orbit coupling interaction suffices for spin-flip. Another equivalent expla-
nation is that at this configuration the singlet and triplet states are already
near- degenerate and the spin-orbit coupling suffices to induce the transition.

The experiments on ClF demonstrate the occurrence of an ultrafast sub-
picosecond (t ≈ 250 fs) spin-flip in this system, but the time scale of this
process is considerably longer than for the F2 simulations. Thus the differ-
ences between the systems also affect considerably the details. In particular,
the time for which the Cl−F distance reaches the singlet-triplet near degen-
eracy range is much longer. This is partly due to the different potentials, and
partly due to the fact that the rise time of the pulse in the experiments adds
to the transition time, compared with the prompt Franck-Condon excitation
used in the simulations. This development suggests to search for such ultrafast
spin-flip also in other systems.
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Fig. 4.39. F2:Ar255 (at T = 8K): The 3Πu, 1Πu, X1Σ+
g as well as the sum over

all other singlet state populations vs. time, averaged over 35 caged trajectories.

Having established the ultrafast formation of 3Π population, it is of inter-
est to compare the population of this triplet with that of other states in the
system. Fig. 4.39 also shows the population in time of the initially excited 1Π1

state, the ground state X1Σ+
g and the sum of all other singlets. It is evident

from the results that shortly after the excitation the population of the 3Π
exceeds that of any of the singlets. In fact, for most of the interval t ≤ 0.4ps,
the population of 3Π is larger than the populations of all singlets combined.
The 1Π1 initially excited state drops steeply in population after the first 100
fs, which demonstrates the efficiency of nonadiabatic transitions in this sys-
tem. It has been (and still is) quite common in simulations of photochemistry
in matrices to deal only with the initially excited state, assuming that this
only ignores recombination events (see references in the review article [43]).
For the present system such an approach is qualitatively wrong.

We note the small, but conceptually interesting, population in the ground
state X1Σ+

g on a subpicosecond timescale. This is ultrafast recombination
onto the ground electronic state. The dominance of 3Π over all other sin-
glets, except the ground state is at least partly due to the attractive potential
well of 3Π, as the excited singlet states are all repulsive. These results still
await experimental confirmation. There is already evidence from the work of
Schwentner and coworkers, that indeed for ClF the 3Π population is consid-
erably greater than that of all singlets in the ultrafast time domain studied.
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Direct experimental studies of populations of the repulsive electronic states
in systems of this type are not yet at hand.

4.8.2.2 Populations of states of different electronic angular
momentum

Next the role of Ω is considered, that is, the projection of the electronic angu-
lar momentum on the molecular axis, upon the populations. Fig. 4.40 shows
the populations in time of 3Π0+, 3Π0−, 3Π1, and 3Π2 as obtained from the sur-
face hopping simulations of F2 in a solid argon matrix. Since the populations
are not equal during the time window shown, Ω clearly has an influence on the
electronic state populations. Within the limited accuracy due to the modest
number of only 35 trajectories calculated, 3Π0− and 3Π0+ are equally popu-
lated throughout the process. This is expected to be the case, since the initial
state is prepared without any bias with regard to the ± quantum number,
and the interactions should preserve the symmetry. Both the spin-orbit and
the electrostatic interactions between the argon atoms and the F (2P ) atoms
can influence the Ω populations. For changes in the triplet state populations
for t ≥ 200fs it seems possible that the electrostatic Ar/F (2P ) interactions
are the main factor influencing the Ω populations. Note that the build up of
the 3Π1 state is due to dynamical consequences of these interactions, since
the 3Π2 state has a somewhat deeper attractive well. Only at the very end
of the simulation interval of 0.4 ps the populations suggest that the role of
the corresponding attractive well-depth is decisive, that is, Pop (3Π2) ≈ Pop
(3Π0+ + 3Π0−) ≥ Pop (3Π1). Full understanding of the Ω state populations
remains a challenge for the future.

4.8.2.3 Role of energy transfer to the matrix and the validity
of a reduced-dimensionality treatment

Consider now energy transfer from the photoexcited F2 molecule to the sur-
rounding Ar environment [21, 204]. It is found that, subject to some depen-
dence on the specific initial conditions of each trajectory, an F atom can strike
an argon atom of the cage as early as 30 fs after the sudden (Franck-Condon)
excitation. The kinetic energy acquisition of the argon atom after the collision
is maximal around 70 fs. The energy of the Ar atom struck directly by the
F can reach for this system values of the order of 1eV, and this indeed is the
initiation of a shock wave propagating into the crystal. This topic has been
discussed more extensively for another system in Sect. 4.7.

The above results have, however, important implications for the simula-
tions of reduced dimensionality treatment of such systems: For the present
system, for t ≤ 30 fs, it should be justified to neglect energy transfer to the
solid, and treat the lattice as static. With this, quantum mechanical model-
ing of the system, including only, say, the F − F motion in the subspace of
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Fig. 4.40. F2:Ar255 (at T = 8K): The 3ΠΩ ( Ω = 2, 1, 0+, 0−) states population
vs. time as obtained from an average over 35 caged trajectories.

relevant electronic states becomes feasible. This has been turned into a ba-
sis for treating quantum-mechanical coherence effects on ultrafast timescales,
including spin-flip, in such systems [31, 219], see Sect. 4.10. In fact the use-
fulness of the semiclassical simulation for the quantum modeling is relevant
also to other manifolds of electronic states involved: the results of the surface
hopping simulations show, that only a small part of the 36 electronic states
play an important role. The computational effort of the quantum wave packet
treatment scales as N2, where N is the number of electronic states, hence
considerable simplification can be gained. The combination of semiclassical
simulations and reduced dimensionality treatments creates a powerful tool
that addresses the many-body nature of the systems, yet makes possible the
description of coherence effects of nuclear dynamics.

4.9 Alignment and orientation of molecules in matrices

T. Kiljunen and B. Schmidt

In the previous sections of this chapter the molecular photodynamics of
matrix-isolated dihalogen molecules upon electronic excitation has been inves-
tigated. In all those studies the initial alignment or orientation of the guest
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molecule with respect to the crystallographic axes of the host lattice is es-
sential and will now be treated in detail. Assuming alignment is justified for
larger chromophores, occupying two (or more) adjacent substitutional sites
(see Sect. 4.2.1). In that case, the guest rotational degrees of freedom are
essentially frozen which allows, e.g., for the construction of low-dimensional
models of (coupled) host–guest systems [54,55]. In contrast, smaller molecules
occupying mono–substitutional sites are — to a certain extent — exhibiting
rotational motion (see Sect. 4.2.3). The degree of hindering depends strongly
on the nature of the guest–host interaction which shall be loosely termed
“crystal field” throughout the following text. With increasing field strength,
the rotational states undergo a gradual transition from free rotor states via
hindered rotor states to librational states. In the latter case, the rotational
motion is strongly frustrated and the molecular axes undergo angular vibra-
tions about certain crystallographic directions. In general, the crystal field
is determined by a subtle interplay of attractive and repulsive interaction of
the guest molecule with the surrounding rare gas atoms. For example, the
energetically preferred axes of the HF : Ar and HCl : Ar systems are along
the 〈111〉 direction with the guest molecules pointing toward the triatomic
windows formed by the nearest neighbors in the face–centered cubic rare gas
crystal. [220,221]. In contrast, the ClF : Ar system favors the 〈100〉 direction,
i.e. tetra-atomic windows, while in a Kr matrix the ClF molecules are pref-
erentially oriented directly toward the nearest neighbors located on the 〈110〉
axes [23,24].

Obviously, the different directionality of rotational states of matrix-isolated
molecules can have enormous implications on their photochemical properties:
A preferred orientation of the guest molecules toward nearest neighbors typi-
cally results in strong reflections from the solvent cage eventually leading to
recombination of the photofragments. In contrast, a molecular orientation to-
ward windows of the first solvation shell is more likely to lead to cage exit and
permanent separation of the photofragments (see Sect. 4.2.6). Hence, a promis-
ing approach to control the yield of matrix photodissociation proceeds via con-
trolling the alignment and/or orientation of matrix-isolated molecules [222].
Similar approaches for librational control of photochemistry have already been
suggested for diatomic molecules embedded in rare gas clusters [223–226]. It
is the purpose of this section to review the state of the art in the manipulation
of rotational degrees of freedom of matrix-embedded molecules, utilizing both
time-independent and time-dependent methods, as documented in a recent
series of articles [23,24,27–29]

For gas phase molecules the manipulation of rotational degrees of free-
dom has already reached a relatively mature state, for a review see [227].
Because the interaction of external fields with molecular dipole moments
is limited to molecules with strong dipoles and requires very strong static
fields [228, 229], efficient approaches to molecular alignment and orientation
are nowadays based on the nonresonant interaction of intense laser fields with
induced dipoles due to anisotropic molecular polarizabilities [230–234]. The
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use of linear, circular, and elliptic polarization allows to fix one, two, or all
three axes of molecular rotation with respect to the laboratory frame. The cor-
responding molecular quantum states are termed pendular states which are
defined as superpositions of field-free rotor states where the molecular axis
librates about the polarization direction of the field [230, 235, 236]. In con-
trast to most other control mechanisms discussed in this book, light–induced
alignment is usually achieved using nonresonant fields. This makes the control
very robust with respect to variations of the laser pulse parameters, and in
most cases excellent quantitative agreement between theory and experiment is
found. Due to the cylindrical symmetry of the molecule–field interaction, pen-
dular states occur in pairs of different parity which are connected by tunneling
through the barrier provided by the cos2-shaped light-induced potential. This
gives rise to a straight–forward approach of achieving molecular orientation:
By applying a static field, oriented molecular states can be formed as su-
perpositions of tunneling pairs of pendular states [237, 238]. The necessary
electrostatic field strengths may be several orders of magnitude lower than
in the pendular orientation approach using static fields alone [228, 229]. The
concept of orientation by combined fields has been experimentally verified for
molecules both in gas phase [239,240] and in small rare gas clusters [241,242].

In time-dependent molecular alignment, the rotational dynamics induced
by pulsed light sources can be characterized by the following two limits: The
adiabatic limit can be approached by using light pulses which are long com-
pared to the rotational period of the molecule. In that case, however, align-
ment can only be achieved while the field is turned on [227]. Field-free align-
ment can be found in the nonadiabatic case, where the molecules interact
with pulses much shorter than the rotational time scale. This leads to the
formation of rotational wave packet states that can be considered as coherent
superpositions of field-free states and the post-pulse evolution is dominated by
corresponding quantum beats and rotational revivals [243]. Further “squeez-
ing” of the rotational densities can be achieved by tailored “pulse trains”, i.e.,
by suitable sequences of pulses [244–248]. In the present work the question
shall be addressed in how far the results on the control of gas phase align-
ment and orientation can be transferred to the situation of matrix-isolated
molecules. Based on the above concept of matrix-induced librational states,
the following control objectives can be identified: (1) In a cooperative case,
the targeted direction of alignment already coincides with the energetically
preferred axes, i.e., the minima of the (internal) crystal field. In that case, the
interaction with (external) laser fields can be utilized to further narrow the
rotational distributions, possibly beyond the gas phase case. (2) In more chal-
lenging, competitive cases the control objective is to enforce the alignment of
rotational states toward directions which correspond to saddles, or even max-
ima, of the crystal field [27]. To this end, the rotational densities will have
to be turned by the external alignment field against the effect of the internal
crystal field. Furthermore, the question is whether there exists a matrix analog
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to the gas phase mechanism of achieving additional “head vs. tail” orientation
by means of combined fields.

4.9.1 Model and interactions

The following considerations shall be restricted to the case of a linear molecule
in an electronically nondegenerate 1Σ state occupying a mono-substitutional
site in a fcc lattice, e.g., hydrogen halides or other small diatomic molecules
in solid rare gases [43]. Furthermore, any coupling of the rotational to trans-
lational [249], vibrational [250, 251], or electronic [252] degrees of freedom
of the guest molecule shall be neglected. While the latter two assumptions
can be justified by the rather low temperatures considered in the present
work, a noncoinciding center of mass and center of interaction could lead
to rotation-translation coupling. However, the resulting eccentric rotational
motion can be accounted for by appropriate down-scaling of the rotational
constant B [253, 254]. Moreover, interaction between the external fields and
the surrounding matrix can be neglected for rare gases as long as the field in-
tensities are below damage thresholds of the respective rare gas crystal. Then
the resulting Hamiltonian Ĥ for the rotational motion of the diatomic guest
molecule can be written as

Ĥ/B = (Ĵ/�)2 + V̂κ + V̂α + V̂µ , (4.29)

where Ĵ is the angular momentum operator of the embedded molecule and
the remaining three terms stand for the interaction with the matrix (V̂κ) as
well as with (nonresonant) laser fields (V̂α) and electrostatic fields (V̂µ).

Assuming a perfectly ordered fcc lattice environment, the guest–host inter-
action (“crystal field”) is expanded in symmetry adapted spherical harmonics
(SASHs) of the totally symmetric representation (A1g) of the octahedral point
group (Oh) [255]. Usually only the two lowest SASHs (V4, V6) are considered

Vκ(θ, φ;κ) = κ [K4V4(θ, φ) + K6V6(θ, φ)] , (4.30)

where κ is a (dimensionless) scaling parameter. Building on the seminal studies
of librational states in V4 potentials [256], the effect of different shapes of
hindering potentials was discussed in the literature [257, 258]. In the present
work the parameters K4 = −52

√
π/(11

√
21) and K6 = 16

√
π/(11

√
26) are

chosen such that the minima are along the six 〈100〉 directions with Vmin/κ =
−1, the saddles are along the twelve 〈110〉 directions with Vsad/κ = 0, and
the maxima are along the eight 〈111〉 directions with Vmax/κ = 10/9 [28,29],
see top panel of Fig. 4.41. This potential is very similar in shape to that
obtained for a simplified DIM model of ClF : Ar [23, 24]. According to the
target directions relative to the extrema of the rotational potential, the case
of alignment/orientation along 〈100〉 (minima) shall be termed cooperative,
while the case of 〈110〉 (saddles) or 〈111〉 (maxima) shall be referred to as
competitive in the following [27].
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Fig. 4.41. Top: Octahedral “crystal field” model potential Vκ(θ, φ)/κ of (4.30)
with minima at the 〈100〉 crystallographic axes (θ = 0), saddle points at the 〈110〉
axes (θ = π/2, φ = π/4), and maxima at the 〈111〉 axes (θ = cos−1 1/

√
3, φ =

π/4). Bottom: Corresponding energy spectrum versus strength parameter of the
potential. The dashed lines show the maxima, saddles, and minima of the potential
energy surface. The various symbols denote different irreducible representations of
the Oh point group. Ground state rotational density for κ = 25 is displayed in the
octahedron. Reproduced with permission from [28].
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The nonresonant interaction of a laser field EL with the induced dipole
moment of the molecule leads to an effective, light–induced potential of the
form

Vα(θ;∆ω) = −(∆ω cos2 θ + ω⊥) , (4.31)

where the (dimensionless) interaction strength is related to the laser field
and (parallel and perpendicular) components of the molecular polarizability
through ω‖,⊥ = E2

Lα‖,⊥/(4B) with ∆ω = ω‖ − ω⊥ and where θ is defined
as the angle between the field direction and the molecular axis [237]. Note
that polarization along fourfold 〈100〉, threefold 〈111〉, and twofold 〈110〉 ro-
tational axes reduces the octahedral (Oh) point group of the librational states
to the D4h, D3d, and D2h subgroups, respectively. Finally, the interaction of
an electrostatic field ES with the dipole moment µ of the molecule is given by

Vµ(θ;ω) = −ω cos θ (4.32)

with the dimensionless parameter ω = µES/B. Due to the absence of inversion
symmetry, the respective point groups are further reduced to C4v, C3v, and
C2v. The conversions of dimensionless units into practical ones are given by

ES [kV cm−1] =
B[cm−1]

0.0168µ[D]
ω

I0[W cm−2] =
B[cm−1]

2.11 × 10−11∆α[10−30m3]
∆ω

T [K] = 1.44B[cm−1]γ

t[ps] =
16.68

B[cm−1]
τ

(4.33)

with static field ES , laser intensity I0, temperature T , γ = kBT/B and time
t, τ = 2Bt/h.

4.9.2 From free rotors to librational states

The main distinction between the manipulation of external degrees of free-
dom of gas phase and matrix-isolated molecules is that in the latter case the
rotational motion of molecules is governed by the crystal field, Vκ, describing
the interaction with the surroundings. Upon increasing its strength, the rota-
tional states are gradually changing from free rotor states to hindered states,
until, finally, the limit of librational states is approached, i.e., angular oscilla-
tions about preferred crystallographic axes [259–261]. In Fig. 4.41 these three
regimes can be approximately identified from their energies with respect to
minima, saddles and maxima of the model potential given in (4.30). Starting
from the free rotor states |JM〉 for κ = 0 with energies E/B = J(J + 1) and
degeneracies g = 2J+1, essentially free rotation is still observed for E > Vmax.
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The regime of Vmax > E > Vsad is characterized by hindered rotor states with
degeneracies g = 1, 2, 3 in case of A,E, T cubic symmetry, respectively. For
Vsad > E > Vmin, the energy level scheme is dominated by librational man-
ifolds of states which can be labeled by quantum numbers n = 0, 1, . . . with
corresponding degeneracies g = 6(n + 1) for rotational densities along 〈100〉
directionality.

Another aspect is the dependence of the energy levels on the crystal field
parameter: Beyond certain thresholds for κ, all energy levels tend to decrease
with increasing κ (“low-field seeking” states) and form manifolds of librational
states. As can be seen in the bottom panel of Fig. 4.41, for the model potential
(4.30) chosen here, the formation of the first and second manifold is found at
κ ≈ 20 and κ ≈ 60, respectively. In the following, a fixed field strength,
κ = 25, shall be considered where the potential wells are deep enough to
support directional states as shown in the inserts in the bottom panel of
Fig. 4.41. Here the first multiplet has already formed and the typical multi-
scale nature of librational states of matrix-isolated molecules already becomes
apparent: While the crystal field splitting — as well as the zero point energy
— is of the order of 10B, the nearly degenerate ground state is comprised of
a set of states (here A1g, T1u, and Eg) exhibiting tunnel splittings below 1B.
Accordingly, the fields used for alignment/orientation are termed as strong if
they can achieve notable mixing of states belonging to different multiplets,
while weak fields can only mix states inside a single set. Note that in the first
case rotational densities are driven above potential energy saddles or barriers,
while they can tunnel in the second case.

4.9.3 From librational to pendular states

In the following optically-dressed, pendular states for the combined action of
the matrix- and light-induced potentials are discussed, Vκ + Vα for constant
crystal field, κ = 25. The resulting energy levels, En(∆ω), for cooperative
〈100〉 alignment are shown in the upper part of Fig. 4.42.

Note that the angle–independent part of Vα in (4.31) is neglected by set-
ting ω⊥ = 0. First of all, the degeneracies of the E and T symmetry librational
states are lifted as the field is switched on (∆ω > 0) due to the reduction of
the symmetry point group from Oh to D4h, see the group theoretical con-
siderations in [28]. Secondly, there are two classes of states: While one set of
energy levels is essentially field–insensitive, the remaining states are high-field
seeking, i.e., they gain energy for increasing laser intensity ∆ω. This different
behavior is due to the directionality of the wave functions with their lobes
pointing either perpendicular or parallel to the field. While the first ones es-
sentially remain unchanged, the rotational densities of the latter ones become
gradually more squeezed along the direction of the external field. Due to the
noncrossing rule for states of equal symmetry avoided crossings appear.

The degree of alignment of pendular states is usually measured in terms
of the alignment cosine, 〈cos2 θ〉. This expectation value vanishes for a per-
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Fig. 4.42. Energy spectrum (top two panels) and alignment cosine (bottom two
panels) versus strength of interaction ∆ω of guest molecule with external laser field
(4.31) for fixed internal field, κ = 25. Upper and lower figures correspond to coop-
erative 〈100〉 and competitive 〈111〉 polarization of the laser field, respectively. [15]
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pendicular state, it is one third for an isotropic state, and it approaches unity
for the limit of infinitely narrow wave functions. It is related to (the slopes
of) the energy levels by virtue of the Hellmann–Feynman theorem

〈cos2 θ〉n = − ∂En

∂(∆ω)
. (4.34)

This is visible in the third panel of Fig. 4.42, where the perpendicular states
with 〈cos2 θ〉 < 0.1 can be readily distinguished from the parallel states with
〈cos2 θ〉 > 0.9, where the alignment cosine of the (parallel) ground state ex-
ceeds that obtained for the gas phase case [237]. Moreover, the pattern of
avoided crossings of the energy levels is clearly reproduced for the alignment
cosine. The sudden increase of alignment hints to an abrupt change of the
character of the states rather than the smooth narrowing observed for the par-
allel states not involved in crossings. A qualitatively similar picture emerges
for the competitive case of 〈110〉 alignment (not shown in the figure), but
with reduced maximal alignment, 〈cos2 θ〉 < 0.75. The case of 〈111〉 align-
ment, however, is distinctly different, see lower part of Fig. 4.42: All states
are high-field seeking, and there are no clear crossings visible. For vanishing
crystal field, ∆ω = 0, the alignment is near the isotropic value of 1/3 because
the librational states under investigation exhibit notable rotational density
neither parallel nor perpendicular to the threefold 〈111〉 target. For the range
of interactions considered here (∆ω ≤ 60), the alignment cosine 〈cos2 θ〉 does
not exceed a value of 0.7.

In [28] the degree of alignment for two thermal ensembles γ = 1 and γ = 10
is discussed in detail. For these temperatures the thermal energies are insuf-
ficient or sufficient to overcome rotational barriers, respectively. While equal
weighting of pendular states would always result in an isotropic distribution,
significant thermally averaged alignment is observed due to the higher Boltz-
mann weights of the energetically lower states usually bearing higher align-
ment. Moreover, the averaged results are insensitive to the dramatic changes
of the components at avoided crossings, because parallel and perpendicular
states merely change their role.

In the cooperative case, the parallel directions of crystal field minima and
laser polarization lead to more effective alignment than in the gas phase:
For the lower temperature, γ = 1, high degrees of alignment (> 0.9) can be
achieved for fields one order of magnitude weaker than in the gas phase case.
The enhancement is still significant for the higher temperature, γ = 10. In
the competitive cases, where alignment along saddles or maxima of the crystal
field is strived for, the maximal, thermally averaged alignment remains below
the corresponding gas phase values. For the range of (dimensionless) laser
intensities studied here (∆ω ≤ 60), only moderate values around 0.6–0.7 can
be achieved for κ = 25, whereas the averaged alignment does not exceed the
isotropic value notably for stronger matrix field, κ = 60.

In the case of a homo-nuclear diatomic molecule, the above-described tech-
niques for alignment of the molecular axis relative to the crystallographic axes
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completely suffice to fix the rotational degrees of freedom. For a hetero-nuclear
molecule, however, additional “head vs. tail” orientation may be desired in the
control of photochemical events. In principle, this can be achieved by interac-
tion Vµ of an electrostatic field with the molecular dipole moment, see (4.32).
In practice, however, this “brute force” orientation is restricted to rather high
values of the (dimensionless) interaction parameter ω [228, 229]. A more ele-
gant approach to orientation of gas phase molecules circumvents this problem
by utilizing combined laser and static field, Vα +Vµ. As mentioned before, the
laser field serves to create (degenerate) g/u pairs of states, which can be split
by rather weak static fields. In close analogy, a similar approach to orienta-
tion of molecules trapped in octahedral fields has been devised that builds on
a combination of crystal and electrostatic fields, Vκ + Vµ [28]. As shown in
the bottom panel of Fig. 4.41, the crystal field gives rise to the formation of a
quasi-degenerate set of librational states which are connected to each other by
two-dimensional tunneling. If the matrix-induced field is sufficiently strong,
then the tunneling splittings of energy levels become sufficiently small, such
that they can be efficiently manipulated by rather weak electrostatic fields.
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Fig. 4.43. Energy spectrum (left panel) and orientation cosine (right panel) versus
strength of interaction ω of guest molecule with external static field (4.32) for fixed
internal field, κ = 25. Upper and lower figures correspond to cooperative 〈100〉 and
competitive 〈111〉 direction of the static field, respectively. [15]
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Pendular, oriented states resulting from the combined action of the matrix-
induced (crystal) field and electrostatic (orientation) fields, Vκ +Vµ are shown
in Fig. 4.43, again for constant crystal field, κ = 25. The resulting energy lev-
els, En(ω) are shown in the upper and lower left part of the figure for cooper-
ative 〈100〉 and competitive 〈111〉 orientation. As in the case of laser-induced
alignment, most of the degeneracies are lifted due to the lowering of the Oh

to the Cnv point groups due to the cos θ type interaction Vµ. In addition to
field–insensitive (perpendicular) and high-field seeking (parallel) states, also
low-field seeking states with orientation anti-parallel to the external static
field are observed. Again, the noncrossing rule describes the behavior at the
intersections: States transforming according to equal or unequal irreducible
representations of the respective Cnv point groups are undergoing avoided or
true intersections, respectively. Of particular interest are the avoided crossings
of parallel and anti-parallel states observed both for the cooperative and com-
petitive case. These events correspond to sudden 180 degree flips of oriented
rotational wave functions. The slope of the energy plots is connected through
a Hellmann–Feynman relation [similar to (4.34)] for the orientation cosine
〈cos θ〉 used to quantify orientation effects. The right hand side of Fig. 4.43
shows our results: While the qualitative picture is similar, it is obvious that
the achieved maximal degree of orientation is higher in the cooperative case
(〈cos θ〉 ≈ 0.95) than in the competitive case (〈cos θ〉 ≈ 0.65). When including
the effect of thermal averaging, higher orientation than for gas phase molecules
is found in the former case while the opposite is true for the latter case.

Another interesting aspect is the dependence of alignment and orienta-
tion on the strength of the crystal field: As discussed in more detail in [28],
very weak laser or static fields are necessary to achieve very high degrees of
alignment or orientation, respectively, for the cooperative case. For instance,
for κ ≈ 100, (dimensionless) interaction parameters (∆ω,ω) of the order of
0.1 are sufficient to achieve near unity alignment or orientation if single pen-
dular state are considered. However, as discussed above, strong fields with
interaction parameters (∆ω,ω) of the order of 10-100 are needed to achieve
high alignment/orientation for a thermal ensemble. This is particularly true
for the competitive cases, where strong fields are required even at rather low
temperatures.

4.9.4 From analysis to control of rotational dynamics in matrices

So far, the manipulation of rotational degrees of freedom of matrix-isolated
molecules has been discussed in terms of time-independent wave functions and
their expectation values, i.e., alignment and orientation cosines. In realistic
experiments, however, the respective control targets are achieved by means of
pulsed light sources. As well as most other light-induced processes discussed in
this book, the time-dependent picture of alignment/orientation of molecules
in matrices can be categorized with respect to the adiabatic and nonadiabatic
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limit, depending whether the employed pulses are long or short with respect
to the inherent time scales of the systems under investigation.

First, the nonadiabatic case is considered: The use of ultra-short laser
pulses generally renders the system in a wave packet state, i.e., a coherent su-
perposition of eigenstates of the quantum system under investigation. Upon
time-evolution of a wave packet, each of the comprising states exhibits phase
oscillations with its own frequency EnB/�. Hence, any time-dependent observ-
able (expectation value) of a superposition is dominated by beating patterns
(En − Em)B/�. In particular, recurrences occur, where two or more of the
underlying oscillations are in phase. This principle is first illustrated for the
rotational motion of gas phase molecules. The thermally averaged alignment
signal, 〈〈cos2 θ〉〉(τ), obtained for interaction of a linear molecule with an in-
tense laser pulse (∆ω = 100) and for low temperature (γ = 1) is shown in the
top left panel of Fig. 4.44. The very short, Gaussian-shaped pulse (FWHM:
σ = 0.032) creates a rotationally broad wave packet, and strongly nonadia-
batic dynamics is observed with complex temporal oscillation patterns of the
post-pulse alignment [262–264]. Note that on average the alignment cosine
stays above the isotropic value 1/3. Signatures of recurrences are clearly vis-
ible: After τ = 1 the wave packet is again spatially aligned due to complete
phase matching of the rotational components and the initial alignment peak
is regained. In addition, a free molecule exhibits fractional revivals, e.g. at
τ = 1/2, where the rotational density is delocalized in a plane perpendic-
ular to the polarization of the field. This dip in the alignment signal (anti-
alignment) [265] is surrounded by two peaks with high parallel alignment. In
general, the simple energy level scheme of a free rotor leads to the observation
of the (fractional) revival intervals. Obviously, the corresponding energy differ-
ences can be extracted from the complex beating pattern by virtue of a Fourier
transform: The power spectrum in the upper right of Fig. 4.44 shows progres-
sion within gerade parity states (J = 0, 2 · · · 8) by distinct peaks (4J + 6) at
6, 14, 22, and 30, and the peak at ∆E = 26 is due to the ungerade J = 5
and J = 7 states present in the wave packet. The intensities reflect both the
excitation probabilities and populations of the states comprising the initial
thermal ensemble [29].

Our results for the rotational motion molecules confined in octahedral
crystal fields are presented in an analogous way in the middle and lower panel
of Fig. 4.44 for the case of cooperative 〈100〉 and competitive 〈110〉 alignment,
respectively. The transient signals 〈〈cos2 θ〉〉(τ) exhibit global maxima near
the center of the pulse. Unexpectedly, the value for the competitive case (≈
0.7) exceeds that for the cooperative case (≈ 0.5). The further evolution is
dominated by post-pulse oscillations for both cases considered here. However,
the characteristic revival times found for gas phase molecules are absent and
a highly irregular pattern is found instead. Local maxima of 0.5 are found
for the cooperative case, while the averaged signal for the competitive case
hardly exceeds the isotropic value of 1/3. For a more detailed study of effects
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Fig. 4.44. Nonadiabatic alignment by short (σ = 0.032), intense (∆ω = 100)
pulses for low temperature (γ = 1). Time-dependent alignment signals (left panel)
and corresponding Fourier transforms (right panel) for a) gas phase, b) cooperative
〈100〉, and c) competitive 〈110〉 polarization of the external field with respect to the
internal field (κ = 25) [15].

of the pulse duration on the transient alignment signals, the interested reader
is referred to [29].

A deeper understanding of the field-free evolution has to build on a closer
spectral analysis of the post-pulse beating patterns. While wave packet states
of gas phase molecules are composed of free rotor states, the wave packet
states of matrix-isolated molecules can be interpreted as coherent superpo-
sitions of librational states. This can be seen from the power spectra of the
transient alignment signals in the right panels of Fig. 4.44. The observed
frequency patterns correspond to symmetry-allowed transitions between li-
brational, i.e., matrix-induced rotational states. Consequently, all the peaks
can be assigned to differences of the energy-levels of the trapped molecule, see
Fig. 4.41. While all peaks with ∆E > 10 correspond to transitions between
different librational manifolds, the low energy structure found at ∆E ≈ 1 is
caused by tunneling transitions within the ground librational manifold. The
intensities are governed by the initial populations in the thermal ensemble as
well as by rotational excitation probabilities. Since the transition rules and
Hönl–London factors for excitations are different within the D4h and D2h
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point groups, different intensities are observed for the equal frequencies in the
cooperative and the competitive cases.

In summary, the analysis of power spectra of experimental nonadiabatic
alignment signals provides a novel approach to the analysis of tunneling and
librational energy levels of matrix-isolated molecules. In principle, comparison
of experimental data with quantum simulations should, e.g., allow for valida-
tion of model potentials such as given in (4.30) as well as for a determination
of the free potential parameters.
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Fig. 4.45. Adiabatic alignment by long, intense (∆ω = 100) pulses for low temper-
ature (γ = 1) and for cooperative 〈100〉 polarization of the external field with respect
to the internal field (κ = 25). Upper: Alignment signal in a time window spanning
the whole pulse duration, −6 ≤ τ ≤ 6. Lower: Stepwise enhancement (enumerated)
of alignment signal during onset of the laser pulse (left) together with selected en-
ergy levels vs. alignment parameter ∆ω (right), see also Fig. 4.42. Reproduced with
permission from [29]

As an alternative to the post-pulse alignment created by nonadiabatic
alignment, in the adiabatic case of longer pulses alignment is only achieved
while the field is on. For gas phase molecules, the adiabatic limit is met if
the pulse duration reaches (or exceeds) the rotational period of the molecules
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under investigation. For matrix-isolated molecules this condition has to be
reformulated: Building on the above discussion of tunneling vs. librational
energy scales, it is expected that, for the crystal fields considered here, the
pulse lengths have to be one order of magnitude longer in order to reach the
adiabatic limit with respect to tunneling motion. An example can be seen in
Fig. 4.45 for various pulse widths σ (FWHM): In all curves (0.5 ≤ σ ≤ 4),
the maximal alignment, here achieved very close to the center of the pulse,
is near the value 〈cos2 θ〉max → 1 −

√
1/∆ω found for light molecules at

low temperatures [264]. However, all curves show also a certain degree of os-
cillatory post-pulse oscillations. For shorter pulses this is similar to the gas
phase case, see our previous discussion on nonadiabatic alignment. For the
longer pulses the adiabatic limit with respect to librational dynamics has al-
ready been reached; however, the oscillations indicate that the pulses are still
nonadiabatic with respect to tunneling dynamics. Indeed, the periods of the
field-free oscillations can be exactly assigned to certain tunneling transitions
within the ground librational manifold. In principle these oscillations could be
overcome by using even longer pulses. In practice, however, dissipation and
de-phasing might become nonnegligible on these time scales. Nevertheless it
is noted that adiabatic alignment presents a very promising approach for a
highly effective control of rotational degrees of freedom, and can be used to
steer the subsequent dynamics, e.g., in subsequent photoinduced processes.

The investigated systems serve as simplified models for molecules in rare
gas matrices if couplings to translational [249], vibrational [250,251], or elec-
tronic [252] degrees of freedom of the guest molecule are neglected. Building
on the well-developed literature for gas phase molecules, alignment and orien-
tation of matrix-isolated molecules induced by laser and static fields has been
explored [23, 24, 27–29]. In summary, the resulting rotational states can be
viewed as hybrids of librational (matrix-induced) or pendular (field-induced)
states. If the external control fields are along energetically favored directions
of the internal matrix-induced field, co-operative effects are found. Both the
degrees of alignment and orientation exceed those obtained in gas phase stud-
ies. In general, weak fields are sufficient to align/orient single states, while
higher fields are required to achieve the same for thermal ensembles. It is also
shown that rotational densities can be controlled at will even though there is
competition between internal and external fields, but then higher fields are
mandatory. Nevertheless, the examined ranges of interaction strengths can be
realized in future applications to demonstrate these effects in rare gas matrix
experiments thus opening new approaches to study direction-dependent re-
action dynamics of molecules in solids. Typically, such measurements would
be performed in the time domain utilizing pulsed light sources where the dis-
tinction between nonadiabatic and adiabatic dynamics is based on the ratio
of pulse duration and the time scales for tunneling and librational dynamics
of the matrix-isolated molecules. In the nonadiabatic case, ultrashort pulses
serve to create nonstationary wave packet states. The highly oscillating align-
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ment signals in the post-pulse regime can be understood in terms of quantum
beats of the comprising librational states. Hence, Fourier transforms of ob-
served, transient alignment signals can be used to analyze the energy level
scheme of trapped molecules in a solid which are hard to obtain by continu-
ous infrared spectroscopy [254]. Long pulses close to the adiabatic limit can be
used to achieve high degree of alignment during the pulse. Although strictly
adiabatic dynamics would have to account for interfering tunneling states,
for the purpose of control it is sufficient to choose pulse widths equal to the
rotational period of the free molecule. For both the cooperative and compet-
itive cases studied here, high alignment degrees close to the gas-phase results
can be achieved by adiabatic techniques. This allows for preparing suitable
precursor states to efficiently control subsequent direction–dependent reaction
mechanisms.

4.10 Quantum simulations of wave packet dynamics in
reduced dimensionality: From analysis to coherent spin
control

M. V. Korolkov and J. Manz

4.10.1 Model and techniques

The classical and quasi-classical simulations, which have been presented in
Sects. 4.7 and 4.8, respectively, show that the initial molecular dynamics
of dihalogens in rare gas matrices following photoexcitation by short laser
pulses may be described in terms of models with reduced dimensionality (cf.
Fig. 4.37). In the very beginning, a one-dimensional (1D) model is sufficient,
describing just the bond stretch of the molecule embedded in the frozen ma-
trix. Subsequently, a two-dimensional (2D) model is required in order to de-
scribe the onset of motions of the system along another degree of freedom,
e.g.,coherent motions of neighboring rare gas atoms or, in the case of a het-
eronuclear dihalogen, the motion of its center of mass in the matrix cage.
Again, at this stage, all other degrees of freedom are considered as frozen.
Later on, the dimensionality of adequate models increases with time. For the
subsequent applications the focus, however, is on initial time evolutions when
1D or 2D models are adequate. These models may also serve as a reference,
even during later times, in order to discover subsequent specific effects of ad-
ditional degrees of freedom. For example, Fig. 4.46 illustrates 1D (q1) and
2D (q1, q2) models for the early laser induced dynamics of F2 oriented along
the 〈111〉 direction in an Ar matrix (adapted from [201]). Here, q1 = X and
q2 = Y describe the stretch of the F2 molecule, and the concerted motions of
six argon atoms which form two equivalent opposite “windows” (labeled W1

in Fig. 4.46) for cage exit of dissociative F atoms, respectively. All comple-
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Fig. 4.46. One-dimensional (1D) and two-dimensional (2D) models for the early
dynamics of laser-induced F2 oriented along the 〈111〉 direction in an Ar matrix,
with coordinates q1 and q1,q2, respectively. The coordinates q1 = X and q2 = Y
describe the F2 bond stretch and the coherent motions of six Ar atoms which form
two equivalent opposite triangular “windows” (labeled W1, at X ≈ 11.5a0) for cage
exit. All complementary degrees of freedom are frozen at their equilibrium values.
Also indicated are six other Ar atoms which constitute the next equivalent opposite
“windows” (labeled W2, at X ≈ 23.0a0) for “second” cage exit (adapted from [201]).

mentary atoms are frozen in their equilibrium configurations, in these 1D or
2D models.

The present models are not only restricted in dimensionality, but also
in the numbers of electronic states. Again, this is suggested by the quasi-
classical simulations of Sect. 4.8 which show that populations are redistrib-
uted sequentially from the initially laser-excited state to others. Accordingly,
a simple three-state model is employed in order to describe the time evolution
at very early times. Subsequently, diabatic transitions to other electronic ex-
cited states would require that those should be included in adequate extended
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models. Usually, the electronic ground state X =1 Σ (labeled e = 1) is in-
cluded, plus two excited triplet and singlet states ( 3Π and 1Π, labeled e = 2
and 3, respectively) which are populated immediately during or after the laser
pulse. The corresponding potential energy surfaces V1(q), V2(q), V3(q) along
the coordinates q = q1 or q = q1, q2 of the 1D or 2D models are evaluated
by means of the DIM method, as explained in Sect. 4.6. Examples of 1D and
2D potential energy surfaces will be shown in Figs. 4.52 and 4.53 (for ClF
in Ar) or 4.51 (for F2 in Ar) below, respectively. We employ the “adiabatic
pure spin (singlet or triplet) presentation”, i.e. the Hamiltonian of the model
system XY : RG (dihalogen XY in rare gas matrix) is written as

HXY :RG =




T + V1 0 0
0 T + V2 VSOC

0 VSOC T + V3


 (4.35)

Here, T denotes the kinetic energy operator of the 1D or 2D models, i.e.

T = − �
2

2m1

d2

dq2
1

(1D) (4.36)

with reduced mass m = m1 = mXmY /(mX + mY ) for the stretch q1 of the
dihalogen XY, or

T = − �
2

2m1

d2

dq2
1

− �
2

2m2

d2

dq2
2

(2D) (4.37)

with effective mass m2 for the second degree of freedom q2, e.g. m2 = mX+mY

if q2 describes the motion of the center of mass of XY in its matrix cage, or
m2 = 6mAr if q2 describes the coherent motions of the six Argon atoms which
form the opposite windows W1, cf. Fig. 4.46. Moreover, VSOC denotes the
effective spin-orbit coupling between the excited singlet and triplet states.
We employ empirical values of VSOC , (see Fig. 4.48 below), neglecting any
variations along the coordinate(s) q. Note that the Hamiltonians employed
in Sects. 4.7 and 4.8 are based on the alternative adiabatic representation,
i.e spin-orbit coupling is already included in those adiabatic potentials - this
corresponds to diagonalization of the Hamiltonian (4.35). Both presentations
are, of course, equivalent. We prefer the “adiabatic pure spin representation”
with off-diagonal spin-orbit coupling because it lends itself for illuminating
interpretations of singlet-to-singlet and singlet-to-triplet transitions induced
by the laser fields and by spin orbit coupling, respectively. Kinetic couplings
are neglected in expression (4.35).

The eigenstates of the model system are evaluated as eigenstates of the
model Hamiltonian (4.35), yielding, e.g.,

Ψ1,v(q) =




Φ1,v(q)
0
0


 (4.38)
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for the electronic ground state, where

(T + V1)Φ1,v = E1,vΦ1,v (4.39)

with eigenenergies E1,v labeled by vibrational quantum number(s) v = v1

(1D) or v = v1, v2 (2D). At very low temperatures, one can assume that the
system is originally in its ground state Φ1,0. (At higher temperatures, one
should employ a density matrix description, or equivalent thermal averages
of the vibrational ground and excited states; exemplarily, the consequences of
selective vibrational preexcitations will also be considered below). In special
cases of small diatomic molecules which occupy a mono-substitutional site,
such as F2 or ClF in Ar (cf. Fig. 4.46), we know from the investigations
presented in Sect. 4.9 that this vibrational initial state is coupled to rotational
or librational motions of the diatomic molecule in its matrix cage. In the
applications below, we assume, however, that the diatomic molecule has been
preoriented along specific directions, e.g. 〈111〉 for the scenario of Fig. 4.46,
using e.g. the methods described in Sect. 4.9, see also the review [227]. In the
other cases of heavier dihalogens which occupy double substitutional sites,
e.g. Cl2 in Ar, preorientation is imposed already automatically by the matrix
environment, e.g. 〈110〉 for Cl2 in Ar, see Sect. 4.7.

In semiclassical dipole approximation, the time evolution of the system is
described in terms of nuclear wave packets

Ψ(q, t) =




Ψ1(q, t)
Ψ2(q, t)
Ψ3(q, t)


 (4.40)

with components Ψk(q, t) evolving on the adiabatic potentials Vk(q). The
Ψ(q, t) are evaluated as solutions of the time-dependent Schrödinger equation.
Using the semiclassical dipole approximation and compact matrix notation,

i�
d

dt
Ψ(q, t) = (HXY :RG − E(t)D(q))Ψ(q, t) (4.41)

Here, E(t) denotes the nonvanishing component of a laser field which is as-
sumed to be linearly polarized. (In cases of two or more laser pulses with dif-
ferent polarizations, the term −E(t)D(q) has to be replaced by correspond-
ing sums of laser-dipole interactions). For example, for the scenario of Fig.
4.46, one can consider laser fields in the infrared (IR) and visible/ultraviolet
(vis/UV) spectral domains propagating perpendicular to or along the 〈111〉
direction, with corresponding polarizations parallel or perpendicular to 〈111〉,
respectively. In the applications below, the laser pulses are modeled as

E(t) = E0 cos(ωt + η)s(t) (4.42)

with amplitude E0, carrier frequency ω, phase η, and shape function

s(t) = sin2(tπ/tp) for 0 ≤ t ≤ tp (4.43)
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and total pulse duration tp. For convenience, all the phases are set equal to
zero. The corresponding laser intensities (averaged over one cycle of the carrier
frequency)

I(t) = 0.5ε0cE2
0s

2(t) (4.44)

have maximum values
Imax = 0.5ε0cE2

0 , (4.45)

full width at half height (FWHM) τ

τ ≈ 0.364 tp (4.46)

and spectral widths Γ of the Fourier transform of the intensity, related to τ
by the uncertainty type relation

τΓ ≈ 3.295�. (4.47)

In the previous cases of laser control of reactions in the gas phase, Imax should
be below the Keldysh limit in order to avoid competing ionization - as a rule
of thumb this means Imax � 1013W/cm2, see Chapter 6 [266, 267]. For the
present applications to molecules embedded in rare gas matrices, one has to
observe the stronger restriction Imax � 1012W/cm2, because otherwise the
laser pulse could destroy the matrix.

In some of the applications below, a sequence of laser pulses is applied with
parameters labeled by l = 1, 2 etc, e.g. an initial pulse in the IR frequency
domain (l = 1) is followed by another one in the vis/UV domain (l = 2). For
simplicity, this sequence will be called IR + UV laser pulses. The expressions
(4.41)-(4.45) are then extended to corresponding sums of laser dipole interac-
tions with corresponding time delays td, e.g. the first and second pulses start
at initial times ti,l=1 and ti,l=2 = ti,l=1 + td, respectively. Zero phases of the
IR and UV pulses implies phase-locking- this is important for the subsequent
applications of coherent spin control.

The matrix D(q) in (4.41) contains the transition dipole elements parallel
to the laser field. All elements for transitions between pure singlet and triplet
states vanish, i.e.

D(q) =




d1(q) 0 d1,3(q)
0 d2(q) 0

d3,1(q) 0 d3(q)


 (4.48)

Here, d1,3(q) = d3,1(q) denotes the relevant component of the transition di-
pole elements between the electronic ground and excited singlet states. Usu-
ally, d1,3(q) for the isolated dihalogen is a good approximation in the Franck-
Condon domain; else the Condon approximation is employed, i.e. E0d1,3(q)
may be used as a parameter, independent of q. The dk(q) are the dipole func-
tions in electronic states k. For homonuclear diatomic molecules, all dk(q) van-
ish, for symmetry reasons. For the subsequent applications, laser interactions
with dipoles in excited states are irrelevant, i.e. one sets d2(q) = d3(q) = 0.
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For the initial states, it is assumed that the system is in the electronic
ground state, thus

Ψ(q, t = 0) =




Ψ1(q, t = 0)
0
0


 (4.49)

More specifically, the subsequent applications consider two scenarios, either
starting from a vibrational eigenstate,

Ψ1(q, t = 0) = Φ1,v(q) , (4.50)

typically the ground state (v = 0, i.e. v1 = 0 or v = v1, v2 = (0, 0) for the 1D
or 2D models, respectively), or from a vibrational superposition state, also
called a vibrational hybrid state

Ψ1(q, t = 0) = c0Φ1,0(q) + cjΦ1,j(q) (4.51)

with populations of the vibrationally ground (v = 0) and excited (v = j 
= 0)
components,

P1,0 = |c0|2, P1,j = |cj |2 (4.52)

The corresponding ratio of the populations

r = P1,j/(P1,0 + P1,j) (4.53)

varies from r = 0 ( pure ground state Φ1,0) to r = 1 (pure vibrationally excited
state Φ1,j).

These states (4.51) serve as important intermediate states for applications
of coherent spin control, see below. For this purpose, one can also discuss
various possibilities to prepare states (4.51) from the vibrational ground state
(4.50).

The numerical methods for calculating the systems’ eigenstates and time
evolutions are similar to those which have been explained in Chapter 3, for
applications to model systems with low dimensionality in the gas phase. For
the details, see [31,54,55,201,203,219,268].

The resulting wave functions Ψk(q, t) yield densities |Ψk(q, t)|2 and popu-
lations of the electronic states k,

Pk(t) =
∫

dq|Ψk(q, t)|2 . (4.54)

4.10.2 Applications

This section for the applications starts with several tests of the validity of
quantum simulations of dihalogens in rare gas matrices by models in reduced
dimensionality. The tests for the validity of the models focus on conver-
gence of the 1D versus 2D quantum results. Additional tests are provided
by comparisons of the 1D or 2D quantum results against multi-D classical or
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Fig. 4.47. Populations in the excited state of F2 in an Ar matrix, achieved by
laser pulses with durations τ ≈ 36 fs, depending on the laser frequency ω and field
strength E0 = 0.2, ..., 1.0Eh/(ea0) marked on the lines. The results for the 1D and 2D
models, as illustrated in Fig. 4.46, are indicated by lines and by points, respectively
(adapted from [201]).

quasi-classical ones, during restricted initial time domains, cf. [55, 203]. Sub-
sequently, the 1D or 2D models will be used for the empirical determination
of effective spin-orbit couplings and for the investigation of coherence effects
on cage exit versus recombination, relief reflections, cage exit supported by
spin orbit coupling, and ultrafast spin flip.

Consider exemplarily the results for the 1D versus 2D quantum models of
F2 in Ar and ClF in Ar, with the dihalogen oriented along the 〈111〉 direction,
cf. Fig. 4.46. Fig. 4.47 shows the populations in the excited states induced by
laser pulses with durations τ ≈ 36 fs (tp=100 fs, cf. eq. (4.46)), depending
on the laser frequency ω and field strength E0. Obviously, these absorption
spectra for the 1D and 2D models agree within graphical resolution. This
confirms the validity of a 1D model for describing absorption induced by these
short laser pulses- the second degree of freedom, or others, are still frozen, and
their effects are, therefore, negligible during these early times.

As an application, 1D model simulations of absorption spectra of dihalo-
gens in rare gas matrices may be employed for comparison with experimental
ones, and even for fitting the underlying empirical model parameters. As an
example, Fig. 4.48 shows the absorption spectra of a 1D model of ClF in
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Fig. 4.48. Populations in the excited state of the model system, ClF in an Ar
matrix, achieved by a laser pulse with duration τ ≈ 18 fs and field strength E0 =
0.0014Eh/(ea0) depending on the laser frequency ω. The results have been evaluated
for a 1D model of ClF oriented along the 〈111〉 direction, analogous to the scenario
of Fig. 4.46. The lines labeled a-f correspond to different values of the effective spin-
orbit coupling VSOC/Eh =0.0, 0.0005, 0.001, 0.002, 0.0045, and 0.01. The theoretical
results for VSOC = 0.0045Eh agree with the experimental ones at ω ≈ 0.117 and
0.1475Eh/� [269,270] (adapted from [219]).

Ar, for the scenario as depicted in Fig. 4.46, similar to the absorption spec-
tra of Fig. 4.47 for F2 in Ar for the same scenario, in the weak field limit
( for the details, see the figure legend; note the logarithmic scale of Fig.
4.48). Close analysis of the spectra shows that they consist of a dominant
peak for resonant or near resonant singlet-to-singlet transitions, plus a weak
peak or shoulder for singlet-to-triplet transitions mediated by spin orbit cou-
pling [219]. The ratio of the peaks depends, of course, on the value of VSOC .
As a consequence, VSOC = 0.0045Eh is determined as empirical value of the
spin-orbit coupling, because it yields the best agreement with the available
experimental spectra [269,270]. (Similar determinations of VSOC for Cl2 in Ar
are presented in [268]). This value has been used in [219]. It is larger than the
value VSOC ≈ 0.0013Eh which has been adapted in [271] from the quantum
chemical ab initio results for ClF in the gas phase [30].

Another convergence test for the 1D versus 2D models of F2 in Ar is
demonstrated in Fig. 4.49. Apparently, the 1D and 2D dynamics agree well
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Fig. 4.49. Mean total, potential, and kinetic energies of the electronic excited states
of F2 in Ar, for the 1D and 2D scenarios of Fig. 4.46. The contributions from the
motions of the F2 molecule and of six Ar atoms constituting the opposite “windows”
( cf. Fig. 4.46) are labeled by coordinates q1 = X and q2 = Y , respectively. The
laser parameters are E0 = 0.4Eh/(ea0), τ ≈ 36 fs, and ω= 0.15 Eh/� (adapted
from [201]).

during the first ca. 70 fs. During this period, the laser pulse (τ ≈ 36 fs) pre-
pares the system in the electronic excited singlet state, inducing a sequence of
various processes. Apparently, the first step is associated with mode selective
energy transfer from potential energy to kinetic energy, exclusively for the
bond stretch, implying frozen Ar atoms. After ca. 70 fs, one observes the on-
set of the second energy transfer, now preferably from kinetic energy of the F2

stretch to the Ar atoms: the F atoms approach the opposite “windows” of the
matrix cage, pushing aside the Ar atoms which form those windows. Accord-
ingly, a 1D model for the F2 bond stretch with frozen Ar atoms is adequate
during the first 70 fs. Subsequently, energy transfer to the matrix atoms calls
for a 2D model. The dimensionality of adequate models should then increase
with time, depending on a cascade of energy transfers to more and more Ar
atoms. In the following, it is assumed that the 2D model should be valid till
slightly longer times, say ca. 100 fs. Models with larger dimensionality would
be required for convergence tests of this working hypothesis.

The preceding convergence tests allow to use the 1D and 2D models for
quantum simulations of the laser induced processes during at least 70 fs or
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slightly longer times, respectively. As first applications, let us use the 2D
model for F2 in Ar to discover laser induced coherence effects on cage exit
versus recombination, cf. [201]. Successful cage exit requires that the F2 bond
stretch should exceed the value X = 11.5a0 for the positions of the “windows”
labeled W1 in Fig. 4.46, in order to penetrate into the neighboring cage. Close
analysis reveals a simple condition of coherent motions along the X and Y
coordinates which is, however, not easy to satisfy: The bond stretch (X) must
“open the window for cage exit” (Y ), and moreover the window should be
open at the moment when the halogen atoms approach in order to leave their
initial cage. Specifically, the coordinate Y of the Ar atoms which form the
windows for cage exit must increase from its equilibrium value ≈ 4.2a0 to
at least to the limit ca. 5.5a0. As an example, the wave packet dynamics in
the electronic excited singlet state induced by a laser pulse with parameters
E0 = 0.4Eh, τ ≈ 36 fs and �ω = 0.1Eh is shown in Fig. 4.50. Apparently,
the transfer of kinetic energy from the F2 bond stretch to the Ar atoms (cf.
Fig. 4.49) induces just a tiny increase of Y from ca. 4.2a0 to approximately
4.4a0 when the F atoms approach these windows, i.e. they are still closed thus
imposing recombination, not cage exit. Nevertheless, efficient energy transfer
from motions along X to Y causes continuous opening of the Ar windows till
Y ≈ 5.8 a0, i.e. even beyond the limit for cage exit- but that doesn’t help any
more for cage exit because at the same time, the two F atoms have already
recombined to F2. It turns out that, within the 2D model, both the windows
and the bond stretch would have to oscillate several times till (at least part
of) the wave packet arrives at the window at the time when it is open. This
scenario of the 2D model is, of course, rather hypothetical beyond ca. 100 fs,
but it is nevertheless useful because it points to the important condition for
cage exit, i.e. good timing of the coherent coupled motions, i.e. Y > 5.5a0

when X ≈ 12 a0.
Based on the preceding analysis, systematic investigations have been car-

ried out of the effects of the laser parameters, and also of vibrational preexci-
tations, in order to predict efficient scenarios for cage exits [54, 55, 201, 271].
One example is shown in Fig. 4.51, see also [54]: Assuming the initial state
Φ1,v1=0,v2=3 ( cf. (4.50)) which corresponds to vibrational preexcitation of the
“window mode” of the six Ar atoms which form the opposite “first windows”
for cage exit, the laser pulse with parameters d1,3E0 ≈ 0.03Eh (Condon ap-
proximation), ω = 0.26Eh/�, τ ≈ 36 fs, induces perfect cage exit through the
preexcited “first window” ( labeled W1 in Fig. 4.46), at t = 100 fs. Subse-
quently, the two outer lobes of the initial wave function, which correspond to
the largest preopening of the “first window” by matrix preexcitation, would
even make it through the “second window” toward the next nearest cage of
the matrix, within the frame of the 2D model (labeled W2 in Fig. 4.46). The
different time evolutions of alternative lobes of the initial wave function is
determined by so-called “relief reflections” [54], i.e. by reflections from differ-
ent parts of the walls of the potential energy surface, similar to rebounds of
various billiard-balls from different parts of (hypothetically bent) cushions.
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Fig. 4.50. Cage exit versus recombination of F2 in Ar induced by a laser pulse,
and depending on coherent opening or closing the windows toward cage exit. Panels
a) and b) show the time evolutions of the densities of the laser driven wave packets
in the excited singlet 1Π state, for the 2D model, projected on coordinates q1 = X
for the F2 bond stretch , and q2 = Y for coherent motions of six Ar atoms which
form the opposite windows labeled W1 in Fig. 4.46, respectively. For cage exit, the
bond length has to exceed X > 12a0. It is blocked or supported if the window is
closed ( Y � 5.5a0 ) or open ( Y � 5.5a0 ), respectively, see the arrows. The laser
parameters are E0 = 0.4Eh/ea0, τ ≈ 36 fs, and �ω = 0.1Eh. (adapted from [201].)

Another mechanism which supports cage exit is intersystem crossing me-
diated by spin-orbit coupling, as discovered in [271]. For illustration, Fig. 4.52
shows corresponding snapshots of the densities of the wavefunctions Ψ3(q, t)
and Ψ2(q, t) representing the excited singlet (panels 4.52a,b) and triplet (panel
c) states of ClF in Ar (2D model), superimposed on the potential energy sur-
faces V3(q) and V2(q), for two scenarios without (panel 4.52a, VSOC = 0) and
with (panels 4.52b,c, VSOC = 0.0013Eh) spin-orbit coupling, at t=700 fs; for
the details, see the legend of Fig. 4.52. Apparently, the laser excites the sys-
tem with sufficiently high energy in order to overcome the barrier to cage exit,
but nevertheless, without spin-orbit coupling, the wavefunction would remain
trapped in its initial cage for very long times, due to the marginal coupling of
the X and Y degrees of freedom in the domain of the initial cage. In contrast,
spin-orbit coupling induces diabatic transitions from the initially excited sin-
glet state to the triplet state and back, with two consequences: first, V2(q)
has a lower barrier to cage exit than V3(q), cf. Fig. 4.52. Second, the loss of
potential energy is compensated by higher kinetic energy in the triplet state,
compared to the excited singlet state. Both effects support cage exit in the
triplet state, from the domain of the initial cage to the neighboring one, cf.
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Fig. 4.51. Relief reflections of the wave packet representing F2 in Ar in the excited
singlet state leading to cage exits through the “windows” labeled W1 and W2 in Fig.
4.46, see the arrows (2D model). Snapshots of the wave packet are shown by its den-
sity superimposed on the potential energy surface V3(q). The wave packet dynamics
is driven by a laser pulse with parameters d1,3E0 = 0.03Eh (Condon approxima-
tion), ω = 0.26Eh/�, and τ ≈ 36 fs, starting form the initial state Φ1,v1=0,v2=3(q)
which corresponds to vibrational preexcitation (v2 = 3) of the Ar atoms which form
the first set of opposite “windows” (W1).

Fig. 4.52. The snapshots at t =700 fs are of course beyond the validity of the
2D model, but this is just for illustration of the effect [271] using the rather
small value VSOC = 0.0013Eh for ClF in the gas phase [30]. The larger empir-
ical value VSOC = 0.0045Eh which has been determined for ClF in Ar later
on in [219] (see Fig. 4.48) implies an increase of the singlet-to-triplet transi-
tion rate by a factor ca. 12, i.e. for the same laser parameters, one expects
significant cage exit of ClF in Ar already at 100 fs, i.e. within the validity
of the 2D model. By analogy, cage exit may also be supported by internal
conversion mediated by kinetic couplings.

Efficient intersystem crossing, as discussed above [271], implies ultrafast
spin-flip, on the time scale of ca. 100 fs. This has been discovered first by
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states, for two scenarios without ( a, VSOC = 0 ) and with (b,c, VSOC = 0.0013Eh)
spin orbit coupling, for the 2D model where X corresponds to the ClF bond stretch
and Y to the motion of the center of mass of ClF along the preoriented 〈111〉 di-
rection, at t =700 fs. The parameters of the laser pulse are E0 = 0.005Eh/(ea0),
ω = 0.19Eh/�, and τ ≈ 36 fs, starting from the initial ground state Φ1,v1=0,v2=0(q).
(adapted from [271]).
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bond stretch q = X, for the electronic ground state (1Σ) and the excited triplet (3Π)
and singlet (1Π) states, respectively, together with the densities for two vibrational
states Φ1,v=0(q) and Φ1,v=3(q) embedded in V1(q). The strength of the effective spin-
orbit coupling VSOC = 0.0045Eh (cf. Fig. 4.47) is indicated by the label SOC at
X = q = qSOC . The mechanisms are indicated by vertical and horizontal arrows for
the laser excitations and for the wave packet dynamics, respectively, see the text for
the details. The energies E′

r=0 and Er=0, Er=1 or Er=0.21 are the excitation energies
for the UV laser pulses with frequencies ω′

UV and ωUV , starting from Φ1,v=0 and
from Φ1,v=0, Φ1,v=3 or the vibrational hybrid state (4.51) characterized by r=0.21,
respectively, cf. (4.53). Also shown are the UV spectra for the cases Er=0 and Er=1.
(adapted from [31] and [219]).

Schwentner et al. [18], cf. Sect. 4.2.4, 4.6, and 4.8. The observations have
been explained in [31] using the simple 1D model, cf. Fig. 4.46, as illustrated
in Fig. 4.53 (adapted from [31] and [219]; see also the discussion in Sect.
4.2.4). Essentially, the potential energy curves V2(q) and V3(q) of the excited
triplet and singlet states form potential wells with large energy gaps between
repulsive walls in the Franck-Condon domains of the UV laser pulse, and near
degenerate attractive walls at larger values q = X of the ClF bond stretches-
this feature is an effect of the matrix cage, cf. Sects. 4.2.4 and 4.6. Indeed,
for values of q larger than the limit qSOC ≈ 5.2a0, the gap between the near-
degenerate potential curves of the excited states becomes smaller than the
effective spin-orbit coupling VSOC ,

V3(q) − V2(q) < VSOC for q ≥ qSOC ≈ 5.2a0. (4.55)
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As a consequence, spin orbit coupling induces efficient transitions between
singlet and triplet states in the domain q > qSOC [31].

Now consider a pump UV laser pulse with frequency ω′
UV (illustrated by

the dashed vertical arrow in Fig. 4.53) which induces a near-resonant Franck-
Condon type transition at the FC window close to qFC , from the initial wave
packet Ψ1(q, t = 0) = Φ1,v=0(q) (i.e. r = 0 in (4.54)) e.g. to the excited 1Π
state,

�ω′
UV = V3(qFC) − V1(qFC) ≈ E′

r=0 . (4.56)

Then the pump laser pulse generates the excited wave packet Ψ3(q, t) such that
it evolves toward increasing values of the ClF bond stretch q, corresponding
to vibration between classical inner and outer turning points, qit = qFC and
qot, respectively,

V3(qFC = qit) = V3(qot). (4.57)

Now let us consider the scenario depicted in Fig. 4.53 where the mean energy
E′

r=0, is sufficiently high such that the outer classical turning point qot exceeds
qSOC ,

qot > qSOC for V3(qot) − V1(qFC) ≈ �ω. (4.58)

Then the UV pump laser pulse creates the wave packet Ψ3(q, t) on V3(q) such
that it enters the domain qSOC < q < qot on its way from qFC = qit to qot.
Here, efficient spin–orbit coupling causes separation of the wave function into
two components Ψ3(q, t) and Ψ2(q, t) for the excited singlet and triplet states,
respectively [31]. The generation of the triplet “partial wave” Ψ2(q, t) in the
domain qSOC � q < qot from the original singlet wavefunction Ψ3(q, t) near
q ≈ qFC is a manifestation of spin-flip. The corresponding time evolution
of the spin flip was measured by means of the pump-probe experiment, cf.
Sect. 4.2.4. The quantitative results depend on the efficiency of VSOC , on the
parameters of the pump and probe pulses, and other details of the system. As
a rule, the experimental time tsf of spin flip should exceed the time t(qSOC −
qFC) it takes Ψ3(q, t) to evolve from qFC to the domain qSOC < q < qot.
For the present scenario of preorientation along the crystallographic 〈111〉
direction, typical times t(qSOC − qFC) ≈ 50-100 fs are predicted [31] . The
experimental times tsf are found to be systematically longer, i.e. ca. 150-250 fs,
cf. Sect. 4.2.4 [18,31]. An effect which may contribute to the observation tsf >
t(qSOC−qFC) is different preferential preorientation along the crystallographic
〈110〉 direction, allowing larger domains qot − qit and longer times t(qSOC −
qFC)than for the present preorientation 〈111〉, see the discussion in Sect. 4.9
[24].

4.10.3 Coherent spin control

The observation of ultrafast spin flip (cf. Sects. 4.2.4, 4.10.2, and [18,31]) has
served as motivation to predict coherent spin control, with spatial and time
resolutions of ca. 1 a0 and ca. 10 fs, respectively, cf. [203, 219, 268]. Coherent
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control was introduced by Brumer and Shapiro in 1986 in order to control
two competing processes with degenerate energies by means of two interfering
excitations pathways, e.g., single photon versus three photon excitations, or
different two photon excitations. The original scheme of coherent control was
designed for continuous wave lasers [272], but subsequently the method has
also been extended to laser pulses, see Chapter 2, Sect. 2.4 and [273,274]. The
present extension to coherent spin control adds a new dimension to coherent
control, i.e. control of wave packets not only in time and coordinate or mo-
mentum space, but also concerning the spin. For this purpose, laser pulses
are designed which induce two interfering pathways to near-degenerate wave-
functions with different spin multiplicities at specific times and locations. The
effects of the matrix environment and the use of ultrashort laser pulses will
turn out to be important for the present approach.

The proposed mechanism of coherent spin control consists of three steps,
which are illustrated schematically by arrows in Fig. 4.53, for the 1D model
of ClF in Ar. We assume that the system is originally in the ground state
Φ1,v=0. The first step is the preparation of a vibrational superposition state,
(4.51), with small population r = P1,j of the excited vibrational state ( e.g.
v = j = 3), by means of an IR laser pulse. Note that for the 1D model, the
time for vibrational transitions is not restricted to ca. 100 fs- this limit applies
just for processes induced by UV laser pulses, i.e. one may employ a rather
long IR pulse with parameters E0,IR = 0.0026Eh/a0, ωIR = 0.0103Eh/�,
τIR =1 ps (tp,IR = 2.75 ps), ti,IR = −2.75 ps, and ηIR = 0.

The second step is electronic excitation from the Φ1,v=0 component of the
vibrational hybrid state (4.51) to the triplet state V2(q), mediated by spin-
orbit coupling, and simultaneously from the Φ1,j=3 component of state (4.51)
to the singlet state V3(q), by means of a short (τUV < 50 fs) special UV laser
pulse. The UV laser parameters E0,UV = 0.0014Eh/(ea0), ωUV = 0.128Eh/�,
τUV ≈ 18 fs, and ηUV = 0 are chosen such that the populations P2(t) and
P3(t) of the wave functions Ψ2(t) and Ψ3(q, t) in the excited triplet and singlet
state are about equal, albeit rather small, in order to allow optimal effects
of interferences. For this purpose, the IR laser pulse excites only a small
fraction (r) of Φ1,3(q), followed by the UV pulse which transfers Φ1,3(q) into
Ψ3(q, t), with rather large transition probability. In contrast, the same UV
pulse induces also the other transition from the complementary large fraction
(1− r) of Φ1,0 to Ψ2(q, t), but with rather low transition probability such that
P2(τUV ) ≈ P3(τUV ).

The third step consists of the laser induced, relatively slow and rapid
evolutions of the wave packets Ψ2(q, t) and Ψ3(q, t) in the potentials V2(q) and
V3(q), respectively, from their inner turning points to the outer ones, such
that they overlap when they reach the domain of strong spin-orbit coupling,
q > qSOC . Here, as explained above for the mechanism of ultrafast spin flip,
VSOC transforms the original singlet wave function into two components with
singlet and triplet spin multiplicity. By analogy, VSOC also transforms the
original triplet wave function into two triplet and singlet components. As a
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Fig. 4.54. Coherent spin control of Cl2 in Ar. Panel a) shows the time evolutions of
the densities of the wave packet Ψ2(q, t) and Ψ3(q, t) which evolve on potential energy
surfaces of the excited triplet and singlet states, together with the total density of
the excited states. Panel b) shows the densities of the corresponding wavefunctions
for the triplet and singlet states in momentum space. This wave packet dynamics
corresponds to the third step of the coherent spin control. The preceding first step
has been excitation of the vibrational hybrid state, cf. (4.51) (r = 0.01), see [203,268]
and Fig. 4.57. The second step is electronic excitation of the vibrational hybrid state
to Ψ2(q, t) and Ψ3(q, t) by means of a UV pulse, with parameters E0 = 50MV/cm,
τ = 36 fs, ωUV = 0.103Eh. (adapted from [203].)

consequence, steps 1-3 provide two different paths to the wave functions which
represent the triplet and singlet components, in the domain q > qSOC . Their
interferences may be constructive and destructive. As a consequence, the total
wave function may appear with dominant triplet or singlet character. Control
of the spin multiplicity at a given time and geometry q in the domain q > qSOC

may be controlled by specific choices of the parameters of the coherent IR+UV
laser pulses, cf. Fig. 4.56 below.

The domain q > qSOC of coherent spin control by means of the coherent
IR plus UV laser pulses and mediated by efficient spin orbit coupling is rather
small for the 1D model of ClF oriented along 〈111〉 in Ar, cf. Fig. 4.53. Other
preorientations, e.g. along 〈110〉 (cf. Sect. 4.9) or other systems offer larger
domains qSOC < q < qot of coherent spin control. A prominent example
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is Cl2 in Ar, with 〈110〉 orientation in its double substitutional site, cf.
[203]. Fig. 4.54a illustrates the third step of coherent spin control, i.e. the
wave packet dynamics of the Cl2 bond in Ar, induced by an ultrashort UV
excitation (step 2) from the superposition state (4.51), with r = 0.01 (step 1,
see below); for the laser parameters, see the legend of Fig. 4.54. Apparently,
the resulting wavefunctions Ψ2(q, t) and Ψ3(q, t) overlap in the entire domain
qSOC ≈ 6a0 ≤ q < qot ≈ 11a0 of dominant spin-orbit coupling such that the
total wavefunction appears alternatingly as dominant singlet or triplet wave
function. The corresponding time resolution τcsc for coherent spin control is
imposed by the energy gap between the vibrational levels of the hybrid state
(4.51) [203,219,268],

τcsc(E1,3 − E1,0) ≈ h (4.59)

For Cl2 in Ar, this implies coherent laser driven spin flips within τcsc ≈ 10 fs-
this is even 10 times faster than the “ultrafast” spin flip induced by a single
UV pulse, as described in Sect. 4.10.2. The spatial resolution depends on the
momenta and corresponding wavenumbers of the wave packets; for Cl2 in Ar,
it is ca. 1a0, cf. Fig. 4.54a.

A necessary condition for coherent spin control is that the coherent laser
pulses generate two coherent paths to Ψ2(q, t) and Ψ3(q, t) which should over-
lap not only in coordinate space q > qSOC , but also in momentum space.
This is demonstrated exemplarily for Cl2 in Ar, by means of snapshots of
the wavefunctions in coordinate and momentum representations illustrated in
Figs. 4.54a and b, respectively. In order to achieve the overlap in momentum
space, the two UV spectra for the underlying transitions from the two compo-
nents of the vibrational hybrid state, Φ1,0(q) and Φ1,3(q) to the excited triplet
and singlet states, respectively, should overlap. These spectra are shown in
Fig. 4.53, exemplarily for ClF in Ar. Apparently, the overlap is small, but
nevertheless significant. Better overlaps and, therefore, even more efficient
coherent spin control may be achieved by shorter UV laser pulses [203].

The alternating appearance of the total wavefunctions as dominant singlet
or triplet state (cf. Fig. 4.54 for Cl2 in Ar ) corresponds to alternating values
of the probabilities, P3(t) > or < P2(t), respectively. This phenomenon is
illustrated in Fig. 4.55b, for the case of ClF in Ar driven by coherent IR +
UV laser pulses, cf. Fig. 4.53. For comparison, Fig. 4.55a also shows the effect
of the UV pulse, without preexcitation of the vibrational hybrid state (4.51)
by the IR pulse ( r = 0 in (4.51)-(4.53)). Of course, the pure UV pulse excites
just a single path from Φ1,0 to Ψ2(q, t). As a consequence, it causes nothing
but ultrafast spin flip similar to, but less efficient (ca. 10% within the time ca.
75 fs needed to enter the domain q > qSOC) compared to the UV pulse with
frequency ω′, as discussed above. In contrast, the combined coherent IR+UV
pulses excite two interfering paths causing much faster oscillations between
dominant singlet and triplet states, on the time scale of τSOC ≈ 12 fs, in
accord with (4.59) [219]. These oscillations are most prominent at approx. 75
fs, i.e. when the two wavefunctions Φ2(q, t) and Φ3(q, t) overlap in the domain
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Fig. 4.55. From ultrafast spin flip to coherent spin control of ClF in Ar (cf.
Fig. 4.53). Panels a and b compare the time evolutions of the relative populations
Prel,2(t) = P2(t)/Y0 and Prel,3(t) = P3(t)/Y0 and the relative yields Yrel(t) =
(P2(t) + P3(t))/Y0 of the excited triplet and singlet states, driven by the pure UV
laser pulse ( r = 0 , cf. (4.51)-(4.53), Y0 = 3.35×10−6), and by two coherent IR+UV
laser pulses ( r = 0.21, Y0 = 15.4× 10−6), respectively. The laser parameters are the
same as in Fig. 4.53 (see text), for the case E0,IR ≈ 0.022Eh/(ea0), ti,UV = 0 fs and
ηUV = 0.

of dominant effective spin-orbit coupling q > qSOC close to the outer turning
point q = qot. The onset of these oscillations even before 75 fs allows the
prediction of coherent spin control for ClF in Ar, within the validity of the
1D model.

For reference, Fig. 4.55 also shows the time evolutions of the probabilities
P2(t) and P3(t) during longer times. Apparently, the phenomenon of oscil-
latory probabilities P2(t) and P3(t) appears not only close to 75 fs but also
near 165 fs, 255 fs, etc. This is in accord with the ca. 90 fs period of oscilla-
tion of the wave packets for the 1D model of ClF in Ar, i.e. P2(t) and P3(t)
oscillate rapidly with period τcsc whenever the wavefunctions re-visit the do-
main q > qSOC of efficient spin-orbit coupling. The apparent coherent spin
flips ( τcsc = ca. 12 fs) are most prominent, however, already during the first
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approach close to 75 fs. Subsequently, at 165 fs, 255 fs, etc. they tend to be
washed-out. This is due to at least two effects: wave packet dispersion, and
also the fact that Ψ2(q, t) and Ψ3(q, t) evolve on different PES, with different
periods of oscillation. i.e. they run out of phase after few cycles. Additional ef-
fects of more degrees of freedom e.g. IVR will also contribute at times beyond
the validity of the 1D model. In any case, the 1D model serves two purposes:
prediction of coherent spin control, and prediction of optimal conditions for
realization at rather early times, i.e. ca. 70 fs in the case of ClF in Ar.

An applications of coherent spin control to the 1D model of ClF in Ar is
illustrated in Fig. 4.56. For this purpose, one employs the coherent, i.e. phase-
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Fig. 4.56. Coherent spin control of ClF in Ar by coherent IR+UV laser pulses.
The time evolutions of their relative intensities I(t)/Imax ( cf. (4.44) -(4.46) ) are
illustrated in panel a. Also shown in panel a is the time evolution of the relative
population Prel,v=3 = P1,v=3(t)/r of the excited vibrational state Φ1,3(q) in the
electronic ground state, for the case r = 0.0028. The laser parameters are the same
as in Fig. 4.53, for the case E0,IR = 0.0026Eh/(ea0), except for the new definition
ti,IR = 0 and ti,UV = tp,IR + δti, with variable time delays. Panel b shows the
resulting ratio P (3Π)/P (1Π) of the populations P2(t) and P3(t) of the excited triplet
and singlet states, for three different values of the time delay parameter δti. (adapted
from [219].)
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locked IR + UV laser pulses with the parameters as designed for the scenario
of Fig. 4.53; for further details, see legend of Fig. 4.56. The time evolutions
of the laser intensities, (4.44), are illustrated in panel 4.56a, depending on
the time delay td = ti,UV − ti,IR = tp,IR + δti − ti,IR. Also shown in panel
a is the effect of the IR pulse, i.e. preparation of the vibrational hybrid state
(4.51) with population r = P1,3 = 0.0028 in the vibrationally excited state
Φ1,3(q). The resulting ratios of the populations of the excited triplet versus
singlet states are shown in panel b, depending on the parameter δti for the
time delay of the laser pulses. Apparently, one can employ the time delay as
control parameter in order to achieve say dominant triplet character at a given
time, e.g. at t − δti = 60 fs, with time resolution better than τcsc ≈ 12 fs,
cf. (4.59). The example illustrated in Fig. 4.54 shows that the corresponding
spatial resolution is of the order of ca. 1 a0. The effect may be rationalized
by the fact that the control parameter δti implies the change of the phase
shift, (E1,3−E1,0)δti/� of the two components of the vibrational hybrid state
(4.51), cf. [219]. It allows time-, coordinate-, and spin selective control of sequel
processes, e.g. one may design another, third laser pulse which is fired at the
time when the system is controlled to be in its triplet state, for selective
excitations of ionic triplet states, and these in turn might induce selective
preparation of new molecules, as discussed in the conclusion section.

Coherent spin control may employ not only coherent IR+UV laser pulses,
as in the preceding example of ClF in Ar, cf. Figs. 4.53, 4.54, 4.56, but also
alternative excitation schemes, e.g. two UV+UV laser pulses, as demonstrated
in Fig. 4.57, cf. [268]. Here, two pulses labeled UV1 replace the previous IR
pulse for step 1, i.e., preparation of the vibrational hybrid state (4.51), whereas
the last pulse labeled UV2 fulfills the same task as the previous UV pulse, i.e.
step 2 followed by step 3. Note that an IR pulse cannot be employed for step
1 because Cl2 in Ar does not possess any dipole, for symmetry reasons. In
order to generate the vibrational superposition state (4.51) the first UV pulse
is designed such that it induces intrapulse Raman-type pump-dump processes
from the original ground state Φ1,0(q) via a transient electronic excited state
to the intermediate vibrationally excited hybrid state (4.51). For this purpose,
the laser pulse UV1 has two overlapping components labeled UV1,a and UV1,b,
with the same durations τUV,1a = τUV,1b but different frequencies and field
strengths; for the details, see legend of Fig. 4.57. Specifically, the frequency
difference matches the energy gap of the two components of the hybrid state
(4.51),

ω1a − ω1b ≈ (E1,j=3 − E1,v=0)/� , (4.60)

and the laser field strength are chosen such that the two components UV1a

and UV1b transfer the designated population from the initial state Φ1,0(q)
via an electronic excited state to the excited state component P1,3 of the vi-
brational hybrid state (4.51), without leaving any population in the excited
state; for further details, see [268]. The latter criterion is important because
otherwise, any population which might be left behind in the electronic excited



4 Coherence and control of molecular dynamics in rare gas matrices 373

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  1  2  3  4  5

A
b

so
rp

ti
o

n
  a

n
d

  P
o

p
u

la
ti

o
n

t   ( ps )

P3

P2

Pabs

1-P1,0
P1,3

P2

P3
0.001

0.002

5 5.1

Cl  in Ar2

Fig. 4.57. Coherent spin control of Cl2 in Ar by two coherent laser pulses in the
UV domain. The first one consists of two overlapping sub-pulses with parameters
E0,1a = 0.0035Eh/(ea0), ω1a = 0.142825Eh/�, τ1a=1.8 ps (tp,1a=5 ps), and E0,1b =
0.0020Eh/(ea0), ω1b = 0.136240Eh/�, τ1b=1.8 ps. The second pulse has the same
parameters as the UV pulse used in Fig. 4.54. The figure shows the preparation of the
vibrational hybrid state (4.51) with the corresponding population dynamics P1,3(t)
of the vibrationally excited state Φ1,3(q), together with the population 1 − P1,0(t)
complementary to the ground state. Also shown are the transient populations P2(t)
and P3(t) of the excited singlet and triplet states, together with the total absorption
probability Pabs(t) = P2(t) + P3(t). The insert shows the effect of the second UV
laser pulse yielding oscillatory P2(t) and P3(t), in accord with the results shown in
Fig. 4.54, and similar to Figs. 4.55 and 4.56 for CIF in Ar.

states, at the end of step 1, would disturb the interferences of the singlet and
triplet state components during the subsequent step 3 of coherent spin con-
trol. Note that this criterion has not been applied previously, because it has
not been considered important for complementary Raman type excitations of
vibrations of matrix isolated molecules [275]. Fig. 4.57 shows the population
dynamics during coherent spin control of the 1D model Cl2 in Ar, including
the populations P1,3 and 1−P1,0 for the components of the vibrational hybrid
state (4.51), as well as the components P2(t) and P3(t) of the excited triplet
and singlet states. The resulting rapid oscillations of P2(t) and P3(t) corre-
spond to the alternating appearance of the total wave function as dominant
singlet or triplet state, cf. Fig. 4.55, similar to the results for coherent spin
control shown in Figs. 4.54 and 4.56 for ClF in Ar.
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The example of coherent spin control of Cl2 in Ar shown in Fig. 4.57 em-
ploys the laser pulse UV1 with duration τ = 1 ps, well beyond the validity of
the 1D model. Different schemes of coherent spin control of Cl2 in Ar, using
even longer UV pulses, are discussed in [203, 268]. It is a challenge to design
shorter UV laser pulses for the first step of coherent spin control of Cl2 in Ar,
within the validity of the 1D model. The results shown in Fig. 4.57 for the 1D
model of Cl2 in Ar are, nevertheless, useful i.e. they should stimulate analo-
gous applications in other systems with longer validities of adequate models
in restricted dimensionality. A promising candidate is Br2 in Ar, see Sect.
4.6. Indeed, the rather narrow widths Γ of the zero phonon lines of the high
resolution spectra of Br2 in Ar imply rather long ( > 1 ps) life times of the
corresponding vibronic excited states (cf. Fig. 4.3). Accordingly, we suggest
that those vibronic states may be employed as transient electronic excited
states for the preparations of the vibrational hybrid states (4.51) by means
of the Raman type pump-dump mechanism which has been explained above
for coherent spin control Cl2 in Ar by means of coherent UV+UV laser pulses.

Concluding this section the present quantum simulations of dihalogens in
rare gas matrices show that the initial dynamics induced by ultrashort laser
pulses may be described in terms of models with reduced dimensionality. The
results allow to analyze or predict various effects such as cage exits supported
by spin-orbit coupling, ultrafast spin flip within ca. 100 fs, or coherent spin
control, with spatial and time resolutions of ca. 1 a0 and 10 fs, respectively.
So far, these effects have been discovered for dihalogens in rare gas matrices,
and the effects of the matrix environment as well as the use of ultrashort laser
pulses have been seen to be important, both qualitatively and quantitatively.
For example, the first analyses or predictions of effects of spin orbit coupling
on the wave packet dynamics of molecules in the gas phase have shown that
these proceed on much longer times, from several 100 fs to ps and beyond [276],
see also [277]. It is easy to predict that extensions of the present 1D and 2D
quantum models to higher dimensionality should allow to discover new effects
of analysis and control of molecules in matrices.

4.11 Outlook

The overview presented in the previous sections illustrates that a rather com-
plete and consistent characterization of energetics and nonradiative transi-
tions of small molecules in rare gas matrices has been achieved in experiment
and theory. This situation lays a very important ground for a future explo-
ration of the, compared to other condensed phase systems, extraordinarily
pronounced and lasting coherence effects in chromophore and cage coordi-
nates. The results in Sect. 4.3 indeed call for a systematic development of
vibrational wave packet interferometry in dissipative surroundings based on
these prototypical systems to pave the ground for applications in other me-
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dia. Both directions, the dispersion-revival method and the coherent pulse
sequence technique should be pursued experimentally and be accompanied
by Wigner type wave packet simulations which include degrees of freedom
of the cage. An exceptional sophisticated theoretical treatment of nonradia-
tive transitions induced by interaction with the environment is displayed in
Sects. 4.6, 4.8, and 4.10. Merging these achievements with the experimen-
tal developments (see Sect. 4.3) will trigger new types of coherent control
schemes. Coherent control of environment induced predissociation by wave
packet interferometry can be expected. Implementation of control by interfer-
ence of wave packets on different electronic surfaces as derived in Sect. 4.10
presents a challenge for the experimental community.

Dynamics in the angular coordinate θ in Fig. 4.1 delivers surprises accord-
ing to Sect. 4.2.3. The experimental characterization of librational dynamics
is, however, not as mature as for the internal vibrational coordinate R. Here
a successful conversion of the theoretical concepts outlined in Sect. 4.9 into
experiments can be ground braking. Preparation and analysis of librational
wave packets can provide a new spectroscopic method. In addition it bears a
route to coherent control by positioning molecules relative to the cage using
post pulse alignment. For this direction of research parahydrogen matrices
may become important. The spherical shape of the parahydrogen molecule in
the J = 0 state and the lattice parameter in the crystal resemble a rare gas
matrix. The softness with respect to librational motion due to the large zero
point amplitude, however, favors its use in experiments attempting alignment
parallel to the electric field of a nonresonant light pulse.

Coherences in the environment induced by excitation of the chromophore
are a fascinating subject which merits future extensive investigation. The re-
sults from these very well defined systems may have a fundamental impact
in other areas. The coherent matrix response presented in Sect. 4.4 which
manifests displacive excitation of zone boundary phonons opens up a con-
nection to several hot research topics in other systems. The controversy of
displacive versus Raman type excitations is invoked. A further clarification of
crystal phonons versus local modes is on the agenda. The dominance of zone
boundary versus zone center phonons and the energy flow dynamics are top-
ics which are intimately related to a fundamental issue of lasting coherence in
chromophore and cage coordinates despite exchange of large amounts of en-
ergy (see Sect. 4.3.4). The mutual flow of coherence and energy is especially
pronounced in CARS-spectroscopy of impulsively excited vibrational wave
packets near the dissociation limit [91]. It leads us into the very heart of quan-
tum mechanics and decoherence as it is caught by the phrase of “Schrödingers
kitten” coined by A. Apkarian in [91]. The systems of this chapter are espe-
cially prone to drive progress in theory as evident from Sects. 4.6 to 4.10.
This important topic of decoherence will challenge theory further in order
to include more and more quantum mechanically treated degrees of freedom
within a framework of classically handled coordinates. The necessity and also
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difficulty is illustrated by the bunch of questions arising from a mild increase
in number of internal coordinates (see Sect. 4.5).

Another route deals with reactivity of the rare gas cage atoms induced by
photo excitation, keeping in mind that ionic rare gas halogen compounds are
the excimers per se. Experiments in this direction are discussed in Sect. 4.2.6.
Recently, there have been interesting developments in noble gas chemistry, in
which photodissociation of small molecules in a noble-gas host was found to
result in formation of new, noble-gas containing molecules [278]. It seems that
the conditions are now ripe for ultrafast analysis and control of the new noble-
gas molecules. In the future this should become useful and may have a major
impact on noble-gas chemistry. Some important aspects in this context are:
(i) It was found that new noble-gas molecules, such as HXeCl, can be formed
in ultrafast photochemical processes (e.g. photolysis of HCl in Xe), in a
picosecond timescale [278]. Thus, ultrafast techniques should be very suitable
for studying these processes. (ii) The formation of the noble-gas molecules
can be successfully described by extension of DIM potentials [279]. (iii) The
dynamics of F (2P ) atoms in an argon medium should be directly relevant
to the formation of several interesting new noble-gas molecules, including
HArF , HKrF [280], the theoretically predicted HHeF in pressurized solid
helium [281], and the predicted argon compounds: FArCCH and FArSiF3

[282]. (iv) The group -C ≡CH was found to behave as a “pseudo-halogen” in
matrix photochemistry in this study. Photolysis of HCCH in Xe and Kr was
found to produce HXeCCH, HKrCCH, which were predicted by theoretical
work [283]. Some of the findings for halogens may thus prove relevant to
acetylenic groups in organic photochemistry.
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5.1 Introduction

C. Frischkorn

While femtochemistry in the gas and solution phase has led to enormous
progress in the understanding and even control of chemical reactions over the
past decades, a comparable level of sophistication in the analysis of surface
chemical reactions has not been achieved. In part, this originates from the
additional complexity of energy dissipation channels introduced by the pres-
ence of a solid interface interacting with the reactants. Reactive processes at
surfaces are of fundamental importance for technological applications such
as heterogeneous catalysis. Here, metals are often investigated as model sub-
strates since the interaction of the adsorbed reaction partners with the sub-
strate may cause a favorable energy landscape, e.g. a reduced reaction barrier
compared to the gas phase. Moreover, the ability to bring the reactants on
a surface like on a template into close proximity provides additional control
of the reaction dynamics. On the other hand, coherent control schemes which
exploit the phase of the exciting laser light field mostly fail in photoinduced
surface processes due to ultrafast dephasing caused by coupling to the un-
derlying substrate. In addition, femtochemistry at surfaces and interfaces is
closely related to the break-down of the Born-Oppenheimer approximation,
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a key concept in chemical reaction dynamics whereby electrons are assumed
to follow the nuclear motion instantaneously. Thus being of general impor-
tance, nonadiabatic coupling between nuclear motion and electronic degrees
of freedom is one of the fundamental ingredients to the dynamics of ultrafast
processes at surfaces and interfaces. Although nonadiabatic phenomena are
crucial also in various other surface science fields [1], e.g. in the detection
of chemicurrents, chemiluminescence or exoelectron emission [2] as well as
in chemical reactions induced by scanning tunneling microscopy (STM) [3],
ultrafast-laser initiated surface chemistry has the main advantage of direct
access to nonadiabatic coupling effects in the time domain.

The present Chapter comprises two fields; (i) ultrafast chemical reac-
tions on metal surfaces and (ii) charge transfer processes across molecule-
semiconductor interfaces. For both types of interfaces (with a metal surface
being a gas-solid interface), electronic coupling and charge transfer between
the adsorbate and substrate play key roles. On metal surfaces, absorption of
a femtosecond laser pulse results in a continuum of electron-hole pair excita-
tions in the substrate, which enables charge transfer to energetically low-lying
resonance levels of adsorbed molecules. On the other hand, the existence of a
band gap of several eV in semiconductor substrates allows for intramolecular
excitations of the adsorbate followed by charge injection into the conduction
band of the substrate.

In the following, this Chapter starts with a brief overview of surface femto-
chemistry with the description of general concepts common to all femtochem-
ical surface reactions. Subsequently in separate sections, two experimental
examples are given; the recombination of two adsorbed atoms which form a
molecule and desorb into the gas phase and the diffusion of atomic adsorbates
which represents one of the most fundamental motions involved in any chemi-
cal process where interatomic bonds are formed and cleaved. A profound theo-
retical account of these kinds of ultrafast nonadiabatic processes will complete
the femtosecond laser induced chemistry on metal surfaces. The second part
of this Chapter concentrates on the ultrafast heterogeneous electron transfer
in dye-sensitized metal oxide semiconductors. Starting with a presentation of
relevant concepts, a qualitative description and discussion of basic phenom-
ena follow. Particular systems of organic molecule-sensitized semiconductors,
which undergo ultrafast charge transfer after femtosecond-laser excitation, will
be discussed both experimentally and theoretically. Finally, ab initio time-
domain simulations of the photoinduced electron transfer will complement
this field of ultrafast dynamics at interfaces.
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5.2 Surface femtochemistry: Basic concepts

C. Frischkorn

Surface femtochemistry is initiated by ultrashort-laser pulse excitation of an
absorbate-covered metal surface [4]. The subsequent elementary processes can
be grouped into two parts. The first field covers processes within the substrate
where the laser pulse is absorbed and the energy dissipated, since substrate-
mediated reactions typically dominate (i.e. direct optical absorption is mostly
negligible in atomically thin adsorbate layers). The second field comprises
the subsequent energy transfer to the adsorbate system which involves the
coupling of electronic and nuclear degrees of freedom. Figure 5.1a illustrates
the primary excitation process together with the subsequent energy flow be-
tween the different subsystems. Characteristic time constants for the respec-
tive energy transfer are given. In the following subsection, the processes of
intrasubstrate and substrate-adsorbate energy transfer are expanded in more
detail.

Fig. 5.1. (a) Schematic diagram of energy flow upon femtosecond-laser excitation of
a metal surface. (b) Hot-substrate electron-mediated excitation of the adsorbed re-
actants involving (multiple) electronic transitions. (c) Phonon-mediation of a surface
reaction, which proceeds adiabatically on the electronic ground state via vibrational
ladder climbing [5].
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5.2.1 Excitation and subsequent energy flow within the substrate

From a simplified point of view, a metal substrate consists of two heat baths;
the ion cores (lattice) and the surrounding electron gas. Excitations of either
of these subsystems, i.e. collective lattice vibrations (phonons) and electron
gas excitations, respectively, constitute the energy content of the substrate.
Consequently, the degree of excitation can be described by two population
distributions each characterized (in the limit of thermalized distributions) by
a temperature Tel or Tph for the electron and phonon subsystem, respectively
(see Fig. 5.1a). In thermal equilibrium or when the substrate is heated con-
ventionally (i.e. not by ultrafast-laser excitation), equal temperatures for both
heat baths prevail; Tel = Tph due to electron-phonon coupling with a typical
equilibration time in the few picosecond (ps) range. However, excitation with
a femtosecond (fs) laser pulse will drive the system out of equilibrium. The
pulse energy is deposited into the electron system and due to the small heat
capacity of the electrons compared to the lattice Tel rises within the pulse
width to levels far above the melting point of the lattice. This electronic ex-
citation energy is then dissipated either by electron diffusion into the bulk or
by energy transfer into the phonon subsystem via electron-phonon coupling.
This gives rise to an increase of the phonon temperature Tph, however, on a
much slower time scale than the electronic response. Within a time span of
approximately the electron-phonon coupling time of the substrate, both the
electron and phonon heat bath equilibrate. The so-called two-temperature
model (2TM) has been established to quantitatively describe such a system of
two coupled heat baths using the following coupled differential equations [6,7]

Cel
∂

∂t
Tel =

therm. diffusion︷ ︸︸ ︷
∂

∂z
κel

∂

∂z
Tel −

el−ph.coupling︷ ︸︸ ︷
g(Tel − Tph) +

opt. excitation︷ ︸︸ ︷
S(z, t) (5.1)

Cph
∂

∂t
Tph = +g(Tel − Tph) (5.2)

Here, Cel = γ Tel and Cph are the electron and ion heat capacities, respectively.
κel = κ0 Tel/Tph is the electronic thermal conductivity, and g is the electron-
phonon coupling constant. Heat conduction by phonons can be neglected in
metals due to the fact that the respective mean velocities of electrons and
phonons enter the heat conductivity quadratically, (note that in metals the
Fermi velocity exceeds the speed of sound by far). The term S(z, t) finally
describes the optical excitation of the electrons and can be expressed by [8]

S(z, t) =
δ−1(1 −R)I(t) exp(−z/δ)

1 − exp(−d/δ)
, (5.3)

where δ, R and I(t) stand for the optical penetration depth, the substrate
reflectivity and the time profile of the laser intensity, respectively. Details
on the electron and lattice dynamics following ultrafast optical excitation of
metals can be found, for instance, in [8–10].
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5.2.2 Coupling between substrate and adsorbate

The two energy reservoirs of the substrate, i.e. the electron and phonon sub-
system, respectively, may couple energy independently into the adsorbate sys-
tem. After accumulation of sufficient energy in the coordinate relevant to a
reaction, the adsorbate may undergo desorption, dissociation or reactions be-
tween coadsorbed species (see Fig. 5.1a). The energy transfer from the ini-
tially excited electronic degrees of freedom of the substrate to the nuclear
motion of the reactants occurs either directly through electronically nonadi-
abatic substrate-adsorbate coupling or indirectly via equilibration with the
lattice and subsequent coupling to the adsorbate. In surface femtochemistry,
two conceptually different frameworks have been developed to describe these
transfer mechanisms. One approach treats the energy transfer in terms of fric-
tional forces [11, 12] with frictional coefficients1 ηel = 1/τel and ηph = 1/τph

for both electrons and phonons, respectively, which determine how fast en-
ergy flows into the adsorbate system. In the reverse process of vibrational
energy relaxation, these coupling times can be interpreted as the vibrational
lifetime (T1) and are therefore connected to the IR linewidth of the respec-
tive vibration. The origin of electronic friction can be explained within the
Anderson-Newns model [14], whereby an adsorbate-derived affinity level shifts
downwards and broadens for decreasing adsorbate-substrate distances. If the
level is transiently populated by substrate electrons the charge-induced ad-
sorbate motion results in a level shift as the adsorbate starts moving along
the corresponding reaction coordinate. Electron flow back and forth between
the metal substrate and the adsorbate is intrinsically affected by damping,
i.e. friction. To which extent adsorbate levels might be populated depends on
the electronic temperature of the substrate, usually low-lying energy levels
are involved in excitations via electronic friction.

The second substrate-adsorbate coupling scenario accounts only for purely
electron-mediated excitation processes and invokes “desorption (or more gen-
erally: dynamics) induced by multiple electronic transitions” (DIMET) [15].
In the DIMET process as illustrated in Fig. 5.1b, hot substrate electrons
transiently populate a normally unoccupied affinity level transferring the
absorbate-substrate complex to an electronically excited potential energy
surface (PES), which can be either anti-bonding, i.e. repulsive, as in the
Menzel-Gomer-Redhead [16, 17] (MGR) picture or bonding as proposed by
Antoniewicz [18]. Similar to the Anderson-Newns model, in the DIMET pic-
ture, the new charge distribution resulting from the transient electron transfer
initiates nuclear motion converting potential energy into kinetic energy. After
relaxation back to the electronic ground state, the system has acquired vibra-
tional energy. At high excitation densities, additional excitation/de-excitation
cycles might occur before vibrational energy relaxation takes place on the
ground state PES, thus enabling the adsorbate to accumulate sufficient energy
1 ηel is related to the friction coefficient f of a classical velocity-proportional friction

force F = −fv by f = ηelM with M being the adsorbate mass [13].
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in the relevant coordinate to overcome the reaction barrier. Experimentally,
a nonlinear dependence of the reaction yield on the absorbed laser fluence
is a characteristic consequence of multiple repetition of such excitation/de-
excitation cycles [15,19,20]. An adsorbate-mass dependent reaction yield, i.e.
isotope effect, can also be rationalized in the DIMET picture, in which the
lighter reactant will have gained more vibrational energy after relaxation back
to the ground state than its heavier counterpart due to the mass-dependent ac-
celeration on the excited PES. The two concepts (friction model and DIMET)
incorporate similar physical processes in a different mechanistic description.
The DIMET process would correspond to a strongly temperature dependent
friction coefficient in the electronic friction picture. At high excitation den-
sities, i.e. for multiple electronic transitions between the ground and excited
state PES, both scenarios are physically equivalent; a unifying formalism is
given in Ref. [12].

For a quantitative theoretical description of the energy transfer from the
laser-excited substrate to the reactants in the adsorbate layer, frictional cou-
pling between the electron and phonon heat bath to an harmonic oscillator of
the adsorbate motion is typically used. Based on a master equation formalism
[13], the time evolution of the energy content of the adsorbate is represented
by [21]

d

dt
Uads = ηel(Uel − Uads) + ηph(Uph − Uads), (5.4)

with the Bose-Einstein distributed mean vibrational energy

Ux =
hνads

ehνads/kBTx − 1
(5.5)

of an oscillator at temperature Tx. νads refers to the frequency of the vibra-
tion along the reaction coordinate. In this so-called empirical friction model
accounting for both electronic and phononic contributions, the adsorbate tem-
perature Tads is obtained by solving (5.4) with Tel and Tph computed with
the two-temperature model (5.1),(5.2). The reaction rate R and, finally, to
compare with the experiment, the reaction yield Y as the time integral of R
are calculated with an Arrhenius-type expression

R(t) = − d

dt
θ(t) = θn(t) k0 e−Ea/kBTads(t), (5.6)

where θ and n denote the coverage and the order of the reactions kinetics,
respectively. As an alternative, a modified friction model has been proposed
by Brandbyge and co-workers [12], in which a purely electronic frictional cou-
pling is incorporated. Here, the frictional force originates from coupling of
Langevin noise of the electron heat bath (Tel) into the adsorbate center of
mass coordinate (Tads). Based on the same master equation as in the former
case, one obtains the adsorbate temperature Tads by solving

d

dt
Tads(t) = ηel(t)[Tel(t) − Tads(t)]. (5.7)
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Equation (5.7) can be formally derived from the high-temperature limit of
(5.4) (with electronic contributions only) if hνads/kBTx � 1 and therefore
Ux ≈ kBTx. In principle, ηel depends on time and space and has to be calcu-
lated by microscopic theories [22–24], see Sect. 5.3.5. The rate in this modified
electronic friction model scales proportionally with the reaction probability
which in turn depends on a Boltzmann factor in a similar way as in the em-
pirical model

R(t) ∝ Prxn = Ea

∫ ∞

0

(t) dt
ηel

Tads(t)
e−Ea/kBTa(t). (5.8)

However, in contrast to (5.6) the friction coefficient ηel, Tads and the energy
Ea enter the preexponential factor. Taking into account the mass dependence
of the friction coefficient ηel ∝ 1/m, the Brandbyge model [12] directly leads
to an isotope effect in the reaction yield for isotopically substituted reactants
in contrast to the empirical model discussed above. It should be noted that
within both frictional models the energy Ea is the well depth of a truncated
one-dimensional harmonic oscillator. However, it turns out that values for Ea

extracted from experimental data typically exceed the measured activation
energies for desorption. It has been speculated that either the dynamics on
a multidimensional potential energy surface is the origin of this discrepancy
[4] or that Ea should be regarded as a modified activation energy which is
larger than the depth of the adsorption well indicating the population of
electronically excited states [25].

5.3 Ultrafast dynamics of associative H2 desorption
from Ru(001)

C. Frischkorn and M. Wolf

For a microscopic understanding of chemical reactions at surfaces, it is es-
sential to obtain detailed knowledge on the underlying elementary processes.
The reaction mechanism, the pathways and time scales of energy flow and
the energy partitioning between different degrees of freedom of the reaction
products are of key interest. The recombination of two hydrogen atoms form-
ing an H2 molecule, which leaves the surface, represents one of the most basic
surface reactions one could think of and thus may serve as a prototype sys-
tem for fs-laser induced surface chemistry. Hydrogen and its interaction, in
particular, with transition-metal surfaces has attracted significant attention
in both experimental and theoretical work due to its importance to tech-
nological applications such as catalytic reactions [26] and hydrogen storage
in metals [27]. Fundamental research on hydrogen at surfaces has been car-
ried out to address a variety of different aspects like H-induced surface re-
construction [28, 29], substrate-mediated interaction between coadsorbed H



394 C. Frischkorn et al.

Fig. 5.2. (a) TOF spectrum of H2 desorbing from a Ru(001) surface after fs-laser ex-
citation with a fluence 〈F 〉 = 60 J/m2 together with a modified Maxwell-Boltzmann
distribution (solid line). (b) Two-pulse correlation of the H2 recombination yield
exhibiting a narrow FWHM of ∼1 ps, i.e. a hot-substrate electron-mediated exci-
tation mechanism. The solid line marks the outcome of the theoretical modeling
(two-temperature model with subsequent electronic friction) [25,31].

atoms [30, 31] and quantum delocalization [32, 33], which might impose ad-
ditional complexity of the adsorbate-substrate system despite the structural
simplicity of the adsorbate.

5.3.1 Experimental considerations

In contrast to gas phase experiments, femtochemistry studies on surfaces face
the challenge that the sample under investigation cannot not refreshed be-
tween subsequent laser shots as in molecular beam arrangements. If applica-
ble, redosing of the adsorbed reactants via the background pressure is one op-
tion to provide experimental conditions to repeat otherwise time-consuming
preparation/laser excitation cycles. In addition, accumulation of unwanted
side products on the sample surface has to be avoided. Finally, sufficiently
high excitation densities to initiate an ultrafast surface process might not be
applicable without exceeding the damage threshold of the underlying sub-
strate. For experimental details to successfully perform typical surface femto-
chemistry experiments, in particular those for the fs-laser induced associative
desorption of H2 from Ru, the reader is referred to [4, 25,34].

5.3.2 Excitation mechanism

Hydrogen recombination on ruthenium, Had + Had → H2,gas on Ru(001), may
be initiated thermally (i.e. under conditions of thermal equilibrium between
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all degrees of freedom), but if induced by fs-laser excitation several character-
istic differences are observed which will be discussed in detail in the following
subsections. A first indication that a different reaction mechanism is opera-
tive in the fs-laser driven H2 recombination than in the thermally initiated
process is obtained from the time-of-flight (TOF) measurements. As seen in
Fig. 5.2a, a mean translational energy of about 2000 K is derived for the des-
orbing H2 molecules, which is a much higher value than one would expect
from thermal desorption spectroscopy (TDS) with H2 desorbing in a temper-
ature range from 250 - 450 K. Consequently, the high Ttrans value indicates
that after fs-laser excitation the hydrogen molecules leave the surface excited
without complete equilibration with the heat bath of the solid. The appropri-
ate experimental approach to unambiguously distinguish a phonon- from an
electron-mediated reaction mechanism is to measure the two-pulse correlation
(2PC) of the reaction yield [19]. In such an experiment, two equally intense
fs-laser pulses excite the sample with a variable time delay ∆t between them.
The reaction yield is then detected as a function of ∆t. In the case of H2 des-
orption from Ru(001) (see Fig. 5.2b), a narrow yield correlation is observed
with a full width at half maximum (FWHM) of ∼1 ps indicating an energy
pathway predominantly driven by hot substrate electrons. If the time sepa-
ration of the two pulses does not exceed the electron-phonon coupling time
(∼1 ps for Ru), the combined effect of both pulses causes exceedingly high
electronic temperatures and hence a narrow correlation function. In contrast,
if the H2 recombination reaction were dominated by phonon-mediated energy
flow, the slower cooling of phonons (∼10 to 100 ps) would cause a much wider
2PC [35].

Figure 5.3a displays the fluence dependence of the H2 desorption yield. The
clear nonlinear relationship reflects that in accordance with a DIMET process
multiple excitation/de-excitation cycles occur until desorption is completed.
In addition, this nonlinearity underlines how essential it is to account for an
energetically nonuniform spatial beam profile of the exciting laser. Beam sec-
tions of higher intensity contribute to the overall yield to a nonlinearly higher
extent than portions of lower intensity do. Therefore a yield-weighting proce-
dure [21] based on a power-law parameterization is usually applied to obtain
the absorbed yield-weighted fluence 〈F 〉, which characterizes the experimental
laser conditions more reliably.

Further corroboration for a reaction mechanism driven by hot substrate
electrons is found when one compares absolute desorption yields per laser shot
from H/Ru(001) and D/Ru(001), respectively. It is significantly easier to form
the lighter isotope H2 by fs-laser excitation than the heavier D2. In Fig. 5.3b,
this isotope yield ratio Y (H2):Y (D2) is plotted versus 〈F 〉 exhibiting a re-
markable fluence dependence. The exceedingly high values for Y (H2):Y (D2),
at low fluences even >20, reflect the extraordinary mass ratio of the reactants
of 2:1. As already qualitatively rationalized in the DIMET picture, a clear
isotope effect is a general phenomenon for an electron-driven reaction mecha-
nism. In contrast, phonon-mediated processes typically exhibit -if at all- only
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Fig. 5.3. Femtosecond-laser induced hydrogen desorption from a saturated Ru(001)
surface. (a) Fluence dependence of the H2 and D2 yield together with friction model
calculations and power-law parameterizations. Arrows indicate the observed isotope
effect. (b) Fluence dependence of the isotope yield ratio between H2 and D2 (exper-
imental data points and friction calculations) [25].

very small isotope effects [36], as also seen in TDS experiments with H and D
on Ru(001) [31]. The solid lines in Figs. 5.2b, 5.3a and b represent the outcome
of theoretical modeling the data using the two-temperature model(5.1),(5.2)
together with the modified electronic friction model (5.8). All experimental
findings (2PC data, yield fluence dependencies and isotope effect) can be well
reproduced within the framework of these models with a single parameter set
consisting of an effective activation energy Ea of 1.35 eV and energy coupling
times of 180 and 360 fs for H2 and D2, respectively. Note that τel for D2 was
scaled in accordance to Brandbyge et al.’s mass proportionality τel ∝ m [12],
which provides a very good fit to the D2 data.

Figure 5.4 illustrates the origin of the isotope effect between the fs-laser
induced H2 and D2 desorption yield from Ru(001) from the perspective of the
frictional description of a femtochemical reaction. Due to the electronic nature
of the excitation mechanism (i.e. the different coupling times for H and D,
respectively), the adsorbate temperature Tads of both layers (H and D) follow
the electronic temperature Tel with a certain delay ∆tX, X=H;D. However, the
faster coupling time for an H layer causes the transient adsorbate temperature
Tads(H) of an H layer to rise earlier and reach higher values as compared to
Tads(D) for a D layer. The slower coupling time for the heavier D atoms is
responsible for the fact that the electronic temperature Tel has already passed
its maximum when the D layer starts being excited. As a consequence of
the nonlinear dependence of the reaction rate on the adsorbate temperature,
the difference in the desorption yields between both isotope is even enhanced
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Fig. 5.4. Temperature and yield transients for the associative H2 and D2 desorption
upon fs-laser excitation (here: sequence of two pulses separated in time by 1 ps). The
diagram at the left illustrates the used theoretical modeling with two heat baths
within the metal substrate and a third one for the mode relevant to reaction which
is coupled to the substrate via electronic friction [31].

resulting in pronounced isotope effects. This applies in particular to the H2

vs D2 recombination reaction with the largest possible mass ratio.

5.3.3 Adsorbate-adsorbate interactions

Reactants adsorbed on a solid surface interact with their surroundings, both
with other neighboring reactants, which eventually leads to the chemical reac-
tion, and with those adsorbates, which do not directly participate in the chem-
ical reaction but modify the electronic structure of the adsorbate-substrate
complex. Experiments with isotopically mixed hydrogen adlayers reveal an
intriguing consequence of adsorbate-adsorbate interactions. Starting with a
saturation coverage, but with varying proportions of both isotopes H and D,
the total yield of all three product molecules H2, D2 and HD is measured for
both excitation methods. Under thermal equilibrium condition, typical TD
spectra are obtained whose integrated yield is plotted in Fig. 5.5a as a func-
tion of the D concentration in these mixed layers, i.e. the D fraction of the
total coverage. According to second-order kinetics, the rate equations

d

dt
[H2] = k[H]2,

d

dt
[D2] = k[D]2, and

d

dt
[HD] = 2k[HD] (5.9)

describe the change of each hydrogen isotope with time. While observing
the mass continuities for H and D [31], numerical integration of (5.9) yields
excellent agreement with the experimental data of the thermally induced hy-
drogen formation. In strong contrast, analogous experiments performed under
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Fig. 5.5. Hydrogen desorption from a saturation coverage H/D[1×1] on Ru(001)
with varying proportions of H and D. Mixtures are characterized by the D frac-
tion whereby 0 corresponds to a pure H layer while 1 marks the pure D layer. (a)
Thermally induced yields for all three isotopomers H2, D2 and HD, respectively,
as a function of the D fraction. Data points follow second order reaction kinetics
(solid lines) (b) Femtosecond-laser induced recombination yields. Solid lines again
describe the outcome of second order rate equations, here, however, based on the
time-dependent rate constants obtained with the friction model. Dashed lines are
guide to the eye. Note that more D2 and less H2 are formed in the experiment than
theoretically expected, which is attributed to dynamic promotion effects. (c) Illus-
tration of the dynamic promotion; the more rapid excitation of H atoms creates a
hot matrix, in which the recombination of D2 molecules is enhanced as compared
to surroundings where the D reactants are embedded in a relatively cold matrix of
D atoms [31].

fs-laser excitation indicate a much more complicated recombination process
than a simple bimolecular reaction. A concerted action of more partners than
only both reactants forming the respective hydrogen molecule seems to be
involved.

Figure 5.5b shows the respective results of the fs-laser induced desorption
yields as a function of the D fraction. The yield ratio from pure adlayers,
i.e. D fraction equals 0 and 1, respectively, amounts to 10:1 in consistence
with the isotope effect for a fluence of 〈F 〉 = 60 J/m2 (see Fig. 5.3b). If one
now compares the experimental data with results of a rate equation modeling
similar to (5.9), however, with time-dependent rate constants k[Tads(t)] [see
(5.8)], clear differences are observed. Significantly more D2 is formed than
predicted by the rate equation modeling. The obvious promotion effect is at-
tributed to the faster energy transfer from the Ru substrate to an H adsorbate
than to the heavier D [see above τel(H2) = 1/2 τel(D2)]. Hence, a surrounding
consisting of H starts earlier exploring locations on the surface which favor
the recombination of neighboring D reactants than a D matrix, which is still
relatively cold due to slower excitation as illustrated in Fig.5.5c. A physical
picture of this effect would involve attractive and/or repulsive interactions
between the faster excited H atoms and the two D reactants. Also electronic
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changes in the adsorbate-substrate complex, e.g. changes in the reaction bar-
rier and/or energetic shifts in the excited PES, might contribute. In such
a dynamic promotion process, the transient influence of the reactants’ sur-
rounding may reduce the activation energy for the desorption reaction and
hence increase the rate constant. In an even more general way, a bimolecular

surface reaction/desorption can be reformulated as Aads + Bads
k[U(t)]−→ AB

with U(t) describing the time-dependent surroundings. In moments of certain
adsorbate-substrate conditions causing a reduced barrier height, altered ex-
cited state conditions, and/or attractive/repulsive adsorbate-adsorbate inter-
actions, a favorable energy landscape is created which leads to reaction. This
microscopic picture also complies with thermally initiated surface reactions,
in which statistical fluctuations cause the respective surroundings conditions.

5.3.4 Energy partitioning

Investigations on the energy partitioning between different (translational, vi-
brational, rotational) degrees of freedom of the reaction product in a surface
reaction offer additional insights into the underlying excitation mechanism
and the pathway of energy flow. Under reaction conditions close to thermal
equilibrium, e.g. in thermal desorption or ns-laser pulse excitation, nonacti-
vated reaction systems typically show an equally balanced energy partitioning,
while the reaction proceeds adiabatically on the electronic ground state. In
contrast, activated systems usually exhibit an energy content of the reaction
product which is unequally distributed between the different degrees of free-
dom. Depending on the location of a reaction barrier in the entry or exit
(with respect to adsorption) channel of the electronic ground state, transla-
tional or vibrational excitation may facilitate the reactants to overcome the
transition state [37], hence the terms “translational” and “vibrational” bar-
rier, respectively. The topology of the PES also determines to which extent
in a recombinative desorption reaction the initial excitation normal to the
surface at an early stage of the reaction might be converted to lateral and ul-
timately to interatomic motion, i.e. vibration. Nonadiabatic effects, however,
can also result in an unequal energy transfer into different degrees of freedom
of the reaction product as seen, for instance, in experiments on the associa-
tive desorption of N2 from Ru(001) by Diekhöner et al. [38]. In these studies,
contrary to expectations for a vibrational barrier, the nascent N2 molecules
carry only little vibrational energy. Apparently, they lose most of their en-
ergy on their way beyond the reaction barrier which was explained by strong
nonadiabatic coupling of the vibrational coordinate to electron-hole pairs.

As already shown in Fig. 5.2a, rather high translational energies are ob-
tained for the desorbing product molecules in the fs-laser induced associative
desorption of H2 from Ru(001). Additional TOF measurements on both iso-
topes H2 and in particular D2 revealed a pronounced fluence dependence (see
Fig. 5.6a). For D2, translational temperatures Ttrans = Etrans/2kB extracted
from the second moment of the experimental data points range from 2000 K
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Fig. 5.6. Energy partitioning in the fs-laser induced associative hydrogen desorp-
tion from Ru(001). (a) Mean translational energies 〈Etrans〉/2kB (left axis) for D2

and H2 as a function of the adsorbed laser fluence 〈F 〉. Solid lines represent an
averaged adsorbate temperature TYW

ads (right axis), see text. Note the qualitative
agreement despite the scaling factor between both axes. (b) Rotational population
for the vibrational ground and first excited state obtained by state-resolved detection
based on the REMPI technique [39].

at low absorbed fluence 〈F 〉 of 50 J/m2 to over 3200 K at 〈F 〉 = 140 J/m2. The
lighter H2 even reaches temperatures Ttrans of more than 4000 K at the high-
est fluence applied (140 J/m2,) underlining a clear kinetic isotope effect [39].
Both the trend of increasing 〈Etrans〉/2kB with increasing 〈F 〉 and the isotope
effect in the translational energies between D2 and H2 are qualitatively repro-
duced by friction calculations whereby an averaged adsorbate temperature
TYW

ads is used. This TYW
ads =

∫∞
0

TadsR(t)dt/(
∫∞
0

R(t)dt) with Tads and R(t) as
the adsorbate temperature and rate obtained from the friction model (5.8),
respectively, may be rationalized in a similar way as the weighting procedure
for the laser fluence as described in Sect. 5.3.2, for details see [39].

Information on the energy content transferred to internal degrees of free-
dom during the formation reaction of D2 is gained through state-resolved de-
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tection of the desorbing molecules in a resonance-enhanced multiphoton ion-
ization (REMPI) process using B1Σ+

u (v′, J ′) ← X1Σ+
g (v′′, J ′′) Lyman bands

as resonant transitions [39]. Figure 5.6b displays Boltzmann plots for the vi-
brational ground and first excited state revealing a nonthermal rotational
population distribution. In particular, low J states in the v = 0 vibrational
state seem to be overpopulated. Weighting with the population of the corre-
sponding quantum states, a common rotational temperature Trot = Erot/kB

is extracted which amounts to 910 K. In addition, if a Boltzmann-like vi-
brational distribution is assumed for both vibrational states (v = 0 and 1)
detected in the experiment, a vibrational temperature of Tvib of 1200 K is
derived. Together with these values and the respective translational temper-
ature Ttrans = Etrans/2kB = 2500K and Tvib = Evib/kB = 1200K (for 〈F 〉 =
85 J/m2), one may then establish a balance of the total energy according to
Eflux

D2
= 2kBTtrans + kBTrot + kBTvib [40]. The factor of 2 in the term for the

translational contribution originates from the density-to-flux conversion the
measured TOF spectra to account for particle velocity dependent ionization
probability of the mass detector [41]. For equilibrium conditions with all tem-
peratures equal, comparison of Eflux

D2
with the energy content of the adsorbate

layer Eads = 4kBTads yields an experimental value for Tads of 1780 K. This is
in excellent agreement with the calculated yield-weighted adsorbate tempera-
ture TYW

ads = 1810 K. Given that in the electronic friction model one assumes a
constant and one-dimensional friction coefficient together with a single adsor-
bate temperature which uniformly characterizes the adlayer, these results of
the energy balancing appear rather astonishing. Experimental facts are, how-
ever, that energy partitioning in the hydrogen recombination is significantly
different for the various degrees of freedom. The energy contents in transla-
tional, vibrational and rotational degrees approximately scale as 6 : 2 : 1. This
obvious preference for translational excitation of the reaction product could,
in principle, originate from two contributions. (i) In the case the ground state
PES governs the reaction dynamics, the location of a possible reaction barrier
crucially influence the energy partitioning as mentioned before. (ii) A mul-
tidimensional frictional coupling to the hot electron distribution might also
account for the unequal energy transfer between different degrees of freedom
of the reaction product. In other words, a faster and preferential energy flow
into the height coordinate z between the adsorbate and substrate versus the
interatomic-distance coordinate d could also explain the enhanced transla-
tional energy of the desorbing D2 molecules as seen in the experiment. In the
following final subsection on the femtochemistry of H/Ru(001), calculations
on the multidimensional dynamics of this system will be discussed in more
detail.

5.3.5 Multidimensional dynamics

The quantitative description of nonadiabatic coupling between the substrate
and the adsorbate via (electronic) friction (as outlined in Sect. 5.2.2) was
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originally developed to describe fs-laser induced desorption of diatomic mole-
cules along the center-of-mass coordinate, which can be reduced to a one-
dimensional (1D) problem [11, 12]. Thus, it was not clear at all, why such a
1D model should be appropriate for a associative desorption reaction, since
this process has to be viewed at least as a two-dimensional (2D) problem
comprising the interatomic distance, i.e. the bond length d and the distance
of the center of the diatomic product molecule from the surface z. Nonethe-
less, the 1D model has been applied with (almost surprisingly) great success
also to association reactions like the CO + O oxidation [35] and the H + H
recombination on Ru(001) [25, 31, 34, 39], see Figs.5.2b,5.3,5.4 and 5.6a. Af-
ter a first successful application of frictional coupling along two dimensions
to the H2/Cu(111) and N2/Ru(001) by Luntz and Persson [24], the same
concept was also applied to the H/Ru(001) system very recently [42]. Here,
a three-dimensional (3D) model was introduced with two coordinates d and

Fig. 5.7. Multidimensional friction calculations based on density functional theory
for the fs-laser induced H2 desorption from Ru(001). (a) Frictional coefficients ηij

along the minimum energy pathway S, where S = 0 Å corresponds to the adsorbed
state before excitation, [1×1]H/Ru(001), and S = 3 Å to the H2 + H/Ru(001) asymp-
tote. (b) Typical trajectory for a nascent H2 molecule leaving the Ru surface after
ultrafast laser excitation with 〈F 〉 = 140 J/m2 overlaid on a two-dimensional contour
plot of the potential energy surface V (z, d) with transition state V ∗. (c) Same as
(b), however, with a unsuccessful trajectory, i.e. not leading to desorption [42].
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z representing the nascent hydrogen molecule, whereas the third dimension
with a single phonon coordinate q described the coupling to the Ru lattice by
dynamic recoil. Both the potential energy surface and the electronic friction
tensor were calculated by DFT so that there are no adjustable parameters
in the comparison of this model with the wide range of experimental data
available for the H/Ru(001) system. Based on the molecular dynamics with
electronic friction by Head-Gordon and Tully [23] the 3D classical equation of
motion on the PES V (z, d, q) are given by

µd̈ = −∂V

∂d
− ηddḋ− ηdz ż + Fd(t) (5.10a)

mz̈ = −∂V

∂z
− ηzz ż − ηdzḋ + Fz(t) (5.10b)

Msq̈ = −∂V

∂q
− ηq q̇ + Fq(t) (5.10c)

where µ, m and Ms are the reduced mass of the vibration, the molecular mass
and the surface mass of a Ru atom, respectively. The molecular modes z and
d are coupled to a thermalized electron distribution at temperature Tel via
the frictional tensor ηij which causes damping and induces fluctuating forces
Fi(t), (i = z, d) according to the second fluctuation-dissipation theorem [43]

〈Fi(t)Fi(t′)〉 = 2kBTelηiiδ(t− t′) (5.11)

Equation (5.11) and the analog version for the phonon coordinate q relate the
transient electronic and phononic temperatures Tel(t) and Tph(t) obtained
from the 2TM to the forces driving the molecular dynamics of the photodes-
orption process. Detailed background of this and other theoretical modeling
concepts are discussed further below in Sect. 5.5.

Figure 5.7a shows the calculated frictional tensor elements ηij , which are
plotted along the minimum energy path S toward desorption. The frictional
coefficients for the different coordinates are largely similar at S = 0, the po-
sition on the PES which corresponds to the initially adsorbed state where
both hydrogen atoms reside on the Ru surface in equilibrium before the laser
excitation occurs. On the contrary, near the transition state V ∗ at S ≈ 2Å,
3ηdd ≈ ηzz. Also by DFT calculations the 2D PES V (z, d, q = 0) of the
H[1×1]/Ru(001) ground state was obtained using a 2×2 (and partially 4×4)
Ru unit cells for desorption of a single H2 molecule. Depending on the excita-
tion density, i.e. laser fluence, and hence the desorption probability, classical
trajectories were run for this system in molecular dynamics calculations. In
Figs. 5.7b and c, two exemplary trajectories of two H atoms forming a H–H
complex, one successful and one unsuccessful with respect to desorption, are
overlaid onto the 2D contour plot of the calculated PES. By evaluating an ap-
propriate number of trajectories successfully leading to desorption, most of the
experimental results could be reproduced with remarkably good agreement;
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the two-pulse correlation, the nonlinear fluence dependence of the desorption
yield and the isotope effect [42].

Analyzing individual trajectories (like those of Figs. 5.7b and c) reveals
the following intriguing conclusion: Most of the primary electron mediated
excitation of nuclear coordinates occurs during or shortly after the laser pulse
when the system is still deep in the H–H adsorption well and much below
the reaction barrier. In this region, although ηdd ≈ ηzz, most of the nuclear
excitation occurs through the vibrational coordinate because of the four times
smaller reduced mass along the coordinate d versus that along z [42]. By the
time the H–H approaches the barrier where ηzz � ηdd, the electron tem-
perature Tel has already cooled down so that the frictional force Fi is small.
However, even though initially most of the excitation occurs through the vibra-
tional coordinate, the rapid energy exchange, i.e. “thermalization”, between
d and z coordinates along the trajectory conserves little memory of the mode
of excitation. Hence the observed differences in the energy partition between
translational and vibrational degrees of freedom originate predominantly from
the topology of the ground state PES. In particular, the small but distinct
barrier in the translational channel plays a crucial role for the excess energy
in the translational degree of freedom.

The H + H → H2/Ru system provides an example for multidimensional
dynamics, where the rapid energy exchange between modes allows a reduc-
tion to a single reaction coordinate. A further scenario for a complex multidi-
mensional reaction, which involves anharmonic coupling between the initially
excited motion and a second mode relevant to the actual reaction, will be
described in detail in Sect. 5.4.

In summary, Sect. 5.3 has detailed the reaction dynamics of a prototypical
surface reaction induced by ultrafast laser excitation, Hads + Hads → H2,gas

on Ru(001). The findings of an ultrafast, hot substrate electron-mediated re-
action pathway, significant adsorbate-adsorbate interactions as manifested in
dynamic promotion effects and energy partitioning between different degrees
of freedom with preferentially translational excitation of the reaction product
provide a comprehensive understanding of many microscopic aspects of this
reaction. Multidimensional friction calculations reveal that initially energy in
transferred to nuclear motion by nonadiabatic coupling, but that subsequently
the ground state potential energy surface governs the ultrafast reaction dy-
namics of the H2 recombination. The rapid energy exchange between different
modes of the nascent H2 molecule is the origin of the remarkable success of the
usually applied one-dimensional friction model in describing this inherently
multidimensional reaction.
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5.4 Diffusion of O on Pt(111) induced by femtosecond
laser pulses

U. Höfer and J. Güdde

Diffusion is an important elementary step of many surface processes such as
epitaxial growth or catalytic reactions. Usually, surface diffusion is a ther-
mally activated process that is initiated by heating the substrate. At suffi-
ciently high temperature, the thermal population of frustrated translations or
rotations enables a small fraction of the adsorbates to overcome the barrier
Ediff for lateral motion and to hop to the next adsorption site. This process
requires a minimum temperature in the order of kBT ≈ Ediff/20, and it gener-
ally strongly favors the diffusion pathway with the lowest barrier height over
any other one. In some cases, it would be desirable to have more control over
migration pathways or to enable diffusion of a particular species at a lower
temperature where competing surfaces reaction have not yet set in. For these
and other purposes, one would like to induce diffusion by electronic instead of
thermal excitation of the adsorbate-substrate system. From an energetic point
of view, lateral motion is easier to excite than desorption since diffusion bar-
riers are generally much lower than chemisorption energies. Similarly, one can
expect that the amount of electronic excitation required to initiate diffusion
should be less than the amount required for desorption. In fact, the concept
of electronic friction [44] to describe the electronic coupling of an adsorbate
with a metal surface was first discussed in the context of diffusion [45,46].

Experimentally, however, the observation of lateral motion following elec-
tronic excitation is more difficult to detect than desorbing atoms or molecules
into the gas phase. One option is to use scanning tunneling microscopy as was
demonstrated by Bartels et al. for the CO/Cu(110) system [47]. They were
able to show that electronic excitation of the substrate induced by absorption
of ultrashort laser pulses gives rise to diffusion of CO parallel and perpen-
dicular to the close-packed rows, while thermal excitation leads to diffusion
only along the rows. In the study presented here on the O diffusion on Pt,
the sensitivity of second harmonic generation (SHG) on surface symmetry is
employed to monitor in situ the fs-laser induced diffusion of the atomic ad-
sorbate from step sites onto the terraces of a vicinal (111) surface [48]. While
this technique cannot detect individual hopping-events, it has advantages in
terms of extracting time-domain information which usually requires averaging
over individual events [49]. Systematic studies of the hopping-rate for step-
terrace diffusion as a function of fluence and delay time of two pump laser
pulses clearly showed that the diffusion process is driven by the laser-excited
electrons and not meditated by substrate phonons [48]. The idea of employing
a vicinal Pt surface to distinguish between different adsorption sites was also
used by Backus et al. [50]. In their time-resolved sum-frequency generation
experiment, it is the site-dependent stretch frequency of adsorbed CO that
allowed them to monitor lateral motion from step sites onto the terraces.
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5.4.1 Experimental findings

The choice of atomic oxygen on a vicinal Pt(111) surface for the study of
laser induced diffusion is motivated by its model character for diffusion of
a strongly chemisorbed atomic adsorbate and by experimental reasons. Due
to the importance of Pt as a catalyst in oxidation reactions, the dissociative
adsorption of O2 on Pt has been well characterized by a variety of methods
(see, for example, [51,52] and references therein). Steps increase the reactivity
of the substrate dramatically [52–54] such that dissociative adsorption takes
place directly at the step edges as shown by STM investigations at temper-
atures lower than 160 K, where atomic oxygen is immobile [55]. Hence, it is
possible to easily generate a well-defined initial distribution of oxygen atoms
which occupy all available step sites. In the present femtosecond laser experi-
ments on O/Pt(111), hopping from step sites onto the initially empty terraces
was induced by absorption of fs laser pulses as sketched in the inset of Fig. 5.8.
The relatively large diffusion barrier ensured that diffusion was only induced
by the laser pulses and not initiated by thermal activation at a temperature
of 80 K. The depopulation of the step sites was monitored via SHG that owes
part of its sensitivity to the break of the centro-symmetry at surfaces [56,57].
Since the presence of regular steps on a vicinal surface breaks the symmetry
parallel to the surface, step sites can be a very efficient source of SHG [58–60].
The capability of SHG to monitor step coverage in situ allows for the deter-
mination of diffusion rates as a function of laser fluence and delay between
two pump pulses.

Experiments were performed in ultrahigh vacuum with a Pt crystal mis-
cut by 4◦ from the (111) plane in the [11̄0] direction. The resulting (10 12 11)
surface consists of 12-unit-cell wide terraces and step edges along the [112̄]
direction [61]. The sample was attached to a liquid-nitrogen cryostat at a
base temperature of 80 K. A gas-dosing system allowed for the exposure of
controlled amounts of oxygen through a micro-channel plate. Sample prepa-
ration and verification of sufficient surface cleanness have been performed by
standard procedures [49]. In particular, the reproducibility of the thermal des-
orption spectra for recombinatively desorbed oxygen is a very sensitive probe
of surface cleanness since even small amounts of contaminations strongly sup-
press dissociated adsorption [49, 62]. Diffusion was induced by 50-fs pulses
from a kHz Ti:sapphire amplifier system operating at 800 nm. The output
was split into two orthogonally polarized beams, combined collinearly with
variable time delay, incident on the sample at 40◦ from the surface normal
and focused onto the sample. As the input radiation for SHG, fs-laser pulses
also at 800 nm were used which were p-polarized and incident at 45◦ in a
plane parallel to the step edges. The spot size was 10 times smaller than that
of the pump beam, and the absorbed fluence of the probe pulses was kept
below 0.5 mJ/cm2 in order to exclude any influence on the diffusion process.
The p-polarized component of the SH radiation originates predominantly from
steps, thus providing a sensitive probe of the step coverage.
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Fig. 5.8. Second-harmonic signal (a) and sample temperature (b) as a function
of time. First, oxygen is dosed at a temperature of 160 K. After cooling to 80 K,
diffusion is induced by applying the pump laser with an absorbed fluence of 5.6
mJ/cm2 at a repetition rate of 1 kHz leading to a recovery of the SH signal due
to the depopulation of the step edges. The scheme on the right sketches the optical
excitation by an intense femtosecond pump pulse and the monitoring of the step
coverage by SHG [62].

Figure 5.8 shows typical raw SHG data as a function of time during dosage
and subsequent laser induced diffusion of oxygen. First, the sample was kept
at 160 K and exposed to constant flux of molecular oxygen. At this temper-
ature, chemisorbed O2 is not stable on the terraces. It desorbs or it diffuses
to the step edges where it preferentially dissociates and forms strongly-bound
atomic oxygen on top of the step edges [55]. Filling of the step sites with
atomic oxygen leads to a strong reduction of the SHG signal until the steps
are saturated (see “dosing” period in Fig. 5.8). This strong signal reduction
with oxygen coverage demonstrates the high sensitivity of the SHG detection
even for a low step density of 1/12 as is the case of the crystal used in the
experiments. The monotonous decrease of the SHG signal makes it possible
to relate the SHG signal to the relative coverage of the step sites θs (right axis
in Fig. 5.8) using a simple model for the coverage dependence of the nonlinear
susceptibility [49]. Subsequent to the step decoration with atomic oxygen, the
sample was cooled down under UHV to 80 K where oxygen is immobile even
on the terraces. Partial depletion of the steps by thermal diffusion has been
observed for sample temperatures exceeding 260 K. After reaching 80 K the
sample was irradiated with femtosecond laser pulses at a repetition rate of
1 kHz (see “laser-induced diffusion” period in Fig. 5.8). A continuous recov-
ery of the SHG signal is observed for pulses that exceed an absorbed fluence
of 3.5 mJ/cm2. The recovery of the SHG signal is due to the depletion of the
step sites by oxygen diffusion onto the terraces and not due to desorption.
This was verified by slowly scanning the spot of the pump beam with a flu-
ence of 6 mJ/cm2 over the whole sample surface. The subsequently recorded
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TD spectra show no indication of a laser-induced decrease of the total oxygen
coverage. Since thermal desorption of atomic oxygen takes place recombina-
tively around 800 K, i.e. at a much higher temperature than diffusion, it was
expected that only laser pulses exceeding the damage threshold of the sample
would induce desorption in the used experimental setup. The fact that almost
complete step depletion at higher laser fluences was observed indicates that
the laser-induced diffusion process was not defect-mediated but affects all step
sites.

The saturation of the SH signal for large times below the initial value re-
flects the equilibrium distribution of oxygen at steps and on terraces under
conditions of intense laser excitation. In thermal equilibrium, the ratio be-
tween step- and terrace-bound O atoms depends on the temperature and on
the difference between the binding energy for step and terrace sites. At first
glance, one would expect a rather large energy difference since oxygen binds
preferentially at the step edges even at room temperature [55, 63]. However,
the decoration of the step edges is primarily due to the enhanced reactivity for
dissociative adsorption at the step edges and does not require any difference
in the binding energies as long as the establishment of a thermal equilibrium
distribution is hindered by a large enough diffusion barrier. First-principle
calculations [63] for 2×1 superlattices of O on Pt(211) and Pt(322) yielded a
binding energy difference of 0.4 - 0.6 eV between step- and terrace-bound O
depending on step type. This difference is expected to be considerably lower
when isolated O atoms on the terraces are considered. At saturation cover-
age, the repulsive interaction between O atoms leads to a reduction of the
adsorption energy by about 20% [53, 64]. The presence of a relatively small
binding energy difference between step and terrace adsorption under experi-
mental conditions reported here is supported by the fact that terraces can well
be populated by thermal induced diffusion for temperatures around 300 K.

The step-selective detection of the SHG signal makes it possible to extract
diffusion rates on an atomic scale, even though this optical technique averages
over a large surface area. The quantity discussed in the following is the hop-
ping probability pdif per laser shot for migration from the step sites onto the
terraces. In principle, this quantity can be determined directly from the initial
slope dθs/dt of the SHG data recorded after switching on the pump pulses.
The data shown in Fig. 5.8 have roughly an initial slope of dθs/dt ≈ −0.5/10 s
which gives pdif ≈ 5 × 10−5 for a repetition rate of 1 kHz. In order to exploit
the excellent statistics of all data sets, pdif was determined by describing the
diffusion kinetics using a simple 1D rate equation model [49]. It should be
noted that this method of continuously monitoring the step coverage with
SHG yields accuracies for the laser-induced diffusion rates that are compara-
ble with or even higher than the best measurements of desorption rates using
mass spectrometry detection [21,35,65].

As already pointed out in Sect. 5.2.1 (“Coupling between Substrate and
Adsorbate”), one characteristic feature of surface femtochemistry in the
DIMETregime is a nonlinear dependence of the reaction yield on laser flu-
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Fig. 5.9. (a) Second-harmonic response of the Pt sample during dissociative ad-
sorption of O2 at the steps (dosing period marked) and diffusion of atomic oxygen
induced by fs laser pulses of various absorbed fluences Fabs. Arrow indicates begin
of laser irradiation. The right y axis is converted into the relative step coverage. (b)
Hopping probability per laser shot pdif for the diffusion of oxygen from the filled
step sites onto the empty terraces as a function of absorbed laser fluence F . Inset
shows the same data in a logarithmic scale together with a fit to a power law ∝ F n

with n = 15 (solid line) [62].

ence due to repetitive electronic excitation [15]. In contrast, a reaction gov-
erned by a single nonthermal excitation is characterized by a linear fluence
dependence [66], hence the term DIET without the “M” of DIMET is used.
Figure 5.9a displays several sets of raw SHG data during oxygen dosage and
induced diffusion for various absorbed laser fluences. This plot demonstrates
the high reproducibility of the experiment and the strong dependence of the
diffusion rate on laser fluence. Variation of the laser fluence by only 50 %
covers the whole accessible dynamic range of the diffusion rate. Plotting the
initial hopping probability per laser shot pdif as a function of absorbed flu-
ence reveals an extremely strongly nonlinear fluence dependence (Fig. 5.9b).
In the fluence range investigated in the experiment, it can be described by a
power law pdif ∝ Fn similar to desorption probabilities in fs-laser experiments
like the H2 recombination described in the previous Sect. 5.3. However, the
nonlinearity shown here of n = 15 is much larger than in all laser-induced
desorption experiments reported so far, where an exponent in the range of
3 to 8 has typically been observed [21, 25, 65, 67, 68]. Even for such a large
nonlinearity, the factor-of-ten smaller spot size of the probe beam ensures
that the yield is spatially uniform over the diameter of the probe beam within
10%. The nonlinear detection further narrows the effective probe diameter by
a factor of

√
2, which finally reduces the nonuniformity to 5%. Thus, yield

averaging of the laser fluence like the yield-weighting procedure applied in the
H2 experiments (see Sect. 5.3.2) is not necessary here.

As in other femtochemical surface reactions, one would like to obtain de-
tailed information on the underlying mechanism for the fs-laser induced diffu-
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Fig. 5.10. (a) Second-harmonic response during dosing and induced diffusion for
different delays between two cross-polarized pump-laser pulses. (b) Hopping proba-
bility per laser shot pdif as a function of delay between the p- and s-polarized pump
beams with absorbed fluences of 2.3 and 2.8 mJ/cm2, respectively (symbols). At
positive delays, the weaker excitation precedes the stronger one (inset). The thick
solid line is a guide to the eye. The thin line shows the SHG cross correlation of the
two pump-pulses generated at the sample surface [62].

sion process, i.e. the pathway of the energy transfer from the optically excited
substrate electrons to the diffusive motion of the O atoms. Consequently, a
two-pulse correlation scheme as described for the H2 recombination reaction
in Sect. 5.3.2 had to be applied, in which the step-site decorated Pt sample
has to be excited by a pair of two pump pulses with a variable time delay. The
hopping probability as the experimental observable was then extracted again
by the recovery rate of the SHG signal from the probe beam. Figure 5.10 shows
such a two-pulse correlation of the hopping probability of the O atoms (panel
b) together with a set of raw SHG data (panel a) for various delays between
the two pump pulses. pdif shows a large contrast between small and large
delays, which is related to the high nonlinearity of the fluence dependence.
(Note the significant difference in the nonlinearity of the fluence dependent
yields, n ∼ 3 for the H2 desorption versus n = 15 for the O diffusion.) For the
O/Pt system, the 2PC FWHM amounts to 1.45 ps and is much larger than the
cross-correlation of the two laser pulses and has the value of a typical electron-
phonon coupling time. This unambiguously shows that the diffusive motion of
atomic oxygen on a stepped Pt surface is driven by the laser-excited electrons
of the metallic substrate and not by the phonon bath. The two pump beams
were cross-polarized in order to suppress a coherent interference around zero
delay. However, even small deviations of the polarization alignment result in
an enhanced hopping-rate if the pump pulses are overlapping in time. This
can be seen for the zero-delay curve in Fig. 5.10a (not shown in panel b). This
might point to a contribution of a direct excitation of the adsorbate, which
would result in a very narrow two-pulse correlation due to the short lifetime
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of adsorbate resonances. Direct excitation has been observed in photochem-
istry of molecular adsorbates using UV light [69, 70]. Polarization-dependent
experiments, or better two-photon photoemission, could unambiguously iden-
tify this mechanism [71–73]. Here, however, the following sections will focus
on the indirect excitation via the laser-excited hot substrate electrons, which
cause an ultrafast energy transfer.

5.4.2 Model calculations

The two-pulse correlation as well as the fluence dependence of the oxygen
hopping probability show the typical characteristics of a process which is
induced by multiple electronic transitions. Thus, this fs-laser induced diffusion
process should be modeled within the same formalisms used in the description
of desorption reactions like the associative H2 desorption of Sect. 5.3. Both
the first elementary steps which involve the primary excitation of the metal
substrate, the subsequent energy flow within the substrate as well as the
energy transfer from the substrate to the adsorbate via nonadiabatic coupling
were outlined in their basic concepts in Sect. 5.2.1 and 5.2.2.

In the following, model calculations will be presented which were per-
formed within the empirical [see (5.6)] and the modified electronic friction
model [see (5.8)] in order to reproduce simultaneously the observed fluence
dependence and the two-pulse correlation data of the hopping probability
(Figs. 5.9b and 5.10b, respectively). It should be noted beforehand that a
temporally constant frictional coefficient ηel, which is usually assumed in var-
ious studies modeling experimental data, e.g. [31] and many other references,
is not necessarily to be expected. It has been shown that the friction coefficient
has a weak dependence on temperature and thereby on time if the adsorbate
resonance is broad and close to the Fermi level. This case corresponds to the
theory of adsorbate vibrational damping. The DIMET limit of a high-lying
and well-defined affinity level, on the other hand, is characterized by a fric-
tion coefficient which is small at low temperatures and increases strongly if
the electron temperature is large enough to populate the adsorbate resonance
significantly [12]. Thus, the dynamics of the reaction rate R(t) due to the dif-
ferent analytical structure of (5.6) and (5.8) might be very different for either
excitation limit, the low-temperature friction and a DIMET-type excitation
with high-lying, narrow adsorbate resonances. However, a dependence of ηel

on electron temperature leads in any case to faster dynamics, as has been
discussed for the desorption of NO from Pd(111) [12].

For the two-temperature modeli(5.1),(5.2), material parameters for Pt as
reported in [74] (g = 6.76 × 1017 WK−1m−3, γ = 748 JK−2m−3, κ0(77 K) =
71.6 WK−1m−1, Debye temperature TD = 240 K) were used. In this study
by Lei et al., the calculated electron temperature has been verified by com-
paring it with the dynamics of the transient electron distribution which has
been observed by time-resolved photoelectron spectroscopy using a 1.5-eV
pump pulse and a 42-eV probe pulse. These observations showed that the
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electron distribution is completely thermalized within 250 fs after the pump
pulse. Thermally activated hopping has been observed at 275 K with a rate
of 5 × 10−4 s−1, which increases to 5 × 10−3 s−1 at 305 K [75]. From theses
experiments, the diffusion barrier from step to terrace sites could be estimated
as E ≈ 0.8 eV which is by ≈ 0.3 eV larger than the barrier for hopping be-
tween terrace sites [76, 77]. The frustrated translation mode of O on Pt(111)
has been observed by IR spectroscopy at a frequency of 1.2 × 1013 s−1 [78].
X-ray absorption spectroscopy of O/Pt(111) by Puglia et al. [79] revealed a
broad unoccupied resonance very close to the Fermi level, which has been
assigned to an antibonding state due to hybridization of the O 2pz level and
the Pt 5d band. A second weaker and broader resonance centered at 8 eV
above the latter has been assigned to the hybridization of the Pt 6sp and the
O 2pxy states. Thus, energy transfer to the oxygen atoms, which weakens the
O-Pt bond, can be expected even at low electron temperatures and without a
strong temperature dependence. This has been confirmed by recent ab initio
calculations of the friction coefficient for atomic oxygen in the fcc hollow site
on a flat Pt(111) surface [80]. The lateral friction for a fixed distance of the
oxygen atom at low temperatures has been calculated to f = 2.5 meV ps/Å2

(ηel = 1.5 ps−1) which changes by less than 10% for temperatures of up to
3000 K.

Figure 5.11 shows the results of the model calculations for a single-pulse ex-
citation with 50 fs pulse duration. For an absorbed laser fluence of 5 mJ/cm2,
the electron temperature rises up to 2200 K while the phonon temperature
remains below 500 K. The adsorbate temperature Tads and the diffusion rate
R have been calculated for the empirical as well as for the modified friction
model using a constant electronic friction of ηel = 1.5 ps−1. This results in a
transient of the adsorbate temperature, which lies between the dynamics of
the electron and the phonon temperature. The maximum adsorbate tempera-
ture of 1200 K is reached at about 800 fs after the pump pulse. The empirical
and the modified electronic friction model show nearly identical results not
only for Tads, but also for R. At first glance, the agreement for the latter is
surprising, since the prefactor of the reaction rate show different dependen-
cies for both cases [as mentioned above, see (5.6) and (5.8)]. This is due to
the fact that the Boltzmann factor contributes mainly for temperatures for
which Eads/kBT is of the order of 10. For these temperatures the prefactor is
comparable in both cases. However, qualitative differences appear in the two-
pulse correlations shown in Fig. 5.12b. The contrast between pdif at zero and
large delays is slightly smaller for the modified friction model. This is mainly
caused by the fact that the adsorbate temperatures enters in the denominator
of (5.8), which leads to a reduced rise of pdif at small delays where the adsor-
bate temperature is large. Compared to the experimental data, however, the
calculated hopping probabilities are too large by 2 to 3 orders of magnitude,
and the strong nonlinearity of the fluence dependence cannot be reproduced
for a diffusion barrier of Edif = 0.8 eV (Fig. 5.12a). On the other hand, the
normalized two-pulse correlations are only slightly broader than observed in
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the experiment. This suggests that the energy transfer time, which is associ-
ated with the friction coefficient, is in the correct range. However, the huge
discrepancy between the absolute values cannot be reduced by variation of the
friction coefficient. A larger friction narrows the 2PC traces, but even further
increases pdif , while a smaller friction results in an even broader 2PC.

A rather good description of the experimental fluence dependence and
two-pulse correlation can be achieved if the diffusion barrier is arbitrarily
increased. This is shown in Figs. 5.12c,d which display the results of the
modified friction model with constant friction and varying diffusion barrier
Edif . With increasing Edif the width of the two-pulse correlation narrows, and
the fluence dependence becomes steeper since the variation of the Boltzmann
factor in (5.8) dominates the more the larger Edif is compared to kBTads. The
best agreement is achieved for Edif = 1.4 eV which is, however, much larger
than the barrier observed for thermally activated diffusion.

As discussed in Sect. 5.2.2, an activation energy extracted from experi-
mental data fitting which significantly exceeds the barrier value obtained for
thermally induced reactions might have different reasons. Besides the already
mentioned multidimensionality of the potential energy landscape and the in-
fluence of electronically excited states, a further origin might be related to
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modified (solid line) friction
model for Edif = 0.8 eV and
ηel = 1.5 ps−1. (c) and (d)
illustrate the influence of the
diffusion barrier height on the
results of the modified fric-
tion model using a constant
friction of ηel = 1.5 ps−1. The
solid and dashed lines in (e)
and (f) are the results for two
different dependencies of the
friction coefficient on electron
temperature [62].

an electron-temperature dependent friction. This is only accounted for in the
modified (and not in the empirical friction model) in order to describe an
(activated) population of an electronic state which cannot be significantly oc-
cupied at low temperatures. Thus, an empirical dependence of the electronic
friction on the electron temperature has been introduced in order to reproduce
the experimental data presented here with a reasonable value for the diffusion
barrier.

Figures 5.12e and f show the results of the modified friction model using
a diffusion barrier of Edif = 0.8 eV and a temperature dependence of the
friction according to a power law ηel = η0 T x with x = 3/2 and x = 2. In-
deed, this parameterization reproduces particularly well the high nonlinearity
of the fluence dependence and results in a narrow two-pulse correlation even
for a low barrier. The exact shape of the two-pulse correlation apparently
depends on the analytic form of the assumed temperature dependence. For
the chosen cases, the two-pulse correlation is either somewhat smaller than
the experimental data (x = 2) or does not reach the experimentally observed
contrast ratio of pdif between zero and large delays (x = 3/2). Nevertheless,
these calculations demonstrate that a temperature-dependent friction can re-
produce the main features of the experimental observations without choosing
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an unphysical barrier height. As discussed in reference [49], the temperature-
dependent friction results in different dynamics of the adsorbate temperature
Tads. It shows only a fast rise time and cools down slowly since the coupling
strength rapidly decreases with electron temperature. Nevertheless, the hop-
ping rate R has dynamics on the timescale of one picosecond since ηel[Tel(t)]
enters into the prefactor of R [see (5.8)]. The dependence of R on electron
temperature via ηel is responsible for the narrow two-pulse correlation shown
in Fig. 5.12f, which has its maximum at zero delay.

The dip of the calculated hopping probability around zero delay in
Figs. 5.12b and d results from the competition between electron-phonon cou-
pling and diffusive hot-electron transport [81]. The former tends to localize the
heat at the surface while the latter leads to heat dissipation into the bulk. For
delays which are small compared to the electron-phonon coupling time, the
enhanced electron temperature leads to a larger temperature gradient between
surface and bulk. This results in a faster diffusion of the hot electrons into the
bulk. Thus, the maximum phonon temperature at the surface is reduced for
small delays between the pump pulses. The more the dynamics of adsorbate
and phonon temperature become similar, i.e. for small friction, the more this
reduction affects the adsorbate temperature. The hopping probability should
be even more sensitive on this effect since it depends exponentially on the
adsorbate temperature. This consequence of the two-temperature model has
been experimentally verified for the surface temperature of the substrate in
time-resolved reflectivity measurements on various metal surfaces [81], but has
not yet been observed in femtosecond surface photochemistry experiments.
Even the laser-induced desorption of CO from Ru(001) [35], which is believed
to be mediated almost solely by substrate phonons, does not show this pro-
posed reduction. This, however, might be related to the data scattering in
typical two-pulse correlation measurement based on mass spectrometer de-
tection and in particular to the fact that the expected width of the dip is
rather small for a metal like ruthenium due to the strong electron-phonon
coupling in this material [81].

5.4.3 Discussion

The model calculations of the previous subsection show that the experimental
data can only be reproduced with a reasonable value for the diffusion barrier
if a dependence of the friction on the electron temperature is assumed. How-
ever, the electronic structure of O on Pt(111) and ab initio calculations do not
support a temperature dependence of the electronic excitation of low-energy
vibrational modes. Thus, the question arises if the pathway of the energy
transfer to the diffusive motion is in fact more complicated than a direct
coupling of the electronic excitation to the frustrated translation mode. To
resolve this, an indirect excitation mechanism is suggested which requires an
effective dependence of ηel on electron temperature within in the description
of the friction model. A possible mechanism is sketched in Fig. 5.13. The O-Pt
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Fig. 5.13. Schematic potential energy scheme for an indirect excitation of diffusion
via anharmonic coupling of the frustrated translational mode (diffusion coordinate)
to the Pt-O vibration (desorption coordinate) [62].

stretch vibration is excited first via hot substrate electrons, and subsequently
the frustrated translation is populated via anharmonic coupling to that pri-
mary mode. Since the anharmonicity of vibrations generally increases with
amplitude, the corresponding coupling strength increases with the vibrational
temperature of the O-Pt stretch. Its quantum energy (60 meV) is only slightly
higher than the respective energy of frustrated O-Pt translation (50 meV) [78].
Therefore, many quanta of the stretch vibration mode need to be excited by
repetitive electronic excitation cycles before the vibrational motion can cou-
ple efficiently to the lateral mode and the diffusion barrier of ∼ 0.8 eV can be
overcome. If such a scenario is described by a single coupling strength, it will
effectively depend on the electron temperature, while the primary electronic
excitation of the O-Pt stretch vibrations could still be mediated by a constant
electronic friction ηel, as illustrated in Fig. 5.14.

This proposed model of indirect excitation of the lateral motion is mo-
tivated by recent STM experiments of Komeda et al. [82] and Pascual et
al. [83] who found a threshold energy for inducing diffusion of CO/Pd(110)
and NH3/Cu(100) by inelastic electron tunneling, which coincides with the
internal CO and NH stretch vibration, respectively. The lateral motion is
shown to be initiated by anharmonic coupling between the high-frequency in-
ternal and the low-frequency frustrated translation mode. For these systems,
even one quantum of internal vibrational energy exceeds the diffusion barrier.
Thus, an indirect excitation of lateral motion is possible, even if the low cur-
rent in the STM experiments of < 0.05 e−/ps inhibits ladder climbing due
to the short lifetimes of the vibrational modes on metal surfaces. Komeda et
al. [82] demonstrated the importance of anharmonic coupling in experiments
with CO/Pd(110) and CO/Cu(110). Even if the diffusion barrier of the lat-
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Fig. 5.14. Scheme of the energy transfer from the initial excitation of the electrons
by an ultrashort laser pulse to the frustrated translational mode which initiates
the diffusive motion of the oxygen atoms. An effective dependence of the electronic
friction ηel on the electron temperature Tel can result from an indirect excitation via
anharmonic coupling between the O-Pt stretch and the O-Pt translational mode [62].

ter system is smaller by a factor of two, no lateral hopping by excitation of
the internal stretch was observed. This has been explained by the different
strength of the anharmonic coupling [84,85] which is larger by a factor of >20
in the case of CO/Pd(110) as compared to CO/Cu(110). The anharmonic
coupling �δω of vibrational modes can be estimated from the temperature
dependence of their frequency and linewidth [86]. If this is applied to the tem-
perature dependent IR data of Engström et al. [78], an anharmonic coupling
�δω ≈ 2 meV is obtained for the O-Pt stretch vibration. Based on these IR
data, it is believed that a relevant decay mechanism for the O-Pt stretch vi-
bration is the excitation of a parallel adsorbate mode by anharmonic coupling
which increases with temperature [87].

The proposed mechanism suggests a stronger electronic coupling to the
O-Pt stretch vibration than to the frustrated translation. Anisotropic elec-
tronic friction has been found, for example, for H2 on Cu(111) and N2 on
Ru(001) [24], which implies an initially strong adsorbate-substrate vibration
perpendicular to the surface.2 For oxygen on a flat Pt(111) surface, however,
the electronic friction calculated for the direction perpendicular to the surface
is only 20% larger than for the lateral direction [80]. On the other hand, this

2 Note that in association reactions also the different masses (reduced mass along
the vibrational coordinate versus the molecular mass for desorption) need to be
considered in the overall frictional coupling. Moreover, the time the reactants
take to overcome the barrier determines to which extent anisotropic electronic
coupling might play a role (see Sect. 5.3.5 and [42]).
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difference does not need to be very large in order to result in a temperature-
dependent coupling strength. In any case, the anharmonic coupling of the
stretch vibration provides an additional pathway for the energy transfer, which
becomes more efficient with increasing excitation density. Thus, such a mech-
anism should be included in an accurate description of the energy transfer
dynamics. The anisotropy of the friction may also be different for oxygen
atoms at step sites due to their different coordination, which might even en-
hance the importance of the anharmonic coupling in the case of the fs-laser
induced diffusion reported here.

In summary, Sect. 5.4 has discussed femtosecond laser-induced diffusion
of atomic oxygen on a vicinal Pt(111) surface. This system is used to study
the energy transfer dynamics from the optical excitation to the frustrated
translation for a strongly chemisorbed atomic adsorbate. The experimental
results (two-pulse correlation measurements) showed that the diffusive motion
is driven by the laser-excited electrons of the metallic substrate. A consistent
description of the experimental data within the modified electronic friction
model cannot be achieved with a constant electronic friction and a value for the
diffusion barrier consistent with other experiments. A temperature-dependent
electronic friction coefficient, however, is suggested which allows to reproduce
the experimental data. As the origin of this temperature-dependence an indi-
rect excitation mechanism is proposed. Anharmonic coupling of the initially
excited O-Pt stretch vibration to the frustrated translational mode via hot
substrate electrons depends on the excitation density and indeed would ex-
plain the observed effective dependence of the electronic friction on the elec-
tron temperature.

5.5 Theory of ultrafast nonadiabatic processes at
surfaces and their control

P. Saalfrank, M. Nest, and T. Klamroth

In this section, the models used in Sects. 5.3 and 5.4 to describe femtosecond-
laser induced processes at surfaces will be put in a broader theoretical per-
spective. The section also serves to address possibilities and limitations to
control the reactivity of adsorbates at metal surfaces by tailored light pulses.

5.5.1 From “weakly adiabatic” to “strongly nonadiabatic”
dynamics: Methods

Weakly nonadiabatic dynamics

The experimental examples mentioned so far are “weakly nonadiabatic”
processes in the sense that the dynamics is dominated by nuclear motion
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on a single (ground state) potential energy surface, with electronic transi-
tions serving “merely” to drive the dynamics on that surface. As outlined
above (Sect. 5.2.1), hot-electron mediated femtochemistry at metal surfaces
is frequently modeled with coupled heat baths of the electron, phonon, and
adsorbate system, respectively, in conjunction with (multidimensional) classi-
cal Langevin dynamics, master equation approaches, or with Arrhenius-type
rate equations. All of these are based on the concepts of electronic friction,
and well-defined temperatures for the various subsystems (substrate electrons,
phonons, and adsorbate vibrations, respectively) of the adsorbate-substrate
complex, see (5.1) through (5.8).

However, several problems and limitations of these models arise: The Ar-
rhenius models have the disadvantages of being one-dimensional, classical,
and they assume electronic and vibrational temperatures for a nonequilib-
rium situation. The electron temperature is questionable at least within the
first few 100 fs or so after the pulse according to experimental [88] and theo-
retical investigation [89,90]. The concept of an adsorbate temperature can be
inapplicable for even much longer timescales [91,92].

Some of the restrictions of above can be overcome by Langevin molecular
dynamics with electronic friction [93], which was used above for H2/Ru(001).
Here nuclear motion is still classical, and the electronic degrees of freedom are
expressed in the form of friction and fluctuating forces. If q is the only degree
of freedom considered, e.g., the molecule-surface distance Z, mass mq), the
equation of motion is [see (5.10) and (5.11) in Sect. 5.3]

mq
d2q

dt2
= −dV

dq
− ηqq

dq

dt
+ Fq(t) . (5.12)

Here, V is the ground state potential, and ηqq is related to the electronic
friction coefficient of above through ηqq = mqηel. Fq(t) is a fluctuating force
that obeys a fluctuation-dissipation theorem, and depends on the electronic
temperature, Tel(t), obtained from the 2TM.i Equation (5.12) can be easily
generalized to more than one degree of freedom, by interpreting the friction
coefficient as a tensor with elements ηqq′ [24, 93].

Various methods based on, e.g., Hartree-Fock cluster calculations [93] or on
periodic density functional theory [24] have been suggested of how to calculate
the friction tensor from first principles. All of these methods are based on a
perturbative, Golden Rule type treatment of the vibration-electron coupling.
At zero temperature, the electronic friction coefficient is directly related to
the vibrational relaxation rate Γ vib

1→0 of the first excited level, and thus to the
lifetime τvib of the mode of interest:

ηel = Γ vib
1→0 = τ−1

vib . (5.13)

τvib ranges typically from several hundred fs to several ps for metal surfaces
[94].

Finally, the classical approximation can be overcome with the help of mas-
ter equations,
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dPα

dt
=
∑

β

Wβ→αPβ(t) −
∑

β

Wα→βPα(t) , (5.14)

giving the population Pα of state |α〉 of the ground state potential. The latter
can be derived from (multidimensional) system Hamiltonians. The popula-
tions are governed by interlevel transition rates,

Wα→β = Γ vib
α→β + W ex

α→β , (5.15)

where Γ vib
α→β denotes a vibrational relaxation rate (or reexcitation rate if the

temperature is finite), and W ex
α→β stands for a rate caused by an external

energy source which drives the “ladder climbing”. The latter proceeds typ-
ically by transient population of electronically excited states, for example
a “negative-ion resonance”, i.e. by temporary attachment of an electron to
the adsorbate. For example, for femtosecond-laser induced, hot-electron me-
diated reactions the transition rates, calculated from perturbation theory, are
a function of the electron temperature Tel(t), and of the energetic position εa

and width ∆a of the adsorbate resonance [92, 95]. By solving (5.14), a reac-
tion probability can be defined by analyzing those populations which reach
the desorption continuum, with an energy Eα > D where D is again the
binding energy of the adsorbate if “desorption” is the reaction of interest.
Such a damped ladder climbing process is schematically illustrated in Fig.5.1c
(Sect. 5.2.1). In certain limits, the master equation (5.14) simplifies to reaction
rates R of the Arrhenius-type [see (5.8) [95]].

Strongly nonadiabatic dynamics

In contrast to the weakly nonadiabatic dynamics which predominantly pro-
ceed on a single potential energy surface, “strongly nonadiabatic” dynam-
ics cannot be idealized in this way. Examples of this type of reactions are
(i) resonant charge transfer during atom-surface scattering, (ii) DIET(single-
excitation limit), and (iii) reactions proceeding through long-lived excited
states, such as adsorbate excitations at insulators. The explicit inclusion of
more than one electronic state can also be useful for modeling the “weakly
nonadiabatic” processes listed above.

The most general approach to treating strongly nonadiabatic situations is
through a coupled, multi-state time-dependent Schrödinger equation (TDSE).
Assuming that the system is initially in its electronic ground state |g〉 asso-
ciated with a nuclear wavefunction ψg(R, t) (where R denotes the nuclear
coordinates), and assuming that only a single adsorbate resonance |a〉 is of
importance, the TDSE reads

i�
∂

∂t




ψa

ψg

ψk1

ψk2

...




=




Ĥa Ṽag Ṽak1 Ṽak2 · · ·
Ṽga Ĥg Ṽgk1 Ṽgk2 · · ·
Ṽk1a Ṽk1g Ĥk1 Ṽk1k2 Ṽk1k3 · · ·
Ṽk2a Ṽk2g Ṽk2k1 Ĥk2 Ṽk2k1 · · ·

...
...

...
...

...
. . .







ψa

ψg

ψk1

ψk2

...




. (5.16)
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In (5.16), a quasi-continuum of substrate-excited states |ki〉 was also included,
which applies to metal surfaces. The diagonal elements of the Hamiltonian ma-
trix are Ĥn = T̂nuc+Vn(R), where T̂nuc is the nuclear kinetic energy operator,
and Vn(R) is the potential energy curve for state |n〉 (in diabatic representa-
tion). The off-diagonal elements Ṽnm(R, t) stand for possible (direct) dipole
couplings, and non-Born-Oppenheimer couplings Vnm(R), i.e.

Ṽnm(R, t) = Vnm(R) −
〈
Ψn(r,R)

∣∣∣µ̂E(t)
∣∣∣Ψm(r,R)

〉
r

. (5.17)

Here Ψm(r,R) denotes an electronic wavefunction which depends on electron
coordinates r and parametrically on R; µ̂ is the molecular dipole operator,
and E the electric field. In (5.17), the semiclassical dipole approximation is
used for matter-field coupling; the vector character of dipole moment and field
are neglected here.

Equation (5.16) can hardly ever be solved, in particular for metals. An
alternative is to map the closed-system, N-state model (5.16) to an open-
system density matrix model with two states, where the excited state (e.g., the
negative ion state) is treated as a (nonstationary) resonance. The resonance
width, ∆a, can in principle be calculated from the non-Born Oppenheimer
coupling matrix elements Vak, for instance within the Anderson-Newns model
[14,96].

Within an open-system two-state model of DIET, for example, a Liouville-
von Neumann (LvN) equation [97,98]

∂

∂t

(
ρ̂a ρ̂ag

ρ̂ga ρ̂g

)
= − i

�

[(
Ĥa Ṽag

Ṽga Ĥg

)
,

(
ρ̂a ρ̂ag

ρ̂ga ρ̂g

)]
+
∑

s

∂

∂t

(
ρ̂a ρ̂ag

ρ̂ga ρ̂g

)

D,s

(5.18)
has to be solved. In (5.18), the ρ̂i and ρ̂ij are operators in the vibrational
space of the ground and excited state vibrational functions {φg

n} and {φe
n},

respectively. The last term in (5.18) accounts for energy and phase relaxation
in general, but also for substrate-mediated excitation, with s denoting vari-
ous “dissipative” channels, i.e. ways to exchange energy and phase with an
environment.

As an example, energy relaxation of an excited state |a〉 with width ∆a

and electronic relaxation rate Γ el
a→g = ∆a

�
can be modeled by the choice

∂

∂t

(
ρ̂a ρ̂ag

ρ̂ga ρ̂g

)

D,1

= −Γ el
a→g

(
ρ̂a

ρ̂ag

2
ρ̂ga

2 −ρ̂a

)
. (5.19)

which transfers population from |a〉 to |g〉 (and destroys possible coherences
at the same time). DIET, i.e. the single-excitation limit, is treated by a single,
initial Franck-Condon excitation of the ground state wave function φg

0 to the
excited state, i.e. ρ̂0 = |a〉〈a| ⊗ |φg

0〉〈φ
g
0|. Vibrationally excited states (see

below) or thermal initial states may be used instead, depending on which
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Fig. 5.15. (a) The closed-system, coupled N-state model of a nonadiabatic surface
process, with ground state |g〉, a photoactive excited state |a〉, and a (quasi-) con-
tinuum of substrate-excited states |k〉. A specific non-Born Oppenheimer coupling
element Vak is indicated. (b) Illustration of the corresponding open-system two-state
model with transition rate Γ el

a→g = ∆a/�.

experimental situation is to be modeled. In general, the resonance width ∆a

depends on the nuclear coordinates R, and only if this dependence is neglected,
the resonance decays strictly exponentially with an electronic lifetime τel =

�

∆a
. τel can be as short as a few fs, as outlined earlier. The closed-system

N-state model is contrasted with the open-system 2-state model in Fig.5.15.
When intense femtosecond lasers are used for photodesorption, DIMET

becomes possible. In the two-state density matrix model, the hot-electron
substrate-mediated excitation can be treated by an extra term in (5.18) [97,98]
which depopulates the ground state

∂

∂t

(
ρ̂a ρ̂ag

ρ̂ga ρ̂g

)

D,2

= Γ el
g→a(t)

(
ρ̂g − ρ̂ag

2

− ρ̂ga

2 −ρ̂g

)
. (5.20)

For DIMET, the initial condition is ρ̂0 = |g〉〈g| ⊗ |φg
0〉〈φ

g
0| if T = 0 initially.

Further,

Γ el
g→a(t) = Γ el

a→g exp
{
− Va − Vg

kB Tel(t)

}
(5.21)

is a time-dependent upward rate that obeys detailed balance. Other relaxation
channels (e.g., vibrational relaxation) can easily be incorporated in the model
[91].

Note that in (5.21) the assumption of an electronic temperature has been
made, similar to the weakly nonadiabatic friction models of above. How-
ever, no adsorbate vibrational temperature Tads(t) needs to be assumed in
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contrast to Arrhenius-type treatments, a feature which the present method
shares with molecular dynamics with friction, and the master equation ap-
proach. Nevertheless, there are also differences between the “weakly nona-
diabatic” friction, and the “strongly nonadiabatic” excitation-deexcitation
models of femtosecond laser chemistry, leading sometimes to different con-
clusions/interpretations [91]. For example, the two- and multi-state models
account for dynamical details which follow from the topology of the excited
state potential. An example is the observed, pronounced vibrational excita-
tion of NO molecules desorbing from Pt(111) [99], which is thought to proceed
through a negative-ion resonance state NO−Pt+ with an elongated NO bond.

5.5.2 Controlling nonadiabatic surface processes: Strategies

The open-system density matrix theory just scratched will now be applied to
the question as to whether control of laser-induced desorption of admolecules
from metal surfaces is possible.

Since in substrate-mediated photochemistry the adsorbate is excited only
indirectly, coherent control is evidently feasible. Here, an incoherent control
scheme may be more promising, for instance for DIMET through the control
of Tel(t). This type of control can be achieved in various ways, for example
through the laser fluence (see above), or by changing the width of the laser
pulse envelope at constant fluence. The latter possibility was suggested [100]
and experimentally supported [101] for DIMET of CO from Pt(111).

An alternative is to nanostructure a surface. It has been found that NO
molecules adsorbed on amorphous or ordered aggregates of Pd atoms on alu-
mina surfaces can be efficiently desorbed by nanosecond UV laser pulses in
contrast to single crystal surfaces [102]. The enhanced reactivity can be due to
electronic effects, e.g., additional binding sites with lower adsorption energies,
field enhancement at rough surfaces, or new reactive intermediates such as
plasmons. One further possible enhancement factor for nanostructured ma-
terials, when driven by femtosecond laser pulses, is that the photon energy
is now localized in a smaller region of space thus leading to larger electronic
temperatures and excitation rates Γ el

g→a. This latter mechanism is again inco-
herent and will be further exploited in Sect. 5.5.4.

Another control mechanism for substrate-mediated photochemistry is a
“hybrid scheme”, in which the adsorbate is vibrationally excited by an IR
pulse prior to electronic excitation. The first (IR) step is direct, while the
latter is incoherent. It was suggested to use an IR+UV/vis strategy to con-
trol the photodesorption of molecules from surfaces [98, 103–105], similar to
“vibrationally mediated chemistry” in gas phase dynamics [106,107]. The IR
preexcitation will not only lead to larger UV/vis desorption yields, but may
also be useful for isomerization reactions [108, 109] and for isotope-selective
chemistry [110]. Such a hybrid scheme will now be applied to the case of
associative desorption of H2 from Ru(001) under DIET conditions.
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5.5.3 “Hybrid control”: Vibrationally enhanced DIET of H2

from Ru(001)

In the DIET limit, the reaction is enforced by single excitations, possibly
with a low-intensity nanosecond laser. In this regime the friction models used
in Sect. 5.3 for DIMET are not applicable, mostly because the concept of
an electron temperature becomes inadequate, and we use a two-state density
matrix model instead. The proposed “hybrid” control scheme is illustrated in
Fig. 5.17a below.

Ground state potential and IR excitation

Similar to the theoretical modeling of the DIMET experiments of Sect. 5.3
by electronic friction approaches, we employ a two-dimensional model with
r (H-H distance) and Z (the H2-surface distance) modes also for the density
matrix description. We assume that the two H atoms, initially in adjacent
face centered cubic (fcc) hollow sites, remain in the plane spanned by these
two sites an the direction to the surface. For the ground state potential energy
function, Vg(r, Z), a functional form similar to the one adopted for the elec-
tronic friction model in Sect. 5.3 has been used. This surface is based on the
six-dimensional potential generated by Baerends [111] for a (2× 2) unit cell,
i.e. coverage 1/2, obtained from periodic DFT calculations within a general-
ized gradient approximation (GGA) for the exchange-correlation functional.
The modifications of the original potential as introduced here pertain to the
extension of the potential to regions which were not calculated in [111] and to
adding smooth repulsive walls behind the transition states toward diffusion
and subsurface adsorption. This allows us to model a high-coverage situation
H-(1 × 1) (θ = 1) as used in [31, 39], and to exclude subsurface adsorption
after excitation. The resultant two-dimensional PES predicts an adsorption
minimum at Z0 = 1.06 Å and r0 = 2.75 Å (the shortest distance between
two fcc sites on the surface), with a binding energy of 0.85 eV (i.e., 0.42 eV
per H atom). Further, in the 2D model, an incoming H2 molecule would have
to overcome a classical barrier of 0.18 eV. The barrier is located “early” on
the reaction path for dissociative adsorption and hence “late” on the reaction
path for associative desorption, i.e. Z‡ = 2.24Å and r‡ = 0.77Å [112] – the
bond length of free H2 is 0.74 Å, i.e. only slightly shorter.

The potential Vg(r, Z) supports bound vibrational states, the lowest of
which can be easily classified according to their quantum numbers in the r
and Z modes, i.e. ψnr,nZ

(r, Z). By solving the time-independent vibrational
Schrödinger equation
[
− �

2

2M
∂2

∂Z2
− �

2

2µ
∂2

∂r2
+ Vg(r, Z)

]
ψnr,nZ

(r, Z) = εnr,nZ
ψnr,nZ

(r, Z), (5.22)

one finds about 30 bound vibrational states for H2/Ru(001). The vibrational
energies of the fundamentals are �ωr = ε1,0 − ε0,0 and �ωZ = ε0,1 − ε0,0 of
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Fig. 5.16. Excitation of the (0,1) vibrational level (Z mode, left), and the (1,0)
vibrational level (r mode, right), from the vibrational ground state (0,0), using
infrared π pulses (upper panels). Initial and target state populations are shown in
the lower panels together with a schematic representation of the process. Solid curves
are for the dissipation-free case, dashed ones for assuming a vibrational lifetime of
500 fs for each target. A 3-level LvN equation was solved to obtain populations –
see [114] for an analogous model.

�ωr = 94 meV and �ωZ = 136 meV. This is in reasonable agreement with
experimental data of Jacobi et al. [113], who find for the H-(1 × 1) covered
Ru(001) surface �ωr = 85 meV and �ωZ = 140 meV. It should be noted,
however, that in the experiment the generation of such laser frequencies in
the IR spectral range remains a challenge.

In order to IR-excite selected vibrational levels, we assume that the
dipole moment of adsorbed H2 couples to the z component of an exter-
nal field. From a cluster model (see below), the transition dipole moments
〈ψnr,nZ |µz(r, Z)|ψn′

r,n′
Z
〉 can be computed by quantum chemical methods,

where µz(r, Z) is the z component of the ground state dipole moment. For the
fundamental excitations of the r and Z modes, we find |µ(00,10)| = 5.84×10−32

Cm and |µ(00,01)| = 5.15 × 10−31 Cm, i.e. the Z mode will be easier to ex-
cite. The two states ψ10 := (1, 0) and ψ01 := (0, 1) are also directly coupled
through a small dipole moment |µ(10,01)| = 2.22 × 10−32 Cm.

That in contrast to the r mode, the Z mode can be easily excited is
demonstrated in Fig. 5.16 where infrared π pulses of sin2 form, i.e.
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EIR = E0 sin2(πt/tf ) cos(ω0t) (5.23)

are used to populate the (1,0) state or the (0,1) state from the ground state
(0,0). Here, E0 is the field amplitude, tf the pulse length, and ω0 the car-
rier frequency of the laser. The carrier frequencies were chosen to match the
transition frequencies ωZ and ωr in the left and right columns of Fig. 5.16,
respectively. The pulse length was tf = 500 fs in both cases. The field am-
plitudes were chosen as E0 = 2π�

tf |µif | , which is the π pulse condition for a
sin2 pulse [114]. π pulses lead to a population inversion in an ideal two-level
system, connected by a transition dipole moment |µif |.

Using a three-level open-system density matrix model comprising of the
(0,0), (1,0) and (0,1) states, and the π pulses for excitation of (1,0) and (0,1) as
shown in the left and right upper panels of Fig. 5.16, we obtain the populations
of vibrational levels as a function of time. For an analogous recent work and
model, see [114]. The solid lines in the lower panels of Fig. 5.16 lines refer
to initial and target state populations for the dissipation-free case, i.e. no
vibrational relaxation accounted for. The dashed lines stand for the dissipative
case, where a finite vibrational lifetime of τvib = 500 fs was assumed for each
of the two vibrations. From the left panels of Fig. 5.16, we note that an
ideal π pulse works in fact well for the Z mode, i.e., excitation of (0,1), in
particular, in the dissipation-free case. In contrast, a simple π pulse is not
very effective for the r excitation simply because the corresponding dipole
moment is small such that the nearby (0,1) state is also excited with a pulse
which is only 500 fs long and, therefore, energetically broad. Using longer
pulses is found to enhance selectivity in the dissipation-free case. On the
other hand, from the electronic friction models, we know that vibrational
relaxation is important for H2/Ru(001), thus longer pulses are impractical.
Other strategies (e.g. multipulse excitations including higher-lying states),
and/or pulse optimization techniques (e.g. optimal control theory [115]) are
needed for selectively exciting vibrational levels – see [112].

Desorption induced by electronic transition

To treat DIET, it is assumed that a single, “representative” excited state, |a〉,
is sufficient to promote the desorption. One can then solve (5.18) with (5.19),
using different initial vibrational states ψnr,nZ

, under tacit assumption that
those can be selectively populated. A particular efficient method to solve (5.18)
and (5.19) (with direct couplings neglected) was suggested by Gadzuk some
time ago [116]. In his “jumping wave packet” model, DIET is treated in two
steps. In step one, the initial wave function, a pure state φ0, is projected on
the excited state |a〉, propagated there for some residence time τR, transferred
back to the ground state |g〉, and propagated to a final time t

|ψ(t; τR)〉 = exp

{
− iĤg(t− τR)

�

} ∣∣∣g
〉 〈

a
∣∣∣ exp

{
− iĤaτR

�

}
|φ0〉 . (5.24)
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From this, operator expectation values for single trajectories are computed as
A(t; τR)=

〈
ψ(t; τR)|Â|ψ(t; τR)

〉
. In the second step, an incoherent averaging

scheme is adopted which, if the decay of the resonance is strictly exponential
with an excited state lifetime τel reads

〈
Â
〉

(t) =
1
τel

∫ ∞

0

e−τR/τel A(t; τR) dτR . (5.25)

It has been shown that this approach, in which only repeated wave packet
propagations have to be carried out, is in fact rigorously equivalent to an
open-system density matrix treatment [117]. It was also shown how to extend
the approach to, e.g., a nonexponential decay of the resonance state [118,119].

A critical point is the choice of the excited state potential appearing in
Ĥa = T̂nuc + Va(r, Z), and also of the excited state lifetime, τel. Reliable ab
initio calculations of (adsorbate) excited states at metal surfaces and their
lifetime are not yet available. Recently, attempts have been made to calculate
excited states of metal/adsorbate systems using a cluster approach in combi-
nation with time-dependent DFT (TD-DFT [120]). Here, we employ clusters
H2Run (with n = 3 and n = 12), for which TD-DFT gives a multitude of
excited states in the DIET-relevant energy regime up to about 2 eV [112].
(Already for H2Ru3, there are about 40 states with excitation energy ≤ 2
eV.) Closer inspection shows that most of these states are excitations with a
topology very similar to the ground state surface, several of them, however,
with their minimum simultaneously shifted along the r and Z modes. In par-
ticular, it is found that (i) ∆r ≈ −∆Z, (ii) both positive and negative ∆r
(∆Z) occur, and (iii) shifts ∆ := |∆r| ≈ |∆Z | up to ∆ ≈ 0.2 − 0.3 Å are
observed. Based on this information, the excited state potential was taken as

Va(r, Z) = Vg(r −∆,Z + ∆) + Eex , (5.26)

where ∆ was chosen from reasonable ranges. Eex is the electronic excita-
tion energy, whose actual choice, however, plays no role in the Gadzuk DIET
scheme. The excited state lifetime τel was varied between 1 and about 10 fs,
and thus treated as an empirical parameter. As an important “side product”,
the cluster calculations gave the dipole function µz(r, Z) which was used for
the transition dipole moments for IR excitation of above. (The dipole function
was computed for H2Ru12 and fitted to an analytic form.) Vibrational relax-
ation on the ground state potential due to vibration-electron coupling was
neglected in the DIET calculation. Note that neither the exact nature of the
excited states, nor their precise couplings are of concern in the spirit of the
effective, dissipative two-state model. The Gadzuk algorithm was realized be-
low by using standard wave packet propagation techniques on a grid [121], and
analyzing the flux going through a dividing line Zdes in front of the surface,
from where the density can be classified as desorbed.

When using the ground vibrational state as initial state, ∆ = 0.2 Å, and a
lifetime of τel = 2 fs, one finds that associative desorption also takes place in
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Fig. 5.17. Desorption probability for H2 and D2 per excitation event. Vibrational
eigenstates have been used as initial states, with quantum numbers indicated for H2.
Further, ∆ = 0.2 Å and τel = 2 fs were used. The IR+UV hybrid control strategy is
indicated schematically (left). Accordingly, an IR pulse excites the r and/or Z mode
of adsorbed hydrogen (open, small balls), leading to vibrational excitation (green
arrows) and an enhanced desorption probability after the Ru surface (black, filled
balls) is hit by UV/vis radiation.

the DIET case, with computed observables similar to those found in DIMET.
In particular, an isotope effect of Ides = Y (H2)/Y (D2) = 9.2 is found. In ad-
dition, the products are vibrationally and translationally “hot” with a clear
propensity for more translational energy, due to the “late” barrier along the
desorption path. For D2/Ru(001), for example, computed DIET translational
energy is about seven times higher than the vibrational energy. All quanti-
ties depend on the shift ∆ and the lifetime τel quantitatively, however, both
positive and negative ∆ lead to desorption and the qualitative features are
independent of the particular choice of those parameters, when taken within
reasonable ranges. For example, with ∆ = −0.2 Å (excited state shifted
toward the surface) one obtains Ides = 12.6, and Etrans(D2)/Evib(D2) ≈ 4.3.

The dependence of the desorption probability for H2 and D2 on the initial
state is shown in Fig. 5.17b, where the desorption yield is plotted as a function
of the initial vibrational energy. In all cases, vibrational eigenstates have been
used as initial states.

First of all, one notes that with (0,0) initial states, the desorption proba-
bility per excitation event is 8.1×10−4 for H2 and 8.8×10−5 for D2, resulting
in the isotope effect of Ides ≈ 9 as mentioned above. For both H2 and D2, it
is found that the desorption yield is considerably enhanced with vibrationally
excited initial states. For example, using the r-excited (1,0) initial state in-
creases Y for D2 by a factor of 4.3, and using (0,2) as an initial state gives
a factor of about 15 relative to the ground state. Excitation of the Z mode
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is even slightly more efficient. It is also observed that both the translational
and vibrational energies of the desorbing particles increase with the level of
initial vibrational excitation. Note that “isotope-selective” desorption, i.e. the
control of the isotope effect should be possible, because one or the other
isotopomer can be selectively IR-excited due to their distinct vibrational en-
ergies. Of course, the highest vibrational levels shown in Fig. 5.17b will not
be easy to excite in practice, but it is already clear that even the low-lying
excited levels have a strong impact on the reaction yield. It is also expected
that, using vibrational wave packets rather than eigenstates, offers a route to
further increase the photodesorption cross section.

5.5.4 Incoherent control: DIMET of NO from Pt(111) metal films

As outlined above, nanostructuring a metal surface can lead to enhanced pho-
toreactivity by various mechanisms. Here, we will concentrate on thin metal
films with thicknesses on the order of 10 to several hundred nm. We also
focus on the effect that in “hot-electron”-mediated femtosecond-laser chem-
istry the confinement has an influence on the Tel(t) curve, neglecting other
enhancement factors, i.e. electronic or lifetime effects [122].

In Fig. 5.18a, we show the calculated hot-electron temperature Tel(t) at
the surface of Pt(111) films of various thicknesses after excitation by Gaussian
80 fs laser pulses with a fluence of 6 mJ/cm2 and λ = 619 nm [100]. Similar
pulses have been used in DIMET experiments of NO/Pt(111) [123]. For the
calculation, the two-temperature model was used with a thickness-dependent
source term S(t) according to (5.3).

First, it is observed that with decreasing film thickness the maximum elec-
tronic temperature Tmax

el increases. This is due to the fact that the absorbed
photon energy is confined in a smaller region of space, thus leading to a higher
electron temperature. More quantitatively, one finds an approximate relation
Tmax

el ∝
√

1/d [8]. It is also observed that at around one hundred nm the
“bulk limit” is reached, with Tmax

el ≈ 2700 K. The dependence of Tmax
el on d

is shown in Fig. 5.18b.
In Fig. 5.18c, we show the maximum electronic temperature Tmax

el for the
bulk material (i.e. d → ∞) as a function of laser fluence, again with 80 fs
Gaussian pulses. Here it is found, in excellent approximation, that Tmax

el is
proportional to

√
F . This scaling is well-known from experiment and earlier

theory [8, 124]. As a consequence, one has for metal films

Tmax
el ∝

√
F

d
, (5.27)

which shows that both lowering d and increasing F enhance Tmax
el . Similar to

other systems, the DIMET yield for NO/bulk Pt(111) is known to increase
superlinearly with laser fluence, Y ∝ Fn where n = 6± 1 is found experimen-
tally [123]. Accordingly, one would expect an approximate scaling law
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Fig. 5.18. (a) Tel(t) curves for a Pt film, 500 nm thick (indistinguishable from the
bulk), and two films with d = 50 and d = 23 nm, respectively. An 80 fs Gaussian
laser pulse polarized perpendicular to the substrate with fluence F = 6 mJ/cm2 and
λ = 619 nm was used. (b) Maximum electronic temperature Tmax

el as a function of
film thickness d for the same pulse [100]. (c) Maximum electronic temperature Tmax

el

for a semiinfinite Pt(111) surface as a function of the square root of the laser fluence
F 1/2, [91].

Y ∝
(
F

d

)n

(5.28)

with F and d being independent control parameters.
For femtosecond-laser induced desorption of NO from Pt(111), the non-

linear scaling law Y ∝ Fn could be reproduced with a two-state open-system
density matrix model [91]. The two-state model consists of a Morse-type
ground state potential Vg(Z) (with Z = molecule surface distance), and a
negative-ion resonance state Va(Z) with a lifetime τel of a few fs [116]. The
excited state potential was of the simple model form

Va(Z) = Vg(Z) + Φ− EA − e2

4Z
. (5.29)

For Z → ∞, Va(Z) gives an energy difference between ionic and neutral
(ground) state of Φ − EA, the difference between the metal work function
and the electron affinity of the molecule. Close to the metal surface, the ionic
state is stabilized by image charge attraction; see the last term in (5.29). As
a consequence, a photoexcited adsorbate moves initially inward – this is the
so-called Antoniewicz model of photodesorption [18]. The two potential curves
are similar to those shown in Fig. 5.15b.

The hot-electron excitation was modeled by (5.20) and (5.21) with Tel(t)
calculated from the 2TM. The desorption probability and other properties
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Fig. 5.19. (a) DIMET yield for NO/Pt(111) as a function of laser fluence F , when
80 fs Gaussian pulses with λ = 619 nm were assumed. Symbols: Calculated from the
2-state density matrix model, solid line: best fit Y ∝ F 4.4 (after [100]). (b) DIMET
yield for NO/Pt(111) as a function of film thickness d (80 fs Gaussian pulse with
F = 6 mJ/cm2 and λ = 619 nm), after [91]).

were computed by analyzing the flux going through an asymptotic point Zdes

on the ground state potential, at which the density can be considered des-
orbed. For the lifetime, τel = 2 fs was assumed.

As demonstrated in Fig. 5.19a, the desorption yield is very small for low
fluences, but increases nonlinearly with a scaling exponent of n ≈ 4.4, in
reasonable agreement with the experimental n = 6±1 [123]. For a hot-electron
mediated process, n has no simple physical interpretation since the excitation
rate Γ el

g→a depends exponentially on Tel(t) according to (5.21), which itself is
a nonlinear function of the laser field. For multidimensional extensions of the
model, see [118,119,125].

The computed scaling of Y with d, on the other hand, is not Y ∝ d−4.4

as one might naively expect from (5.28). From Fig. 5.19b, we find Y ≈ const.
for d > 50 nm, and Y ∝ d−6.6 for thinner films. In the thin-film regime, d is
obviously a more sensitive control parameter than the fluence F . This can be
understood from Fig. 5.18a, where it is evident that thin films not only lead to
increasing peak temperatures, but also cause Tel(t) to remain high for longer
times. As a consequence, the probability for multiple excitations increases.

To summarize, several concepts to control photochemical reactions at
metal surfaces have been outlined. However, due to the indirect, i.e. substrate-
mediated excitation mechanism and dissipation, the same selectivity and ef-
ficiency as in gas phase examples cannot be expected, and other, at least
partially “incoherent” control schemes are necessary.
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The last sections have discussed recent experimental and theoretical ad-
vances in surface femtochemistry, whereby nonadiabatic coupling between
electronic excitations of the substrate and adsorbate nuclear degrees of free-
dom leads to reactions like desorption or diffusion processes. The adsorbate-
substrate coupling is often assumed to be mediated by electron transfer of ex-
cited substrate electrons into unoccupied adsorbate resonances. In the follow-
ing sections, experimental and theoretical studies of the reverse process, the
electron injection into the substrate conduction band following intra-adsorbate
excitation will be discussed.

5.6 Ultrafast photoinduced heterogeneous electron
transfer: Overview

F. Willig, O. V. Prezhdo, and V. May

Electron transfer (ET) is a ubiquitous phenomenon in physics, chemistry,
and biology which has attracted continuous interest over the last six decades
[126–130]. Heterogeneous electron transfer (HET) plays a key role in catalytic
reactions, in electrochemistry, and in photoelectrochemistry. Since more than
two decades, there have been considerable efforts toward developing the field of
molecular electronics [131,132], where HET will also be of fundamental impor-
tance. In this context, current flow through single molecules placed between
the tip of an STM and a planar metal electrode has been investigated to ap-
proach the field of molecular electronics. In addition, HET has been studied in
nano-hybrid systems, mostly with the aim of practical applications [133–138].
Since HET reveals unique properties of the electron transfer process it can be
considered also as a research topic in its own rights [139–141].

ET from a molecule to a solid, either a metal or a semiconductor electrode,
is conventionally defined as HET. It is distinguished from homogeneous ET, in
which the electron hops between two molecules in solution or in a solid matrix.
HET becomes ultrafast if the ground state donor orbital of the molecule is
lifted sufficiently high above the Fermi level. This can be achieved by setting
up a suitable overvoltage at the interface. In the latter case, the electron
injected by the molecular donor can be accommodated in a wide continuum
of electronic acceptor states of the electrode that might span an energy range
of up to 1 eV (wide band limit). It is virtually impossible to elucidate the
corresponding dynamics of hot electron injection on the basis of steady state
current measurements.

Photoinduced HET (PHET) can occur if a molecule that is adsorbed or
in close proximity to an electrode is promoted via photon absorption from
its electronic ground state to an electronically excited state (see Fig. 5.20).
With suitable energy level matching at the interface, the electron injected
from the excited donor orbital of the molecule can again be accommodated
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in a wide continuum of electronic acceptor states of the electrode. The PHET
process can be utilized best if the electrode is a semiconductor with a wide
band gap, larger than the photon energy for exciting the molecular donor
state. In contrast to HET in the dark, PHET can realize the wide band limit
already in the absence of an applied voltage. PHET is in general more com-
plicated at the surface of a metal electrode than at a semiconductor electrode
with a wide band gap, since hot electrons are produced at the metal elec-
trode also via photon absorption in the bulk. PHET at the surface of a wide
band gap semiconductor is the primary event in the well-known dye-sensitized
AgBr photographic process [142] and also in the more recently developed dye-
sensitized electrochemical solar cell, where conversion of solar light has been
achieved with efficiencies around 10 percent [133].

The study of PHET involves many different fields and concepts: molecu-
lar science, surface science, the dynamics of ultrafast reactions, the dynamics
of electron transfer from surface to bulk states, and topics from solid state
physics like electronic band structure, charge carrier transport, and electron-
phonon scattering. PHET can occur as an instantaneous process or with a
finite injection time, the first case is direct optical interfacial charge trans-
fer and the second one is charge injection from a local, excited molecular
state. In the latter situation, the electron transfer time can range from a few
femtoseconds to several picoseconds, or even longer depending, among other
parameters, on the distance between the donor orbital of the molecule and
the surface atoms of the solid.

PHET has been investigated in the last years with femtosecond spec-
troscopy methods like transient absorption and two-photon photoemission
(2PPE). Other techniques, e.g. fluorescence up-conversion or frequency mixing
appear feasible but hitherto have not been used very often for probing PHET.
Transient absorption spectroscopy has the virtue that it can address both,
the molecular reactant state, i.e. the excited chromophore, and the molecular
product state, i.e. the ionized chromophore, for a suitable chromophore like
perylene at two separate wavelengths. Transient absorption, however, is not
yet sufficiently sensitive to probe a sub-monolayer coverage of dye molecules
on a planar single crystal surface. This difficulty has been partially overcome
by adsorbing dye molecules in nm cavities that are formed in a several µm-
thick layer of TiO2 colloids [139]. This nm-structured TiO2 film was developed
for the dye–sensitized electrochemical solar cell by Grätzel and coworkers [143]
because it has a several hundred times larger surface area than a planar elec-
trode. Since the nm cavities cannot be cleaned with surface science preparation
techniques, like sputtering and annealing cycles, and they expose several dif-
ferent crystal planes, it remained unclear for a long time how to compare data
for dye molecules adsorbed in nm cavities with data for dye molecules with
well-defined adsorption geometry on the surface of single crystals. Recently,
injection times were measured with the same dyes on these two different sur-
faces [144,145] in ultrahigh vacuum (UHV). UHV conditions prevent the de-
terioration of the system via slow side reactions that are known to occur in
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Fig. 5.20. Dye-sensitized TiO2. Energy levels of the chromophore-semiconductor
system. The ground state of the chromophore is placed inside the gap between
the valence band (VB) and the conduction band (CB) and below the Fermi level.
The excited state is in resonance with the CB. Upon photoexcitation, the chro-
mophore transfers an electron into the semiconductor. The electron then relaxes to
the edge of the CB. Photoexcitation directly into the CB becomes possible with
strong chromophore-semiconductor coupling.

the excited state of most organic chromophores in the presence of H2O and
O2. The injection times measured with the two different surfaces showed good
agreement, except for the case of long rod-shaped rigid molecules. Differences
for the latter molecules were attributed to adsorption at edge and corner sites
that are only available in the nm cavities.

The easiest preparation of chromophores on an electrode is simply evapo-
rating the molecules onto the surface. This can lead to direct bond formation
between the chromophore and the electrode, e.g. via -O- (or -S-) bonds to
metal atoms. Correspondingly, these adsorption systems show the most com-
plicated and strongest electronic interaction. Such systems have been studied
recently with DFT-slab calculations [146]. They can give rise to direct pho-
toinduced interfacial charge transfer transitions, where the electron is lifted
from the molecular ground state directly to electronic acceptor states of the
semiconductor, e.g. in the case of catechol on TiO2 [147].

The strength of the electronic interaction can be varied systematically in
a PHET system by inserting different suitable bridge–anchor groups between
the organic chromophore and the surface of the semiconductor. This strategy
requires demanding synthetic chemistry because the different bridge–anchor
groups have to be bonded covalently to the chromophore. Such complicated
organic molecules cannot be evaporated without fragmentation and thus have
to be adsorbed from solution. To this end, a specific UHV chamber was devel-
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oped that allows for an easy switch from a solvent or gas phase environment
to UHV conditions [139]. In this way, complex molecules can be adsorbed
from solution and subsequently the sample brought back to UHV so that all
the tools of surface science are available to be utilized for sample character-
ization and carrying out fs 2PPE measurements. Depending on whether the
bridge group consists of saturated or conjugated bonds, the bridge will func-
tion as an electronic tunneling barrier or an conducting wire, respectively.
Corresponding systematic studies with the chromophore perylene [144, 145]
will be described in the next section.

Two different theoretical approaches have been adopted in the last years to
explain the trend in the experimental results obtained with different bridge–
anchor groups. One is based on the solution of the time-dependent Schrödinger
equation for a reduced dimensionality model of the whole dye-semiconductor
system [148]. The phenomenological parameters were obtained from a fit to
linear absorption curves of the systems that display ultrafast PHET [148,
149]. The other approach uses a fully dimensional atomistic description of
the systems and applies time-dependent DFT in order to model the injection
dynamics [150].

It is worth noting that in the wide band limit PHET shows a mono-
exponential decay of the donor state irrespective of the strength of the elec-
tronic interaction (as in the Fermi’s Golden Rule perturbation treatment for
weak interaction). This is the case as long as the donor state can deliver the
electron to a continuum of electronic acceptor states that spans the energy
range of all the Franck-Condon factors (wide band limit). The initial energy
distribution of the injected electron is controlled by these Franck-Condon fac-
tors irrespective of whether the electron transfer time is much shorter or much
longer than the oscillation period of the vibrational modes.

Electron transfer times for PHET in the experimentally studied systems
have also been predicted with DFT cluster calculations [151]. After deter-
mining the equilibrium adsorption geometry, the combined density of states
was calculated for the adsorbate system. Assuming a Lorentzian lineshape,
the width of the chromophore LUMO in the adsorbed state can be inter-
preted with the Newns-Muscat model [152] as the lifetime of the correspond-
ing LUMO state. Even though the LUMO is not identical to the excited state
of the chromophore, the corresponding lifetimes agree very well with the trend
in the experimental data for different bridge–anchor groups and show also rea-
sonable agreement with the absolute values of the measured injection times.
The electron transfer time for PHET from the same chromophore perylene
has been increased from less than 10 fs to more than 1 ps by changing the
bridge–anchor group. It should be kept in mind that for a very long saturated
bridge group, providing for a large tunneling barrier, the PHET dynamics
should reach the well-known thermally activated case that is described by the
Marcus theory and relevant semi-classical treatments (see, for example, [130]).

The above mentioned experimental data were all collected in UHV. There-
fore, a solvent environment is not expected to change the dynamics of ultrafast
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PHET, but it can shift the energy levels at the interface and can increase the
reorganization energy, thereby changing the injection time. Unfortunately, it
can enhance the probability of side reactions. For the Ru dyes with bipyridyl
ligands that are employed in the dye-sensitized electrochemical solar cell, the
fastest injection time has been reported as ≈50 fs [153]. This is still 5 times
slower than the 10 fs electron transfer for the perylene chromophore with the
identical anchor group formic acid [144]. So far, it is not clear whether the
longer injection time of the Ru dye is due to a closer position of the donor
orbital to the lower edge of the conduction band compared to the perylene
chromophore, or to another, yet unknown effect.

Isolated chromophores adsorbed to semiconductors can be treated with
DFT-cluster calculations but not so easily with DFT-slab calculations. Several
groups have carried out the former calculations in recent years, in particular
for dye molecules adsorbed on various surfaces of TiO2 [150, 151, 154, 155].
After calculating the adsorption geometries of the ground state molecules,
they have simulated the dynamics of PHET by applying very demanding time-
dependent DFT calculations to the electronic degrees of freedom, combined
with classical calculations for the phonon part of the system [150,155]. These
time-dependent DFT calculations have also given insight into the time scale
for the release of the electrons from the TiO2 surface to electronic bulk states.
The predicted escape scenario starting with a few fs time constant and turning
into a decay with a 100 fs time constant is in good qualitative agreement
with recent experimental results obtained for the same systems with fs 2PPE
[145]. Further theoretical work can help in understanding the experimental
femtosecond 2PPE signals for PHET.

Time-dependent DFT model calculations of ultrafast PHET by Prezhdo
et al. have shown the influence of vibrations and phonons on the injection
time, even when the latter is much shorter than the oscillation period of the
vibrational modes [156]. This effect can be attributed to advantageous level
crossing brought about by the nuclear motion when the injection occurs close
to the conduction band edge. Some fingerprints of nuclear motion have been
observed in PHET signals [157], but the latter data do not provide sufficient
experimental evidence for the theoretical prediction of a decisive influence
of nuclear motion on the injection time. More experimental data have to be
collected to clarify the influence of nuclear motions on PHET, in particular,
in situations where the molecular donor orbital comes close to the lower edge
of the conduction band. Another pending question concerns the relevance of
direct optical charge transfer, as compared to PHET, from the excited state
of the chromophore. To answer this question, one has to investigate suitably
synthesized molecules where both the different injection mechanisms can be
directly compared in the same molecule.

The following section will explain how a general theory for PHET can
be applied to elucidate systematic trends in measured injection times and
absorption spectra. In the final section of the chapter, the real-time ab initio
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DFT approach to PHET is applied providing atomistic details of the injection
dynamics.

5.7 Ultrafast photoinduced electron transfer
from anchored molecules into semiconductors

L. Wang, V. May, R. Ernstorfer, L. Gundlach, and F. Willig

Perylene attached to TiO2 will be of particular interest in the following. Since
the first excited singlet state of perylene is energetically positioned about 1 eV
above the conduction band edge of TiO2 thus realizing a mid-band charge
injection situation (see Fig. 5.20), this system is well suited for a system-
atic study of ultrafast PHET. Introducing different bridge–anchor groups the
transfer coupling initiating HET can be tuned from a strong coupling situa-
tion (with charge injection times of 10 fs) down to weaker coupling strengths
(with charge injection times of up to 1 ps [158]).

There have been earlier attempts of time-resolving HET already with pi-
cosecond laser pulses, e.g. in order to elucidate the primary step in the well-
known process of AgBr photography [142]. With this time-resolution, however,
reliable experimental data could only be obtained for those HET reactions
where a thermal activation step slowed down HET by several orders of mag-
nitude [159]. PHET without thermal activation could be time-resolved after
laser pulses became available with a few femtoseconds duration and tunable
wavelengths. Electron transfer times can be measured in an unambiguous way
with transient absorption signals probing the decay of the reactant as well as
the rise of the product state. Until now, transient absorption is not sensitive
enough to probe HET with femtosecond resolution for dye molecules adsorbed
at sub-monolayer coverage on the surface of single crystals.

This sensitivity problem of HET measurements has been overcome ini-
tially by probing dye molecules that were adsorbed on the inner surface of
nm-structured colloidal layers of anatase TiO2. Light passing through such a
nm-structured layer of a few µm thickness probes a hundred times more dye
molecules than on the planar surface of a single crystal. This surface enhance-
ment effect has been utilized by Grätzel for the dye-sensitized solar cell [133].
Employing transient absorption and also luminescence up-conversion, HET
was measured in such a nm-structured layer for the first time with femtosecond
resolution under UHV conditions between room temperature and 20 K [139].

For basic studies of HET, such layers have the complication that the in-
dividual colloidal particles contribute with different crystal surfaces to the
nm cavities which make up the inner surface and thus give rise to different
adsorption sites [143]. In addition, the nm cavities offer a high percentage
of adsorption sites at edges and corners. Moreover, a considerable degree
of uncertainty has remained concerning the chemical environment and the
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geometrical orientation of dye molecules adsorbed in these nm cavities. The
preparation procedure involves a heating period in the presence of oxygen
to burn away organic contaminants in the cavities prior to dye adsorption.
Since these cavities are hidden inside the layer they cannot be cleaned with
the preparation techniques of surface science, e.g. sputtering and annealing
cycles. In view of these complications, it was not too surprising that HET
data obtained with nm-structured layers have shown a considerable spread
in the values for electron injection times, when the same dye molecules were
measured by different laboratories and even when the same nm-structured
system was prepared by different people in the same laboratory [144]. Hence,
the criterion seemed reasonable to trust the specific preparation procedure
that reproducibly resulted in the shortest injection time for the same dye
molecules. To prevent photoinduced side reactions and further contamina-
tion, the measurements were always carried out with the samples mounted in
UHV [139,140,144].

The long standing question concerning the reliability of injection times
measured for dye molecules adsorbed in nm cavities of anatase TiO2 layers
has been clarified only very recently by measuring the injection times for the
same molecules on the surface of rutile TiO2(110) single crystals employing
fs 2PPE [145]. The single crystal surfaces were prepared with the established
techniques of surface science and characterized with LEED, UPS, XPS, before
adsorbing the chromophores equipped with specific anchor groups from solu-
tion in a specially designed UHV chamber. Such a chamber allowed for an easy
switch from UHV conditions to gaseous or liquid environments for the sam-
ples [144]. Recent experiments have shown that HET is not influenced by the
specific choice of the solvent from which the organic molecules are adsorbed
onto the single crystal surface, at least if HET is measured in UHV [160].
The fs 2PPE measurements offer superior sensitivity compared to transient
absorption measurements and can probe adsorbates with femtosecond resolu-
tion at sub-monolayer coverage on the planar surface of a single crystal. Angle
and polarization dependence of 2PPE signals have revealed the orientation of
chromophores like perylene with respect to the crystal surface [161].

Interpretation of the time-resolved 2PPE signals, however, is more involved
than that of transient absorption signals, provided the latter can address dif-
ferent stages of HET at different wavelengths, as is the case for a chromophore
like perylene [140]. In the time-resolved 2PPE signals, one has to separate con-
tributions originating from the excited state of the adsorbed dye molecules and
those from the injected electrons. It is important to note that virtually identi-
cal injection times have been found with 2PPE for the same organic molecules
on the surface of rutile single crystals [145] as had been measured before with
the same molecules adsorbed in nm cavities of the anatase TiO2 layers [144].
This agreement between the two sets of data collected in the two different
experimental systems holds true as long as the molecules are anchored on the
respective surface with short bridge–anchor groups. Edge and corner sites in
the nm cavities lead to severe complications when HET is to be studied with
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long bridge–anchor groups that can function as tunneling barriers. Instead of
HET along the direction of the bridge–anchor group, in nm cavities electron
transfer might occur to the nearest TiO2 surface at an edge or corner adsorp-
tion site. Such complications can be avoided on the surface of single crystals
where 2PPE measurements can be employed. Considering all possible compli-
cations, a set of reliable injection times has now been collected under UHV
conditions for HET of the perylene chromophore with different bridge–anchor
groups. These experimental data form a solid basis for theoretical model cal-
culations and mechanistic scenarios.

The following subsections will summarize theoretical [148, 149, 162–168]
and experimental [139, 140, 144, 145, 158, 160] studies on HET with particu-
lar emphasis on the perylene–TiO2 system. To account for optical excitation,
subsequent electron-vibrational quantum dynamics, the formation of an elec-
tron distribution in the semiconductor band continuum, its detection by 2PPE
spectroscopy, and for fs laser pulse control a model of reduced dimensionality
has to be applied. This reduction concerns the electronic levels involved as
well as the number of intramolecular vibrational coordinates. Similar compu-
tations have been carried out in [169, 170] but with a more involved account
of the vibrational dynamics, however, at the same time without any detailed
consideration of the state of the electron injected into the conduction band
continuum. Such considerations have been in the focus of DFT-based elec-
tronic structure calculations of dye-sensitized semiconductor surfaces as, for
example, in [156, 171–174]. In particular, a combination with molecular dy-
namics simulations has been presented in [156,172,173]. So far, these sophisti-
cated computations could not be developed such that data from femtosecond
optical experiments might be fitted.

In the following, the experimental systems as well as the HET model are in-
troduced in Sect. 5.7.1 with specifications for the simple charge transfer model
used for the perylene–TiO2 system. The way to simulate femtosecond charge
injection dynamics is explained in Sect. 5.7.2 and is illustrated with some ex-
perimental results valid for perylene compounds anchored on the surface of
TiO2. Preliminary results on 2PPE spectra are presented in Sect. 5.7.2.2. In
Sect. 5.7.2.3, the computation of the linear absorption coefficient is demon-
strated and applied to experimental data for parameter adjustment. Finally,
the discussion includes some speculations on the role of vibrations in special
injection scenarios and on laser pulse control of HET.

5.7.1 Experimental systems and theoretical model

For complicated systems as considered here the establishment of systematic
changes and trends in experimental data can probably give better insight into
the reaction mechanism than the exact fit to a few signals that are collected for
only one or two specific experimental systems. In the case of large molecules,
an exact fit requires the adjustment of a large number of parameter values.



440 C. Frischkorn et al.

A

P
OO

O

H

H
O

H

O O

H

OO

H

O

(1) (2) (3) (4)

Fig. 5.21. Core chromophore DTB–Pe–A (di–tertiary–butyl perylene, left) with
bridge–anchor groups (right) in position A as studied in [148]. 1: –COOH (carboxylic
acid), 2: –(CH)2–COOH (acrylic acid), 3 –(CH2)2–COOH (propionic acid), and 4:
–P(O)(OH)2 (phosphonic acid).

To establish the desired systematic trend, several different molecules were
synthesized using the same chromophore perylene but attaching different
bridge–anchor groups. Anchor groups were chosen such that they can form
stable chemical bonds on the crystal surface that persist well above room tem-
perature. The bridge–anchor groups determine the distance and orientation of
the chromophore with respect to the surface of the semiconductor. Depending
on whether the bridge–anchor groups contain saturated or conjugated bonds
they can function either as electronic tunneling barriers or as conducting wires.
To a first approximation, the main effect of different bridge–anchor groups is
the change in the electronic coupling strength for interfacial electron transfer.
In Fig. 5.21, a selection of the used bridge–anchor groups is shown together
with the perylene chromophore. In these synthesized molecules, the perylene
core carries two additional bulky side groups that are not part of the actual
chromophore. The side groups prevent close contact of neighboring perylene
chromophores when adsorbed on the surface and thus prevent complications
that can arise from the formation of perylene dimers.

The properties that are relevant for interfacial electron transfer were deter-
mined by applying different measuring techniques to the adsorbed molecule-
semiconductor system. The HOMO energy level of the chromophore perylene
attached to the surface of TiO2 has been determined from UPS data with
respect to the band edges of TiO2 [145]. The position of the excited singlet
state, which functions as the electron donor in the system, has been deduced
from 2PPE data [145]. A typical line-up of the energy levels at the interface as
derived from such measurements is illustrated in Fig. 5.22 for perylene with
the tripod bridge–anchor group [158].

Polarization and angle resolved 2PPE data have revealed the orientation
and alignment of the chromophore perylene when the molecules of Fig. 5.21
were anchored on the (110) surface of a TiO2 rutile single crystal electrode
[145]. In the case of a rigid rod-like bridge–anchor group, distance and orien-
tation of the chromophore with respect to the crystal surface is determined by
the bonds formed between the anchor group and the surface atoms of TiO2.
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Fig. 5.22. Alignment of the ground state and excited state of perylene with the
tripod bridge–anchor group on the (110) TiO2 surface [158]. The lower curve at the
left shows the HOMO–1 and HOMO peaks obtained from an UPS difference signal.
The signal above the vacuum level Evac is measured by 2PPE. The curve above
the conduction band edge CB represents the projected density of injected electrons.
The two 0–0 markers indicate the energy of the electronic ground and first excited
singlet state of the perylene chromophore, respectively.

Adsorption geometries deduced from 2PPE measurements [145] agreed well
with those predicted by DFT calculations [175].

Standard ET is described as the transition from a single donor state into
a single acceptor state, with the donor and acceptor state potential energy
surface (PES) written as ED + UD(Q) and EA + UA(Q), respectively.3 As it
is well known, the electronic coupling strength VDA and the relative position
of the donor with respect to the acceptor PES (leading to a fixation of the
driving force and the reorganization energy) are crucial for the exact type of
ET (adiabatic or nonadiabatic ET, as well as ET of the normal, activationless
or inverted region, see, e.g. [129,130]).

In contrast to this standard picture of ET, the peculiarity of HET from
a surface attached molecule into a semiconductor lies in the presence of a
continuum of acceptor states formed by the conduction band. This is shown
in Fig. 5.23, where the description is reduced to the presence of the electronic
ground state and a single excited state of the molecule with PES Eg +Ug(Q)
and Ee + Ue(Q), respectively. The semiconductor has been described by a
single conduction band. The electron in the excited state of the molecule
may be transferred into the semiconductor since its empty conduction band is

3 Note that the energy of the PES at the equilibrium position of the vibrational
coordinate has been separated into ED and EA. Q denotes the set of vibrational
coordinates.
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Fig. 5.23. PES of the molecule-semiconductor system Ea + Ua versus a single
vibrational coordinate Q (the vertical position of the PES is determined by the
electronic energy Ea, here without the inclusion of the vibrational zero-point energy).
a = g and a = e correspond to the ground and excited state of the molecule,
respectively, whereas a = k characterizes the semiconductor conduction band states.
The gray box indicates the continuum of band states starting at the lower band edge
with energy Econ. The position of the excited state PES, i.e. Ee + Ue, drawn by a
full line is typical for perylene on TiO2, while the PES drawn by a dashed curve
resembles a near band edge position.

degenerate with the excited molecular level. Thus, the accepting levels of the
ET are formed by the continuous band structure Ek of the semiconductor,
where k denotes the quasi-momentum (if a nano-cluster is considered, k has
to be replaced by other quantum numbers). At the same time the vibrational
motion of the ionized molecule is determined by its cationic PES denoted
as Uion (see Fig. 5.23). Therefore, also the complete PES Ek + Uion forms a
continuum, as indicated by the shaded area in Fig. 5.23.

As already indicated for standard ET, the position of the donor with re-
spect to the acceptor PES fixes the type of ET proceeding either as normal
ET, activationless ET, or ET of the inverted region. In the present case of
HET, however, all types may appear simultaneously. This is particularly the
case if the injecting level is in a mid-band position (far away from the edges
of the semiconductor conduction band, full line in Fig. 5.23). Now, the donor
PES has arbitrary crossing points with the multitude of acceptor PES, i.e.
ET occurs at every part of the donor PES.

If the ET is ultrafast as it is the case for perylene with a short bridge–
anchor attached to TiO2 one has to consider ET in terms of vibrational wave
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packets. The fs photoexcitation results in a vibrational wave packet in the
PES Ue moving forth and back. Simultaneously, at every step of this motion
a transfer to the acceptor PES is possible. Therefore, the decay of the overall
donor population denoted here as Pe will be smooth and structureless. But Pe

should show superimposed oscillations, if the injection level is in a near-band
edge position (dashed curve in Fig. 5.23). This results from the fact that the
donor PES crosses only a part of the multitude of acceptor PES.

Let us now return to HET with the molecular injection level in a rather
mid-band position. For this case, Fig. 5.24 shows the excited molecule PES
and some PES of the continuum of product states. For every PES, the ener-
getic positions of the vibrational eigenstates are also shown (here levels corre-
sponding to a single coordinate). The vibrational levels of the PES Ek +Uion

of the band continuum (see Fig. 5.23) are degenerate with the levels of the
molecular PES Ee +Ue. Thus, the scheme indicates that completely resonant
transitions are possible from a certain excited molecular electron-vibrational
level into different vibrational levels of the molecular cation, with the electron
in the respective band states.

These transitions are the only ones which remain if the transfer coupling
is weak and the Golden Rule of quantum mechanics suffices to describe the
transition. Consequently, electronic band states of the semiconductor are pop-
ulated around the injection energy Ee shifted by multiples of the vibrational
quanta. For stronger transfer coupling, however, also transitions into states
which are not completely degenerate with the excited molecular level are pos-
sible. Nevertheless, one again may expect structures around Ee reflecting the
vibrational progression of the molecule but, this time, with a broadening which
also reflects the strength of transfer coupling.

While so far the discussion has concentrated on the temporal evolution of
HET, the effect of HET on steady state properties like the linear absorbance
will be considered next. Neglecting vibrational contributions, one arrives first
at the scheme of a single excited molecular level (with energy Ee) coupled
to the continuum of conduction band levels (with energy Ek). Accordingly, a
shift and a broadening of the molecular absorbance are expected. Taking the
vibrational degrees of freedom into account, a respective vibrational progres-
sion seen at the isolated molecule may survive the attachment to the semi-
conductor surface. In particular, this depends on the coupling strength to the
band continuum but also on the relative positions of the two PES (the re-
organization energy of the charge injection). The qualitative discussions will
be substantiated next by respective quantitative considerations based on a
uniform theory of ultrafast PHET.

The molecule-semiconductor system discussed in the following is based on
a diabatic-state like description distinguishing between molecular and semi-
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Fig. 5.24. PES Ee + Ue of the excited molecular state (left) and of some selected
PES Ek + Uion corresponding to the molecular cation and the injected electron at a
particular band state (right part, the relative horizontal shifts have been introduced
for clarity). All PES have been drawn together with the respective level positions of
vibrational eigenstates. The PES at the right act as acceptor levels and are simul-
taneously addressed in the transfer process.

conductor states.4 Moreover, a description is introduced which concentrates
on the state of a single electron to be transferred. In addition, a common
description of the semiconductor states is applied. This results in an identifi-
cation of the states before charge injection by ϕa (a = g, e) and afterwards by
ϕk. The respective electronic energies are �εa, here with a also including the
quasi-wave vector k as an electronic quantum number. It is not required to
distinguish whether the ϕk are bulk or surface states since we use for actual
computations the density of states (DOS)

N (Ω) =
∑
k

δ(Ω − ωk) . (5.30)

Here and in the following, �Ω labels the semiconductor band energy. Choosing
a particular form of N (Ω) it should cover all semiconductor band states in
the vicinity of the molecular injection level. The use of an averaged DOS N̄ =
N∆Ω/∆Ω with the level number N∆Ω in the energy interval ∆Ω should be
sufficient (wide-band approximation).

According to what has been discussed before the Hamiltonian reads

Hmol−sem =
∑

a=g,e,k

(
�εa + Ha

)
|ϕa〉〈ϕa| +

∑
k

(
Vke |ϕk〉〈ϕe| + h.c.

)
. (5.31)

4 When ab initio calculations are carried out, diabatic states are not directly ob-
tained and a diabatization procedure becomes necessary. It results in separate
molecular and semiconductor states as used in [148,149,163–167].
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For the following, it is useful to write the band energies �εk as �εcon + �ωk,
with the lower band edge �εcon and �ωk running over the conduction band
with width �∆ωcon. Again, all levels are understood as given by the minima
of the related PES plus the zero-point vibrational energy. Hg and He denote
the vibrational Hamiltonian (with a spectrum starting at zero energy) for
the electronic ground state and the first excited state of the molecule, re-
spectively, and Hion is the respective Hamiltonian of the ionized molecule if
charge injection into the conduction band took place. The related eigenvalues
and vibrational wave functions (with vibrational quantum numbers M) are
denoted as �ωaM and χaM , respectively. Charge injection from ϕe into the
manifold of states ϕk is realized by the transfer coupling Vke whose k de-
pendence will be later replaced by a frequency dependence leading to Ve(Ω);
(within the wide-band approximation it can be substituted by the frequency
independent, averaged quantity V̄e).

The coupling to the radiation field is considered by the standard expression

Hfield = −E(t)µ̂ . (5.32)

The electric field strength is denoted by E, and µ̂ is the transition dipole
operator which may account for an exclusive excitation of the molecule. But
also direct transitions from the molecular ground state into the semiconduc-
tor band states as well as photoionization transitions into the semiconductor
vacuum states can be included. If it is assumed that optical excitation exclu-
sively takes place in the molecule between the ground and the excited state,
the dipole operator introduced in (5.32) reads

µ̂ = deg|ϕe〉〈ϕg| + h.c. , (5.33)

with the transition-dipole matrix element denoted as deg.

5.7.2 Experimental data on electron transfer dynamics analyzed
with the theoretical model

5.7.2.1 Electron injection times

Measured electron injection times for the perylene/TiO2 system were analyzed
making use of the electron injection model described in Sect. 5.7.1. Since the
photoinduced dynamics are considered in a 100 fs time window, it is reasonable
to neglect any relaxation effect. Therefore, it is sufficient to propagate the
time-dependent Schrödinger equation related to the Hamiltonian introduced
in (5.31) together with the field part (5.32). Its solution is carried out by using
an expansion with respect to the diabatic electron-vibrational states ϕa χaM ,
which reads (a = g, e,k)

|Ψ(t)〉 =
∑
a,M

CaM (t)|ϕa〉|χaM 〉 . (5.34)
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The given state expansion is fairly standard except for the presence of the band
continuum leading to a continuous set CkM (t) of expansion coefficients. This
problem will be tackled as described in [148,149,165–167]. The k dependence
of the CkM (t) is replaced by a frequency dependence leading to the quantities
CM (Ω; t). These CM (Ω; t) in turn will be expanded by the functions ur(Ω)
forming an orthogonal set. The latter is complete over the energy range of the
conduction band, in the present case characterized by the frequency interval
[0,∆ωcon] (from the lower to the upper conduction band edge).

Once the CaM (t) are determined, different observables can be computed.
The populations of the molecular states follow as (a = g, e)

Pa =
∑
M

|CaM (t)|2 . (5.35)

That of the ionized state may be obtained from

Pion(t) =
∑
k,M

|CkM (t)|2 ≡
∫

dΩ N (Ω)Pel(Ω; t) . (5.36)

Here, the electron distribution Pel(Ω; t) =
∑

M |CM (Ω; t)|2 versus the band
energies was introduced.

In order to characterize the ultrafast charge injection process, we present
the solution of the time-dependent Schrödinger equations starting at the vi-
brational ground state χg0 of the electronic ground state and including a laser
field of 10 fs duration (FWHM). Moreover, the wide-band approximation has
been used. Resulting charge injection dynamics related to two of the four
bridge–anchor groups shown in Fig. 5.21 (see also Table 5.2) are displayed in
Fig. 5.25. In the strong coupling case, the excited state population Pe follows
the laser pulse envelope accompanied by a direct charge transfer into the con-
duction band continuum. The respective overall band population is identical
with the population of the ionized molecular state Pion. One may consider
the laser pulse excitation as a direct population of the semiconductor states.
In the other case of a weaker coupling, the excited state population starts
to decay into the band continuum when the laser pulse excitation is over,
indicating the separation of excited state preparation and charge injection.

Decay into the band continuum

The results of the foregoing paragraphs are complemented by calculations re-
ferring to the decay of the population PeM (t) of an excited molecular electron-
vibrational state upon charge injection (starting at t = 0)

PeM (t) = |〈ϕeχeM |e−iHmol−semt/�|χeMϕe〉|2 ≡ |
∫

dω

2π
e−iωtGeM,eM (ω) |2 .

(5.37)
Detailed considerations of the Green’s function GeM,eM (ω) can be found in
[168]. As a main ingredient of these computations the self-energy due to the
coupling of the excited molecular level to the band continuum appears
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Fig. 5.25. Electronic level population after a 10 fs (FWHM) laser pulse excitation.
(top) DTB–Pe–COOH system (for parameters see Table 5.2), (bottom) DTB–Pe–
(CH2)2–COOH system (for parameters see Table 5.2). Solid lines: ground state pop-
ulation Pg of the molecule, dashed lines: excited state population Pe of the molecule,
dashed-dotted line: population Pion of the ionized molecular state (what equals the
total conduction band population), dotted lines: shape of the laser pulse envelope
(in arbitrary units).

Σ(ω) =
1
�2

∑
k

|Vke|2
ω − εk + iε

. (5.38)

Using the DOS and (5.30), and changing from Vke to Ve(Ω), the imaginary
part of Σ(ω) is denoted as

−ImΣ(ω) = Γ (ω) =
π

�2
N (ω)|Ve(ω)|2 . (5.39)

In the general case, an analytical expression for PeM (t), see (5.37), is hardly
obtainable. Applying, however, the wide-band approximation (where the fre-
quency dependence of the self-energy is neglected) the standard expression

PeM (t) = e−kHETt (5.40)

follows with the rate of HET obtained as
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kHET = 2Γ̄ =
2π
�2

N̄ |V̄e|2 , (5.41)

N̄ and V̄e denote the mean (frequency averaged) DOS and the mean transfer
coupling, respectively. Note that this wide-band approximation suppresses any
vibrational contributions.

Two-photon photoemission spectra

Transient spectra may be related to optical transitions from the excited mole-
cular state or from the ground state of the cation. Moreover, the transition is
of interest addressing the other product state, driven by a fixed, higher photon
energy that lifts the injected electrons from the different states at the surface
of the semiconductor. Here, quasi free electron states above the vacuum level
are excited and the corresponding kinetic energy distribution of the emitted
electrons is measured. This type of pump-probe measurement is known as the
2PPE process.

In the following, a preliminary description based on the injection dynamics
as studied above will be given. This includes a complete account of the laser
pulse with field strength E1 initiating charge injection in the time-dependent
Schrödinger equation. In contrast, the photoemission caused by the second
laser pulse with field strength E2 will be described in perturbation theory.
Accordingly, the state of the system corresponding to the action of E2 can be
written as (see, for example [130]):

|Ψ (1)(t)〉 =
i

�

t∫

t0

dt̄U(t, t̄;E1)µ̂E2(t̄)|Ψ(t̄;E1)〉 . (5.42)

For the following, nonoverlapping pulses are assumed, i.e. U can be replaced by
the field-independent expression exp(−iHmol−sem(t − t̄)/�). Moreover, direct
molecular contributions are neglected and Ψ (1) is expanded with respect to
the states φ

(−)
κ characterizing the freely moving electron (see Sect. 5.7.1). It

follows

χκ(t) =
i

�

t∫

t0

dt̄eiεκ(t−t̄)E2(t̄)eiHion(t−t̄)/�〈φ(−)
κ |µ̂|Ψ(t̄;E1)〉 , (5.43)

what describes the distribution of the emitted electron versus the quasi-free
states φ

(−)
κ (with energies �εκ) and the vibrational state of the molecular

cation.
A detailed description of the charge injected state Ψ can be achieved with

the tight-binding model, i.e. using the atomic orbital basis for the semiconduc-
tor part. As a first estimate, the states ϕk are used and an impulse excitation
is assumed (E2(t̄) = E2(t2)τ2δ(t̄− t2) with the pulse duration τ2)
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χκ(t)=
i

�
Θ(t−t2)eiεκ(t−t2)E2(t2)τ2

∑
kM

〈φ(−)
κ |µ̂eiωionM (t−t2)|ϕk〉CkM (t2)χionM .

(5.44)

If furthermore simple plane waves for the description of the emitted electron
are used and 〈φ(−)

κ |µ̂|ϕk〉 ∼ δκ,k is assumed, the overall free electron distrib-
ution becomes

P
(vac)
k = 〈χκ(t)|χκ(t)〉 ∼

∑
M

|CkM (t2)|2 . (5.45)

Use of (5.36) yields

P (vac) =
∑
k

P
(vac)
k ∼ Pion(t) . (5.46)

If dispersed with respect to energy �Ω, one may conclude that P (vac)(Ω) is
proportional to the energetic distribution Pel(Ω; t2), (5.36) of the injected
electron versus the band states times the DOS N (Ω) shown in Fig. 5.27.
Note here that vibrational signatures may become observable even though
the electron transfer proceeds on a time scale faster than 10 fs.

Experimental data

Electron transfer times have been measured with a few fs resolution by apply-
ing two different experimental techniques. Transient absorption was applied
when the molecules were adsorbed on the inner surface of a nano-structured
anatase TiO2 layer of typically a few µm thickness [140, 176, 177]. 2PPE was
employed when the molecules were adsorbed on the (110) surface of a rutile
TiO2 single crystal [145,160]. Both sets of data for the electron transfer times
measured in these closely related but distinctly different experimental systems
showed rather good agreement.

The change in the electronic coupling strength arising with different
bridge–anchor groups can be measured as the corresponding change in the
electron transfer time [148]. As long as the role of the bridge–anchor group
can be approximated either by that of an electronic tunneling barrier or as
extension of the molecular donor orbital the change in the measured injec-
tion time can be identified with the change in just one parameter, i.e. the
electronic coupling strength. Analysis of the experimental data has essentially
substantiated this expectation of a change in the electronic coupling strength
due to the use of different bridge–anchor groups. In addition, however, differ-
ent bridge–anchor groups can bring about changes also in other parameters,
i.e. the energy of the electronic transition to the excited singlet state of the
chromophore perylene or the reorganization energy which is defined as the
characteristic energy for the change in nuclear equilibrium coordinates upon
ionization of the excited state of the chromophore due to electron injection
into TiO2 (see, e.g. [130]). Thus, identifying the changes seen in experimental
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Fig. 5.26. Rise of the cation absorption which probes the population of ionized
perylene with two different bridge–anchor groups, i.e. carboxylic and propionic acid.

data for different bridge–anchor groups with the change in just one experi-
mental parameter would be an oversimplification. It is not only the electronic
coupling strength that is changed but in addition there are smaller changes
of several properties of the perylene chromophore when it is attached with
different bridge–anchor groups to the surface of the semiconductor. The most
meaningful criterion when comparing theory with experiment appears to be a
qualitative trend that can be seen in the experimental data. The trend can be
quantified through an analysis of the experimental data by applying the above
theoretical model to the molecules with the different bridge–anchor groups.

Figure 5.26 shows the rise of transient absorption signals that probe the
population of the ionized perylene chromophore [139,140] when anchored with
either the formic acid group or the propionic acid group, respectively, on the
surface of anatase TiO2 colloidal particles. The latter surfaces are exposed in
the nm-scale cavities that are formed when the nm-scale colloids are glued
together to form a TiO2 layer of several µm thickness. From the experimental
curves, it is clear that the electron transfer time is considerably longer in the
system with the propionic acid compared to that with the formic acid as the
anchor group.

Corresponding experimental data have been collected also for several other
bridge–anchor groups. As first approximation, assuming a simple, exponential
rise, the corresponding fits to the curves in Fig. 5.26 yield electron transfer
times of 13 fs and of 57 fs for the formic acid and propionic acid as anchor
group, respectively (compare Figs. 5.25 and 5.26). The different injection times
reflect the different electronic tunneling barriers realized by the two differ-
ent bridge–anchor groups [144,174]. The inner surface of the nano-structured
anatase TiO2 films offers different adsorption sites. There is a considerable
concentration of edge and corner sites and there are adsorption sites on



5 Ultrafast dynamics of photoinduced processes at surfaces and interfaces 451

Table 5.1. Comparison between electron injection times measured via 2PPE [145]
and transient cation absorption spectroscopy [144].

compound 2PPE transient absorption
injection time [fs] injection time [fs]

Pe’-COOH 8.4 13
Pe’-CH=CH-COOH 13.5 10
Pe’-CH2-CH2-COOH 47.2 57
Pe’-PO(OH)2 23.5 28
Pe’-CH2-PO(OH)2 35.9 63

different crystal surfaces [143]. It is therefore quite possible that the assump-
tion of a single exponential rise ignores finer details, e.g. a likely distribution of
slightly different electron transfer times. Nevertheless, the exponential fits to
the rise of the curves in Fig. 5.26 appear to be an acceptable approximation.
Electron transfer times determined from 2PPE signals for the same molecules
(Fig. 5.26) anchored on the flat (110) surface of rutile TiO2 gave very similar
absolute values (Table 5.1), and a very similar trend is seen in the electron
transfer times for the different bridge–anchor groups [145]. At first glance, this
close similarity of the injection times obtained with these two related but also
clearly different surfaces onto which the molecules were anchored (i.e. the in-
ner surface of the nano-structured anatase film versus the flat (110) surface of
the rutile single crystal) appeared somewhat surprising since there are already
clear differences in the electronic density of bulk states for the two different
TiO2 modifications. This point will be resumed in the next subsection.

5.7.2.2 Energy distribution of injected electrons

To characterize the time evolution of the injected electron in more detail, we
now consider the probability distribution Pel(Ω; t) of the electron in the band
continuum, see (5.36). Results are shown in Fig. 5.27 for the two bridge–
anchor groups also used in Figs. 5.25 and 5.26. It has already been indi-
cated that Pel(Ω; t) displays the vibrational progression of the involved co-
ordinate [163]. Figure 5.27 demonstrates that after a certain time interval
(reflecting the energy-time uncertainty) the broad distribution decays into
different peaks. They correspond to transitions from the excited molecular
state with energy �εe + �ωeM into the conduction band continuum with en-
ergy �εcon + �Ω +�ωionN . The possible energy values �Ω in the band follow
as �εe−�εcon +�(ωeM −ωionN ) reflecting an inelastic charge injection accom-
panied by the creation or annihilation of quanta of the vibrational coordinate
(see also Fig. 5.24).

If the vibrational ground state of the excited molecular state were to be
populated only, Pel(Ω; t) should extend to an energy range below �εe −�εcon.
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Fig. 5.27. Probability distribution of the injected electron Pel(Ω; t), (5.36) versus
the energy �Ω within the conduction band and versus time (the origin of the en-
ergy axis is given by �εcon, the excitation conditions and parameters are identical
with those of Fig. 5.25). (top) DTB–Pe–COOH system, (bottom) DTB–Pe–(CH2)2–
COOH system (for parameters see Table 5.2).

The simultaneous population of excited vibrational states may cause also
structures in Pel(Ω; t) above �εe. This would be the case after an ultrashort
optical excitation. In Fig. 5.27, it is less obvious since the vibrational energy
is larger than 0.1 eV (see Table 5.2). Note the similarity between the prob-
ability distribution for the injected electron and the spectrum of the linear
absorbance as will be discussed further below in Sect. 5.7.2.3 where also a
strong transfer coupling leads to a strong broadening of the vibrational pro-
gression (compared with the case of the molecule in solution) and a weak
coupling to a less pronounced broadening. In any case, the whole energetic
extension of Pel(Ω; t) reflects the distribution of Franck-Condon overlap in-
tegrals 〈χionN |χe0〉. It should be mentioned that the energetic dispersion of
Pion, (5.36), by introducing Pel(Ω; t) resolves vibrational state contributions
although the HET proceeds on a time scale of a few femtoseconds. Analyzing
exclusively Pion, such detailed information would be not available.

Experimental results

The energy distribution of the injected electrons has been probed with 2PPE
for the molecules adsorbed on the (110) surface of a rutile TiO2 single crystal
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Fig. 5.28. Experimental energy distribution curve for the electrons injected from
anchored Pe’-COOH into rutile TiO2.

[145, 160]. The nature and density of the electron acceptor states have not
yet been identified in any detail. DFT-cluster calculations suggest the in-
volvement of surface resonances in the electron transfer reaction that arise
in the vicinity of the bonds formed by the anchor groups on the surface of
TiO2 [156,172,173]. The above mentioned anchor groups bind by either form-
ing bonds between the O atoms of the acid group and the Ti atoms on the
crystal surface or bonds with O atoms on the crystal surface [171,174,178]. In
addition to photoemission from the excited singlet state of the chromophore
perylene the 2PPE signals contain a second contribution due to photoemission
of the electrons already injected into the TiO2. From the latter contribution
measured in the case of a direct optical charge transfer transition (see be-
low), the time scale of escape of the injected electrons from the surface into
bulk states of TiO2 was derived [160]. The measured energy distribution of
the injected electrons covers a wide spectral range of typically 0.5 eV width
(FWHM), that is controlled by the Franck-Condon envelope for the transi-
tion from the excited state to the ionized state of the chromophore. This was
also predicted by the theoretical model in the case of the so-called wide-band
limit [163,164].

Figure 5.28 gives the experimental energy distribution curve for the elec-
trons injected from anchored Pe’-COOH into rutile TiO2. The wide band limit
should be fulfilled by all the perylene derivatives of Fig. 5.21 since the donor
state of the perylene chromophore is located far above the conduction band
edge of both anatase and rutile TiO2 (Fig. 5.22). The exact physical nature
of the initial electronic acceptor states, however, has not yet been clarified.
DFT-cluster calculations suggest an important role of localized states that are
formed around the surface bonds formed by the anchor groups [173,174]. Sur-
face resonances have been shown by DFT calculations to be connected with the
formation of surface bonds due to alien molecules in the case of InP(100) [179],
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and this prediction has been confirmed experimentally [180, 181]. Surface re-
constructions can change the situation significantly compared to the vacuum
interface when alien molecules form chemical bonds on the crystal surface.
The atomic and consequently also the electronic structure of the surface is
altered in such a case compared to the surface terminated by the vacuum.
In the present systems, the alien molecules are the anchor groups that form
strong chemical surface bonds.

The effect of long, rigid bridge–anchor groups on the electron injection
times can be investigated in an unambiguous way only when such molecules
are anchored on the flat surface of a single crystal. Optical measurements
which address an ensemble of such very long and rigid molecules in the cavities
of the nano-structured inner surface of the anatase TiO2 layer have always
shown several very different injection times [144]. They are ascribed to short-
cuts for HET to the nearest TiO2 surface at edge and corner sites. In contrast,
only one, i.e. the slower injection time, has been seen in the 2PPE signals when
molecules were attached with the same long, rigid bridge–anchor group that
contains saturated C-C bonds to the flat surface of a rutile single crystal [158].
Observation of only one injection time in this situation is in agreement with
the well-defined adsorption geometry deduced for such molecules from angle
and polarization dependent 2PPE signals on such a single-crystalline surface
[145].

5.7.2.3 Steady-state absorption spectra

Linear absorption spectra are of particular importance since their detailed
analysis offers a rather unique way to specify all parameters of the model
presented here (see also [148]). The computation of linear absorption spectra
of molecular systems represents a standard task (see, e.g. [130]) and is based
on the following expression

α(ω) =
4πωnmol|deg|2

3�c
Re

∞∫

0

dt ei(ω+εg)t〈χg0ϕe|e−iHmol−semt/�|ϕeχg0〉 .

(5.47)
Besides nmol that denotes the volume density of the absorbing molecules all
other expressions have already been introduced in Sect. 5.7.1.

The absorption formula indicates that the state vector ϕeχg0 has to be
propagated under the action of the complete Hamiltonian Hmol−sem (5.31).5

We introduce the expansion (5.34) with respect to the electron-vibrational
states ϕaχaM (with a restricted here to e and k) and carry out the time
propagation. As it is well known, this procedure avoids any calculation of
system eigenstates and eigenfunctions. In particular, a full account for the
5 The absence of any ground state-excited state coupling in Hmol−sem ensures that

the propagation of ϕeχg0 does not include any contribution proportional to the
electronic ground state ϕg.
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Fig. 5.29. Rescaled linear absorption spectrum of the DTB–Pe–COOH system (top)
and the DTB–Pe–(CH2)2–COOH system (bottom). Dotted lines: experimental data
for the system in the solvent, dashed-dotted lines: experimental data for the system
adsorbed at a TiO2 surface, dashed lines: calculated absorbance for the system in the
solvent, full lines: calculated absorbance for the system adsorbed at a TiO2 surface
(for the used parameters see Table 5.2).

frequency dependence of the DOS and the transfer integral is equivalent to
a complete consideration of the self-energy, (5.38) (which, of course, is not
calculated explicitly here). To account for line broadening (dephasing) due
to IVR, the absorbance, (5.47), is calculated by additionally introducing the
factor exp(−γt) with the overall dephasing rate γ.6

6 A more involved description via density matrix theory would offer a microscopic
description of IVR resulting in relaxation processes among different vibrational
states. If these processes are fast enough, they may influence the HET rate. In the
present description, however, the latter quantity, (5.41), has to be distinguished
from γ.
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Table 5.2. Parameters of the DTB–Pe–COOH and DTB–Pe–(CH2)2–COOH sys-
tem, respectively, at the TiO2 surface (for explanations see text).

DTB–Pe–COOH DTB–Pe–(CH2)2–COOH

�εe 2.79 eV 2.79 eV
�ωvib 0.16 eV 0.17 eV
λeg, (Qe − Qg) 0.116 eV, (1.7) 0.187 eV, (2.1)
deg 3 D 3 D
�γ 0.062 eV 0.058 eV
�εcon 1.79 eV 1.79 eV
�∆ωcon 6.0 eV 6.0 eV
�Γ̄ 0.094 eV 0.0213 eV
V̄e (N̄/�) 0.1 eV, (2/eV) 0.058 eV, (2/eV)
λion e, (Qion − Qe) 0.014 eV, (-0.6) 0.014 eV, (-0.6)

Perylene anchored on TiO2

Equation (5.47) has been used to compute the absorbance related to perylene
which is attached to the surface of TiO2 nanocrystals via different bridge–
anchor groups. Respective experimental spectra are displayed in Fig. 5.29
for the DTB-Pe-COOH-TiO2 and the DTB-Pe-(CH)2-COOH-TiO2 system as
well as for the dye in a solvent with the respective bridge–anchor groups. The
measured spectra for the molecules in a solvent show a vibrational progression
which was related to a perylene in-plane C–C stretch vibration with quantum
energy of 1370 cm−1 [148]. The 0–0 transition as well as the 0–1, 0–2, and 0–3
transitions are clearly resolved. The solvent spectra were used to achieve a first
fixation of some internal perylene parameters (energetic position of the excited
state �εe, vibrational energy �ωvib, reorganization energy accompanying the
excitation λeg, and dephasing rate γ, see Table 5.2).

We now turn to the spectra of the molecules attached to the TiO2 surface.
For the DTB-Pe-COOH-TiO2 system the vibrational progression found in the
solvent is lost in the adsorbed state and an almost structureless absorption
band appears instead. In contrast, the system of DTB-Pe-(CH2)2-COOH-
TiO2 retains the vibrational progression in the adsorbed states but with the
0–1 transition stronger than the 0–0 transition. The trend observed in the
absorption spectra, i.e. the different degrees of broadening, in the surface-
attached case follows the intuitive expectation based on the molecular struc-
ture of the different bridge–anchor groups (see Fig. 5.21).

As indicated in Fig. 5.29, the solvent spectra as well as those for the case
of perylene attached to TiO2 could be rather well reproduced what gave the
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basis to fix all parameters as presented in Table 5.2.7 Respective parameters
deduced from a fit of the absorption spectra are shown for the first system
(with the formic acid bridge–anchor group) and the last mentioned system
(with the propionic acid bridge–anchor group) in Table 5.2. Besides the elec-
tronic parameters (excited molecular level �εe, lower conduction band edge
�εcon, band width �∆ωcon, averaged DOS N̄ , and transfer coupling V̄e), Table
5.2 contains a single vibrational frequency ωvib and two reorganization ener-
gies λ (see below) as well as the energy broadening �Γ̄ (Sect. 5.7.2.1) and the
dephasing rate. For the transition-dipole matrix element deg, there does not
exist a univocal value. In our case, a value of 3 Debye was used (see [148]).

In general, several vibrational modes will contribute to the absorption
spectrum of aromatic chromophores, which holds true also in the case of pery-
lene [182,183]. The spectra at room temperature, however, could be simulated
rather well by a single-mode description.8 They display the dominance of a
single vibrational mode (also when the molecule is in a solvent) with a quan-
tum energy �ωvib of about 0.17 eV (1370 cm−1), which corresponds to an
in-plane C–C stretching vibration. Such a conclusion as drawn in [148] had
also been taken as a justification of the single-mode description already used
in [163,165–167]. This allows to write the involved PES as (a = g, e, ion)

Ua(Q) = �ωvib

(1
4
(Q−Qa)2 − 1

2

)
, (5.48)

with the vibrational frequency ωvib common to all considered electronic states.
The notation removes the zero-point energy and is based on the use of a
dimensionless coordinate Q (Qa denotes the respective equilibrium position).
Reorganization energies for transitions among the states simply follow as

λab =
�ωvib

4
(Qa −Qb)2 . (5.49)

They coincide with half of the respective Stokes shift.
We next consider the transfer integral. Once the line broadening Γ̄ [see

(5.39) and (5.41)] is determined and an estimate for the mean DOS N̄ is
taken, one may deduce the mean transfer integral V̄e. An actual value for N̄
can be obtained from the calculations of [171,174], which have been restricted
to rather small TiO2 clusters, i.e. to the localized states around the binding
site. While a determination of the transfer coupling from DFT data would re-
quire a so-called diabatization (the used DFT calculations only offer common
molecule TiO2 nanoparticle levels), N is directly obtained from calculations
7 Note that the replacement of N̄ by a frequency dependent DOS does not change

the spectra (see [149]), indicating the validity of the wide-band approximation at
the present mid-band position of the injection level.

8 Including more vibrational modes which couple to the electronic transition is
possible and may improve the fit to the measured data. But at the same time,
this would require the introduction of many more fit parameters which makes the
procedure rather ambiguous.
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Table 5.3. Comparison of charge injection times for all perylene bridge–anchor
group TiO2 systems shown in Fig. 5.21. The time constants τ

(exp)
inj follow from a rate

equation fit of measured transient absorption data (see [184]) and 1/kHET are the
inverse of the HET rates, see (5.41).

τ
(exp)
inj [fs] 1/kHET[fs]

DTB-Pe-COOH–TiO2 13 5
DTB-Pe-(CH)2-COOH–TiO2 10 6
DTB-Pe-(CH2)2-COOH–TiO2 57 16
DTB-Pe-P(O)(OH2)2–TiO2 28 9

neglecting the presence of the molecule on the nanoparticle. As a rough es-
timate, these calculations suggest a Gaussian-like DOS extending across the
conduction band (with width of about 6 eV). An averaged value for the DOS
can be obtained by counting the number of TiO2 levels per eV. This leads
to rather reasonable values of V̄e, which are summarized in Table 5.2. Since
the transfer coupling connects the excited molecular state to some atoms of
TiO2 around the binding site of perylene only, the used small DOS seems to
be adequate.

Table 5.3 relates measured injection time constants τ
(exp)
inj obtained from

data of the cation transient absorption to those derived from the simulation of
steady-state absorption spectra. The latter are given as the inverse of the HET
rates kHET, see (5.41). The time constants derived from the calculations repro-
duce the qualitative trend of the measured injection time constants. However,
the kHET are always too small which might be explained by the neglect of
structural and energetic disorder or of the broadening introduced by other
normal modes not included so far.

Frequency domain description

In the following paragraph, the direct computation of the absorption coeffi-
cient in the frequency domain will be discussed. This will offer a simple picture
for the influence of conduction band coupling of the excited molecular state,
which is rather hidden in the time-dependent description. The Green’s oper-
ator technique explained in detail in [168] is used, which then yields in the
wide-band approximation

α(ω) =
4πωnmol | deg |2

3�c

∑
N,K

f(�ωgN )|〈χgN |χeK〉|2 | ImΣ̄ |
(ω − εeg − ωeK,gN − ReΣ̄)2 + (ImΣ̄)2

. (5.50)

Note the introduction of transition frequencies εeg = εe − εg and ωeK,gN =
ωeK−ωgN . As a result, the absorbance follows as an expression with Lorentzian
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line shape for every ground-to-excited state transition. The broadening orig-
inates from the imaginary part of the self-energy [see (5.38) and (5.39)],
whereas the real part of the self-energy induces a shift of the transition fre-
quencies.

The frequency-domain formulation for the absorbance according to (5.50)
is compared with the time-dependent formulation displayed in Fig. 5.29.
Therefore, we concentrate on the strong-coupling case (top panel of Fig. 5.29).
The used values of Γ̄ ≡| ImΣ̄ | are taken from Table 5.2. To achieve com-
plete agreement, however, a transition frequency shift due to �ReΣ̄ of about
−0.05 eV has to be introduced. Interestingly, the combined effect of strong
line broadening and a red shift of the transition frequencies gives the impres-
sion that the absorbance peak for the case of perylene attached to TiO2 stays
at the same position which respect to the case of perylene in a solvent.

Finally, the effect of structural and energetic disorder presumably present
in all measured spectra will be estimated. Here, the easiest way to do this is
using (5.50) and restricting to fluctuations of the excited molecular level only.
Fluctuations of the molecular orientation at the surface might be possible
(leading to fluctuations of the transfer coupling) and the surface structure of
the semiconductor around the molecular binding site might also vary. How-
ever, concentrating on the simplest case of molecular on-site disorder, the
respective disorder-averaged absorbance follows by integrating (5.50) with re-
spect to the disorder distribution of εe. If the absorption spectra of Fig. 5.29
are affected by inhomogeneous broadening, the presented values of Γ̄ [see
(5.41)] and the HET rate kHET are somewhat too large for the perylene-TiO2

systems (Table 5.3). The differences between 1/kHET and the injection times
derived from transient absorption data, which are less affected by disorder,
may be diminished.

Contributions of charge transfer (CT) states

Direct optical charge transfer from the ground state of an adsorbed molecule
to electronic acceptor states of a semiconductor has been established already
many years ago for the experimental system catechol/TiO2 [185]. A possible
adsorption geometry is illustrated in the top panel of Fig. 5.30. The absorp-
tion spectrum of this system is shown in the bottom panel of this Figure. It
appears most plausible that the 0,0 transition occurs at the red edge of the
absorption spectrum around 600 nm [160, 178] and that the CT transition
is controlled by a large reorganization energy. Since there is a continuum of
electronic acceptor states in the semiconductor, e.g. in the conduction band,
the absorption spectrum shown in Fig. 5.30 results from a superposition of
many CT transitions.

When the CT transition occurs spectrally far away from the strong transi-
tion to a local, excited state in the organic chromophore, the former will give
rise to a much weaker absorption compared to the local molecular transition.
This fact, for example, has prevented the use of CT transitions in the dye-
sensitized solar cell. Electron injection in the catechol/TiO2 system had been
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Fig. 5.30. Proposed binding geometry of catechol adsorbed on the rutile TiO2

(110) surface (top), and linear absorption spectrum of catechol adsorbed on colloidal
anatase TiO2 (bottom).

tested by Grätzel and coworkers [147] in their early investigations directed at
the dye-sensitized solar cell. With a low absorption coefficient, to reach the
saturation range which is necessary for absorbing maximal light from the solar
spectrum would require the use of a rather thick catechol/TiO2 layer. In such
a layer, the transport time of the injected electrons to reach the charge col-
lecting electrode would become too long compared to the recombination time
for the injected electrons. The efficiency of the corresponding photovoltaic de-
vice will certainly be rather low. It remains, however, an interesting question
with respect to the mechanism of ultrafast charge injection from molecules
whether direct optical charge transfer will occur in the spectral vicinity of a
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strong transition to a local, excited state like in the perylene-COOH/TiO2

system. This would give rise to interferences with the latter transition.

5.7.3 Role of vibrations and the possibility of coherent control

The present scenario for ultrafast electron transfer in the wide-band limit as-
sumes that electron transfer occurs with the same time constant from every
excited vibrational level of the donor state which is photoinduced by the chro-
mophore perylene. In the wide-band limit, i.e. in the presence of a broad con-
tinuum of electronic acceptor states below the donor state, the whole width
of the envelope over all the possible Franck-Condon factors can be accom-
modated. This possibility of realizing all the Franck-Condon factors in paral-
lel leads to the electron transfer time independent of any individual Franck-
Condon factor (see Sect. 5.7.2.1). Consequently, a temperature independent
electron transfer time results, which indeed was observed down to ∼20 K [139].
The obtained mono-exponential decay of the donor state is valid as long as the
wide-band limit is fulfilled, but does not originate from a perturbation treat-
ment as in the Fermi’s Golden Rule approximation.9 The hitherto measured
electron transfer times and the measured linewidth broadenings for the pery-
lene derivatives appear to agree with the above mentioned injection scenario
in the wide-band limit.

The time evolution of the injection process obeys the energy-time uncer-
tainty, i.e. the energy distribution of the injected electrons is smeared out
for sufficiently short injection times right after absorption of the laser pump
pulse. The time evolution of the injection process can show the influence of
vibrational wave packet motion. Some indication of this has been seen in the
experiments for moderately fast electron injection [163]. It is, however, not
clear whether the observed wave packet motion had any influence on the ac-
tual injection time or took place independently in the molecular donor and
final states primarily due to excitation by an ultrashort laser pulse. At early
times, interference effects between neighboring electronic acceptor states into
which the electron is injected should be observable in the time-dependence
of the injected electron distribution and thus in the 2PPE signal. Yet, it ap-
pears a rather demanding task to unambiguously identify such details in the
complicated experimental system.

There is another very interesting scenario for ultrafast electron injection
from a donor state close to the conduction band edge of the semiconductor,
in particular, for ultrafast adiabatic electron transfer promoted by nuclear
9 The model assumes nuclear tunneling from the initially excited vibrational state

of the excited neutral chromophore which functions as molecular electron donor
to all vibrational excited states of the ionized chromophore, i.e. the molecular
product state. Energy is conserved in the electron injection reaction by depositing
the electron in an electronic acceptor level of the semiconductor that is lower
than the donor state by the same amount of energy as is spent for the vibrational
excitation of the molecular final state, i.e. the ionized chromophore.
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motion. The corresponding scenario is based on time-dependent DFT calcula-
tions where nuclear motion is treated with a classical model. This scenario has
been advanced by Prezhdo and coworkers [156, 173] (see also Sect. 5.8). It is
not yet clear whether injection at the band edge can be utilized for irreversible
electron injection or whether escape from the surface into bulk states requires
the injection of hot electrons. These would quickly reach a spatially sufficient
separation from the geminate recombination center while losing some of the
excess energy via phonon emission. The geminate recombination center is the
ionized chromophore generated in the interfacial electron transfer reaction.

Finally, some speculation on femtosecond laser pulse control of HET shall
be presented. Laser pulse guided molecular dynamics within closed-loop con-
trol experiments represents one frontier in ultrafast optical spectroscopy (for
recent overviews see, e.g., [186, 187]). The whole research field is based on
the vision to tailor femtosecond laser pulses in the optical and infrared re-
gion in order to drive the molecular wave function in a desired way. In the
case of HET, the control of the vibrational motion in the excited molecu-
lar state was discussed in [167]. However, the strong coupling of this level to
the semiconductor band continuum suppressed any efficient manipulation of
the vibrational motion. The control of the vibrational states in the electronic
ground state has been more efficient.

For the control scenario to be discussed here, it suffices to use a scheme of
laser pulse control of molecular dynamics where one asks to realize a certain
state |Ψtar〉 (the target state) at time tf (final time of laser pulse action) [188].
Figure 5.31 displays the results of such a control task where the target state
Ψtar is given by the vibrational ground state χg0 in the electronic ground
state but shifted away from its equilibrium position (Qshift = −1, for more
details see [167]). Therefore, the control pulse introduces an excitation to the
excited electronic level and back to the ground state (pump-dump scheme
of laser pulse control, top right panel of Fig. 5.31). Since excitation and de-
excitation covers a 20 fs interval, the coupling to the continuum does not
restrict the overall control yield. The dependence on the injection position,
however, indicates that the control is more efficient for a near band-edge
injection position (top left panel of Fig. 5.31).

The present section has given a survey of recent theoretical studies and ex-
perimental results on ultrafast heterogeneous electron transfer with emphasis
on the perylene/TiO2 system. The approach accounts for molecular degrees
of freedom as well as the band continuum of the semiconductor and allows
to describe different spectroscopic excitation and detection processes. Such a
uniform description of photon absorption, electron transfer, and detection of
HET required the use of a reduced dimensionality model. Since the studied
HET proceeds on a femtosecond time scale it suffices to solve the respective
time-dependent Schrödinger equation governing the electron-vibrational wave
function. All parameters of the used model could be specified by a compari-
son with measured steady state absorption spectra. Qualitative trends in the
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Fig. 5.31. Laser pulse control of the vibrational motion in the electronic ground
state. Variation of the injection position �εe into the band continuum. (top left)
Control efficiency versus the number of iteration steps, solid line: �εe = �εcon (band-
edge injection), dashed line: �(εe − εcon) = 1 eV. (top right) Level population Pg

(solid line), Pe (dashed line) and Pion (dashed-dotted line) versus time for the band-
edge injection position. (bottom) Temporal behavior of the optimal pulse for the
band-edge injection position.

measured electron transfer times and corresponding line broadening in the
absorption spectra are in fair agreement.

First results have been presented concerning the energetic distribution of
the injected electrons measured with two-photon photoemission signals. In
this context, the possible observation of vibrational signatures in the two-
photon photoemission signal should be noted although the electron transfer
proceeds on a 10 fs time scale. Some speculations on femtosecond laser pulse
control of the injection process have been given at the end.

However, despite the rather complete description of ultrafast HET, there
do exist different routes for further investigations. The used model might be
extended in different respects, for example, by including additional intramole-
cular vibrational modes. Yet, it appears even more important that the present
studies will be extended to a picosecond time scale. This requires the inclusion
of different relaxation channels, in particular, the consideration of electron re-
laxation with respect to the conduction band states caused by electron-phonon
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scattering. As an additional challenge, further theoretical elaboration of two-
photon photoemission processes at surfaces might be considered.

5.8 Ab initio time-domain simulations of photoinduced
electron transfer in dye-sensitized TiO2

W. R. Duncan and O. V. Prezhdo

The fully quantum-mechanical treatment of the HET dynamics described
in the previous section was performed with simplified models of the inter-
face [149, 162, 164, 166, 167, 169, 170]. The current section focuses on the ex-
plicit atomistic treatment of the interface, combined with quantum-classical
electron-vibrational dynamics [156, 172, 173, 189–195]. The quantum-classical
approximation is justified by the separation of electronic and nuclear masses
and time-scales. The two treatments complement each other. Quantum-
mechanical models of the interface provide exact dynamics, transparent in-
terpretations of the parameters entering the model, and the ability to vary
these parameters in order to probe and characterize various injection regimes.
Fully atomistic descriptions, on the other hand, model the actual interface as
closely as possible. By taking into account the chemical structure of the chro-
mophores, the chromophore-semiconductor binding details and the conditions
of the surface, they give rise to a spatial-temporal picture of ET with explicit
electron and nuclear motions, conformational and chemical changes, disorder,
and so on.

5.8.1 Electronic structure of the interface

The chromophores that are used in the chromophore-sensitized TiO2 photo-
voltaic cell harvest visible light and are selected both to match the semiconduc-
tor energy levels, and also to be photochemically and thermally stable [196].
They fall into two broad categories: purely organic, conjugated molecules and
transition-metal/ligand complexes. The photoactive ligands in the transition-
metal-based chromophores are also organic, conjugated molecules. The ground
state of the purely organic chromophores is a π-state, while the ground state
of the transition metal based chromophores is localized on the n-orbitals oc-
cupied by the metal’s undivided electron pairs. The photoexcited states are
the donor states in the interfacial ET and are formed by the π∗-orbitals of the
conjugated systems in both chromophore types. Therefore, the study focuses
on conjugated molecules.

The photoexcitations encountered in the dye-sensitized TiO2 systems can
be classified into several types, see Fig. 5.20, all of which have the chromophore
ground state located within the band gap of TiO2 and the photoexcited state
in resonance with the TiO2 conduction band (CB). In the first and most
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Fig. 5.32. Electron injection mechanisms. The chromophore and TiO2 electronic
energies are functions of atomic coordinates, and are represented by the parabolas,
as in the Marcus model. In the case of a strong chromophore-semiconductor cou-
pling, an atomic fluctuation across the transition state (TS) gives adiabatic electron
transfer. If the coupling is weak, the electron remains in the chromophore state even
after the TS has been crossed (dashes). In the weak-coupling limit, the injection
occurs nonadiabatically by “hops” between the states (dashed and dotted lines).

common type of photoexcitation, the photoexcited states are well localized
on the chromophore and do not appreciably mix with the CB and surface
states. Under these circumstances, the injection dynamics proceed in two dis-
tinct steps: photoexcitation followed by ET. The second type of photoexcita-
tion involves systems with exceptionally strong chromophore-semiconductor
coupling, such as catechol/TiO2, see Fig. 5.33. In such systems the lowest
energy photoexcited state is already a surface state [170, 172, 173, 189, 197].
The third photoexcitation type occurs in some chromophores such as alizarin.
In this case, the photoexcited states are located close to the bottom of
the TiO2 CB [141, 156, 173, 193–195]. Combined with strong chromophore-
semiconductor coupling, chromophore photoexcited states located at the CB
edge present the most complicated injection dynamics, involving states that
are both localized on the chromophore and delocalized into the surface.

Transition metal chromophores exhibit strong spin-orbit coupling, promot-
ing intersystem crossing into triplet states. Apart from the fact that triplet
excited states have lower energy than singlets, similar ET mechanisms can be
expected from states of either spin.

Two competing ET mechanisms have been proposed to explain the ob-
served ultrafast injection events [198,199]. These mechanisms have drastically
different implications for the variation of the interface conductance and solar
cell voltage with system properties. In the adiabatic mechanism, the coupling
between the dye and the semiconductor is large, and ET occurs through a
transition state (TS) along the reaction coordinate that depends on a con-
certed motion of nuclei, Fig. 5.32. During adiabatic transfer the electron re-
mains in the same Born-Oppenheimer (adiabatic) state, which continuously



466 C. Frischkorn et al.

changes its localization from the dye to the semiconductor along the reaction
coordinate. The adiabatic mechanism is a typical chemical phenomenon and
forms the basis of TS theories, in which the reaction rate is determined by the
probability of finding and crossing the TS. [200] A small TS barrier relative
to the nuclear kinetic energy gives fast adiabatic ET.

Nonadiabatic effects (NA) decrease the amount of ET that happens at
the TS, but also open up a new channel involving direct transitions from
the dye into the semiconductor that can occur at any nuclear configuration,
as represented by the dashed and dotted lines in Fig. 5.32. NA transfer be-
comes important when the dye-semiconductor coupling is weak and is often
described by perturbation theory, as in the case of Fermi’s Golden Rule [200],
wherein the rate of transfer is proportional to the acceptor density of states
(DOS). NA ET is a quantum effect and, similar to tunneling, shows expo-
nential dependence on the donor-acceptor separation. The question of which
mechanism is at work is of practical concern because of the design implica-
tions. NA transfer does not require a strong donor-acceptor interaction, but
relies rather on a high density of states in the CB. Since the DOS increases
with energy [201], an increase of the chromophore excited state energy rela-
tive to the edge of the CB will accelerate the transfer. At the same time, the
photoexcitation energy and solar cell voltage will be lost, due to the relax-
ation of the injected electron to the bottom of the CB. In the event of NA
ET it is also important to minimize chromophore intramolecular vibrational
relaxation, which lowers the chromophore energy and thereby the accessible
DOS. The rate of NA ET will decrease exponentially with increasing distance
between the donor and acceptor species. The adiabatic ET requires strong
donor-acceptor coupling, but depends much less on the density of acceptor
states. Since adiabatic transfer requires an energy fluctuation that can bring
the system to the TS, a fast exchange of energy between vibrational modes
of the chromophore will increase the likelihood of adiabatic ET.

5.8.2 Density functional theory of electron-vibrational dynamics

Real-time atomistic dynamics simulations provide unprecedented amounts of
detailed temporal and spatial information. The simulations are especially valu-
able for the description of the interfacial electron injection between the molec-
ular chromophores and the TiO2 surface, since the conventional reaction rate
theories have only limited application in this case and cannot possibly cap-
ture all aspects of the ultrafast, nonequilibrium process. The key components
of the simulation include the quantum-mechanical many-body theory of the
electronic structure that responds to vibrational motions and the prescription
for the vibrational trajectory that, generally, is sensitive to the changes in the
electronic degrees of freedom. The simulations are performed using the ab ini-
tio time-dependent Kohn-Sham (TDKS) theory developed in our group [195].
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Fig. 5.33. Spectra of alizarin and catechol chromophores in the free state and
bound to titanium. The thick red line represents the experimental data; the gray
lines give the calculated spectra. Upon absorption, alizarin’s spectrum slightly red-
shifts as a result of the interaction of the TiO2 states with the chromophore excited
state, which is located at the CB edge, see Fig. 5.20. In contrast, the spectrum of
catechol attached to TiO2 exhibits an entirely new band in the long wavelength
region. This transition involving direct ET from catechol to TiO2 is optically active,
due to strong chromophore-semiconductor coupling. The bound catechol spectrum
also contains the optical transitions seen with free catechol. These intramolecular
photoexcitations are followed by distinct injection events.

Time-dependent Kohn-Sham theory for electron-nuclear dynamics

The TDKS approach is a variant of density functional theory (DFT), in which
the electron density is represented by the sum over single-electron orbitals
[202] ϕp(x, t)

ρ(x, t) =
Ne∑
p=1

|ϕp(x, t)|2 , (5.51)

where Ne is the number of electrons. The time-evolution of ϕp(x, t) is deter-
mined by applying the Dirac TD variational principle to the KS energy
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E {ϕp} =
Ne∑
p=1

〈ϕp|K|ϕp〉+
Ne∑
p=1

〈ϕp|V |ϕp〉+
e2

2

∫ ∫
ρ(x′, t)ρ(x, t)

|x− x′| d3xd3x′+Exc.

(5.52)
The right-hand side of (5.52) gives the kinetic energy of noninteracting elec-
trons, the electron-nuclear attraction, the Coulomb repulsion of density ρ(x, t),
and the exchange-correlation energy that accounts for the residual many-
body interactions. Application of the variational principle leads to a system
of single-particle equations [203–207]

i�
∂ϕp(x, t)

∂t
= H(ϕ(x, t))ϕp(x, t), p = 1, . . . , Ne, (5.53)

where the Hamiltonian H depends on the KS orbitals. In the generalized
gradient approximation [208] that is used in the current simulations, Exc

depends on both density and its gradient, and the Hamiltonian is written as

H = − �
2

2me
∇2 + VN (x;R) + e2

∫
ρ(x′)

|x− x′|d
3x′ + Vxc {ρ,∇ρ} . (5.54)

The KS energy (5.52) may be related to the expectation value of the Hamil-
tonian with respect to the Slater determinant (SD) formed with the KS or-
bitals [202]. The TD KS orbitals ϕp(x, t) are expanded in the basis of adia-
batic KS orbitals

∼
ϕk (x;R) that are the single-electron eigenstates of the KS

Hamiltonian (5.54) for fixed vibrational coordinates R

ϕp(x, t) =
Ne∑
k

cpk(t)
∣∣∼ϕk (x;R)

〉
. (5.55)

The adiabatic KS orbital basis is readily available from a time-independent
DFT calculation [209, 210]. In the adiabatic KS basis, the TDKS equa-
tion (5.53) transforms into the equation for the expansion coefficients

i�
∂

∂t
cpk(t) =

Ne∑
m

cpm(t)
(
εmδkm + dkm · Ṙ

)
. (5.56)

The nonadiabatic (NA) coupling

dkm · Ṙ = −i�
〈∼
ϕk (x;R)

∣∣∇R

∣∣ ∼ϕm (x;R)
〉
· Ṙ = −i�

〈∼
ϕk

∣∣ ∂
∂t

∣∣ ∼ϕm

〉
(5.57)

arises from the dependence of the adiabatic KS orbitals on the nuclear tra-
jectory, and is computed numerically from the right-hand-side of (5.57) [211].

Classical trajectory

The prescription for the classical trajectory R constitutes the fundamental
problem in coupling quantum and classical mechanics, which is also known as
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the quantum back-reaction problem. The most common models include the
classical path approximation [212, 213] (CPA), the Ehrenfest [214] or mean-
field (MF) dynamics, and surface hopping [215–217] (SH), all of which have
been used in studies of the chromophore-semiconductor interface [156, 173,
190–195].

The CPA provides the simplest solution by ignoring the back-reaction and
assuming that the classical path is predetermined and independent of the
electronic evolution. [212,213] It is the most computationally efficient approx-
imation, and is a valid approach if the nuclear dynamics are not sensitive
to changes in the electronic subsystem. The classical nuclear trajectory as-
sociated with the electronic ground state can be used in cases where excited
state PES are similar to the ground state PES, and where the nuclear kinetic
energy and thermal fluctuations of the nuclei are large in comparison to the
differences in the PES.

The MF [214] approximation is the simplest form of the back-reaction of
electrons on nuclei. The classical variables couple to the expectation value of
the quantum force operator [212,213]

MR̈ = −Trxρ(x, t)∇RH(x;R). (5.58)

The gradient ∇R is applied directly to the Hamiltonian according to the
TD Hellmann-Feynman theorem [213]. Many authors have thoroughly in-
vestigated the Ehrenfest method and found it to be valid under conditions
similar to those needed for the CPA, but it requires modification when
electron-nuclear correlations [216] and detailed balance must be taken into ac-
count [217–219]. Advanced versions of the Ehrenfest approach include “quan-
tum fluctuation variables” [218–228].

SH generates electron-vibrational correlations and detailed balance by a
stochastic prescription for the nuclear trajectory to “hop” between electronic
states [215–217]. One of many flavors of SH, the fewest-switches (FS) SH is
designed to minimize the number of hops and to satisfy a number of other key
physical criteria. [216] SH can be viewed as a quantum master equation with
the transition probabilities computed nonperturbatively and on-the-fly for the
current nuclear configuration. In contrast to the traditional quantum master
equations, SH is capable of describing the short-time Gaussian component of
quantum dynamics that is responsible for the quantum Zeno effect and related
phenomena [229–233].

5.8.3 Atomistic time-resolved electron injection

The details of the photoinduced interfacial ET provided by the ab initio
time-domain simulation are exemplified below with the alizarin-TiO2 system,
Fig. 5.34, which generates rich dynamics with a variety of injection processes
and mechanisms. Particular attention is devoted to the photoexcited state,
the acceptor state density, the vibrational motions, the ET mechanism, and
the distinct ET steps.
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Fig. 5.34. (a) Alizarin-TiO2 simulation cell. The cell includes five layers of TiO2.
Alizarin is bound to TiO2 chemically via the Ti-O bonds. The Ti2 surfaces are ter-
minated with H and OH groups, eliminating dangling bonds. (b) Electron densities
of the donor and acceptor states. π electrons from the conjugated electron system of
alizarin form the donor state. The d orbitals of Ti atoms create the acceptor state,
which is contained within the first three layers of TiO2.

Roles of vibrational dynamics

Nuclear dynamics have a two-fold influence on the ultrafast electron injec-
tion process. On the one hand, thermal fluctuations of the nuclei create an
ensemble of initial conditions with slightly different geometries and photoex-
citation energies. On the other hand, upon photoexcitation, nuclei drive ET
by moving along the reaction coordinate or, alternatively, by inducing direct
quantum transitions between the donor and acceptor states. Fig. 5.35 plots
the evolution of the excited state energies of the combined alizarin-TiO2 sys-
tem. The majority of the states are bulk and surface states that represent the
CB of the semiconductor. Only the first excited state of the dye falls within
the energy range shown in Fig. 5.35.

The energies of the photoexcited states are sensitive to the positions of
the ions of the chromophore-TiO2 system and oscillate with the amplitude
of several tenths of an eV. At room temperature the energy fluctuations are
sufficient to move the photoexcited states into different regions of the TiO2

CB. The amplitude of the photoexcited state energy oscillation is small in re-
lation to the several eV excitation energy of the dye, but it has a substantial
impact on positioning of the dye state in the CB of TiO2. The DOS of the
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Fig. 5.35. Time-evolution of the photoexcited state of alizarin (bold red line)
shown in relationship to the TiO2 CB states (gray lines). Atomic motions modulate
the state energies, such that the alizarin state crosses in and out of the CB. Inset:
The Fourier transform of the photoexcited state energy shows that the ET occurs
primarily by coupling to low frequency vibrational modes.

CB increases with energy [201], such that an excited state of the dye near
the oscillation minimum can interact with substantially fewer semiconductor
states than a state that is near the oscillation maximum. The effect of the
energy fluctuation on the ET is particularly pronounced in the alizarin sys-
tem, where the molecular photoexcited state constantly crosses the CB edge,
thereby generating two ET regimes. Outside of the band, the coupling of the
chromophore excited state to the semiconductor states is small. Inside the
band, the chromophore excited state interacts with a large number of TiO2

states.
The Fourier transform (FT) of the evolution of the photoexcited state

energy shown in the inset of Fig. 5.35 has several peaks in the region of
700 cm−1 and below. This frequency range is associated with the bending and
torsional motions of the dye as well as with the TiO2 modes. Small peaks are
seen up to 1600 cm−1, characteristic of the C-C and C=O stretches. Vibrations
above 1600 cm−1 do not contribute to the oscillation of the photoexcited state
energy, although they do contribute to the fluctuation of the photoexcited
state localization [156]. Due to the delocalized nature of the chromophore’s
excited state, multiple vibrations modulate its energy.

Examples of single-molecule injection events

Thermal fluctuations of atomic coordinates produce a distribution of the pho-
toexcited state energies and localizations that creates an inhomogeneous en-
semble of initial conditions for the electron injection. The great variation in
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the individual ET events is illustrated in Fig. 5.36. Part a of this Figure shows
the most typical example; the photoexcited state is located within the TiO2

CB, and the injection occurs ultrafast and primarily by the adiabatic mecha-
nism due to the strong chromophore-semiconductor coupling. Over time, the
injected electron delocalizes from the original surface acceptor state into the
bulk by NA hopping between the states, thereby increasing the contribution
of the NA mechanism. Even though the photoexcited state exits the CB after
40 fs of this simulation, the electron remains delocalized inside the semicon-
ductor. This first type of injection dominates the averages and is responsible
for the sub-10 fs injection time, Fig. 5.37.

In the second example, shown in Fig. 5.36b, the initial injection is also
fast and occurs adiabatically. The difference between it and the first example
arises from the fact that the photoexcited state is close to the edge of the CB
and is able to leave the band before the injected electron has had a chance
to delocalize into the bulk by the NA mechanism. Adiabatic crossing of the
same TS that has lead to the electron injection now results in the transfer of
the electron back onto the chromophore. This pattern of adiabatic injection
followed by adiabatic back-transfer occurs several times over the course of the
simulation and is superimposed on a much slower NA ET that is practically
irreversible.

In the third example, Fig. 5.36c, the photoexcited state is well below the
TiO2 CB edge, and essentially nothing happens with the electron until the
photoexcited state crosses into the band. Only a small and slow NA injection
component is seen during the first 20 fs of the simulation. Crossing the CB
edge results in a rapid adiabatic transfer. It is quite remarkable that photoex-
citation below the CB can lead to fast and efficient electron injection. [156,193]

Mechanism of electron injection

The time dependence of the averaged ET coordinate is presented in Fig. 5.37a
by a thin line, together with the averaged adiabatic and NA contributions to
the overall ET, Fig. 5.32. The overall ET rate is fit with the exponential

ET = 1 − exp [(t + t0)/τ ] . (5.59)

The fit, shown by a solid line, takes into account the fact that photoexcitation
has already caused a partial ET prior to the simulated excited state dynamics,
with t0 representing the time the system is advanced along the ET reaction
coordinate by the photoexcitation. On average the photoinduced ET dynamics
start with 30% of the electron pretransferred by the photoexcitation. The
value for an individual run varies substantially, see examples in Fig. 5.36,
depending on the strength of the chromophore-semiconductor coupling, the
relative energies of the chromophore, the semiconductor states, and other
factors detailed in [156].

The simulation results reproduce the experimental data; the sub-10 fs time
scale of ET obtained in the simulation of the alizarin-TiO2 system agrees with



5 Ultrafast dynamics of photoinduced processes at surfaces and interfaces 473

Nonadiabatic ET

Adiabatic ET

Total ET

b)

Nonadiabatic ET

c)

E
n

e
rg

y
, 

e
V

0 20 40 60 80 100

E
le

c
tr

o
n

 T
ra

n
s
fe

r

0 20 40 60 80 100

Time, fs Time, fs

-5.0

-5.4

-5.8

-5.0

-5.4

-5.8

-5.0

-5.4

-5.8

0.8

0.4

0.0

0.8

0.4

0.0

0.8

0.4

0.0

Total ET

Total ET

Adiabatic ET

Adiabatic ET

Nonadiabatic ET

a)

Fig. 5.36. Examples of individual ET events in the alizarin system. The left frames
show evolutions of the photoexcited state energies, as in Fig. 5.35. The right panels
present the ET progress, as in Fig. 5.37a below. For details see text.

the experimentally observed 6 fs injection time [141] and the small oscillations
in the data that result from coherent nuclear vibrations are similar to those ob-
served by Willig and co-workers with perylene [166]. The decomposition of the
total ET into the NA and adiabatic contributions shows that the adiabatic ET
mechanism, which requires strong chromophore-semiconductor coupling and
relies on thermal fluctuations that drive the system over the TS, see Fig. 5.32,
dominates the NA mechanism in the alizarin-TiO2 system. Adiabatic transfer
both is faster and has a larger contribution to the overall transfer. This is
in contrast to the low temperature simulation of the isonicotinic acid chro-
mophore [190], where the chromophore-semiconductor coupling is weaker and
the NA ET mechanism is more prominent than the adiabatic mechanism.

The following general picture of the ET mechanism has emerged: The NA
pathway is always present and contributes to the overall ET immediately fol-
lowing the photoexcitation. The efficiency of the NA transfer depends on the
number of semiconductor states that are localized close to the molecular state,
both in space and energy, and is only slightly dependent on the temperature.
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NA ET electron acceptor states are weakly coupled to the donor. Adiabatic
transfer, on the other hand, occurs between the donor state and a small num-
ber of acceptor states to which the donor state is strongly coupled. Adiabatic
ET is temperature dependent and is more sensitive to the ET conditions. At
low temperatures adiabatic ET is typically slow and is observed only when the
NA transfer efficiency is reduced, but at high temperatures adiabatic ET dom-
inates. Since both weakly and strongly coupled acceptor states are found in
TiO2, the two pathways are largely independent, and it is possible to observe
a significant variation in the ET times between individual ET events. The
alizarin-TiO2 system presents a case of strong chromophore-semiconductor
coupling. In other systems the dye is bound to the semiconductor through a
longer bridge, resulting in a weaker coupling and a stronger NA component.

Electron evolution after injection

Following the photoexcitation and the chromophore-semiconductor ET, the
electron delocalizes into the semiconductor bulk and, eventually, finds its way
back to the chromophore ground state. The electron injection occurs between
the dye and a TiO2 state that is primarily restricted to the first 3 surface lay-
ers, Fig. 5.34b. In some cases, e.g. in the presence of isonicotinic acid [190,191],
a single Ti atom can constitute 20% of the acceptor surface state. A rigorous
description of electron delocalization into the bulk requires large simulations
cells. However, even the small cell used in our simulations, Fig. 5.34a, can
sufficiently detect this process. Fig. 5.37b shows the time evolution of the
five largest adiabatic state occupations averaged over all initial conditions.
The highest occupation decreases over the length of the run as the electron
spreads to other adiabatic states. This effect cannot be described by a single
exponential decay and is instead fit by a double exponential. The faster 7.9 fs
component represents 38% of the total fit and corresponds to the electron
injection across the interface. The longer 104 fs component of the fit describes
the NA dynamics that follow the ultrafast injection and reflects the spreading
of the electron population from the surface into the bulk. The simulated time
scale provides a lower bound on the delocalization process and is in agreement
with the available experimental data [234,235].

Due to the high-surface area of dye-sensitized TiO2, an electron delocalized
inside bulk TiO2 has a high probability of finding a surface. Trapping at the
surface can result in ET back onto the chromophore or the electrolyte media-
tor, which normally brings the electron from the counter electrode to the dye.
Figure 5.37c addresses the back-transfer process, assuming that the electron
is trapped inside the first five surface layers, as represented by the simulation
cell, Fig. 5.34. The results reported in Fig. 5.37c are obtained using the SH
approach [215–217] that properly describes the energy relaxation, as discussed
briefly in the theory section. The simulation shows that the back-transfer to
the ground state of the dye (HOMO) occurs two orders of magnitude slower
than the injection and is preceded by a 100 fs relaxation to the bottom of the
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TiO2 CB (LUMO). The back-transfer of the trapped electron is much faster
than the time needed by the electron to travel through nano-porous TiO2 to
the primary electrode.

The data of Fig. 5.37 allows us to quantify the complete sequence of events:
the ultrafast photoinduced electron injection from a chromophore to TiO2 is
followed by a rapid delocalization of the electron into the bulk that competes
with electron relaxation to the bottom of the TiO2 CB. Both delocalization
and relaxation occur on a 100 fs time scale. If the electron is trapped at the
surface, either immediately after the injection or following some evolution in
the bulk, it returns to the dye ground state on a picosecond time scale.

In summary, Sect. 5.8 has shown that the chromophore-TiO2 interface
provides an excellent case study for elucidating the issues that arise when
localized molecular species are combined with extended bulk materials. Such
configurations have become increasingly common in recent years, as molecular
and solid-state domains have converged, with molecules assembled into ever
more complicated mesoscopic structures, and periodic systems miniaturized
on the nanoscale. Understanding the molecule-bulk interfaces is one of the
most challenging problems in a variety of fields and applications, including
photovoltaics, photo- and electrochemistry, molecular electronics, photogra-
phy, detection tools, bio-analytical chemistry, and biomechanics. Molecules
and bulk materials are opposites in nearly every respect: the former have
discrete electronic states, while the latter form energy bands; the fraction of
high frequency vibrational modes is much higher in molecules than in inor-
ganic semiconductors such as TiO2; and the electron-phonon coupling and
excitonic effects are much stronger in finite systems.

The analysis of the structure, electronic properties, and electron-vibrational
dynamics in the chromophore-TiO2 system indicates that the chromophore
creates a local perturbation within the extended TiO2 system. Most of the ex-
perimental data characterizing the effect that bulk TiO2 has on chromophores
can be modeled and understood with relatively small-scale calculations that
include moderate-sized portions of the semiconductor. A cluster representa-
tion of the semiconductor can often be sufficient, and sometimes even the
crudest few-atom representation of TiO2 captures the essential phenomena.

The photoexcited states leading to the interfacial ET can be classified into
three types. First, most commonly, the chromophore excited state is well in-
side the TiO2 CB. This situation results in efficient electron injection even if
the chromophore-semiconductor coupling is weak. The injection is facilitated
by a high density of semiconductor states and proceeds by the NA mechanism.
Second, if the chromophore-semiconductor coupling is strong, a new low en-
ergy photoexcitation involving direct ET from the molecule into the surface
becomes possible, as exemplified with catechol. Third, the chromophore ex-
cited state can be near the TiO2 CB edge, as in the alizarin system. Efficient
injection at the low DOS region of the CB also requires a strong coupling and
proceeds by the adiabatic mechanism.
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Fig. 5.37. (a) Average ET in the alizarin-TiO2 system, separated into the adiabatic
and nonadiabatic contributions. (b) Evolution of the average five largest occupations
of the adiabatic states. The occupation of the initial state is fit with the sum of
two exponents. The 7.9 fs contribution to the fit corresponds to the interfacial ET
detailed in part (a). After the initial injection the electron spreads from surface to
bulk, as reflected in the 104 fs fit component. (c) Back ET from TiO2 to alizarin. The
electron that is trapped within the first five surface layers returns to the chromophore
ground state (HOMO) within 1 ps. Electron relaxation to the bottom edge of the
TiO2 CB (LUMO) occurs on a 100 fs time scale.

Real-time modeling of electron-vibrational dynamics is particularly valu-
able for understanding the interfacial electron injection, since it occurs on an
ultrafast time scale and shows a variety of individual injection events with
well-defined dynamical features that an average rate description cannot make
apparent. Such simulations are still rare, but computationally demanding,
state-of-the-art techniques are currently being developed in several groups
throughout the world. As this research progresses, larger systems and longer
time scales will become accessible, allowing one to probe more examples and
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finer details of the interfacial ET and to study different surfaces, surface de-
fects, bridges, temperature and solvent dependence.

5.9 Outlook

C. Frischkorn and M. Wolf

The work described in the present Chapter on femtosecond-laser induced
processes at surfaces and interfaces predominantly has focused on the analysis
of ultrafast charge transfer and reaction dynamics. It is now well established
that nonadiabatic coupling between the transient photoexcited electron distri-
bution in a metal substrate and adsorbate nuclear degrees freedom can initiate
ultrafast surface chemistry like desorption, diffusion, dissociation or associa-
tion reactions. Traditionally, these processes have been described within a
one-dimensional friction model, which reduces the multidimensional dynam-
ics to an effective reaction coordinate coupled to the heat bath of substrate
electrons. Recently, there is growing experimental evidence for more complex
dynamical processes including coupling between different vibrational modes,
as exemplified Sects. 5.3 and 5.4. Recent theoretical developments to describe
such multidimensional nonadiabatic dynamics as outlined in Sects. 5.3 and 5.5
pave the way for an in depth microscopic understanding of surface reaction
dynamics. The process of interfacial electron transfer (see Sects. 5.6 through
5.8) provides a basis to study the electronic-nuclear coupling which is underly-
ing most nonadiabatic reaction dynamics at surfaces. However, this coupling
leads also to ultrafast loss of electronic coherence and vibrational damping,
which hinders the experimental realization of coherent and optimum control
schemes in the field of surface femtochemistry [4]. Despite first attempts to
successfully apply shaping of laser pulses to influence photoinduced surface
chemistry [236], control of surface reaction by light still remains a challenge.
One attractive route predicted by theoretical modeling may be optimum con-
trol in the electronic ground state by tailored infrared laser pulses. With the
advances in ultrashort pulse generation, the required light fields should be-
come available on a routine basis.
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6.1 Light matter interaction in the high field regime

In light matter interaction a ‘strong’ laser field will be defined differently
depending on the process under investigation. In the context of this chapter
a laser field is considered to be strong if the potential energy surfaces of the
irradiated molecule or cluster are altered considerably. On an absolute scale
one can compare the electromagnetic field of a laser pulse with inner-atomic
fields. The electric field amplitude F of a laser pulse with the intensity I is
given by

F =
√

2I
ε0c

(6.1)

with ε0 being the vacuum dielectric constant, and c the velocity of light. For
a ground state H-atom (with its electron in a distance of 1 Bohr radius a0

from the nucleus) the field is strong if the intensity is I ≥ 3.5× 1016 Wcm−2,
while above some 1018 Wcm−2 relativistic effects as well as the magnetic field
component of the field become important. However, it turns out that molecules
and clusters already completely disintegrate at intensities above 1016 Wcm−2,
ejecting fast highly charged ions. This interesting new research field of cluster
dynamics initiated by ultraintense laser pulses will be presented in Sect. 6.6.

To study the chemical aspects one has to consider the typical energy level
spacing of polyatomic molecules and clusters for the definition of the ‘strong
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field regime’. Laser intensities in excess of 1012 Wcm−2 already induce sub-
stantial Stark shifting, polarization, and disturbance of the field free electronic
states occurs to produce a quasi-continuum of new states in the molecule.
Thus, intense short pulse lasers have led to the observation of many inter-
esting strong field phenomena in atoms, molecules and clusters including: X-
ray generation from high harmonics [1], above threshold ionization [2], above
threshold dissociation [3], multiple electron emission from molecules [4], in-
tact ionization of large polyatomic molecules [5–7], forced molecular rotation
in an optical centrifuge [8], production of extremely high charge states from
molecular clusters [9], production of highly energetic ions [10], and neutrons
from clusters [11].

6.1.1 Experimental aspects

It is useful to mention some experimental aspects of strong field studies here,
although the various laser systems and experimental methods of ultrafast
physics will not be discussed. Suffice it to say that typically the basis of all
table top short pulse laser systems used in these studies is the Ti:Sapphire
laser at 800 nm which may be converted conveniently to the second harmon-
ics and by using other nonlinear conversion schemes visible or near infrared
laser wavelength can be employed. Present state of the art high intensity laser
facilities can provide intensities up to 1020 Wcm−2, using 800 nm Ti:Sapphire
lasers with sub-50 fs pulse duration at a comfortable 10 Hz repetition rate
(see e.g. [12]). Techniques to manipulate, stretch, shape and characterize the
laser pulses have already been described in Chapter 2. However, a few sub-
tleties concerning the definition of intensities, and calibrating them have to
be discussed here.

Intensity calibration with short pulse lasers is a non trivial problem. What
can be measured directly is the pulse energy EP . But since one never has a
constant spatial and temporal distribution of intensity it is important to define
clearly to which quantity a given intensity refers. In the most favorable case
the spatial and temporal distribution is Gaussian and the intensity I (mostly
given in Wcm−2) is

I(r, t) = Im exp(− (r/w)2) exp(− (t/τ)2) (6.2)

with Im giving the maximum intensity at t = r = 0 with τ and w characteriz-
ing the temporal and spatial beam profile – quantities which can in principle
be measured experimentally by determining the autocorrelation function (for
τ) and, e.g., the total energy passing a knife edge which is moved into the
beam (for w). For a Gaussian one easily works out that

Im =
Ep√

πτπw2
� Ep

th (πw2)
= 0.83

Ep

thd2
h

(6.3)

with th and dh being FWHM of the temporal and spatial pulse width, respec-
tively. We note that the maximum intensity at the pulse center corresponds
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to a hypothetical cylindrical beam of constant intensity of radius w. Note,
however, that w is the 1/e beam waist radius, not the 1/e2 radius often given
for laser beams! Since the beam parameters are difficult to determine quanti-
tatively, the intensity in typical ion yield experiments is usually not measured
absolutely. Rather one calibrates the intensity with a known intensity depen-
dence for a standard ion (typically Xe+) or compares photoelectron spectra
with known data from the literature [13,14].

6.1.2 Processes in strong laser fields: An overview

The response of an atomic or molecular system to a laser field can approxi-
mately be divided into two different regimes, the multi photon and the quasi-
static regime. One relevant quantity to define the boundary is the average
oscillation energy which a free electron acquires in the radiation field of the
laser pulse. This ponderomotive potential is given by

Up =
e2
0

2meε0 c

I

ω2
L

∝ λ2I (6.4)

with me the mass of the electron, ωL the angular frequency of the laser ra-
diation. Note that the ponderomotive potential depends quadratically on the
laser wavelength λ, i.e., is most significant in the infrared wavelength region.
To determine whether a field is strong one has thus to compare Up with the
atomic or molecular energy in question. When discussing ionization processes
one would consider the quasi-static regime to begin at

Up > EI (6.5)

where EI is the ionization potential of the system. If one takes for example
C60 with EI = 7.58 eV an 800 nm Ti:Sapphire pulse would in that sense be
‘strong’ when I > 1.3 × 1014 Wcm−2 = Icrit.

For low intensities and high frequencies (I � Icrit ∝ ω2
LEI) the interaction

can be well described by lowest-order perturbation theory (LOPT). The order
N of the process is then given by the least number of photons required to reach
the ionic ground state from the neutral initial state, i.e., N is the smallest
integer fulfilling N�ωL > EI . This multi photon regime is illustrated for an
atom in Fig. 6.1 (left panel). Note, that in LOPT approximation only a single
photo electron peak with the kinetic energy E0 = N�ωL − EI exists.

Within the LOPT approximation the ionization rate ΓLOPT is propor-
tional to the Nth power of the laser intensity I, ΓLOPT ∝ σ(N) IN where
σ(N) is the generalized N -photon cross-section that depends on the atomic
or molecular system under consideration. The ab initio evaluation of σ(N) for
systems only slightly more complicated than hydrogen-like atoms is, however,
a very demanding task, since it implies a summation over all field-free eigen-
states, including all continua. Converged 2-, 3-, and 4-photon cross-sections
for atomic helium were presented in [15].
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Fig. 6.1. Schematic illustration of an atom in a strong field with electron energetics
and high harmonic generation. Left: multi photon ionization (upward arrows indi-
cate photon energies), electron energies (full downward arrows) in above threshold
ionization (ATI). Right: above barrier ionization in a strong field, indication the rec-
ollision electron with a maximum energy of 3.2 Up, and high harmonics generation
(dotted downward arrow).

The absence of spherical symmetry makes molecular calculations even
more demanding. Within the fixed-nuclei approximation 2-, 3-, and 4-photon
cross-sections for H+

2 at the equilibrium distance R = 2.0 a0 were presented
in [16]. These results were confirmed and extended to different R values and
alignment of the molecular axis with respect to a linear polarized laser field
in [17]. The molecular results for fixed R are qualitatively very similar to
the ones obtained for atoms: a rather smooth variation of σ(N) as a function
of the photon frequency underlying very sharp resonant peaks (that within
LOPT actually diverge). These resonances indicate the presence of resonantly
enhanced multiphoton ionization (REMPI) and are a consequence of interme-
diate states coming into resonance with M (< N) photons. If this occurs, the
intermediate state becomes populated. A proper treatment (within LOPT) re-
quires the solution of the corresponding rate equations considering population
and depopulation of the intermediate state by an M - and an N −M -photon
process, respectively. The presence of REMPI peaks are also the reason that
inclusion of vibrational motion in LOPT calculations of molecules is a nontriv-
ial task [17]. While for processes like single-photon ionization it is possible to
obtain approximate results by simply averaging over R weighted vibrational
wave function of the initial state (usually the ground state), such a procedure
works only in a very limited frequency regime for N photon processes. The
reason is that for most photon frequencies the intermediate states are embed-
ded in dissociative continua and the LOPT amplitudes are thus divergent. A
proper treatment of this problem was then adopted in [18]. A further technical
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problem encountered for molecules is the dependence of σ(N) on the molecular
alignment [19].

If the laser intensity is increased, the LOPT approximation becomes in-
creasingly inaccurate. As a consequence, the ionization rate shows an intensity
dependence differing from IN . Usually, the increase with intensity is smaller
than predicted by LOPT. Often this is called the nonperturbative multi pho-
ton regime. One characteristic of this regime is visible, if photoelectron spec-
tra are recorded. By construction, the LOPT approximation assumes that
only a single photoelectron peak exists, its energetic position being given by
E0 = N�ω − EI . However, with increasing intensity additional peaks occur
in the photoelectron spectrum at En = (N + n) �ω − EI , n = 1, 2, . . . These
so called above-threshold ionization (ATI) peaks are also indicated in Fig. 6.1
(left panel). In the language of perturbation theory they result from addi-
tional absorption of photons within the electronic continuum of states. With
increasing laser intensity the relative importance of the higher-order ATI peaks
increases and they can even provide the dominant path to ionization. As a
consequence, LOPT fails to predict even the integrated ionization spectrum.

At intensities I � Icrit the atomic or molecular potentials are significantly
deformed by the field as depicted in Fig. 6.1 (right panel). The electron e−

can escape from the atom in an above barrier process and is accelerated in
the oscillating laser field. While a completely free electron would not be able
to gain energy from the laser pulse (for energy and momentum conservation
reasons) with the atom present this is possible. As first pointed out by [20],
the electron can accumulate energy and – depending on its starting phase
with respect to the laser field – may return to the atom with kinetic ener-
gies up to about 3.2Up. This is schematically illustrated by the trajectory
in Fig. 6.1 (right panel) showing an electron starting at the barrier. This so-
called recollision process is instrumental in high harmonic generation (HHG)
and explains the experimentally observed plateau and cutoff of HHG toward
high energies [20,21].

Traditionally, one defines a dimensionless quantity, the so-called Keldysh
parameter , introduced in [22],

γ =

√
EI

2Up
=

√
ε0 me c

e2
0

EI ω2
L

I
∝ tT

tL
(6.6)

to differentiate between the high and low intensity regime. In the high-
frequency low-intensity multi photon regime one has γ � 1, while γ � 1
indicates the validity range of the low-frequency high-intensity quasi-static
regime. The Keldysh parameter γ may be understood as an adiabaticity pa-
rameter. If the laser frequency is small and thus the periodic change of the
electric field tL = 2π/ωL is slow, the atomic or molecular systems responds to
the field similar as to a slowly varying electric field. For sufficiently low laser
frequencies the system can follow adiabatically and thus it is at every instant
of time in an eigenstate of the total field dressed Hamiltonian. For sufficiently
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high intensity, ionization in an electric field occurs via tunneling through the
field deformed Coulomb barrier with the tunneling time tT or even by escape
over the completely suppressed barrier (see Fig. 6.1). On the opposite side,
in the high-frequency limit, the field changes too quickly for the system to
follow and thus it remains in its field-free eigenstate. In this case, the system
does not react on the oscillating field amplitude in terms of the quasi-static
picture but on the presence of a perturbation given by the pulse envelope.
Transitions are then (formally) induced by photon absorption, since the fast
changing direction of the electric field vector does not allow the electron to
escape through or over the field deformed barrier before the barrier closes.

This clear picture of the boundary between the multi photon and the quasi
static regime at γ = 1 becomes blurred when the size of the molecular system
is increased. Especially for molecules with extended π electrons (e.g., benzene,
anthracene, unsaturated hydrocarbons, and fullerenes) [23–26] but also for
metal clusters [27] it has been found that the ionization rate deviates from the
power law (IN ) at much lower intensities than estimated from the Keldysh
parameter. In contrast to atoms and small molecules, where the excitation
and ionization processes are typically described by a single active electron, in
larger molecular system multi electron effects cannot be neglected mainly for
two reasons: The motion of the active electrons is no longer fast compared
to the period of the laser field and doubly excited states exists below the
ionization limit. More details and examples on this issue are presented in
Sects. 6.3 and 6.4.

6.1.3 Control in strong fields

In recent years, studies in the strong field regime have been extended by us-
ing tailored laser pulses to interact with molecules and clusters. In contrast to
the control in the linear or nonlinear perturbative regime discussed in Chap-
ter 2 “strong- or intense-field control” relates to intensities and frequencies
where the potential energy surfaces are disturbed by the laser field and a
quasi-continuum of new states is produced. This allows the laser field to “re-
program” the molecular Hamiltonian in a time-dependent manner, creating
a new quantum system while the laser pulse exists. For small molecules the
intensities for strong field control lead to Keldysh parameters γ < 1 and the
quasi-static picture is appropriate in those cases. However, not only the laser
intensity itself determines the strength of the interaction with respect to the
underlying physics, but also the ratio of the photon energy to the ionization
potential of the atomic or molecular system considered. More details and an
example for the control of wave packets in the ground state of H2 is given in
Sect. 6.2.

For larger molecular systems one might suspect the degree of chemical
control using pulses with an intensity of 1012 to 1014 Wcm−2 to be rather
limited as a consequence of the highly nonlinear processes induced in the
molecule. However, by using short pulse durations (≈ 50 fs), the exciting laser



6 Molecules and clusters in strong laser fields 491

couples primarily into the electronic system modes of the molecule because
it has they have similar characteristic response times. This limits the intu-
itively expected catastrophic decomposition to atomic fragments and ions.
For example, in the strong field excitation of benzene [5], up to intensities of
1014 Wcm−2 exclusively ionization of the parent species was observed, with
little induced dissociation. The observation of a single dominant channel (in-
tact parent ionization) suggested that most of the possible final state channels
(i.e., the large manifold of dissociative ionization states) may be suppressed
in the short pulse strong field regime. In this high intensity regime there is
opportunity to substantially manipulate the molecular wave function with
suitably shaped laser pulses to induce and manage photochemical reactivity
and products. Section 6.3 will give more details and examples of successful
experiments in “strong field chemistry”. The control of photo fragmentation
in fullerenes is presented in Sect. 6.4.

One big challenge in this context is a detailed theoretical description of
strong field induced processes in complex molecular system. A new theoreti-
cal method, which allows the time-resolved observation of the formation, the
modulation, and the breaking of chemical bonds is presented in Sect. 6.5. This
method provides a visualization of complex reactions involving the dynamics
of excited states.

6.2 Strong-field control in small molecules

Alejandro Saenz

In view of the goal to control nuclear motion and since the laser field in-
teracts primarily with the electrons, it is of interest to concentrate on the
interplay between vibrational and electronic motion and thus it is important
to understand the influence of vibrational motion on the strong-field behavior
of molecules. It will be demonstrated below that strong fields allow for con-
trol of vibrational motion in a different way than low-intensity laser pulses.
While control schemes based on multi photon processes can be understood
as being based on resonant transitions between field-free states, the schemes
in the quasi-static regime are often nonresonant and involve field-modified
states. However, the strong-field control schemes will have to compete with
ionization that is increasingly important as the laser intensity increases. In
fact, most of the strong-field molecular experiments indicating field-induced
formation of vibrational wave packets concentrated on the nuclear motion in-
duced in molecular ions created by strong-field ionization. Similarly to the
case of forming coherent vibrational wave packets in excited electronic states
by a sufficiently short laser pulse that transfers the initial-state wave packet
onto the excited state potential curve, a sufficiently short intense laser field
can transfer the initial vibrational wave packet onto the ground-state poten-
tial curve of the molecular ion. A lot of experimental work has been devoted
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to the simplest possible molecule that is easily experimentally accessible: H2.
Due to its high ionization potential, it is a perfect candidate for studying
molecules in the quasi-static regime.

Very early and long time before intense-field two-pulse pump-probe ex-
periments became available, the behavior of H2 (and other mostly diatomic
molecules) in strong short laser pulses were analyzed assuming the following
sequential process. During the very first phase of the laser pulse the mole-
cules are aligned. In the case of a linear polarized laser pulse and a diatomic
molecule like H2 it should align with its molecular axis parallel to the electric
field vector. It should be noted, however, that with the occurrence of short
laser pulses (below 50 fs) the rotational period of the molecules is too long
for alignment to occur. More accurately, the pulse creates a rotational wave
packet, but due to the shortness of the pulse with respect to the rotational
period, the induced rotational wave packet motion takes place on a time scale
much larger than the pulse length. As a consequence, the subsequent field-
induced processes like ionization occur while the molecules are still in their
initial rotational wave packet. In a second step, but still during the rise of
the laser-pulse intensity, H2 is ionized due to tunneling ionization. Since the
tunneling process is very fast (it should occur within half an optical cycle),
the nuclei are practically frozen during the ionization process and thus the
H+

2 ion was predicted to be generated in a vibrational wave packet that is
simply given by the projection of the vibrational ground state of the neutral
onto the vibrational states of the ion, the Franck-Condon factors. While this
wave packet starts to move, the laser intensity increases further and also the
ion may be ionized. If the ionization stage has reached a certain level (in the
case of H2 evidently 2), the Coulomb repulsion of the nuclei in the result-
ing ion is not any longer compensated by the remaining electrons. Coulomb
explosion occurs. From the analysis of the kinetic energy distribution of the
fragments (protons in the case of H2) three molecular strong-field effects were
discovered: bond softening, bond hardening, and enhanced ionization. In fact,
bond softening had already been predicted and experimentally observed long
time before lasers were available that allowed the investigation of Coulomb
explosion of H2.

6.2.1 Potential-curve distortion: bond softening and hardening

Hiskes [28] investigated theoretically the behavior of H2 and H+
2 in a strong

electric field. For H+
2 the electronic ground and first excited states 1σg and

1σu, respectively, are degenerate in the limit R → ∞. Since an electric field
parallel to the molecular axis breaks the gerade/ungerade symmetry, the de-
generacy must be lifted (Wigner-von Neumann noncrossing rule for states of
the same symmetry). In fact, the dipole moment between the two states (and
thus the electric-field induced coupling) diverges for R → ∞. The two po-
tential curves repel each other and go asymptotically to ±∞. As a result of
the distortion of the ground-state potential curve the high-lying vibrational
bound states become unbound (dissociative) or can tunnel through the dis-
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torted potential curve (predissociation). This effect is called bond softening
and is a general feature for diatomic molecular ions with an odd number of
electrons (a condition that is fulfilled for most singly ionized molecular ions).
In a static electric field this effect was experimentally observed almost imme-
diately after its theoretical prediction [29]. Since the adiabatic field dressed
curve of the upper electronic state bends upwards, it can support vibrational
bound states, while it is purely repulsive in the field-free case. The appear-
ance of field-induced bound states is called bond hardening or occurrence of
light-induced states.1

The occurrence of bond softening also in laser fields in the quasi-static
regime explained the experimental result that the fragments of Coulomb ex-
plosion of H2 had a kinetic energy that corresponded to an ionization of H+

2

(and thus to a transition onto the purely repulsive curve of H++H+) at rela-
tively large values of R. These R values were on the other hand not reachable,
if the wave packet created in the first ionization step would be propagating
on the field-free potential curves. This indicates an important ingredient for
strong-field control schemes: the in comparison to multi photon control addi-
tional ability of distorting potential curves allows to reach with a given wave
packet R regions that would otherwise be very difficult to access.

Bond softening alone was, however, not sufficient to explain the experi-
mental data, since according to the kinetic energy distribution there was not
only a relatively large fraction of H+

2 molecular ions produced at quite large R
values, but the energy distribution of this (overall dominant) part of the spec-
trum was in addition very narrow. This indicated that the ionization of H+

2

occurred in a very small R interval. Enhanced ionization, i.e., a pronounced
increase of the ionization rate at a certain (typically quite large) value of R,
turned out to be the reason for the observed narrow kinetic energy distrib-
ution. The first semiclassical models [30, 31] were later on also confirmed by
full ab initio calculations [32,33]. In the framework of the quasi-static approx-
imation one should analyze the ionization rates on the adiabatic field dressed
potential curves. As is discussed in [33] and in agreement with simple pic-
tures explaining enhanced ionization, the lowest-lying adiabatic curve does
not show enhanced ionization. However, the first excited (in the field upwards
bending) state shows pronounced peaks in the ionization rate at specific large
R values. The reason for this behavior are (field-induced) avoided crossings of
this state with other higher lying but not (or not as strongly) upwards bending
states. Since those higher lying states usually possess higher ionization rates
due to their lower ionization potential and since this ionization rate is shared
between two states showing an avoided crossing occurs, the upward bending
state shows a pronounced peak in its ionization rate close to the avoided cross-
ing. It is important to again emphasize that enhanced ionization occurs only

1 Although the name bond hardening appears to be more popular as it implies the
opposite effect to bond softening, it is not really appropriate, since the repulsive
field-free state does not support any bond that can be “hardened”.
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in the excited adiabatic field dressed state. Since this state is supposed to be
not noticeably populated in the first ionization step (H2 → H+

2 ), the occur-
rence of enhanced ionization requires some nonadiabatic coupling between the
two lowest states of H+

2 .
In view of the fact that the energy difference between the ground and first

excited field dressed adiabatic states of H+
2 is much smaller than the gap be-

tween H2 and H+
2 it is in the case of many experiments more appropriate to

interpret the ionization of H2 in the quasi-static picture, but the transition
from the ground to the first-excited state of H+

2 (though field distorted!) by
means of (multi-)photon absorption. A recent work [34] has nicely demon-
strated how the transition between the quasi-static and the multi photon
picture, especially the multi photon transitions between field-distorted poten-
tial curves arises in the Floquet picture. With the aid of the very recently
developed pump-probe experiments [35,36] with laser pulses of a pulse length
of 12 fs and less it became now possible to monitor the wave packet motion
of H+

2 in real time. These experiments show clearly the effect of bond soft-
ening, i.e., the motion of the wave packet on field-distorted potential curves.
The recent experiments [36] also indicate the occurrence of more than a single
enhanced ionization peak in agreement with the older theoretical predictions.

In view of these strong-field effects specific to molecules (and absent for
atoms) it is of course of interest whether they occur also for neutral molecules
like H2. Hiskes considered in fact this question with respect to bond softening
and concluded that it should be absent for a molecule like H2 (and all other
typical covalent diatomic neutral molecules with an even number of electrons).
The reason is quite straightforward. Although the electronic ground state of
H2 is also degenerate with an excited state for R → ∞, the two degenerate
states are not coupled by an electric field, since the excited state has triplet
symmetry. This conclusion was seemingly not questioned for many years. In
[37] it was, however, found from a numerical calculation for a 1D model of H2

that enhanced ionization may occur for H2.
A full ab initio treatment of molecules in laser fields is nontrivial, even

if the quasi-static approximation is adopted. The reason is the requirement
to evaluate the eigensolutions of the Hamiltonian describing the molecule
and the laser field (usually only its dominant electric component) at a given
instant of time. This is equivalent to the calculation of the eigenstates of a
molecule in a strong static electric field. While standard quantum chemistry
codes nowadays allow to calculate the molecular states in weak electric fields,
the adopted procedures do not work for strong electric fields. The reason is
that in such fields the states are unstable with respect to ionization. Thus
one has to treat the metastability of the molecular states in a proper way. A
correlated, fully three-dimensional calculation of the eigenstates of H2 exposed
to strong electric fields has been presented in [38]. Using a complex-scaled
geminal approach both potential curves and ionization rates were given as a
function of R. In a later, more detailed work also rovibrational states (within
the Born-Oppenheimer approximation) were calculated and the problem of
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Fig. 6.2. The two energetically lowest lying adiabatic potential curves of H2 (green)
in a static field with strength F = 0.06 a0 (corresponding to a laser intensity of I =
1.26 × 1014 Wcm−2) (cf. [38,39]). For comparison, the adiabatic field-free potential
curve is also shown (dashed red). A dominant covalent or ionic character is indicated
by the corresponding dissociation limits [H(1s)+H(1s)] and [H++H−], respectively.

standard quantum chemistry approaches to treat the metastable states was
discussed [39,40].

In Fig. 6.2 the lowest-lying adiabatic potential curves of H2 in an electric
field with a field strength F = 0.06 a0 are shown. Clearly, in contrast to the
prediction of Hiskes, also neutral H2 shows the effect of bond softening. In
view of possible control applications this is very important, since it implies
that a substantial deformation of potential curves is possible, even if there
is no degeneracy of two field-free potential curves that is lifted by the field,
as was the case for H+

2 . The origin of bond softening for H2 is also evident
from Fig. 6.2. While the covalent ground state of H2 dissociating into H+H
is in fact almost not influenced by the electric field (only a small Stark shift
is visible), the state that dissociates into H++H− is strongly affected by the
field, as it represents a (diverging) dipole for R → ∞. It has to be reminded
that this ionic state does not exist in the adiabatic picture. In this picture
the ionic character is contained for small R mainly in the B 1Σu state, but for
increasing R it is partially transferred to other adiabatic states. The double-
well character of some of the excited electronic states is a consequence of the
avoided crossings that occur due to the passing of the diabatic ionic state
through the sequence of adiabatic states. Since the in the field-free case quite
energetic ionic state represents an electric dipole, its energy decreases (to a
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good approximation) linearly for R → ∞. As a consequence, in a diabatic
picture the ionic state will for a sufficiently large value of R cross the covalent
ground state. If the covalent ground state and the ionic state possess (at least
in the field that breaks parity) the same symmetry, an avoided crossing occurs.
This avoided crossing is the one shown in Fig. 6.2. It is responsible for bond
softening. As a further consequence, the adiabatic ground-state curve changes
its character from covalent (dissociating into H+H) to ionic (H++H−).

6.2.2 R dependence of the ionization yield

In Fig. 6.3 the ionization rate of H2 in an electric field (F = 0.08 a0) is
shown as a function of R. The avoided crossing with the ionic state leads
to a pronounced peak in the ionization rate. This confirms the occurrence
of enhanced ionization also for neutral H2 for which an earlier indication was
already given by a 1D model calculation [37]. On the basis of the accompanying
analysis of the potential curves the origin of enhanced ionization for H2 is of
course evident: at the avoided crossing the adiabatic eigenstate is a mixture of
the covalent and the ionic state. Since the latter has a much smaller ionization
potential and thus larger ionization rate, the covalent state acquires ionization

H(1s)+H(1s)

H  + H−+

F = 0.08 a.u.

. 10 V
m= 4.114 10

. 14

Ammosov−Delone−Krainov (ADK) rate

Quasi−diabatic ionization rate
Adiabatic ionization rate

(extended to incorporate R dependence)

(ab initio)

Equilibrium distance

(ab initio)

cm2
W( I = 2.25 10        )

Fig. 6.3. The ionization rate of H2 in a static field with strength F = 0.08 a0 (cor-
responding to a laser intensity of I = 2.25× 1014 Wcm−2) is shown as a function of
the internuclear separation R (cf. [38,40]). The ab initio results within the adiabatic
(red) and a quasi-diabatic (green) approximation are compared to a simple atomic
tunneling model (ADK approximation) that is extended to the molecular case by
using an R-dependent ionization potential (blue).
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rate from the ionic state [38,39]. If a wave packet moves very slowly over the
avoided crossing, it would follow the adiabatic potential curve and thus change
character from the covalent to the ionic state. In such a case a step-like feature
in the ionization rate occurs at the crossing. If the wave packet moves very fast
over the avoided crossing, it will follow the diabatic curves and thus regain its
covalent character (and ionization rate) after the crossing. In this case a peak
appears in the ionization rate. A time-dependent calculation (for short laser
pulses with 800 nm wavelength) has shortly thereafter confirmed the possible
occurrence of enhanced ionization in H2 and its origin due to a change from
the covalent to the ionic character [41].

A lesson that can be learned from the examples of H+
2 and H2 for strong-

field control is the occurrence of potential-curve deformation, if either the
field-free degeneracy of states is lifted by the field or if field-induced avoided
crossings occur. Clearly, molecular states dissociating into cation-anion pairs
will be most strongly affected by the external field. As these states are usu-
ally not existent as well-defined states in the adiabatic formulation, but are
admixtures of different states, it is clear that already weaker fields than the
ones discussed here for the H2 ground state should have a strong effect on
the excited states potential curves. Furthermore, the average energy differ-
ence between excited states is usually much smaller than the gap between the
electronic ground and the first excited state. As is discussed in [42] a large
number of field-induced avoided crossings occur in the electronically excited
state spectrum of H2.

Returning to Fig. 6.3 it may be observed that even in the R range where
no avoided crossing occurs, the ionization rate is strongly R dependent (note
the logarithmic scale). Already about thirty years ago it was pointed out
by Hanson that in the case of H2 the ionization in a strong electric field
should dominantly occur at a larger internuclear distance than the equilibrium
one [43]. A more general discussion of the influence of vibrational motion on
the laser-field ionization in the quasi-static regime was then given in [44]. In
the quasi-static picture (appropriate for sufficiently long pulses for which the
ionization during the turn-on and -off process is a negligibly small fraction)
and assuming validity of the Born-Oppenheimer approximation the ionization
process may be described as a transition from the rovibrational initial state of
the neutral to one of the rovibrational states of the ion. This transition is medi-
ated by some electronic transition moment. In the quasi-static approximation
this transition moment is the R-dependent ionization amplitude describing
the ionization probability (at fixed R) in an electric dc field. As was discussed
above, for molecules such ionization amplitudes are difficult to obtain from ab
initio treatments. For H2 ionization rates of the type shown in Fig. 6.3 can be
used. In order to obtain approximate R-dependent ionization rates for larger
molecules, simpler approaches are required. The probably simplest model one
can think of is the very popular Ammosov-Delone-Krainov (ADK) [45] model.

In order to adopt this atomic model to molecules it was proposed to use in
the ADK formula an R-dependent ionization potential EI(R) instead of the
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physical one [44]. While EI(R) is the energy difference between the ground-
state potential curves of the ion and the neutral, the physical ionization poten-
tial is of course the R-independent difference between the rovibrational ground
states of ion and neutral. The concept of a substitution of the physical by an
R-dependent ionization potential can also be used in other originally atomic
laser-field ionization models like the strong-field approximation (SFA), as was
mentioned already in [44]. The later on performed full ab initio calculation
of the static ionization rate for H2 [38,46] confirmed, however, the validity of
the ADK model to predict the R dependence of the ionization rate [40] at the
static limit. This is also apparent from Fig. 6.3 where both ab initio and ADK
(with R-dependent ionization potential) rates are compared. In fact, even the
quantitative agreement is very good, as long as the parameters belong to the
validity regime of the ADK model. Since the ADK approximation is based
on a tunneling model, this approximation is only applicable, if the field dis-
tortion of the Coulomb barrier is not so strong that the electron can escape
over the distorted barrier, but has to tunnel through it. From classical argu-
ments the field strength where over-the-barrier ionization sets in is given by
FBSI = E2

I /4. Using the ADK tunneling formula outside its validity regime,
i.e., for F > FBSI yields a clear overestimation of the ionization rate. Using
the R dependent ionization potential, one obtains FBSI(R) = E2

I (R)/4 and
thus deviations from the ADK behavior occur not only as a function of F but
also of R [40]. Of course, ADK is also only valid in the quasi-static limit and
not in the multi photon regime. This sets an intensity and wavelength limit
from below for the applicability of the ADK model.

Based on the ADK approximation the influence of vibrational motion on
strong-field ionization can be visualized with the aid of the example of three
prototype diatomic molecules [44]. Assuming for simplicity the same shape of
the potential curves of the electronic ground states of the neutral and the ion,
one may still distinguish three generic cases. The equilibrium distance of the
neutral and the ion (Rion

eq and Rneut
eq , respectively) are either almost identical,

or one of the curves is shifted horizontally with respect to the other. Example
molecules would be N2 where the removal of a nonbonding electron results
in Rion

eq ≈ Rneut
eq , H2 where removal of a bonding electron gives Rion

eq > Rneut
eq ,

and O2 where an antibonding electron is removed and thus Rion
eq < Rneut

eq .
As a consequence of the exponential dependence of the tunneling ionization
rate on the ionization potential even small shifts of Req have relatively dras-
tic effects, see Fig. 6.4. Compared to an atom (with R-independent transition
rate) the case Rion

eq 
= Rneut
eq yields a smaller ionization probability (suppressed

ionization), but there is a substantial cancelation effect and thus the overall
ionization rate (to all possible rovibrational final states) is only slightly sup-
pressed for the given examples (when using realistic molecular data for the
mentioned diatomic example systems H2, N2, and O2). More pronounced ef-
fects can be expected for nonsequential multiple ionization processes. It has
to be emphasized that these three examples serve just as an illustration of
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Fig. 6.4. The potential curves (upper row) and ionization widths (lower row) of
three prototype diatomic molecules A2 are shown [44]. The three cases differ in the
equilibrium distance of the cation relative to the one of the neutral. If these distances
agree (2 nd column) the ionization rate predicted by an R-dependent ADK model
agrees with the one of an atom with the same ionization potential. Otherwise, a
strong R dependence of the ionization rate is predicted.

how the ionization process can be influenced by structural properties closely
related to the vibrational dynamics. As is discussed below, this can serve as
a tool for control of vibrational motion. The model proposed in [44] is on
the other hand very simple and thus can easily be applied to many molec-
ular systems (using realistic potential curves for neutral and ion), including
(especially nonsequential) multiple ionization.

Before discussing consequences of the within the quasi-static approxima-
tion predicted pronounced R dependence for molecules like H2 and O2, it is
of course an important question whether the quasi-static approximation it-
self is at all applicable for realistic laser pulses. In fact, it was pointed out
in [48] that already for the simplest atomic system, the hydrogen atom, the
quasi-static approximation is only applicable for extremely high intensities
in which for femtosecond lasers saturation occurs. In a very recent work the
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Fig. 6.5. Comparison of the R dependent ionization yield of H2 in 800 nm laser
pulses of 6 cycle duration (cos2 envelope) and four different peak intensities as
specified in the plots [47]. The results of the full TDSE solution (black) is compared
to the prediction of the (R-dependent) unscaled (blue) and scaled(red) ADK model
that is equivalent to the quasi-static approximation. For 1.06 × 1014 Wcm−2 only
the unscaled ADK result is shown together with the TDSE result (red) showing
population of all but the initial H2 ground state.

R dependence of the ionization rate of H2 in a 800 nm laser pulse of 15 fs
duration was investigated using a full solution of the TDSE (describing the
two electrons in full dimensionality and including correlation, the technical
details being described in [49]). It was found that the quasi-static approxi-
mation fails in most cases to predict the ionization yield quantitatively, but
especially the R dependence is very well qualitatively described for intensities
above 1013 Wcm−2 [47]. This is seen in Fig. 6.5 that shows the R dependence
of the ionization yield in 800 nm laser pulses of about 16 fs duration for dif-
ferent intensities around 1013 to 1014 Wcm−2. The results are compared to
the ones obtained with the ADK model (that for the considered intensities
agrees well with the complete quasi-static approximation, cf. Fig. 6.3). If the
ADK results are multiplied by an overall multiplicative factor, the agreement
to the full TDSE calculations is very good. In fact, for a peak intensity of
1.06 × 1014 Wcm−2 even the quantitative agreement is very good, but this is
to some extent accidental. For this intensity not only the ion yield (= pop-
ulation of ionic states) but also the population of all but the initial ground
state is shown. In agreement with simple strong-field models the excitation of
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neutral excited states is small at these intensities, and shows almost the same
R dependence as the ionization yield.

6.2.3 Deviations from the Franck-Condon approximation

An immediate consequence of a pronounced R dependence of the strong-field
ionization rate is the fact that the wave packet created by means of a corre-
sponding laser in the molecular ion will not be correctly described by Franck-
Condon factors. The reason is simple. In the derivation of the Franck-Condon
factors it is assumed that the electronic transition moment is sufficiently R in-
dependent (within the R range covered by the initial vibrational wave packet)
to be taken out of the integral over R. This point was already remarked in [44].
Based on the model proposed in that work, the vibrational wave packet cre-
ated in intense laser fields was predicted and compared to experiment in [50].
The results are shown in Fig. 6.6. The (simple) theoretical model predicts
a strong deviation from the Franck-Condon distribution, since the latter is
rather broad and has its maximum for v = 2. The distributions predicted for
strong laser fields (in between 1013 and 1014 Wcm−2) are on the other hand
much narrower and have their maxima at v = 0 (or 1). Within the model
it is also predicted that the deviation from the Franck-Condon distribution
is more pronounced for lower intensities. In fact, Fig. 6.6 shows for the the-
oretical data two distributions for every intensity. One simulates a parallel
orientation of the field and the molecular axis, the other one a perpendicular
orientation. Within the simple model the difference is given by the fact that
only for parallel orientation there is a noticeable potential-curve distortion at
the considered field intensities. As a consequence of the distortion, the higher
lying vibrational states of H+

2 become unbound and thus yield dissociation.
In Fig. 6.6 only the nondissociated H+

2 ions are shown, since the experiment
was only able to measure those.

In Fig. 6.6 also experimental results are given for three peak intensities
(covering the range of the theoretical data) for a laser pulse of about 45 fs
pulse length. The experimental results are in very good qualitative agreement
with the theoretical predictions. One clearly sees a very similar deviation from
the Franck-Condon distribution, and the same trend as a function of intensity
(stronger deviation for lower intensities) is also visible. Finally, Fig. 6.6 shows
also the result obtained with a ns laser pulse. According to the discussion given
above, one expects that in the ns pulse the molecules will be quite well aligned,
while in the 45 fs laser pulse they will be more or less randomly oriented. The
sharper cut-off (due to dissociation) predicted by the theory for a parallel
aligned sample is also seen in the experiment. In conclusion, the experiment
confirms the predicted pronounced R dependence of the strong-field ionization
rate of molecules like H2. This is in contrast to the multi photon regime
(LOPT or weakly perturbative) that shows only very little R dependence,
if no resonances are involved. As a consequence of the R dependence in the
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Fig. 6.6. Distribution over bound vibrational states of H+
2 formed in strong laser-

field ionization of H2. Left panel: theoretical prediction on the basis of the quasi-
static approximation for laser peak intensities (a) 3.5 × 1013, (b) 5.4 × 1013, (c)
7.8× 1013, and (d) 1.1 × 1014 Wcm−2. The dark-gray bars correspond to a parallel,
the white bars to a perpendicular orientation of the molecular axis with respect
to the linear-polarized laser field. Right panel: Experimental results for laser peak
intensities (a) 3×1013, (b) 4.8×1013, and (c) 1.5×1014 Wcm−2 and pulses of about
50 fs FWHM pulse duration. In (d) the distribution measured with a laser peak
intensity of 1 × 1014 Wcm−2 but a pulse length in the ns range is shown.

strong-field regime it is possible to control the shape of the formed vibrational
wave packet by varying the intensity of the laser.

6.2.4 Formation of vibrational wave packets in the nonionized
neutral initial state

The pronounced R dependence of the strong-field ionization rate of molecules
like H2 may also be used in a different way to influence and control vibrational
motion. In [51] it is proposed that with the aid of a sufficiently short pulse it
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Fig. 6.7. The vibrational wave packet in the electronic ground state of H2 is shown
at different times for a laser pulse with 800 nm, 8 fs duration (cos2-envelope), and
peak intensity 6 × 1014 Wcm−2 [51].

is possible to create a vibrational wave packet in the nonionized neutral H2

molecules. For the theoretical modeling of this process the model proposed
in [44] was extended in such a way that the vibrational motion was treated
explicitly. For this purpose, the time-dependent Schrödinger equation describ-
ing vibrational motion of H2 was solved. The ionization process was described
with the aid of an imaginary (optical) potential. For the considered intensities
the influence of potential-curve distortion was assumed to be negligible and
thus omitted for clarity. The resulting wave packet motion, i.e., snapshots at
specific time intervals, is shown in Fig. 6.7. Besides the overall decrease of
the amplitude of the wave packet due to ionization one notices that in fact,
as expected from the R dependence of the ionization rate, the wave packet
is preferentially ionized and thus decreases more pronounced at larger val-
ues of R. If this R-dependent depletion process occurs fast enough to not be
washed out by vibrational motion (for H2 the ionization should occur within
at least 5 to 10 fs), the laser pulse leaves behind a vibrational wave packet
in the neutral H2 molecules. It should be emphasized that this is a purely
quantum-mechanical effect that cannot be explained with any ensemble sta-
tistics, since in a (semi-)classical world the molecules that happen to have a
larger R value when being hit by the laser pulse would only be ionized with a
higher probability. However, the molecule would be either ionized or not. In
both cases no wave packet in the nonionized molecules can be created.
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(chain) is the result for a 12 fs pulse with the same ionization rate as the 8 fs pulse
which is achieved by lowering the intensity to I = 5.26 × 1014 Wcm−2.

The creation of the wave packet is better monitored by plotting the time-
dependent mean value of R as is shown in Fig. 6.8. In the beginning of the pulse
(once the intensity is sufficient to ionize) R decreases due to the R-dependent
depletion. However, while the linearly polarized laser changes field direction,
its field component passes through zero. During this period of low intensity no
further ionization occurs and the already created wave packet starts to swing
back (R increases). In the following half cycle further ionization occurs, and
R decreases even more. This continues until the pulse envelope decreases so
much that no further ionization occurs. Now the created wave packet swings
back and forth. Since the wave packet is formed from vibrational states of the
same electronic state of the homonuclear H2 molecule, the decoherence time
is expected to be extremely long. The reason is that the wave packet can only
relax via spontaneous two-photon emission, because one-photon transitions
are dipole forbidden. The wave packet shows also a surprisingly clean oscilla-
tion without evident collapses and revivals etc. This is a consequence of the
fact that in the considered intensity regime the wave packet consists almost
exclusively of v = 0 and v = 1 components. The contributions of higher v
components are to a good approximation negligible. Therefore the oscillation
period is very accurately given by the one determined by the energy difference
between v = 0 and v = 1 of H2 which is about 8 fs.
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Fig. 6.9. Theoretically predicted total ionization yield measured in a pump-probe
experiment on H2 using either two identical laser pulses with 8 fs (solid) or 12 fs
(dashed) duration. The pulses possess peak intensity 6 × 1014 Wcm−2, a cos2 enve-
lope, and 800 nm wavelength [51].

Most surprisingly, the wave packet formation process happens to be very
robust with respect to the field parameters. The amplitude of the created
wave packet depends on the exact form of the pulse, but its shape is almost
independent of the exact pulse parameters. For example, changing the wave-
length (as long as the quasi-static description is valid) from 800 to 1064 nm
or the absolute carrier-envelope phase by π/2 does practically not influence
the final form of the wave packet. Therefore, no stabilization of the carrier-
envelope phase is, e.g., required for the wave packet formation and also the
finite bandwidth (quite substantial for ultrashort laser pulses) does not pose
any problem. The remaining question is, of course, whether the predicted wave
packet can be experimentally verified. As is clear from Fig. 6.8, the oscillation
takes place in a very small interval of R values. However, the pronounced R
dependence of the ionization rate that was the origin of the wave packet may
also be used for its detection. As is discussed in [51], performing a pump-probe
experiment with a second very short pulse (possibly a replica of the first one,
since this is most easily experimentally accessible) uses also in the probe step
the strongly nonlinear R dependence. In Fig. 6.9 the result of such a simulated
pump-probe experiments is shown.

Already very shortly after its prediction, the wave packet formation was
experimentally confirmed by a pump-probe experiment as the one proposed
in [51]. Performing the experiment on D2 and using laser pulses of a FWHM
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Fig. 6.10. Experimentally measured ion counts measured in a pump-probe exper-
iment on D2 using two identical 780 nm laser pulses with 7 fs FWHM duration. The
peak intensity is 4 (±1)× 1014 Wcm−2. Shown are the counts for nondissociated D+

2

(red) and dissociated D+ (blue) ions [52].

of about 8 fs a clear oscillation signal of both ionization and dissociative ion-
ization was found as can be seen in Fig. 6.10 [52]. The oscillation period is in
very good agreement with the predicted one (when taking into account the
mass scaling between H and D) and even the oscillation depth is in reasonable
agreement with the theoretical prediction. Since the experiment was capable
of following the oscillation over a very long time interval of up to 1200 fs, the
expected long decoherence time is also confirmed.

The intensities used in the experiment were, however, slightly lower than
the ones used in the theoretical work. Therefore, it was less clear, whether the
wave packet formation was really due to the selective R-dependent depletion
or due to bond softening. The latter, already discussed effect theoretically
predicted in [38, 39] has so far not been experimentally verified for neutral
molecules like H2, and thus even this would certainly be an interesting out-
come. However, since the general effect of bond softening is already known
(though only for ions like H+

2 but not for covalent neutral molecules like H2),
the selective depletion (termed Lochfrass) would be even more spectacular. In
any case, it is of course very interesting to determine the exact mechanism of
the wave packet formation. It turns out that the already discussed robustness
of the formation process is the key, together with the impressive stability of
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the experimental set-up. As is shown in Fig. 6.9 for different pulse lengths and
was also demonstrated with respect to the absolute carrier-envelope phase or
wavelength of the laser pulse, the absolute phase of the oscillation signal of the
pump-probe experiment is independent on the mentioned laser parameters.
The same is valid for wave packets formed by bond softening. However, there
is an almost maximum phase lag in between the wave packets created by the
two different formation processes. As a consequence, it is possible to distin-
guish the two mechanisms by the absolute phase. In a very simple picture the
origin of this phase lag may be understood in the following way, illustrated
schematically with Fig. 6.11.

R

RR

H2 X 1Σ +
g

X 1Σ +
g

X 1Σ +
g

Lochfrass Bond Softening

(t<0: before pulse, no field)

(t=0: maximum field) (t=0: maximum field)

Fig. 6.11. Sketch of the two possible mechanisms responsible for the formation
of a vibrational wave packet in the H2 electronic ground state and their possible
distinction by the absolute phase. In the case of Lochfrass the initial wave function
is depleted at large R values and thus at t = 0 (maximum field strength) it is created
at its inner turning point, moving initially to larger R. In the case of bond softening
the wave packet flows over the field-distorted (lowered) potential well. At t = 0
(maximum field strength) it is at its outer turning point, moving initially to smaller
R.

In the case of Lochfrass, the laser pulse depletes first the wave packet at
the outer turning point. In the case of bond softening the wave packet escapes
during the pulse over the field-distorted barrier. At the end of the laser pulse
the wave packet created by bond softening is thus located with its maximum
at the outer turning point and moves toward the inner one. In the case of
Lochfrass the wave packet was depleted at the outer turning point and thus
its maximum is located at the inner side of the potential well. The wave
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packet then starts moving toward the outer turning point. Therefore, the two
creation mechanisms are distinguishable by the phase of the oscillation at
zero delay time. This phase is, however, not directly experimentally accessi-
ble, since delay time zero means pump and probe pulses overlap completely
in time. However, scaling the oscillation signal by the oscillation period and
thus plotting the oscillation as a function of the number of oscillations, it is
possible to extrapolate to time zero. Of course, this is only unambiguously
possible, if the oscillation signal is very stable over many oscillation periods.
Since this is the case, the experiment revealed that Lochfrass appears to be
the dominant creation mechanism, see Fig. 6.12. In this figure the results of
a theoretical simulation based on the bond-softening proposed in [38] and
Lochfrass discussed in [51] are compared (on a relative scale) to the experi-
mental results. In order to obtain very good agreement between experiment
and theory, a small contribution of bond softening (in agreement with the
theoretical prediction) has to be assumed.

Fig. 6.12. Comparison of a numerical simulation of the R variation expected for
Lochfrass (chain) or bond softening (dashed) only, and both effects (dotted) together.
Also shown is the experimentally measured oscillation signal (dots) of the pump-
probe experiment [52]. To guide the eye, a best-fit of the experimental data to a
sinusoidal curve is also shown (solid).

Returning to Fig. 6.10, one notices a clear out-of-phase oscillation of the
ionization (D+

2 ) and the dissociative ionization (D+) signals. Clearly, it is
possible to control the two product channels by varying the delay time be-
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Fig. 6.13. Distribution over the vibrational states of D+
2 following the laser-field

ionization of the wave packet in the electronic ground state of D2 (shown in the
insert) at its inner (black) or outer turning (red) point. The upper spectrum shows
the population of the field-free bound (nondissociative) states, the lower spectrum
the continuous distribution in the dissociative continuum. The vertical dashed blue
line indicates those states that can dissociate by one-photon absorption. (To guide
the eye, also in the upper spectrum the discrete points are connected by lines.)



510 C.P. Schulz et al.

tween the pump and the probe pulses. Notably, depending on when the H2

wave packet is probed, different products are preferentially produced. Even
this phenomenon can be explained with the aid of the simple model proposed
in [44] that describes the interplay between electronic and vibrational motion
in strong fields. Analyzing not only the total ion rate of the pump-probe ex-
periment as was done in [51], but predicting the vibrational distribution of
the H+

2 ion for the H2 wave packet created by Lochfrass at its inner and outer
turning points, it is possible to show that at the outer turning point not only
the total ionization rate is larger than at the inner turning point, but also the
vibrational distribution shifts to lower vibrational states, see Fig. 6.13. There-
fore, at the outer turning point H+

2 is preferentially formed in the low lying
vibrational states that are harder to dissociate. At the inner turning point
the total ionization rate is smaller, but the formed H+

2 ions are preferentially
formed in dissociative states or those states that can more easily dissociate.
Since the H+

2 wave packet formed in the pump pulse has practically no time
to dissociate by passing over the field-suppressed barrier, it is most likely that
(besides direct dissociation of those wave packet components that lie above
the field-free potential barrier) dissociation occurs via one-photon absorption
in the pedestal of the probe pulse. This is again in agreement with the sim-
ple theoretical model that predicts that the H+

2 wave packet created at the
inner turning point of the H2 wave packet will populate preferentially those
vibrational states that can directly or by one-photon absorption dissociate.
Therefore, the dissociation signal has its maximum at the minimum of the
ionization signal. In this context it may be noted that in another very recent
theoretical work the enhancement and control of dissociative vs. nondissocia-
tive ionization of H2 in intensive ultrashort laser pulses has been reported [53].
In contrast to the example discussed above, the process described in [53] takes
place in the multi photon regime and involves VUV photons. In any case, these
examples demonstrate the richness of the control scenarios in the strong-field
regime.

6.3 Strong field chemistry and control

Dmitri A. Romanov and Robert J. Levis

6.3.1 Molecules in intense laser fields

When a 3-atomic or larger molecule interacts with an intense laser pulse a
number of product channels may be accessed. Some of the potential outcomes
are listed in Fig. 6.14 where coupling into the nuclear, electronic and non-
linear optical channels are delineated. Initial intuition suggested, incorrectly,
that intense, short duration laser pulses interacting with polyatomic molecules
would result primarily in multiphoton dissociation as shown in the first chan-
nel. Early experiments using intense nanosecond, picosecond and femtosecond
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pulses provided ample evidence for the second and third coupling channels in
Fig. 6.14, which may be described as dissociative ionization and Coulomb
explosion [54], respectively. Pulses of femtosecond duration have been shown
to couple into electronic channels resulting in ionization without nuclear frag-
mentation for molecules like benzene and naphthalene [5]. In such experiments
the energy in excess of the ionization potential (up to 50 eV!) [55,56] couples
mainly into the kinetic energy of the photoelectron. In terms of control ex-
periments, the ability to produce intact ions at such elevated laser intensities
suggested the possibility that intense lasers could be used to guide the dy-
namics of a molecule into a desired channel.

nhν

 + 
ABC

A + B + C  Multiphoton Dissociation 

AB
+
 + C  Dissociative Ionization

A
+
 + B

+
 + C

+ Coulomb Explosion

ABC
+
 + e

- Molecular Ionization 

ABC
*
          Electronic Excitation

ABC
*
 + hν’         Nonlinear Optics 

Fig. 6.14. Potential outcomes of the interaction of intense laser radiation with a
molecule. At the present time the wavelengths used for the interaction range between
10 µm and 200 nm. The wavelengths employed in the studies reported here range
between 750 and 850 nm with intensities of 1013-1015 Wcm−2

The relative importance of each product channel shown in Fig. 6.14 is
dictated by the Hamiltonian for the molecule-radiation system. The under-
standing of the Hamiltonian for polyatomic molecules in general, and the more
complex Hamiltonian for the interaction between strong fields and molecules
in particular, is rather limited at the present time [7]. One would like to have
high quality time-dependent calculations to model the strong field interac-
tion, but these are simply intractable with current computational technology.
Calculations for simple systems containing up to three protons and one or
two electrons have been performed and these systems are reasonably well-
understood [57–59]. For polyatomic systems, the number of degrees of free-
dom is too large for first-principles calculations. Thus, simple models have
been employed to gain some insight into the mechanisms of interaction be-
tween intense laser pulses and atoms.
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Fig. 6.15. A schematic of the structure-based model for representing molecules
in intense fields. The presentation in the right hand panel is the zero-range model
where only the ionization potential of the system is employed in calculations. The
presentation in the left hand panel represents the use of the electrostatic potential
of the molecule in determining an appropriate one-dimensional rectangular well to
represent the spatial extent of the system. To compare the models an electric field of
1V/Å is superimposed on each potential to reveal the barrier for tunnel ionization.
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There is a hierarchy of models for representing molecules interacting with
intense laser fields. The earliest models viewed the potential energy of in-
teraction between the electron and the core as a delta function having a
single state at the ionization potential of the system (called a zero-range
potential) [22]. Subsequently, a Coulomb potential was employed for calcu-
lations in atoms [45, 60]. This was followed by a rectangular potential for
molecules defined within the context of the structure-based model as shown
in Fig. 6.15 [7, 23, 55, 61, 62]. The rectangular potential approximates the de-
localization of electrons over the length scale of the molecular dimension by
defining the width of the well to be equal to the characteristic length of the
molecule. The characteristic length is defined as the largest distance between
classical turning points in the three-dimensional electrostatic potential en-
ergy surface at the ionization potential of the molecule. The height of the
rectangular well is the ionization potential of the molecule. A further advance
incorporated time-dependence into the radiation-molecule interaction to go
beyond the quasi-static regime [24].

6.3.1.1 Electronic dynamics of molecules in intense laser fields

To describe the mechanisms of strong field control of chemical processes it is
important to consider the influence of the intense laser field on electrons in the
molecule. For instance, we will see that bound electrons can gain significant
ponderomotive energy (≈ 1-5 eV) during the pulse and eigenstates can shift
by similar energies [63]. In the case of the interaction of a laser pulse with a
molecule, the appropriate starting point is the Hamiltonian for a multielectron
system interacting with an electromagnetic field:

H =
P 2

c

2M
+

1
2me

Z∑
I=1

P 2
I +

1
mn

Z∑
i>j=1

P i · P j + V (x1, . . . , xi, . . . , xc) +

e

mec
A(xc, t) ×

Z∑
i=1

P i +
Ze2

2mec2
A2(xc, t) (6.7)

where P is momentum, V is the potential energy as a function of position, Z is
the nuclear charge, and A(xc, t) is the vector potential of the laser radiation.
The first four terms describe the field free motion of the system. The last two
terms describe the effect of the laser radiation on the population of eigenstates
and corresponding shifts in the eigenstates of the system. In the electric field
gauge the last term becomes:

Ze2

2meω2
L

F 2(xc, t) (6.8)

where F is the electric field of the laser, and ωL is the frequency of the laser.
The average of this term over the period of oscillation for linearly polarized
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light is known as the ponderomotive potential Up (see (6.4) in Sect. 6.1). In
strong fields this term shifts all eigenstates upward in energy equally by Up.
A differential shifting of eigenstates results from the A · P term. To first
and higher order, the A · P term may used to describe allowed transitions
of amplitude between eigenstates. To second and higher order this term will
describe differential shifting of the eigenstates. The magnitude and sign of
the shift of a given state is dependent on the wavelength and the electronic
structure of the system. Pan et al. [64] have derived expressions for the shifting
of the ground state and Rydberg/continuum states of a model system. A
lowest nonvanishing order perturbation theory treatment yields the ground
(∆Eg) and Rydberg level (∆ER) energy shifts as [64]:

∆Eg = −Ze2F 2
0

4meω2
L

− 1
2
αF 2

0 (6.9)

∆ER ≈ 0

where α is the ground state polarizability. The first term in (6.9) is the negative
of the ponderomotive potential Up. The second term is equivalent to the dc
Stark shift. This treatment is valid when the ground state is deeply bound
and separated from adjacent eigenstates by many times the photon energy, hν
(the low frequency approximation). This is valid for most atoms and molecules
investigated with near infrared or longer wavelength light. High lying bound
states and all continuum states experience no A · P shift whereas deeply
bound states of the atom experience a much greater, negative shift [65]. The
pertinent shift in the states as a function of the terms in the Hamiltonian in
the long wavelength limit is summarized in Fig. 6.16.

The laser intensities employed in recent high field experimental manipu-
lation of chemical reactivity range up to 5 × 1014 Wcm−2. This corresponds
to ponderomotive shifts up to 10 eV with similar shifts in the separation of
the ground and excited state potential energy levels. The laser employed in
these investigations has a period of 2.5 fs and an envelope with FWHM of
60-170 fs corresponding to at least a several hundred significant oscillations
in the electric field vector interacting with the molecule. The states of the
molecule undergo an associated oscillation in the splitting between energy
levels that may result in periodic excitation on a time scale of the period of
the laser. This dynamic shifting of energy levels implies that there will be
transient field-induced resonances (or Freeman resonances) [66]. Evidence for
these resonances in the case of molecules has been obtained by measuring the
strong field photoelectron spectroscopy of a number of molecules including
acetone, acetylene [63], water, benzene and naphthalene [67]. The oscillatory
nature of the intense laser excitation also leads to above threshold ionization
(ATI) peaks in the photoelectron spectrum [2]. These are denoted by peaks
spaced by the photon energy extending to many photons above the minimum
number required for ionization.

An important consideration for the control of chemical reactivity in the
strong field regime is the order of the multiphoton process during excitation.
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Fig. 6.16. The effect of various terms in the Hamiltonian for a charged particle in
an oscillating electromagnetic field is shown. The ionization potential of the system
remains unchanged by the A2 term as all states are raised equally. The A · P term
lowers the ground state of the system by an amount equal to the A2 term plus an
additional amount due to the induced polarization of the system. The net result is
an increase in the ionization potential by an amount approximately equal to the
ponderomotive potential of the laser pulse.

This order indicates the maximum number of photons that are available to
drive a chemical reaction. Some indication of the number of photons involved
in the strong field excitation process can be gleaned from measurements of
strong field photoelectron spectra. Figure 6.17 displays the photoelectron ki-
netic energy distribution for benzene with the energy axis rotated by 90 de-
grees. The energy scale has been offset to include the energy of the ground and
ionization potential of the molecule in the absence of the strong electric field.
The arrows on the Figure represent the photons involved in both exceeding
the ionization potential and in creating the ATI photoelectron distribution. At
least six photons are required to surmount the ionization potential of benzene.
Recall that in the presence of the strong electric field, the ionization potential
will increase by an amount greater than the ponderomotive potential, further
increasing the actual number of photons involved in the excitation process.
At the intensity of 1014 Wcm−2 in this measurement, on the order of 10 pho-
tons may be absorbed to induce the photoelectron spectra shown. Including
the photons required to reach the ionization potential, this means that ap-
proximately 20 photons may be involved in the excitation process. With the
shaped pulses used in the experiments described in Sect. 6.3.2, the intensities
are lower and on the order of 10 or fewer photons are likely involved in the
excitation process.

Several other methods have been developed to predict the ionization prob-
ability of molecules. One is based on discretizing a molecule into a collection
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Fig. 6.17. The strong field photoelectron spectrum for benzene shown on an en-
ergy axis that includes the photons necessary to induce ionization. The photoelectron
spectrum was obtained using 2 × 1014 Wcm−2, 800 nm radiation of duration 80 fs.
The quantum energy of the photons are shown to scale and indicate that 10-20 pho-
tons are available to drive excitation processes in the strong field excitation regime.
In addition, uncertainty broadening of the pulse will also produce a distribution
of allowed photon energies that approaches the photon energy when multiphoton
processes of order ten are approached.

of atomic cores that individually interact with the strong laser field and emit
electrons [68, 69]. In this model, a carbon atom, for instance, is represented
by an atom with an effective potential. The ionization probability is then a
function of the individual ionization probabilities from atoms with opportu-
nity for quantum interference during the ionization event. Unfortunately, the
method must be parameterized for each molecule at the present time. The
second method under development employs S-matrix theory [70] to calcu-
late the ionization probability for atoms and molecules. This method focuses
on the interference of the outgoing electron wave. Predictions about relative
ionization probabilities are based on the symmetries of the highest occupied
molecular orbital.
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6.3.1.2 Nuclear dynamics of molecules in intense laser fields

The response of a molecule to a time-dependent electric field is the means
by which chemical reactivity is controlled in these experiments. In the case
of weak laser fields the response can be calculated with reasonable accu-
racy [71–73]. In the case of strong fields, the situation is much more com-
plex, but the dynamical possibilities are much richer. In principle, the nuclear
dynamics in strong laser fields could be determined using exact numerical
solutions of the time-dependent Schrödinger equation. Such solutions are pos-
sible only for the simplest of molecules at the present time [57–59]. In fact,
the bulk of such simulations have been performed using a one-dimensional
model for the H+

2 system [31, 74, 75]. These calculations show the presence
of non-Born-Oppenheimer electron-nuclear dynamics. Since the nuclei move
considerably on the time scale of the laser pulse, electronic wave functions
are necessarily coupled with nuclear motion. Three distinct final states have
been observed in strong field (no pulse shaping) mass spectra of polyatomic
molecules: production of intact molecular ion, ionization with molecular dis-
sociation, and removal of multiple electrons to produce Coulomb explosion [7].
The hallmark of the latter process is production of ions substantial (> 5 eV)
kinetic energy. The presence of Coulomb explosion has been shown to de-
pend on charge resonance-enhanced ionization (CREI) [76] which becomes the
dominant mechanism at large critical internuclear distances. Interestingly, the
production of high charge states in molecular clusters can be controlled using
pump-probe excitation schemes [77].

At intensities that are lower than the threshold for multielectron ioniza-
tion, the majority of molecules display some fraction of intact ionization. This
phenomenon is not expected intuitively because the ionization processes are
not resonant with low order multiples of the fundamental frequency imply-
ing that intense pulses must be employed for excitation. None the less, many
molecules have been investigated to date and all appear to provide some de-
gree of intact molecular ionization when 800 nm excitation is employed. The
mechanism behind this ionization appears to involve suppression of ladder
switching coupled with coherent excitation of electronic wave functions. The
state of this subject has been reviewed in [7, 78,79].

To measure the amount of energy that may couple into the nuclear degrees
of freedom during the intense laser excitation event, we have investigated [56]
the kinetic energy release in H+ ions using both time-of-flight and retard-
ing field measurements. A typical time-of-flight mass spectroscopy apparatus
employed to make such measurements is shown in Fig. 6.18. In the series ben-
zene, naphthalene, anthracene, and tetracene the most probable kinetic energy
in the measured distributions was observed to increase as the characteristic
length of the molecules increased as shown in Fig. 6.19. The corresponding
retarding field measurements are shown in Fig. 6.20. Again the coupling into
nuclear degrees of freedom was observed to increase in the larger molecules.
The most probable kinetic energies increased from 30 eV for benzene to 60 eV
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Fig. 6.18. Schematics of the photoelectron spectrometer and the time-of-flight ion
detector used for measuring the kinetic energy distribution and molecular weight of
the product ions.

for tetracene when a 1.2 × 1014 Wcm−2 laser excited the molecules. In terms
of providing an enabling capability for strong field control, these results sug-
gest that up to 80 photons may be involved in the excitation process when a
molecule such as tetracene is excited under strong field conditions.

A general observation after ionization of large polyatomic molecules is the
measurement of an enhanced degree of dissociation as the length of the mole-
cule increases. This was first attributed to field-induced effects [5] without a
quantitative model. Recently, a strong field nonadiabatic coupling model has
been introduced to account for the enhanced coupling into nuclear modes in
molecules with increasing characteristic length [24]. This excitation is akin to
plasmon excitation where the precise energy of the resonance depends on the
coherence length and binding energy of the electrons and the strength and
frequency of the driving field. The model considers the amplitude of electron
oscillation in comparison with the length of the molecule. If the amplitude of
oscillation is small, the molecule may first absorb energy nonresonantly and
then ionize from the excited states. The amplitude of the electron oscillation
in an laser field is given by aosc = F/ω2

L. In the event that the aosc < �, where
� is the characteristic length of the molecule, the electron gains ponderomo-
tive energy from the laser. Given an energy level spacing of ∆0, the prob-
ability of nonadiabatic excitation within the Landau-Zener model becomes
exp(−π∆2

0/4ωLF�). As described in [22], the threshold for nonadiabatic exci-
tation (when ∆2

0 = ωLF�) of a 4 eV transition for a system having � = 13.5 Å
with 700 nm radiation occurs at 5.6 × 1012 Wcm−2. This theory implies that
the probability for exciting nuclear modes in large molecules with delocal-
ized electronic orbitals increases monotonically with characteristic length as
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Fig. 6.19. Time-of-flight distributions for the H+ ions for benzene, naphthalene,
anthracene and tetracene after excitation using 2 × 1014 Wcm−2, 800 nm radiation
of duration 80 fs. The time of arrival distributions were measured by allowing the
ions to drift in a field free zone of length 1 cm prior to extraction into the drift tube.
In this experiment, earlier arrival times denote higher kinetic energies.

observed experimentally [5, 24]. The theory also suggests that intact molec-
ular ionization will increase with increasing excitation wavelength for large
molecules and this has been confirmed [24].

In this simple model, the extent of the excitation and ionization processes
is singularly determined by the spatial size of the molecule. Experiments,
however, reveal a much more complex picture of the nonadiabatic excitation
mechanism and the corresponding products in real polyatomic molecules. One
reason for this complexity is that a large molecule actually has two energy
scales: (i), the gap between the ground state and the excited state manifold;
and (ii), the gap between energy levels in the excited state manifold. The for-
mer is usually much greater than the inter-level distances in the manifold. As
a result, the first step in the excitation process requires a special treatment.
Accordingly, a consistent model of dissociative ionization caused by nonadi-
abatic excitation has been developed [80, 81] that is based on three major
elements: (i), the doorway state for the nonadiabatic transition into the ex-
cited state manifold (the state that has the maximum transition dipole matrix
element with the ground state); (ii), multielectron polarization of the ground
state and the doorway state (that is, the dynamic Stark shift that strongly
modifies the transition rate); (iii), sequential energy deposition in the neutral
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Fig. 6.20. Retarding field measurement of the H+ ion kinetic energy distributions
arising from benzene, naphthalene, anthracene and tetracene after excitation using
2 × 1014 Wcm−2, 800 nm radiation of duration 80 fs. The measurements reveal that
as the characteristic length of the molecule increases, the cutoff energy increases
monotonically.

molecules and corresponding molecular ions (for large molecules, the ionic
transition dipole and the dynamic Stark shift are usually greater than those
for the neutral molecule, while the bottleneck energy gap between the ground
state and the doorway state is typically smaller) [82]. In this model, the first
excitation stage leads to ionization; the second (and subsequent) stages result
in the molecular ion fragmentation.

The predictions of the model have been compared with experimental data
on dissociative ionization for two series of related molecules as a function of
laser intensity. In Series a, benzene, naphthalene, anthracene, and tetracene,
the characteristic length of the aromatic molecules increases from benzene
to tetracene; along with the extent of π-electron delocalization that should
directly affect the dipole transition matrix element and the energy distance
for the electronic excitation from the ground state to the doorway state. In
Series b, 1,2,3,4,5,6,7,8-octahydroanthracene (OHA), 9,10-dihydroantracene
(DHA), and anthracene, the characteristic lengths are similar but the ex-
tent of π-delocalization nevertheless increases from OHA to anthracene, with
increasing number of unsaturated aromatic rings. The mass spectra were ob-
tained at laser intensities between 0.1× 1013 Wcm−2 and 25.0× 1013 Wcm−2.
The extent of nonadiabatic energy transfer and the subsequent molecular frag-
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Fig. 6.21. Fragmentation fraction and nonadiabatic multielectron dynamics cal-
culation: a) benzene-naphthalene-anthracene-tetracene series; b) anthracene-DHA-
OHA series. The curves show the calculated fraction of the molecular ions excited
nonadiabatically by the end of a laser pulse (integrated conditional probabilities of
two-stage nonadiabatic excitation).

mentation was quantified by plotting the ratio of fragment ion signal to the
total ion signal vs. the laser intensity. The plots in Fig. 6.21 reveal that the
onset of extensive dissociation occurs at lower laser intensities with increas-
ing molecular size for Series a and increasing degree of unsaturation in Series
b. Note that this observation apparently runs contrary to the conventional
multiphoton perturbative picture. Indeed, for larger molecules (tetracene, an-
thracene) the number of photons required for electronic excitation decreases
and thus the intensity dependence should be of lower order than for smaller
molecules (naphthalene, benzene). However, the molecular excitation/double
ionization curves calculated as functions of the laser intensity according to the
above-delineated model, agree quantitatively well with the experimental data.



522 C.P. Schulz et al.

(Fig. 6.21) This agreement is especially remarkable because the all the model
operates with the transition dipoles, energy gaps, and dynamic polarizabili-
ties taken from ab initio calculations and thus does not contain any fitting
parameters.

Additional information on the process of the nuclear subsystem excitation
and possibilities to control this process can be gleaned from the kinetic en-
ergy distributions of the ionized fragments released after excitation [83, 84].
From this standpoint, the most informative fragments are the positive hydro-
gen ions (protons). Because of their small mass, they (i) move substantially
on the timescale of the pulse duration; and (ii) acquire more kinetic energy
than their massive counterparts. In large molecules protons usually occupy
peripheral positions thus having an unobstructed outgoing trajectory. As an
example of such proton-related information, we present in Fig. 6.22 the energy
distributions of protons resulting from the dissociative ionization (Coulomb
explosion) of anthracene subjected to intense laser pulses (∼1014 Wcm−2 in-
tensity, 800 nm wavelength, and 60 fs duration) and demonstrate counterintu-
itive details of the pulse-driven fragmentation process. Two distinct regimes of
proton ejection dynamics were observed: at lower laser intensities the proton
kinetic energy release increases rapidly with the laser intensity, only to satu-
rate at higher laser intensities. Most surprisingly, the proton kinetic energies
occur to exceed 30 eV; actually, the cutoff of the energy distribution reaches
52 eV. To account for this excessive energy, a strong-field charge localization
model was suggested. It assumes that nonadiabatic dynamics of charge dis-
tribution in a large (multiply) ionized molecule leads to charge localization
on one side of the molecule, sustained through successive ionizations of the
molecular ion. The model explains quantitatively the dependence of the pro-
ton kinetic energy on the laser intensity (Fig. 6.22). Dissociative ionization of
a polyatomic molecule enabled by long-lived charge localization is a specific
strong-field phenomenon that can well serve as a useful physical mechanism
of electron-nuclear dynamics control.

Yet another type of strong-field electron-nuclear dynamics emerges from
comparison of proton kinetic energy distributions of two similar molecules:
anthracene and 9,10-anthraquinone as illustrated in Fig. 6.23 [84]. These dis-
tributions are similar at lower laser intensities but differ significantly at higher
intensities: starting at ∼ 9.0 × 1013 Wcm−2, a high-energy mode with a cut-
off value extending to approximately 83 ± 3 eV forms in the anthraquinone
spectra. These higher kinetic energies are not due to higher degree of ioniza-
tion, because the rate of nonadiabatic excitation and ensuing ionization of
anthraquinone is actually even smaller than that for anthracene. Instead, the
high-energy mode is explained by restructuring of the anthraquinone molecule
prior to its Coulomb explosion. Model dynamical calculations based on Gaus-
sian 03 geometry optimization and local charge distributions show that an-
thraquinone can form a field-dressed enol zwitterion where one of the “inner”
protons (1,8,4, or 5 in Fig. 6.23) migrates to oxygen creating an O-H bond.
The strong-field polarization of the zwitterion in the O-O direction provides
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Fig. 6.22. The cutoff values of the proton kinetic energy distributions and model
maximum Coulomb potential expelling protons, as functions of the laser intensity.

Fig. 6.23. Structures of anthracene (A) and 9,10-anthraquinone (B) with la-
beled proton positions. C: time-of-flight distributions of protons ejected from an-
thracene (thin line) and anthraquinone (thick line) at three different laser intensities
(Wcm−2).
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the necessary degree of charge separation and ensuing nonadiabatic charge
localization to eject the observed high-energy protons. These results demon-
strate that modification of nuclear potentials of a polyatomic molecule by a
strong oscillating electric field can force dynamic nuclear rearrangement into
metastable positions that are quasi-bound in the presence of the field. (Note
that this effect differs essentially from weak-field rearrangements, where one-
photon electronic transition is followed by slow internal conversion on ex-
cited potential energy surfaces; it is rather analogous to bond softening in
diatomic molecules during an intense laser pulse.) Thus, direct manipulation
of intramolecular nuclei motion can be achieved in polyatomic molecules by
strong laser fields.

Whether the nonadiabatic excitation can be controlled remains an open
question at the present time. The present successes [85–87] in controlling
chemical reactivity suggest that nonadiabatic processes either are not signif-
icant or that the closed loop control method is able to effectively deal with
this excitation pathway.

6.3.2 Strong field control using tailored laser pulses

The use of strong fields to control chemistry is quite new, while the area of
coherent control research has broad foundations [88–90] (see also Chapter 2,
Sect. 2.4). The essence of the control concept in terms of optical fields and
molecules is captured by the following transformation goal:

|ψi〉
F (t)−→ |ψf 〉 (6.10)

where an initial quantum state |ψi〉 is steered to a desired final state |ψf 〉 via
interaction with some external field F (t). As a problem in quantum control,
the goal is typically expressed in terms of seeking a tailored laser electric field
F (t) that couples into the Schrödinger equation:

i�
∂

∂t
|ψ〉 = [H0 − µF (t)] |ψ〉 (6.11)

through the dipole µ. The goal is to create maximum constructive interference
in the state |ψf 〉 according to (6.10), while simultaneously achieving maximal
destructive interference in all other states |ψf ′〉, f ′ 
= f at the desired tar-
get time T . A simple analogy to this process is the traditional double slit
experiment [91]. However, a wave interference experiment with two slits will
lead to only minimal resolution. Thus, in the context of quantum control,
two pathways can produce limited selectivity when there are many accessible
final states for discrimination. Rather, a multitude of effective slits should be
created at the molecular scale in order to realize high quality control into a
single state [92], while eliminating the flux into all other states.

The requirement of optimizing quantum interferences to maximize a de-
sired product leads to the need for introducing an adjustable control field F (t)
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having sufficiently rich structure to simultaneously manipulate the phases
and amplitudes of all of the pathways connecting the initial and final states.
Construction of such a pulse is currently possible in the laboratory using
the technique of spatial light modulation [93, 94]. However, calculation of
the time-dependent electric fields to produce the desired reaction remains a
problematic issue for chemically relevant reactions. Unfortunately, solution of
the Hamiltonian at the Born-Oppenheimer level remains largely unknown for
polyatomic molecules, and this severely limits the ability to perform a priori
calculations at the present time. Even if the field free molecular Hamiltonian
were known, the highly nonlinear nature of the strong field excitation process
effectively removes all possibility of calculating an appropriate pulse shape in
this regime. Thus we are left with the following conundrum: If the design can
be carried out reliably, then the physical system will likely not be of much
interest, while for interesting physical systems, reliable designs can not be
performed. The method of closed-loop control for laser-induced processes [95]
offers a way to surmount our lack of knowledge of the Hamiltonian to find
appropriate pulse shapes, F (t).

Fig. 6.24. A schematic of the closed loop apparatus for tailoring the time-dependent
laser fields to produce the desired reaction product. In this scheme an algorithm
controls the spatial light modulator that produces a well-defined waveform. The
tailored light pulse interacts with the molecular sample to produce a particular
product distribution. The product distribution is rapidly measured using time-of-
flight mass spectrometry and the results are fed back into the control algorithm. The
same closed-loop concept with other sources or detectors can be applied to control
a broad variety of quantum phenomena.

To implement the optical control experiment (OCE) closed-loop control
paradigm in the strong field regime three technologies are combined: (1) regen-
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erative amplification of ultrashort pulses; (2) pulse shaping using spatial light
modulation; and (3) some feedback detection system, (i.e. time-of-flight mass
spectral detection in the experiments presented here). An overview of this
implementation of the closed-loop control experiment is shown in Fig. 6.24.
Briefly, the experiment begins with a computer generating a series of random,
time-dependent laser fields (forty such control pulses are employed in the ex-
periments presented here). In some cases prior estimates for fields might be
available by design or from related systems to introduce specific trial field
forms. Each of the control pulses is amplified into the strong field regime and
subsequently interacts with the gas phase sample under investigation. Prod-
ucts are measured using time-of-flight mass spectrometry and this requires
approximately 10µs to detect all of the ion fragments. The mass spectra are
signal averaged with a number of repeats for the same pulse shape and ana-
lyzed by the computer to determine the quality of the match to the desired
goal. The remainder of the control fields sequentially interact with the sample
and the fitness of the products are also stored on a computer. After each of
the forty control fields have been analyzed in terms of the product distribu-
tion, the results of the fitness are employed to determine which fields will be
used to create the next set of laser pulses for interaction with the sample. The
system iterates until an acceptable product distribution has been achieved.

6.3.2.1 Trivial control of photochemical ion distributions

We first consider whether manipulation of the dissociation distribution can
be achieved by simple alteration of either pulse energy or pulse duration.
These are termed trivial control methods and in either case, there is no need
to systematically manipulate the relative phases of the constituent frequency
components. Pulse energy modulation is achieved here using a combination
of a polarization rotator and beam splitter or by the use of thin glass cover
slips to reflect away several percent of the beam. Pulse duration control can
be implemented by either restricting the bandwidth of the seed laser or by
placing a chirp onto the amplified pulse in the compressor optics.

Investigations of trivial control suggest that the ionization/fragmentation
distribution can often be manipulated by altering either pulse energy or pulse
duration. As an example, Fig. 6.25 shows the mass spectral distributions mea-
sured for p-nitroaniline as a function of either pulse duration (Fig. 6.25a) or
pulse energy (Fig. 6.25b). In the case of the transform limited mass spec-
trum at 1014 Wcm−2, there are many features in the mass spectrum corre-
sponding to production of the C1−5H+

x fragments. There is a minor peak at
m/e = 138 amu corresponding to formation of the parent molecular ion. We
observe that when the pulse duration is increased the fragmentation distrib-
ution shifts toward lower mass fragments. This indicates an enhanced oppor-
tunity for ladder switching during the excitation process. Ladder switching
allows facile excitation of the internal modes of the molecule [7]. Increasing
the pulse duration also leads to lowering the pulse intensity. Alternatively to
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Fig. 6.25. Time-of-flight ion spectra of p-nitroaniline after excitation using pulses
centered at 790 nm, of duration 80 fs. In panel a the pulse energy was varied from
0.60 to 0.10 mJ/pulse, the pulse duration was 80 fs. In panel b the pulse duration
was varied from 100 fs to 5 ps, the pulse energy was 0.60 mJ/pulse.

lower the pulse intensity, the pulse energy can be reduced. When this form of
trivial control is implemented, a completely different mass spectral distribu-
tion is obtained, as shown in Fig. 6.25b. When the intensity is reduced by a
factor of 5 the parent molecular ion becomes one of the largest features in the
mass spectrum. These results suggest that in any control experiment a series
of reference experiments probing the products as a function of pulse energy
and duration are necessary to rule out the possibility of trivial effects.

6.3.2.2 Closed-loop control of selective bond cleavage processes

Closed-loop control in the strong field regime has now been demonstrated on a
series of ketone molecules [85]. We begin with acetone as a simple polyatomic
system. Fig. 6.26 displays the transform limited mass spectrum resulting from
the interaction of acetone vapor with a pulse of duration 60 fs and intensity
1013 Wcm−2. There are a number of mass spectral peaks corresponding to
various photoreaction channels as summarized in scheme I. Channel (a) cor-
responds to simple removal of an electron from the molecule to produce the
intact acetone radical cation at m/e = 58. As noted in Sect. 6.1, the abil-
ity to observe the intact molecule in the mass spectrum reveals that not all
of the excitation energy necessarily couples into nuclear modes. The second
pathway, (b), observed is cleavage of one methyl group to produce the CH3CO
and methyl ions. The third pathway corresponds to the removal of two methyl
species to produce the CO and methyl ions. Only one of the product species
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Fig. 6.26. The time-of-flight mass spectrum for acetone after excitation using 5 ×
1013 Wcm−2, 800 nm radiation of duration 60 fs. The prominent peaks in the mass
spectrum are marked.

in each channel is shown with a positive charge. Clearly there will be a proba-
bility for each of the product species to be ionized that depends on the details
of the laser pulse, the fragment’s electronic and nuclear structure, and the
dissociation pathway.
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Fig. 6.27. (A) A representative mass spectra of acetone (CH3-CO-CH3) for the
initial 0th, 3rd, 10th and 22nd generations of the laboratory learning process when
maximization of the CH3CO+ ion from acetone is specified; (B), The CH3CO+

signal as a function of generation of the genetic algorithm. In (B) and the following
plots of this type, the average signal for the members of the population at each
generation is shown.

One of the simplest illustrations of the OCE closed-loop control algorithm
is the case of enhancing the CH3CO ion signal from acetone. This corre-
sponds to specifying optimization of the second pathway (b) shown in scheme
I. Using this criteria, representative mass spectra are shown as a function of
generation in Fig. 6.27 when the algorithm has been directed to increase the
intensity of the methyl carbonyl ion at m/e = 43 amu. The intensity of this
ion increases by an order of magnitude by the 5th generation in comparison
with the initial randomly generated pulses and is seen to saturate shortly
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thereafter. The modulation in the signal in subsequent generations is largely
due to the algorithm searching new regions of amplitude and phase control
field space through the operations of mutation and crossover. The experiment
demonstrated two important features of the closed-loop control. The first was
that the algorithm was capable of finding suitable solutions in a reasonable
amount of laboratory time (10 minutes in this case). The second was that
the shaped strong field pulses were able to dramatically alter the relative ion
yields and thus the information content in a mass spectrum. We anticipate
that the method will have important uses as an analytical tool based on this
capability. Finally, the control exerted in this case is of the trivial form, and
is due to intensity control as indicated by the masks showing that the optimal
pulse was near transform limited and of full intensity. The reference experi-
ments also demonstrated that intense transform limited pulses resulted in a
similar fragmentation distribution.

Scheme II 

H3C +     C – CF3 (a)

H3C – C     +     CF3 (b)

H3C – OF   +    C2F2 (c)

O

O

=

=

H3C

C

O

CF3
=

The control over the selective cleavage of various functional groups has
been investigated using the molecules trifluoroacetone and acetophenone. Tri-
fluoroacetone was investigated because there are two distinct unimolecular
decomposition routes as shown in scheme II (a) and (b). Fig. 6.28 displays
the mass spectrum associated with the transform limited, intense laser excita-
tion of trifluoroacetone. The ions of importance in the spectrum include peaks
at m/e = 15, 28, 43, 69, and 87 corresponding to CH3, CO, CH3CO, CF3 and
CF3CO. These peaks are associated with cleavage of the methyl, fluoryl or
both species from the carbonyl group as indicated in scheme II. Interestingly,
there is also a feature at m/e = 50 amu which can only be assigned to CH3OF
shown in pathway (c). This species must be formed by an intense field re-
arrangement process and has not been observed in the weak field regime of
photochemical reactivity.

The ability of the closed-loop control to cleave a specific bond is demon-
strated in Fig. 6.29 where we have specified that the algorithm search for
solutions enhancing the signal at m/e = 69. This ion corresponds to the CF3

species. Fig. 6.29 demonstrates that the closed-loop OCE method may be
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used to enhance the desired ion signal by a factor of approximately thirty in
comparison with the initial random pulses. While this experiment was suc-
cessful in enhancing the desired ion yield, it does not necessarily demonstrate
control. Control is achieved when one channel is enhanced at the expense of
another.
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Fig. 6.30. The time-of-flight mass spectrum for acetophenone (C6H5-CO-CH3) after
excitation using 5×1013 Wcm−2, 800 nm radiation of duration 60 fs. The prominent
peaks in the mass spectrum are marked.

To demonstrate control over selective cleavage of specified bonds in a mole-
cule we consider acetophenone, a system that has a carbonyl species bound
to methyl and phenyl functional groups. The transform limited mass spec-
trum for acetophenone is shown in Fig. 6.30. There are numerous peaks de-
tected in the spectrum revealing that there are a multitude of decomposition
paths available after excitation. The ions observed at 15 and 105 amu corre-
spond to the species obtained after cleavage of the methyl group. The pair
of ions at 77 and 43 amu correspond to cleavage of the phenyl group. The
dissociation and rearrangement reactions investigated for this molecule are
shown in scheme III. Scheme III(c) implies the rearrangement of acetophe-
none to produce toluene and CO and this is signified in the mass spectrum
by peaks at 92 and 28 amu respectively. To determine whether a path can be
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H3C +     C – C6H5 (a)

H3C +     C6H5 (b)

H3C– C6H5 +     CO
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O=

C

O=

C

H3C C6H5

Scheme III 

(c)

selectively enhanced we specified enhancement of the ion ratio for the species
C6H5CO/C6H5. This denotes selective cleavage of the methyl group at the
expense of the phenyl group. Note that we do not stipulate how the ratio
should be increased, i.e. increase C6H5CO or decrease C6H5. Picking a partic-
ular path could be done with another cost functional. The ratio as a function
of generation is shown in Fig. 6.31. The ratio increases by approximately a
factor of 2 after 20 generations. Other ions could have been chosen to control
the cleavage reaction, the two chosen happen to be experimentally convenient.
Thermodynamically, the goal of enhancing methyl dissociation is the favored
cleavage reaction because the bond strength of the methyl group is 15 kcal
less than that of the phenyl group [96]. The ratio of phenyl ion to phenyl car-
bonyl can also be enhanced as shown in Fig. 6.32. The learning curve for this
experiment reveals that the phenyl carbonyl ion remains relatively constant
while the phenyl ion intensity increases. This is interesting because the energy
required to cleave the phenyl-CO bond is 100 kcal while the methyl-CO bond
requires 85 kcal. Thus the ratio of these ions can be controlled over a dynamic
range of approximately five in the previously reported experiment [85] and a
dynamic range of up to 8 has been recently observed.

The goal of laser control of chemical reactivity transcends the simple uni-
molecular dissociation reactions observed to date [85–87, 97, 98] Observation
of the toluene ion in the strong-field acetophenone mass spectrum suggests
that control of molecular dissociative rearrangement may be possible. To test
this hypothesis we specified the goal of maximizing the toluene yield from
acetophenone, as shown in scheme IV. For toluene to be produced from ace-
tophenone, the loss of CO from the parent molecule must be accompanied
by formation of a bond between the phenyl and methyl substituents. The
closed-loop control procedure produced an increase in the ion yield at 92 amu
of a factor of 4 as a function of generation as shown in Fig. 6.33. As a fur-
ther test, we specified maximization of the ratio of toluene to phenyl ion
and observed a similar learning curve to that in Fig. 6.32; with an enhance-
ment in the toluene to phenyl ratio of a factor of 3. Again, the final tailored
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+
5 ratio (solid) as a function of generation when maximiza-

tion of this ratio is the specified goal in the closed-loop experiment. The optimal
masks resulting from the closed loop process are shown in the inset.
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pulse does not resemble the transform-limited pulse. In order to confirm the
identity of the toluene product, measurements on the deuterated acetophe-
none molecule C6H5COCD3 were carried out and the C6H5CD+

3 ion was the
observed product in an experiment analogous to Fig. 6.33. The observation
of optically-driven dissociative rearrangement represents a new capability for
strong field chemistry. In fact conventional electron-impact mass spectromet-
ric analysis of acetophenone is incapable of creating toluene in the cracking
pattern. In strong-field excitation, the molecular electronic dynamics during
the pulse is known to be extreme, and substantial disturbance of the molec-
ular eigenstates can produce photochemical products, such as novel organic
radicals, that are not evident in the weak-field excitation regime. Operating in
the strong field domain opens up the possibility of selectively attaining many
new classes of photochemical reaction products.
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maximization of the ion signal for this reaction product was specified for optimiza-
tion. Corresponding electron-impact-ionization mass spectrometry revealed no evi-
dence for toluene in the sample.
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Extensive manipulation of mass spectra is possible when shaped, strong
field laser pulses interact with molecules under closed-loop control. The con-
trol pulses occur with intensity of ≈ 1013 Wcm−2 where the radiation signifi-
cantly disturbs the field-free eigenstates of the molecule. Even in this highly
nonlinear regime, the learning algorithm can identify pulse shapes that se-
lectively cleave and rearrange organic functionality in polyatomic molecules.
These collective results suggest that closed-loop strong field laser control may
have broad applicability in manipulating molecular reactivity. The relative
ease in proceeding from one parent molecule to another should facilitate the
rapid exploration of this capability [85].

The limit on the range in control in the examples shown here may be due
to a number of factors. The first is that we have employed a limited search
space by ganging series of 8 collective pixels in each of the two masks to
produce a total of 16 variable elements. We have observed that relaxing this
restriction leads to a much longer convergence time, and while a better result
is expected, we have not observed such to date. However, other researchers
have employed schemes using all pixels, as well as schemes to constrain the
amplitude and phase search space [99, 100]. Furthermore, the mass spectro-
meter was limited to eight averages for these experiments so that convergence
can occur on a reasonable time scale. Obviously longer averaging will require
longer experiment times. This parameter is under investigation at the present
time. Another reason for limited dynamic range is the requirement that the
same pulse used to alter the nuclear dynamics also must produce ionization.
Each of these processes requires a different pulse timescale. In the case of
ionization, the shortest pulse possible, ≈ tens of fs, is best for high ionization
rates with little dissociation. For the control of the nuclear wave packet it is
expected that a pulse with duration on the time scale of nuclear motion, ∼ ps,
should be optimal. Thus separation of these two processes should lead to a
higher dynamic range.

In summary, recent progress in the understanding of fundamental quan-
tum control concepts and in closed-loop laboratory techniques opens the way
for coherent laser control of a variety of physical and chemical phenomena.
Ultrafast laser pulses, with shapes designed by learning algorithms, already
have been used for laboratory control of many quantum processes, including
unimolecular reactions in the gas and liquid phases, formation of atomic wave
packets, second harmonic generation in nonlinear crystals, and high harmonic
generation in atomic gases. One may expect a further increase in the breadth
of controlled quantum phenomena, as success in one area should motivate
developments in others. The various applications of coherent laser control,
no matter how diverse, all rely on the same principal mechanism: the quan-
tum dynamics of a system is directed by the tailored interference of wave
amplitudes, induced by means of ultrafast laser pulses of appropriate shape.
An important question is whether applications exist for which coherent laser
control of molecular reactions offers special advantages (e.g., new products or
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better performance) over working in the traditional fully incoherent kinetic
regime. Finding these applications will be of vital importance for the future
progress of coherent control in chemistry and physics.

In addition to the practical utilization of laser control, the ultimate im-
plications for controlling quantum processes may reside in the fundamental
information extracted from the observations about the interactions of atoms.
The following is intuitively clear, the more complete our knowledge of a quan-
tum system, the better our ability to design and understand successful con-
trols. But, is it possible to exchange the tools and the goals in this logical
relationship, and use control as a means for revealing more information on
properties of microscopic systems? A challenging objective is to use obser-
vations of the controlled molecular dynamics to extract information on the
underlying inter-atomic forces. Attaining precise knowledge of inter-atomic
forces [101] has been a long-standing objective in the chemical sciences, and
the extraction of this information from observed coherent dynamics requires
finding the appropriate data inversion algorithms.

Traditionally, the data from various forms of continuous wave spectroscopy
have been used in attempts to extract intramolecular potential information.
Although such spectroscopic data are relatively easy to obtain, serious algo-
rithmic problems have limited their inversion to primarily diatomic molecules
or certain special cases of polyatomics. Analyses based on traditional spec-
troscopic techniques suffer from a number of serious difficulties, including the
need to assign the spectral lines and to deal with inversion instabilities. An
alternative approach to the inversion problem is to use an excited molecular
wave packet that scouts out portions of the molecular potential surfaces. The
sensitive information about the intramolecular potentials and dipoles may be
read out in the time domain, either by probing the wave packet dynamics
with ultrashort laser pulses or via measurements of the emitted fluorescence.
A difficulty common to virtually all inverse problems is their ill-posedness
(i.e., the instability of the solution against small changes of the data) which
arises because the data used for the inversion are inevitably incomplete. Re-
cent studies suggest that experiments in the time domain may provide the
proper data to stabilize the inversion process [102, 103]. In this process, the
excitation of the molecular wave packet and its motion on a potential energy
surface may be guided by ultrafast control laser fields. Control over the wave
packet dynamics in this context can be used to maximize the information
on the molecular interactions obtained from the measurements. The original
suggestion [104] for using closed-loop techniques in quantum systems was for
the purposes of gaining physical information about the system’s Hamiltonian.
Now that closed-loop OCE is proving to be a practical laboratory procedure,
the time seems right to consider refocusing the algorithms and laboratory
tools to reveal information on fundamental physical interactions.
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6.4 Ionization and fragmentation dynamics in fullerenes

T. Laarmann, C. P. Schulz, and I. V. Hertel

Fullerenes are a special form of carbon clusters, which have been discovered
by Curl, Kroto, and Smalley in the mid 80th of the last century [105]. Their
discovery has opened a new rapidly growing interdisciplinary research field
(see e.g. [106] and references therein). Many of the interesting properties of
C60 have their origin in its special geometric structure, a truncated icosahe-
dron belonging to the Ih symmetry point group. This unique, football like
structure with 12 pentagons and 20 hexagons makes C60 the most stable
one of the fullerene family. Experimental studies got a strong boost after a
method to produce C60 in macroscopic quantities was at hand [107]. Ever
since, C60 became a model for a large finite molecular system with many elec-
tronic and nuclear degrees of freedom. Especially, structural and dynamical
studies in the gas phase offer a direct way to focus on the properties of isolated
C60 molecules free from environmental effects. A wide range of processes has
been studied leading to a detailed understanding of the mechanism involved
in the energy deposition, redistribution, ionization, fragmentation and finally
cooling of C60. Just a few early and some recent examples are mentioned
out of a wealth of experimental and theoretical studies ranging from thermal
heating [108], single-photon [109–111] or multiphoton absorption [112], elec-
tron impact [113], collisions with neutral particles [114], atomic ions, includ-
ing highly charged ions [115–120] as well as molecular ions [121, 122], cluster
ions [123] to surface collisions [124–126]. All of these studies have shown that
C60 is very resilient and can accommodate a substantial amount of energy
before it disintegrates. This is mainly due to its highly symmetric structure
with 174 nuclear degrees of freedom and 240 valence electrons comprising 60
essentially equivalent delocalized π- and 180 structure defining, localized σ-
electrons. The investigation of photon-induced energetics and dynamics have
revealed that C60 shows atomic properties such as ATI as well as bulk prop-
erties such as thermionic electron emission (delayed ionization) [127]. In this
sense, photo physical studies of fullerenes cover the whole range from atomic
over molecular to solid state physics. The broad band width of responses of
C60 to strong laser fields and their dependence on the intensity and pulse
duration will be discussed in this section.

As has been shown in Sect. 6.3 the photophysics of large finite systems is
already at laser intensities below 1015 Wcm−2 dominated by the nonadiabatic
multielectron dynamics (NMED), which leads to size and intensity dependent
nuclear dynamics and also opens the possibility to control molecular reactions
in strong tailored laser fields. These studies have been extended to the C60

fullerene and some of the results will be presented in this section. Section
6.4.1 will focus on the ionization process, charge states and fragmentation as
observed by mass spectroscopy. Also in this section ATI will be discussed,
which has been observed experimentally in photoelectron spectra at different
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laser intensities. These results will be compared to recent theoretical calcula-
tions leading to a critical discussion of the primary excitation mechanism in
an intense laser pulse. The single active electron (SAE) picture which is gen-
erally used to describe atoms interacting with intense laser light is no longer
adequate when describing a system with many almost equivalent electrons.
It turns out that many electrons may be excited during the laser pulse. The
description of this process has similarities to photo induced processes in the
band structure of semiconductors. This will be illustrated in the Sect. 6.4.2 by
three characteristic examples: the nonresonant excitation of Rydberg states in
C60, the fast fragmentation processes of C60 beyond the well established statis-
tical fragmentation processes known from experiments with ns lasers, and the
excitation of C60 on a time scale below electron-electron and electron-phonon
coupling. At the end of this section, experiments to control the energy redis-
tribution in C60 using self-learning algorithms with temporally shaped laser
pulses will be presented.

6.4.1 Ionization and fragmentation of C60 revisited

One of the surprising “early” observations was the delayed ionization of neu-
tral C60 on a µs time scale upon irradiation with ns laser pulses [128]. This has
been explained by statistical, thermionic electron emission from vibrationally
excited molecules. The strong electron-phonon coupling leads to energy ex-
change between the nuclear and electronic system. Due to the low ionization
potential of C60 (7.58 eV) compared to the barrier for C2 loss (> 10 eV),
electron emission is the main channel for cooling [129, 130]. Recently, it was
found that the ionization behavior sensitively depends on the excitation time
scale [127]. The spectacular difference observed in the mass spectra when
changing the pulse duration ∆τ from 25 fs to 5 ps is illustrated in Fig. 6.34.
These mass spectra were obtained for nearly equal laser pulse energies (flu-
ences) of about 20 Jcm−2, the corresponding intensities being 1×1015 Wcm−2

and 3.2×1012 Wcm−2, respectively. A strong contribution of multiply-charged
Cq+

60 ions together with their large fragments (C2 evaporative cooling) is very
clearly seen in the 25 fs spectrum. However, extremely little fragmentation is
detected for singly charged C+

60 – as illustrated by the insert – and only a
few small fragments if any. In contrast, only singly charged ions and mas-
sive fragmentation are observed with 5 ps pulses. The large fragment ions in
both case are highly vibrationally excited up to an effective temperature of
4000 K and undergo metastable fragmentation µs-ms after the initial energy
deposition has occurred [131]. The corresponding mass peaks are marked with
asterisks. Fig. 6.34 also shows the typical delayed ionization tail in the 5 ps
mass spectrum on the C+

60 mass peak which is not present for 25 fs.
On first sight, the large finite molecular system behaves as one might

intuitively expect: For short pulses of 25 fs length, one (active) electron is
ionized by the absorption of many photons and carries most of the energy. In
contrast, energy can be transferred efficiently into vibrational modes during a
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Fig. 6.34. Typical mass spectra taken from [26] obtained from C60 by ionizing with
Ti:Sa laser pulses of 5 ps (top) and 25 fs duration (bottom) at equal laser fluence.
For details, see the text.

laser pulse of 5 ps, since electron-phonon coupling is on the order of 200-300 fs
[129]. However, important details remain unexplained in this intuitive picture:
Can the different magnitudes of the ion signals be explained quantitatively?
Why are multiply charged fragments so dramatically more abundant than
singly charged ones – a prominent phenomenon observed for all pulse durations
below a few 100 fs and a wide range of intensities? Several mechanisms might
be held responsible but one may be related to another important question:
How many electrons are actually excited when the electronic ground state is
coupled to the continuum by means of the intense, ultrashort laser pulse? This
will determine whether the electronic system of the remaining C+

60 ion core is
hot or cold after the first electron has been ejected in a strong fs laser field.
If the molecular ion is mainly in its electronic ground state then a theoretical
description of the ultrafast perturbation using a single active electron model
for the ionization process might be a valid approximation.

Photoelectron spectra can give a complementary and more detailed view of
laser induced electron and nuclear dynamics in strong fields compared to mass
spectroscopy. Fig. 6.35 shows photoelectron spectra recorded with laser pulses
of different duration. Below ∼500 fs the excitation energy remains mainly in
the electronic system and ionization is due to statistical electron emission
after equilibrium among the electronic degrees of freedom [129]. Thermaliza-
tion within the electron bath due to electron-electron scattering occurs on a
time-scale below ca. 70 fs. The photoelectron spectra recorded with very short
pulses of ∆τ < 70 fs at a few 1013 Wcm−2 clearly show an atom-like behavior
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Fig. 6.35. Photoelectron spectra from C60 as a function of pulse duration (a)-(d)
8 × 1013 Wcm−2, and (e) 5 × 1012 Wcm−2, taken from [127].

of C60 with the characteristic ATI structure [132]. This is a fingerprint for
direct multi photon ionization in which one active electron absorbs more laser
photons than necessary to overcome the ionization potential. Consequently,
a kinetic energy distribution of photoelectrons is observed, which exhibits a
series of equally spaced maxima separated by the photon energy hν, as well
known from atomic systems [2]. From this point of view, the SAE description
of photoinduced processes in the limit of ultrashort laser pulses is appropriate.
However, it should be recalled that even ATI in C60, a genuine SAE effect,
exhibits multielectron signatures according to recent time-dependent density
functional theory (TDDFT) calculations by Bauer et al. [26, 133]. The start-
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ing point of these calculations is a jellium-like potential, which is then used
to derive Kohn-Sham orbitals for all relevant π and σ electrons.

With this approach it is possible to distinguish between ionization, single
particle transition, and plasmon excitation, and also to account for higher
order processes beyond single particle-hole excitations. One nice advantage
of theoretical simulations is that one can easily switch certain interactions
on and off. Doing so, one can either propagate all Kohn-Sham orbitals in
time (many active electron, MAE picture), or “freeze” all orbitals except the
outermost one, suppressing all MAE effects and following the SAE dynamics
exclusively. It turns out that in the SAE model the degree of C60 ionization
is higher because energy cannot be transferred to the other electrons and the
ATI lines are much narrower due to the lack of electron-electron interaction.
It seems that for a complete description of the photoinduced dynamics in C60

the full MAE picture is needed.

6.4.2 Multielectron excitation, energy dissipation and coupling
to the nuclear backbone

As already discussed in the previous Sect. 6.4.1, one of the interesting but also
difficult to analyze facets of intense laser field interaction with C60 fullerenes
is the large variety of potential responses ranging form atom-like to solid-
like behavior such as ATI on one side and thermionic electron emission on the
other side depending on the laser pulse duration. This raises the question when
the SAE dynamics dominating the strong field response of atoms [22, 45, 60]
passes over to the multielectron response in large finite systems [134–137]?

While such information cannot be extracted from presently available ex-
perimental data, one can try to identify specific aspects of the response of
C60 to strong fields as being attributable to the one or the other of these “two
faces”. One example is the observation of Rydberg states [138]: while the pop-
ulation mechanism of these states is clearly driven by multielectron excitation,
the binding energies of the Rydberg states themselves can be derived in a very
simple SAE approach describing the almost atom-like single Rydberg electron
in its orbital far away from the C60 ion core [139, 140]. Consequently, this is
an ideal observable to address these questions, which will be discussed in the
following Sect. 6.4.2.1.

It has been shown in Sect. 6.4.1, that the efficient excitation of the elec-
tronic system and the subsequent heating of the nuclear backbone lead to
extensive fragmentation depending on the laser parameters. Many aspects of
this process such as the high excitation threshold for fragmentation (kinetic
shift) and the bimodal fragment distribution at high excitation energies can
be explained very well in terms of statistical theory, essentially on the basis
of knowing the energetics of the system as described, e.g., in [131]. However,
recent experiments give also evidence to direct, nonstatistical processes driven
by bond-softening and/or repulsive state crossings induced by the strong laser
field [141]. This leads back to a more molecular description of dissociation,
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where the system “surfs” on potential energy surfaces rather than being ex-
clusively controlled by statistics. This coexistence will be discussed in the
Sect. 6.4.2.2 underlying the complex energetic and dynamics of fullerenes.

Interesting parallels can be found when comparing collision studies on
C60 with fs laser excitations when looking at the ultrafast electronic and nu-
clear response (see e.g., [142,143]). Ultrashort pulses as well as fast collisions
deposit energy predominantly into the electronic system. Naively, one could
imagine that the shorter the ultrafast perturbation of the C60 molecule the
easier the absorption process can be understood. Of course, this is partly true
since energy redistribution processes such as (i) electron-electron scattering
and (ii) electron-phonon coupling increase the complexity of the energy ab-
sorption process if the laser pulse is still “on”. The characteristic coupling
time constants estimated experimentally are for process (i) < 70 fs and for
process (ii) 200-300 fs [127, 129]. On the other hand, rather complex MAE
effects might come into play in the limit of ultrashort (sub-10 fs) pulses. This
issue is addressed in detail in the last Sect. 6.4.2.3, where time-of-flight mass
spectroscopic data will be discussed, which were recorded upon irradiation of
C60 with intense laser pulses down to 9 fs pulse duration.

6.4.2.1 Population of C60 Rydberg states beyond the single active
electron picture

Sharp peaks were discovered in photoemission studies of C60 on top of the ATI
series and the thermal electron contribution after Ti:Sa laser excitation at a
few 1012 Wcm−2 as shown in Fig. 6.36. By solving the Schrödinger equation
for a single active electron in a jellium-like potential [144], this structure could
be clearly assigned to the population of several Rydberg series with binding
energies Eb between 0.5 and 1.5 eV [138]. By studying the effect of different
laser parameters such as excitation wavelength, intensity, polarization, and
positive, respectively negative chirp on the excitation dynamics of Rydberg
states further insight into the underlying processes was obtained [140]. The
results from single pulse spectroscopy can be summarized as follows. The exci-
tation of Rydberg states occurs mainly during the first part of the laser pulse
while the ionization takes place toward the end of the pulse. The spectra
recorded for different Fourier-limited pulse durations ∆τ and corresponding
bandwidths ∆E – albeit broadened in accord with the bandwidth – indicate
that the excitation mechanism must be very fast: traces of a Rydberg popu-
lation can be observed even for pulses as short as 30 fs [140]. The final single
photon ionization step in the cascade is supported by studying details of the
photoelectron spectra depending on the laser photon energy. The kinetic en-
ergy of photoelectrons converges toward the respective photon energy, i.e., the
accessible excited state for ionization is limited by the photon energy [140].

The observation of Rydberg peaks seems to be a clear fingerprint of the
SAE picture. However, some important aspects warrant further discussion.
Most critical is the energy mismatch between the observed excitation energy
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Fig. 6.36. Photoelectron spectra of C60 for 800 nm, 1.5 ps laser excitation at 1.1 ×
1012 Wcm−2, in log-lin scale to show the signal over a wide range of electron energies
(right) and with linear scales to show the pronounced Rydberg structure on top of
the first ATI peak (left). Reproduced from [138]

of the Rydberg states (EI − Eb) and a multiple of the photon energy: It
is simply not possible to be in resonance with all observed Rydberg states
simultaneously through the absorption of n photons with a given energy. The
Fourier-limited energy bandwidth of the up to 2 ps long laser pulse is much
too narrow to allow for the excitation of Rydberg states covering 1-2 eV in
energy. Moreover, in this intensity regime the field-induced ponderomotive
shift of the energy levels is also too small (< 100 meV) to account for the
observed energy mismatch. Thus, key mechanisms such as line broadening
and energy sweeping, known from atomic systems in strong laser fields [145],
cannot explain the Rydberg excitation process under the present conditions in
C60 fullerenes. In contrast, a plausible explanation may be to invoke excitation
of intermediate (doorway) states during the laser pulse by single or multi
photon processes. The concept of doorway electronic states originates from
the fact that the initial step in the excitation cascade is rate limiting and can
be considered as a bottleneck for energy coupling into the electronic system
[80,81]. Such processes have recently received great attention in the literature
and a number of theoretical models have been discussed. Two of them are
mentioned explicitly, (i) the nonadiabatic multielectron dynamic (NMED)
model introduced by Stolow and collaborators [24,25] and (ii) time-dependent
adiabatic potential energy crossings suggested by Kono et al. [146,147]. NMED
has been used successfully to describe the dissociative ionization dynamics of
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different aromatic molecules as a function of their characteristic length and
the excitation of the π-electron delocalization. The latter has been applied to
lighter molecules in comparison with the NMED studies.

-500 0 500 1000
0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

(a)

time delay [fs]

el
ec

tr
on

 k
in

et
ic

 e
ne

rg
y 

[e
V

]

10000 8000 6000 4000 2000 0
0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

11h
10f

10h

9f

8h

9h

7d

8g

(b)

el
ec

tr
on

 k
in

et
ic

 e
ne

rg
y 

[e
V

]

counts [arb. units]

(a)

Fig. 6.37. (a) Contour plot of the photoelectron signal as a function of the
time-delay between 400 nm pump 1 × 1011 Wcm−2 and 800 nm probe pulse 2 ×
1012 Wcm−2. (b) Kinetic energy distribution of photoelectrons for zero delay time,
which corresponds to a vertical cut in (a) along the dotted line, taken from [140].

It is suggested that the key to understand the population mechanism
of the Rydberg series is indeed the MAE/NMED picture which is sup-
ported by recent, more detailed studies applying two-color pump-probe spec-
troscopy [139, 140]. The photoelectron spectra recorded as a function of the
time-delay between 400 nm pump (1 × 1011 Wcm−2) and 800 nm probe-pulse
(2 × 1012 Wcm−2) are shown by the contour plot in Fig. 6.37a. A blue 100 fs
pump pulse of relatively low intensity, which is resonant to the dipole-allowed
HOMO (hu) → LUMO+1 (t1g) transition, was used to deposit energy effi-
ciently into the electronic system. The dynamics of the energy redistribution
within the electronic system and the accompanied coupling to the nuclear
motion is then probed by a time-delayed 100 fs red probe pulse. Thus, several
steps of the excitation and detection process are separated. A cut through
this contour plot for zero time-delay along the vertical dotted line is given
in Fig. 6.37b. It corresponds to a photoelectron spectrum which essentially
reproduces the Rydberg series obtained in the one color (800 nm) experiments
(Fig. 6.36a) – except for a poorer spectral resolution due to the shorter pulses.
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At negative time delay when the red pulse leads, almost no photoemission
signal from excited Rydberg states is observed. Once pump and probe pulse
overlap the photoelectron yield increases dramatically and a maximum pop-
ulation of the Rydberg series is found at a time delay of 50-100 fs. It can be
inferred from this observation that the resonant preexcitation of the LUMO+1
(t1g) state by the weak blue laser pulse is essential to populate Rydberg states.
At time delays longer than 400 fs the photoelectron spectra remain nearly the
same for several picoseconds.

In a classical molecular picture one would typically invoke doubly excited
states and internal conversion (IC) to describe such processes. Indeed, simi-
lar Rydberg structures have been reported for several organic molecules and
the excitation mechanism has been explained there by such “superexcited”
states [148, 149]. In the context of the large finite system C60 exposed to fs
laser radiation the MAE/NMED processes may be considered to be the ad-
equate equivalent to Rydberg state excitation via such superexcited states.
This interpretation is confirmed in the calculations by Zhang et al. [135],
predicting multielectron excitation of the LUMO+1 level of C60 that is ac-
companied by strong vibrational excitation and massive energy exchange of
∼ 1 eV per electron with the ag(1) breathing mode.

The experimental results point toward an excitation mechanism including
four main steps [140]: (i) At the beginning of the laser pulse nonadiabatic
multielectron excitation from the HOMO (hu) leads to a very efficient popu-
lation of the LUMO+1 (t1g), which is considered to be the doorway state for
all subsequent processes. (ii) The rapid thermalization within the electronic
system on a time scale below 100 fs and the coupling of the electronic exci-
tation to nuclear motion of the molecule results in the population of a broad
energy band of 1-2 eV depending on the photon energy. The energy is stored
for at least several ps in the doorway state without discernable relaxation.
(iii) The “level broadening” allows the population of Rydberg states via multi
photon absorption. (iv) This is followed by single photon ionization from the
excited states resulting in a characteristic sequence of photoelectron peaks.

Investigation of cold C60 molecular beams with reduced vibrational en-
ergy content and hence, reduced phonon density highlight the importance of
electron-phonon coupling in the excitation process of Rydberg states. Due
to the reduced vibrational coupling, the characteristic signature of populated
Rydberg levels in the photoelectron spectra is absent [139]. Time-resolved
photoion spectroscopy shows that these mechanisms are also active in multi-
ple ionization and fragmentation of the molecule [140], as will be discussed in
the following Sects. 6.4.2.2, 6.4.2.3, and 6.4.3.

6.4.2.2 Ultrafast fragmentation of C60 beyond purely statistical,
unimolecular decay

The dynamics of the fragmentation in C60 following the strong field excitation
is far from being fully understood. While it is clear that large fragments
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arise essentially from evaporative cooling of hot Cq+
60 ions it is not obvious

how the substantial amount of internal energy needed for fragmentation is
deposited into the system [150]. Absorption bands in the cations have been
held responsible [151,152], excitation of the plasmon resonance [153], or even
recollision of the emitted electrons [154]. While neither of these processes
explains the general trend to more extensive fragmentation at higher charge
states, also observed in fast collisions, shake processes in the ionic system
might eventually lead to a more consistent picture [111]. Even less obvious are
the pathways to form small carbon cluster ions C+

n with odd and even numbers
of carbon atoms during longer ps pulses shown in Fig. 6.34. Many different
processes and their combination have to be considered, such as asymmetric
fission of multiply charged ions [155], complete breakup of highly excited C+

n ,
dissociative ionization, postionization of neutral fragments during the laser
pulse and photofragmentation of small neutral and ionic clusters Cn, C+

n (n ≤
20).

In this section first results are reported from an effort to shed light onto
this dynamics, focussing mainly on the formation of small C+

n [141]. An earlier,
pioneering study of Lykke and Wurz [156,157] may be seen as a precursor of
this work: they used ns-laser pulses to preexcite and/or ionize C60 and probed
the interaction products with a second, postionizing laser, detecting C+, C+

2 ,
C+

3 , and C+
4 . Since the fragmentation pattern of larger fullerenes shows only

even masses C+
60−2n one may safely assume that these small ions arise as fi-

nal products from a series of fragmentation processes, concurrent with the
above mentioned studies [158, 159]. No temporal information on the under-
lying fast dynamics could be derived on the ns time scale. Hence, the basic
idea is to use a one color pump-probe scheme with 800 nm laser pulses of 50 fs
pulse duration to simulate in a controlled way the effect of broadening the
laser pulse which, as shown in Fig. 6.34, generates small fragments. Since the
majority of fragmentation channels results in at least one neutral fragment
(typically the smaller fragment), the pump-probe postionization method is
a useful technique to study directly their formation dynamics. In these ex-
periments a pump pulse at an intensity of 5 × 1013 Wcm−2 deposits energy
into the electronic system by exciting one or more electrons into higher lying
states (see Sect. 6.4.2.1). The multielectron dynamics initiated is probed by
a weaker probe pulse of 1.8 × 1013 Wcm−2, which further excites and ionizes
by a multi photon process. Fig. 6.38 shows the formation of C+, C+

2 , C+
3 , and

C+
4 .

For negative time delays, the weak pulse leads the strong pulse and a
constant signal for each fragment is observed. For positive time delays, when
the strong pulse initiates the multielectron dynamics, a dramatic increase in
the C+–C+

3 ion yields is observed as the separation of the pulses increases,
whereas C+

4 exhibit nearly no dynamic behavior. At time delays > 50 ps the
signal remains almost constant up to the longest time scales studied in these
experiments (∼ 100 ps). It is possible to fit the dynamics using single exponen-
tial curves with time constants of 11 ps (C+), 12 ps (C+

2 ) and 18 ps (C+
3 ). The
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Fig. 6.38. Time-dependent C+, C+
2 , C+

3 , and C+
4 ion signals formed by Ti:Sa laser

pulses (800 nm, 100 fs) interaction of C60 at 5× 1013 Wcm−2 (pump) and ionization
at 1.8 × 1012 Wcm−2 (probe). For positive delay times, the stronger pulse leads the
weaker pulse. From [141]

time constants are found to be almost independent of the weak probe pulse
energy, which indicates that the weak probe pulse is not active in the for-
mation process of small neutral fragments [141]. Furthermore, the absence of
small fragments in single pulse experiments indicates that the small fragments
are initially uncharged.

Clearly, the observed fragmentation times on the order of some 10 ps indi-
cate a non statistical decay: for comparison one estimates from simple RRK
considerations [160] that, e.g., a unimolecular C2 evaporation from C60 would
require internal energies as high as about 200 eV - while the very low abun-
dance of C+

60−2m fragments detected shows that only a small part of all parent
molecules contains energies above 100 eV.

6.4.2.3 Excitation of C60 on a time scale below electron-electron
and electron-phonon coupling

The ultrafast response of C60 fullerenes to intense, short laser pulses with a
duration down to 9 fs has been investigated with pump-probe photoion spec-
troscopy [153]. The irradiation of a beam of C60 with such ultrashort pulses
allows one to separate the energy deposition into the electronic system in
time clearly from the energy redistribution among the manifold of electronic
and nuclear degrees of freedom, because the excitation time lies well below
the characteristic time scales for electron-electron and electron-phonon cou-
pling. The goal is to directly observe fingerprints of multielectron effects in
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the initial excitation steps of C60 irradiated with ultrashort 9 fs pulses. More
specifically, the aim is to find indications for a remaining excited electron
cloud after the first electron has been “kicked-out”. In general, the coupling
of excited electrons to atomic motion leads to nuclear rearrangement in the
ionic or in the neutral molecular system. According to recent theoretical work
on C60 [135, 161], this results in characteristic oscillations, discussed already
in the context of the population mechanism of Rydberg states. Both, mul-
tielectron excitation and the characteristic oscillation may be observed with
time-resolved mass spectroscopy, since the density of excited electrons and
the nuclear geometry are expected to affect the photoionization yield of C60

in a time-dependent study. The ultrashort pump pulse with an intensity of
7.9× 1013 Wcm−2 solely deposits the energy in the electronic systems during
the interaction. The energy redistribution within the electronic and nuclear
degrees of freedom is then probed by a delayed, slightly less intense probe
pulse (6.8 × 1013 Wcm−2).

Fig. 6.39a shows the measured time dependence of the normalized C+
60 ion

signal. Particularly, the comparison with the simultaneously measured Xe+

signal included in the figure is instructive. Xe+ formation constitutes a genuine
direct MPI process with probably only one active electron determining the
systems response and, thus, can be taken as an auto-correlation measurement.
The C+

60 ion signal is clearly broadened at the bottom of the spectrum. As
shown in Fig. 6.39b, the deconvolution of the total ion yield results into two
main contributions: direct MPI of C60 from the neutral ground state to the
continuums state (dark gray-shaded), which essentially follows the Xe auto-
correlation plus a significant contribution exhibiting dynamics on a sub-100-fs
time scale (light gray-shaded) which is slightly shifted toward positive time
delays, when the stronger pump pulse leads the weaker probe pulse. This
deviation of the C60 ion pump-probe signal from the auto-correlation function
can be interpreted as a clear indication of multielectron excitation in a sub-
ensemble of C60 during the laser interaction. Supported by recent theoretical
work, [134, 135, 161] one believes that in addition to the direct MPI process
there is a probability to initially excite two or more electrons via the t1g

resonant state, which in turn acts as a doorway (bottleneck) to ionization. The
observed dynamics is comparable to the characteristic time for thermalization
within the electronic system due to inelastic electron-electron scattering (<
70 fs), as previously concluded from single pulse experiments [127, 129]. As
intuitively expected the density of the hot electron cloud depends on the
laser intensity, and its time evolution on the electron-electron scattering time
constant [135]. The excited electron density in the doorway state determines
the transition probability into the ionic continuum. Since pump and probe
pulse have slightly different intensities (7.9:6.8) the ion distribution due to
doorway state excitation is slightly shifted to positive time-delays, as shown in
Fig. 6.39b. Based on a rough fit with two response functions for the undelayed,
direct SAE/MPI process (proportional to the acf signal) and the MAE/NMED
with its memory effect (taken as exponential decay), respectively, an estimate
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Fig. 6.39. a) C+
60 ion yield (open triangles) as a function of the time-delay between

pump (7.9 × 1013 Wcm−2) and probe pulse (6.8 × 1013 Wcm−2), normalized to the
maximum signal. t = 0 is defined by the auto-correlation function (acf, dotted line)
derived from a fit to the simultaneously measured Xe+ signal (closed circles). (b)
Contributions from direct SAE/MPI (dark gray-shaded) and MAE/NMED (light
gray-shaded) refer to our tentative deconvolution of the C+

60 photoion yield, for
details see the text. (from [153])

of 65% to 35% for the contribution of SAE and NMED processes to the signal
have been obtained.

6.4.3 Control of energy dissipation processes using temporally
shaped laser pulses

The previous sections were focused on the analysis of photophysical processes
in C60 by comparing photoelectron or mass spectra taken with different char-
acteristic laser parameters, such as a intensity, pulse duration, photon energy
or pump-probe delay. In the following results are presented with the goal to
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Fig. 6.40. (a) C+
50 signal as a function of generation of the evolutionary algorithm.

The inset shows the SH-XFROG trace of the optimal solution. (b) Correlation with
neighboring fragment masses C+

48 and C+
52 taking into account 7 independent opti-

mization processes [162].

control the molecular response with suitably tailored fs laser pulses [162]. De-
tails of the self-learning closed-loop adaptive feedback technique can be found
in Chapter 2, Sect. 2.4 and also in Sect. 6.3 of the present Chapter. Here,
the selective enhancement of C2 evaporation is reported, a typical energy loss
channel upon laser excitation of fullerenes as discussed in previous sections.
The learning curve for maximization of the C+

50 fragment ion yield is plotted
in Fig. 6.40a. The thus determined optimal pulse shape for this specific target
is characterized by means of second-harmonic, cross-correlation frequency-
resolved optical gating (SH-XFROG) shown in the inset. As a result, the
mass peak increased by a factor of S ∼ 2.0 compared to the signal recorded
with unshaped pulses given as 0th generation. The height of the C+

50 peak was
chosen as fitness criterion because its abundance is a measure for the tem-
perature of the nuclear backbone, i.e., indicates efficient energy coupling into
nuclear motion. It is well-known that cooling of highly excited C60 proceeds
mainly via sequential evaporation of C2 units in a statistical process. This
explains why a strong correlation of the C+

50 enhancement with neighboring
fragment masses C+

48 and C+
52 is observed when comparing 7 independent op-

timization runs in Fig. 6.40b. It has to be pointed out that the optimal control
scheme applied here is selective for depositing energy into the C60 system, and
not for selective bond-breaking. The key result is that a sequence of pulses is
best suited for most efficient energy coupling into vibrational motion of C60.
It gives a direct fingerprint of the laser induced electron and nuclear dynam-
ics with high mode-selectivity as seen in the SH-XFROG trace in Fig. 6.40.
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This microscopic view goes beyond the common wisdom where the response
of fullerenes to intense laser fields was assumed to be mainly determined by
the interaction time scale, i.e., electron-electron and electron-phonon coupling.
One may call the observed process “coherent heating”.

Fig. 6.41. Mass spectra (right panel) recorded with constant pulse energy (260 µJ
but different pulse shapes given as projections of the corresponding SH-XFROG-
traces (left panel): (a) original pulse (31 fs), (b) stretched pulse to 100 fs, (c) optimal
pulse shape, and (d) 340 fs. The insets show the mass range of singly charged, large
fragments plotted on the same scale. S gives the enhancement of the C+

50 signal, and
R denotes the ratio C+

50/C+
60. (From [162])

Fig. 6.41a-d compares mass spectra recorded for stretched pulses with the
optimal control result regarding the formation of C+

50 fragments in order to
proof the relevance of the pulse sequence for most efficient coherent heating.
Pulse broadening was achieved by applying parabolic spectral phase functions
that keep the energy constant at 260µJ. The temporal shapes are given as
projections of the corresponding SH-XFROG traces on the left. From the
mass spectra shown on the right, where the singly charged ion signals are all
plotted on the same scale (insets), it is obvious that the pulse sequence of the
optimal control field (c) is the key for enhanced energy coupling followed by
statistical evaporation of C2 units and not simply the increased overall pulse
width. Both, stretched pulses of (b) 100 fs and (d) 340 fs duration result in
significantly less singly charged fragments.
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The combination of optimal control with comprehensive studies using
2-color pump-probe spectroscopy (not shown here) allows us to pinpoint
the mechanism of optimal heating nuclear motion in C60 fullerenes, namely
(multi)electron excitation via the t1g doorway state followed by efficient cou-
pling to the ag(1) breathing mode of the nuclear backbone.

This section has touched some aspects of the present state-of-the-art of
research on the ultrafast laser interaction with C60 as a model for large fi-
nite systems with many active electrons and vibrational degrees of freedom.
The comparison of experimental results using time-resolved photoelectron and
mass spectroscopy with recent theoretical work gives a strong indication that
nonadiabatic multielectron dynamics (NMED) plays a key role for the un-
derstanding of the molecular response to short-pulse laser radiation. Nev-
ertheless, one is still far from fully understanding the intricacies of intense
field interaction with such a complex system. Rigorous theoretical efforts are
needed to quantitatively explain the key aspects of the experimental obser-
vations presented here and those to emerge in the near future: the nature of
the ionization and fragmentation mechanisms which produce predominantly
multiply charged fragments, the excitation dynamics for the population of
Rydberg states, the long lifetimes observed in the doorway state and the ul-
trafast fragmentation mechanism. On the other hand, further experimental
work is needed – preferentially with even shorter pulses (and better tunability
of the fs light sources) – to perform sophisticated and direct multicolor pump-
probe experiments. Experimental detection schemes need to become more
sophisticated, e.g., the ion imaging technique promises a new view into the
dynamics discussed here. This will, in connection with coincidence techniques,
allow to follow fragmentation cascades directly and to separate prompt ioniza-
tion from postionization processes. Furthermore, new laser schemes for intense
radiation at shorter wavelength such as high-harmonic generation, table-top
plasma sources, and Free-Electron Lasers, are expected to open completely
new horizons for strong field laser-matter interaction.

6.5 Time-dependent electron localization function:
A tool to visualize and analyze ultrafast processes

A. Castro, T. Burnus, M.A. L.Marques, and E.K.U.Gross

The classical picture of chemical bonding in terms of electron pairs that are
shared by atoms in order to form molecules was nicely systematized by G. N.
Lewis, in his seminal work entitled “The Atom and the Molecule” [163], dated
1916. Lewis noticed the overwhelming evidence pointing to the “pairing” of
the electrons, as well as the preference to close “shells” of eight electrons. Soon
afterwards, the pairing of electrons was explained in terms of the Pauli exclu-
sion principle together with the electronic intrinsic one-half spin, whereas the
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number eight in fact emanates from both Pauli’s principle and the spherical
symmetry of atoms in a three dimensional world. Lewis, however, was some
years too early, and designed “the theory of the cubical atom”, with the elec-
trons occupying the vertex of a cube (although he acknowledged the picture
to be more methodological than fact-founded), and pointed to a breakdown of
Coulomb law at short distances in order to explain the electron pairs. Despite
these exotic suggestions, the usefulness of Lewis model has persisted even until
today’s textbooks.

The reason is that electrons do indeed “localize” in pairs when forming
molecules, and a big amount of the basic machinery of Chemistry is rather
well explained with Lewis arguments. In fact, more generally, Chemistry is
intuitively understood in terms of “localized” groups of electrons, either pairs
of electrons shared between atoms (“bonds”), nonbonding pairs of electrons
(“lone pairs”), and also larger groups – double, triple bonds –, atomic inner
shells, π electronic systems, etc.

With the advent, in the past years, of sources of coherent light featuring
high intensity and ultrafast pulses (in the femtosecond [164], or already be-
low the femtosecond limit [165]), it has become possible to time resolve the
intermediate steps of chemical reactions – paving the way to the possibil-
ity of analyzing and controlling chemical reactions. These technical advances
stress the need of understanding how the electrons rearrange, forming and
destroying bonds, in the midst of a laser pulse, and during the possible ionic
recombination. The chemical concepts of bonds, lone pairs, etc. have to be
fathomed also for time-dependent phenomena.

Unfortunately, the transformation of these concepts into a mathematically
rigorous scheme for classifying the elements of the chemical bonding turns out
to be astonishingly difficult. The canonical single-particle orbitals that stem
from Hartree-Fock (HF) calculations are not very helpful, since they, typically,
have sizable contributions from many regions in space. Moreover, they are
only one possible choice, since unitary transformations within the subspace
of solutions yield equally legitimate orbitals. There are several ways in which
one can perform these unitary transformations in order to obtain localized
functions [166], but these methods are also not unique, and may result in
qualitatively different information.

In any case, HF is but one of the possible schemes to obtain an approximate
solution to the many-body problem. A definition based on the HF solution
would always be affected by the HF error – absence of correlation effects. It is
desirable to have a scheme that does not rely on a particular method. Kohn-
Sham (KS) [167] density functional theory (DFT) [168–170] also provides
single-particle orbitals (in this case unique, except for degenerate ground-
states), but they are usually also very delocalized in real-space. The electronic
density is an observable, and thus independent of the method. Moreover, it
contains all the information of the system by virtue of Hohenberg-Kohn theo-
rem [171]. Unfortunately, the density itself is not suitable to visualize chemical
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bonding: It does not peak in the position of the bonds, it does not show the
shell structure of atoms, and lone pairs, also, are poorly represented.

The key to comprehending electron localization is, in fact, Pauli’s exclu-
sion principle, and, relatedly, the Fermi hole: Bader and collaborators [172]
demonstrated how all manifestations of the spatial localization of an electron
of a given spin are the result of corresponding localizations of its Fermi hole.
An appropriate localization function should be closely related to this Fermi
hole or to an analysis of Pauli’s principle. This is indeed the case for the
function to which we devote this section: Becke and Edgecombe’s electron
localization function [173] (ELF), as generalized by Burnus, Marques, and
Gross for time-dependent cases [174]. Section 6.5.1 will show how the Fermi
hole appears naturally in the derivation of the ELF.

An alternative way to rationalize the ELF definition is to think in terms
of how Pauli’s exclusion principle affects the kinetic energy. This principle
applies to fermionic systems; the kinetic energy of a bosonic system is a lower
bound to the local kinetic energy of a fermionic one [175]. Thus we can define
an excess kinetic energy, which would be the difference between the two of
them. Intuitively, in a region of electron localization (electrons forming pairs,
isolated electrons), their behavior is more bosonic-like. So we will require, to
define localization, that the excess kinetic energy is minimized. This is indeed
the case for the ELF, as it will be demonstrated later.

The ELF, as introduced by Becke and Edgecombe, involved two approxi-
mations: (i) First, it assumed that the many-electron wave function is a single
Slater determinant. The natural choice is the Hartree-Fock solution. (ii) Sec-
ondly, it assumed that the single-particle orbitals that form the single Slater
determinant are real functions. This prevents its validity in a time-dependent
formalism, or for static but current-carrying states. A generalized derivation
that lifted this restriction was presented by Dobson [176], and later by Bur-
nus, Marques, and Gross [174] who demonstrated how this general form could
be applied for time-dependent processes. The observation of this function is
useful for the study of chemical reactions and for processes that involve the
interaction of molecular systems with high-intensity ultra-short laser pulses
(femtosecond or even attosecond regime), or collision processes between mole-
cules and/or ions. In this time scale, and for these probably violent deforma-
tions of the molecular fields, the electrons are bound to exhibit a complex
behavior: bonds are destroyed or created, bond types change as the molecules
isomerize, dissociate, or recombine in chemical reactions. These events are
especially patent in the evolution of the ELF.

Next subsection is dedicated to the definition of the (possibly time-
dependent) ELF. In Sect. 6.5.2, some examples of the ELF for systems in
the ground state are shown, in order to illustrate the association between
ELF topological features and Chemistry bonding elements. Sect. 6.5.3 pro-
vides examples of time-dependent calculations in which the TDELF is mon-
itored: collision processes leading to chemical reactions, and interaction of
molecules with laser pulses. The chapter closes, in Sect. 6.5.4, with an ex-
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ample in which the coupled evolution of electrons and nuclei, both treated
quantum-mechanical, is computed for a model system. The ELF is then used
to learn about the strength of nonadiabatic effects.

6.5.1 The time-dependent electron localization function

6.5.1.1 General definition

We depart from the definitions of the one and two-body density matrices for
a system of N electrons [177, 178], whose evolution is described by the wave
function Ψ(r1σ1, ..., rNσN ; t):

Γ
(1)
σ1|σ′

1
(r1|r′

1; t) = N
∑

σ2,...,σN

∫
d3r2 ...

∫
d3rN Ψ�(r1σ1, r2σ2, ..., rNσN ; t) ×

Ψ(r′
1σ

′
1, r2σ2, ..., rNσN ; t) , (6.12)

Γ
(2)
σ1,σ2|σ′

1σ′
2
(r1, r2|r′

1r
′
2; t) = N(N − 1)

∑
σ3,...,σN

∫
d3r3 ...

∫
d3rN

Ψ�(r1σ1, r2σ2, ..., rNσN ; t)Ψ(r′
1σ

′
1, r

′
2σ

′
2, ..., rNσN ; t) . (6.13)

The spin-densities are defined in terms of the diagonal one-body density
matrix:

nσ(r, t) = Γ
(1)
σ|σ(r|r; t) . (6.14)

For equal spin (σ1 = σ2 = σ), the diagonal of the two-body density ma-
trix, that is, Γ (2)

σσ|σσ(r1, r2|r1r2; t), is the same-spin pair probability function,
Dσ(r1, r2; t). Its value is the probability of finding one electron at r1 and
another electron at r2, both with the same spin σ:

Dσ(r1, r2; t) = Γ
(2)
σσ|σσ(r1, r2|r1, r2; t) . (6.15)

If the electrons were uncorrelated, the probability of finding the pair of elec-
trons at r1 and r2 would be the product of the individual probabilities:
Dσ(r1, r2; t) = nσ(r1; t)nσ(r2; t). Electrons are, however, correlated, and the
same-spin pair density is less than that value by a factor that is defined as
the pair correlation function:

Dσ(r1, r2; t) = nσ(r1; t)nσ(r2; t)gσσ(r1, r2; t) . (6.16)

The difference between the correlated and the uncorrelated case is also con-
tained in the Fermi hole function hσ(r1, r2; t):

Dσ(r1, r2; t) = nσ(r1; t) (nσ(r2; t) + hσσ(r1, r2, t)) . (6.17)

The same-spin conditional probability function, Pσ(r1, r2; t) is then de-
fined as the probability of finding a σ-spin electron at r2, knowing that there
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is one σ-spin electron at r1. It can be expressed in terms of the previous
definitions:

Pσ(r1, r2; t) =
Dσ(r1, r2; t)
nσ(r1; t)

= nσ(r2; t)gσσ′(r1, r2; t)

= nσ(r2; t) + hσσ(r1, r2; t) . (6.18)

From this equation, the meaning of the Fermi hole (a negative function at all
points) is more transparent: it is a measure of how probability at r2 is reduced
due to the spreading out of the same spin density originated at r1.

However, it will be more useful to define an alternative same-spin condi-
tional pair probability function: given a reference electron of σ-spin at r, we
are interested in the probability of finding a same-spin electron at a distance
s. This involves taking a spherical average on a sphere of radius s around
point r, S(s, r):

pσ(r, s; t) =
1
4π

∫

S(s,r)

dSPσ(r, r′; t) . (6.19)

The integration is done for the r′ variable. For small values of s one can obtain
the following Taylor expansion:

pσ(r, s; t) =
1
3

[
1
2

[
∇2

r′Dσ(r, r′; t)
]
r′=r

nσ(r, t)

]
s2 + O(s3) . (6.20)

In this expansion, the term in s0 is absent due to the Pauli exclusion principle.
The linear term in s is also null [179]. The coefficient of s2 (except for the one-
third factor) thus tells us about the same-spin pair probability in the vicinity
of r:

Cσ(r) =
1
2

[
∇2

r′Dσ(r, r′; t)
]
r′=r

nσ(r, t)
. (6.21)

This function is an inverse measure of localization: it tells us how large the
same-spin conditional probability function is at each point in space. The
smaller this magnitude is, the more likely than an electron avoids electrons of
equal spin.

In addition to having an inverse relationship to localization – for example,
it is null for perfect localization –, Cσ is not bounded by above. Visually, it does
not mark the chemical structure with great contrast. These reasons led Becke
and Edgecombe to suggest a re-scaling, noticing that, for the homogeneous
electron gas, Cσ is nothing else than the kinetic energy density (atomic units
will be used in all equations of this section):

CHEG
σ = τHEG

σ =
3
5
(6π2)(2/3)n(5/3)

σ . (6.22)

One may then refer the value of Cσ at each point to the value that the homo-
geneous electron gas would have for the density of that point at that time t,
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CHEG
σ (r; t). Moreover, since there is an inverse relationship between Cσ and

localization, it is useful to invert it. The final expression for the “electron
localization function”, ησ(r), is

ησ(r; t) =
1

1 + (Cσ(r; t)/CHEG
σ (r; t))2

. (6.23)

6.5.1.2 Expression for one-determinantal wave functions

Up to this point, the equations allow for complete generality. Equation (6.23)
in particular, together with (6.21), defines the ELF for any system, either in
the ground state or in a time-dependent situation, and regardless of which
scheme is chosen to approximate a solution to the many electron problem.
However, the ELF was originally introduced assuming a Hartree-Fock formu-
lation (one determinantal character of the many-body wave function). The
formulation may thus be translated to the Kohn-Sham (KS) formulation of
density-functional theory (DFT).

For one-determinantal wave functions, the function Cσ (6.21) may be
explicitly calculated. Let us assume the Slater determinant to be formed
of the orbitals {ϕi↑}N↑

i=1 and {ϕi↓}N↓
i=1, for spin up and down, respectively

(N = N↑ + N↓). In this case, one can use the two following identities:

Γ (1)(r1σ|r2σ; t) =
Nσ∑
i=1

ϕ∗
iσ(r2; t)ϕiσ(r1; t) . (6.24)

(This implies immediately: nσ(r, t) =
Nσ∑
i=1

|ϕiσ(r, t)|2 .)

Dσ(r1.r2; t) = nσ(r1; t)nσ(r2; t) − |Γ (1)(r1σ|r2σ; t)|2 . (6.25)

Equations (6.24) and (6.25) are then introduced in the expression for Cσ,
(6.21):

Cσ(r; t) =
1
2
[
∇2

r′nσ(r′; t)
]
r′=r

− 1
2

[
∇2

r′
|Γ (1)(r′|r; t)|2

nσ(r; t)

]

r′=r

. (6.26)

And after some algebra [180]:

Cσ(r; t) = τσ(r; t) − 1
4

(∇nσ(r; t))2

nσ(r; t)
− j2

σ(r; t)
nσ(r; t)

. (6.27)

where τσ(r; t) is the kinetic energy density,

τσ(r; t) =
Nσ∑
i=1

|∇ϕiσ(r; t)|2 , (6.28)
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and j2
σ(r; t) is the squared modulus of the current density:

jσ(r; t) = 〈Ψ(t)| 1
2m

N∑
i=1

[δ(r − r̂i)δσσi
p̂i + p̂iδ(r − r̂i)δσσi

] |Ψ(t)〉 =

1
2i

Nσ∑
i=1

[ϕ∗
iσ(r; t)∇ϕiσ(r; t) − ϕiσ(r; t)∇ϕ∗

iσ(r; t)] . (6.29)

Expression (6.27), upon substitution in (6.23), leads to the general form
for the ELF, if one assumes one-determinantal wave functions. In the origi-
nal derivation, however, a further restriction was introduced from the begin-
ning: the system is assumed to be in the a stationary state, and the single-
particle orbitals are real, which implies zero current. The derivation presented
above [174,180], however, allows for time-dependent Slater determinants (and
complex ground-states with non-null current).

The original, “static” ELF, is simply obtained by eliminating the current
term from the expression for Cσ (6.27):

Cstatic
σ (r) = τσ(r) − 1

4
(∇nσ(r))2

nσ(r)
, (6.30)

and plugging this formula in the ELF definition, (6.23).
At this point, it is worth noting that this expression is nothing else than

the “excess kinetic energy” mentioned in the introduction of this Section. The
first term, τ(r) (summing over the two spins) is the local kinetic energy of
the electronic system. A bosonic system of equal density n, at its ground
state, will concentrate all particles at the ground state orbital,

√
n/N . From

this fact it follows that the second term of the previous equation is the kinetic
energy density of the bosonic system. It is thus clear how the high localization
corresponds to a minimization of the excess kinetic energy.

6.5.1.3 Density-functional theory approximation to the ELF

It is useful to briefly recall here the essential equations of DFT [168–170] and
of TDDFT [181–186], since these are the theories that are employed to obtain
the orbitals from which the ELF is calculated in the examples presented in
the following subsection.

There exists a one-to-one correspondence between the ground-state den-
sity of a many electron system, n, and its external potential v. This permits
to write every observable as a functional of the density. For each interacting
system, there also exists an auxiliary noninteracting system of fermions, sub-
ject to an external potential different to the one in the original system, such
that the densities of the two systems are identical. One can then solve this
noninteracting system, and obtain any observable of the interacting system
by using the appropriate functional of the density.
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The one-particle equations that provide the single-particle orbitals that
conform the one-determinantal solution to the noninteracting problem are
the so-called Kohn-Sham equations:

{−1
2
∇2 + vKS(r)} ϕi(r) = εiϕi(r) , i = 1, ..., N. (6.31)

The density of both the interacting and noninteracting system is then simply:

n(r) =
N∑

i=1

|ϕi(r)|2 . (6.32)

The problem lies in the calculation of the Kohn-Sham potential, vKS(r),
itself a functional of the density. For this purpose, it is usually split into a
known and an unknown part – the latter being the so-called exchange and
correlation potential vxc(r):

vKS(r) = v(r) +
∫

d3r′
n(r)

|r − r′| + vxc(r) . (6.33)

TDDFT extends the parallelism between the interacting and the nonin-
teracting system to time-dependent systems [181]. One then has to deal with
time-dependent Kohn-Sham equations:

i
∂ϕi

∂t
(r; t) = {−1

2
∇2 + vKS(r; t)} ϕi(r; t) , i = 1, ..., N. (6.34)

Once again, an approximation to a time-dependent exchange and correlation
potential is needed.

The ELF is calculated in terms of spin-orbitals, and is not an explicit
functional of the density. One may then approximate the ELF of the interact-
ing system by considering the ELF of its corresponding Kohn-Sham system –
whose state is a Slater determinant, and can be calculated using the previous
equations. Note that this is a completely different approximation to the one
taken by considering the Hartree-Fock ELF – even if it leads to an analogous
expression. However, it has been shown that the main features of the ELF are
rather insensitive to the method utilized in its calculation [187,188], even for
more approximate schemes such as the extended Hückel model.

6.5.2 Examples in the ground-state

This subsection will present some applications of the ELF for systems in the
ground state. All calculations have been done within the KS/DFT formal-
ism. For the exchange-correlation potential, the local-density approximation
(LDA) has been employed in all cases, except for the water molecule and
the hydroxide ion, for which – both in the ground state calculations and in
the collision processes presented in the next subsection – the self-interaction
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correction was added. The resulting functional is orbital dependent, and in
order to calculate it, one has to make use of the optimized effective potential
theory – together, in this case, with the approximation of Krieger, Li, and
Iafrate [189]. The functions are represented on a real-space regular rectangu-
lar grid (base-less approach). The pseudopotential approach is taken for the
ion-electron interaction in order to avoid the explicit treatment of the chemi-
cally inert core electrons.2 The motion of the cores is treated classically. The
computations have been carried out with the octopus code [190,191].

In order to appreciate the usefulness of the ELF to monitor fast, time-
dependent molecular processes, it is important to learn the characteristics of
the ELF in the ground state. Silvi and Savin [192] outlined a proposal for the
classification of chemical bonds based on the topological analysis of the ELF.
Let us recall here some basic ideas, illustrated below with some examples. The
ELF is a scalar real function, bounded between zero and one – the value one
corresponding to maximum localization. The attractors are the points where
it has maxima; to each attractor corresponds a basin, the set of points whose
gradient field drives to the attractor. The shape of the isosurfaces of the ELF is
also informative: as we change the isosurface value, it may or may not change –
when it does, we have a bifurcation, which occurs at ELF critical values. The
attractors may have zero, one, or two dimensions: In general, only zero dimen-
sional attractor are allowed; however system with spherical symmetry (atoms)
will have spherical (2D) attractor manifolds, whereas C∞v (or higher) systems
(linear molecules) may have one-dimensional sets of attractors, forming a ring
around the molecular axis.

To each attractor one may associate an irreducible f-localization domain.
An f -localization domain is the set of connected points for which the ELF is
larger than f . It is irreducible if it only contains one attractor. The spatial
arrangement of these domains is the key to classify chemical bonds: there
are three types of attractors: core (its domain contains a nuclei), bonding
(located between the core attractors of different atoms) and nonbonding (the
rest, that contain the so-called lone pairs). All atoms will have an associated
core attractor, except hydrogen.

In each domain, one may integrate the electronic density, and obtain a
number of electrons. In the absence of symmetry, at most two electrons with
opposite spins should be found in a basin. An attractor for which the number of
electrons in its associated domain is less than two is an unsaturated attractor.
A multiple bond is created when there is more than one bonding attractor
between two core attractors. A ring attractor containing six electrons is also
a multiple bond.

2 It may be argued that the ELF that we depict, is, in fact, a pseudo-ELF. The effect
of removing the core electrons in the ELF is the removal of localized electrons in
the vicinity of the nuclei. This is irrelevant if one is interested in learning about
the chemical properties of the systems.
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Fig. 6.42. ELF isosurfaces (η = 0.85) of ethane (left), ethene (center) and ethyne
(right).

A first illustrative example is the clear distinction between the single, dou-
ble and triple bonds of the ethane, ethene and ethyne molecules, as presented
in Fig. 6.42. The ethyne (acetylene) molecule is an example of linear molecule
(D∞h symmetry), which allows for continuous ring attractors. These may oc-
cur specially for cases in which one expects a triple bond, such as is the case in
acetylene. However, other textbook “Lewis” triple bonds do not show a ring
attractor: the nitrogen molecule presents only one point attractor between the
nuclei, and two other point attractor at their sides. The double bond of ethene
(center in Fig. 6.42) is clearly manifested by the presence of two attractors
between the carbons. This leads to isosurfaces with a characteristic “eight”
shape. The ethane molecule (left), presents only one attractor between the
carbons (single bond), and the six domains corresponding to the CH bonds.

It is known that the ring isomer of C20 (see Fig. 6.43, left side) does not
have a 20th order axis of symmetry, due to the presence of alternating bonds,
which reduces the molecule symmetry group to C10h. The different nature of
the bonds (“single-triple alternation”, in the Lewis picture), is clearly patent
in the ELF: the continuous ring of attractors for the triple bonds, whereas
one single point attractor for the single bonds. In the case of the C60 fullerene
(see Fig. 6.43, right side) due to its high symmetry, there are also in principle
two possibly different kinds of bonds: the ones for which the bond line is
separating two hexagons, and the ones for which the bond line is separating
one pentagon and one hexagon. A look at the ELF tells us that the character
of these bonds is, however, very similar.

The usefulness of the ELF is specially patent for the analysis of nonbonding
electron groups [193]. In Fig. 6.44 two examples are shown: the hydroxide
(OH−) ion, and the water molecule. In the first case (right), there is once
again a continuous ring attractor, that contains six electrons. This reflects
in the torus-like shape of the isosurfaces defined in its domain. The water
molecule, on the contrary, breaks the linear symmetry, and thus does not
permit for continuous attractors. In this case one can see, in addition to two
isosurfaces in the CH bond basins, one “bean”-shaped isosurface, that contains
two point attractors on each side of the oxygen atom. Each irreducible domain,
corresponding to each of these two attractors, contains two electrons.
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Fig. 6.44. ELF isosurfaces (η = 0.85) of the water molecule (left), and of the
hydroxide ion (right), showing the very different shape of the lone pair basin with
four electrons (two point attractors, as it is the case for water), and with six electrons
(ring-shaped attractor, as it is the case for the hydroxide ion).

Figs. 6.45 and 6.46 present another case: the formaldimine molecule (also
referred to as the smallest imine, or as the smallest unprotonated Schiff base).
This molecules presents a double bond between carbon and nitrogen, and a
lone pair attached to the nitrogen atom. The upper figures of Fig. 6.45 depict
the electronic density: an isosurface on the left, and a logarithmic color map
on the plane of the molecule on the right. Below, the figures depict the ELF
in the same way – although the scale of the colormap in this case is not
logarithmic. Both the bond (and its type) and the lone pair are clearly visible
in the ELF, whereas the density presents much less structure.

Fig. 6.46 displays the same formaldimine molecule; however, it shows the
gradient lines of the ELF, which converge in the attractors. This alternative
pictorial representation is also helpful to identify the positions of the attrac-
tors.

���

Fig. 6.43. ELF isosurfaces (η = 0.85) for the ring isomer of C20 (left), and for the
C60 fullerene.
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Fig. 6.45. Electronic density (top) and ELF (bottom, see text for its definition) of
the ground state of the formaldimine molecule. Left figures show one three dimen-
sional isosurface, whereas the right figures show a color-mapped two dimensional
plane. Note that the scale in the case of the density is logarithmic; the values in the
legend reflect the exponent.

Fig. 6.46. Streamlines running through the gradient field of the ELF of
formaldimine, and meeting at the basin attractors – the ELF local maxima.

6.5.3 Fast processes

The following time-dependent calculations of the ELF have been done by
making use of TDDFT to describe the many-electron system. On top of this,
the ions are also allowed to move. These are treated classically as point parti-
cles (the next subsection describes a model in which this restriction is lifted).
The forces that define the ionic movement are calculated through Ehrenfest’s
theorem. It amounts to the simultaneous and coupled evolution of both a
classical and a quantum system. The resulting Molecular Dynamics is non-
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adiabatic, since the electrons may occupy any excited state, and change these
occupations.

6.5.3.1 The H+ + OH− → H2O reaction.

In the following, the TDELF is used to monitor, “in real time”, the chemi-
cal behavior of the electrons involved in a chemical reaction. In this case, a
specially simple one: the formation of a water molecule after the collision of
a proton and a OH− group.

One should recall, first of all, the topological differences between the lone-
pair basin in the water molecule, containing two pairs, and the ring-shaped
basin of the hydroxide ion (see Fig. 6.44). The chemical reaction that produces
water should involve the transformation of this lone-pair basin. The collision
of the two reactants produces different results depending on the original ve-
locities and orientations; two typical outcomes are presented here: a successful
event (meaning formation of water), and an unsuccessful collision, leading to
three isolated nuclei.

Fig. 6.47 shows the first of these two cases. At time zero, one can identify
the characteristic ELF of the ground-state hydroxide ion. Note that this figure
depicts isosurfaces of the ELF at a value of η = 0.8, and these isosurfaces are
color-coded: an intense red means a region of high electronic density, whereas
the whitish areas of the isosurfaces correspond to regions of almost negligible
density. This is done in order to make apparent one of the less intuitive features
of the ELF: it may have large values in regions of low electronic density.

The proton and the hydroxide group initially approach each other with a
velocity of 10−2 a.u., or 0.21 Å/fs. The proton is directed to the middle point of
the ion. As the proton approaches the hydroxide group in the first snapshots,
an accumulation of ELF becomes apparent near it. This corresponds to a small
transfer of electronic density – even if this density will be strongly localized
and very large in size (see that snapshot taken at 9.7 fs), the amount of charge
transfer is minute. This fact may be learnt from the lack of red color in this
isosurface.

In the snapshots of the second row, the proton collides with the hydroxide
group, and as a result the two protons jump away off the oxygen atom. Each
proton has now its associated ELF basin, whereas the lone pairs basin associ-
ated to oxygen is already distorted. The last snapshots in the third row show
the return of the protons to the influence of the oxygen core, which demon-
strates that water has been formed. The very last snapshot, some 30 fs after
the process was initiated, clearly depicts the lone-pairs basin with the typical
“bean” shape corresponding to two electron pairs. Note, however, that both
nuclear and electronic degrees of freedom are in highly excited state, and thus
the final picture is not a steady structure.

Fig. 6.48 shows another possibility, which occurs for higher proton veloci-
ties. In this case, the simulation is illustrated with a different representation



566 C.P. Schulz et al.

0fs 3.0fs 6.0fs 9.7fs

13.3fs 15.7fs 18.1fs 20.6fs

23.0fs 24.8fs 27.2fs 30.4fs

Fig. 6.47. Snapshots taken during the formation of a water molecule due to the
collision of a proton and a OH− group. Isosurfaces for the ELF at a value of η = 0.8
are shown in red. This red color, however, is graduated depending on the local
value of the electronic density: more intense red means higher density. The white
areas, thus, correspond to regions of high electronic localization but low density.
The oxygen core is colored in red, whereas the protons are colored in white.

procedure: a color map on the plane in which the three atoms move. The ini-
tial geometry is similar, but in this case the relative velocity is 5 × 10−2 a.u.,
or 1.1 Å/fs. Once again, the second snapshot shows how a cloud of localized
electrons develops around the proton as it approaches the anion. It becomes
specially large after 2.9 fs; note however that it does not mean a large elec-
tronic transfer; to learn about that one needs to look at the density. In the
fourth snapshot, the incoming proton cleanly passes through the bond. The
original shape of the ELF is completely distorted; however the speed of the
process did not allow yet for fast movements of the nuclei – except the straight
line movement due to their original velocities.

In the second row one may see the proton scatter away from the anion;
it does so at an angle from its initial trajectory. The bond of the anion is
broken; as a consequence the two nuclei separate from each other. Each of the
three nuclei carries away an electronic cloud: a spherical crown in the case
of the oxygen atom (corresponding to the typical two dimensional spherical
attractor of an isolated many electron atom), and spatially large accumula-
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tions of localized electrons for the protons (note, once again, that this does
not imply a large number of electrons. In order to learn about the electronic
charge carried away by each of the ions, it is necessary to integrate the density
in each of the localization domains).

0.0fs 1.5fs 2.9fs 4.4fs

5.8fs 7.3fs 8.7fs 10.2fs

Fig. 6.48. Snapshots taken during the collision of a hydroxide ion with a proton,
leading to the dissociation of the hydroxide group.

6.5.3.2 Proton capture by a lone pair

The next case focuses in the formaldimine molecule, Fig. 6.46. It presents one
lone pair, which chemically may behave as a possible anchorage for a radical.
For example, it may attract a “traveling” proton in an acid environment. This
is demonstrated in the simulation depicted in Fig. 6.49.

In the first snapshot, the formaldimine molecule is in its ground state, both
its electronic and nuclear degrees of freedom. The topology of the ELF for this
particular case was discussed in the previous subsection. A proton travels with
a velocity of 5.2×10−3 atomic units (corresponding to an energy of 0.673 eV),
in the plane of the molecule, and initially aiming to the center of the CN
double bond. The lone pair, however, attracts the proton to its basin. As a
result, the proton drifts to the right, in the direction of the nitrogen atom,
accelerating its movement. The molecule itself also rotates as the nitrogen
atom attempts to approach the incoming proton. This enters the nonbonding
basin, and transforms it into a bonding NH loge. The ensuing collision results
in the proton quickly accelerating out of the molecule; however, the bond has
been established, and soon it is driven back. The result is a highly excited
molecule: the nuclei will vibrate, whereas the electronic state will also be a
mixture of the ground state and higher lying states. Of course, eventually it
could relax upon photon emission; this is however not included in the model.
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0fs 11.8fs 23.7fs 35.5fs

43.4fs 47.4fs 51.3fs 56.9fs

59.2fs 63.2fs 67.1fs 71.1fs

Fig. 6.49. Snapshots taken during the capture of a proton by a formaldimine
molecule. Isosurfaces for the ELF at a value of η = 0.8 are shown in red. The carbon
and nitrogen cores are colored in green and blue respectively, whereas the protons
are colored in white.

6.5.3.3 Bond-breaking by an intense, ultrafast laser pulse

The next example shows the excitation of the ethyne molecule by means of
a strong laser. The aim is especially the triple bond. The laser is polarized
along the molecular axis; it has a frequency of 17.15 eV (λ = 72.3 nm) and
a maximal intensity of Im = 1.19 × 1014 Wcm−2. Fig. 6.50 depicts snapshots
of the ELF of acetylene in form of slabs through a plane of the molecule. At
the beginning (a) the system is in the ground state and the ELF visualizes
these features: The torus between the carbon atoms, which is typical for triple
bonds, and the blobs around the hydrogen atoms. As the intensity of the laser
increases, the system starts to oscillate and then ionizes (Fig. 6.50b,c). Note
that the ionized charge leaves the system in fairly localized packets (the blob
on the left in b, and on the right in c). The central torus then starts to widen
(Fig. 6.50d) until it breaks into two tori centered around the two carbon atoms
(Fig. 6.50e,f). This can be interpreted as a transition from the π bonding to
the π� nonbonding state. The system then remains in this excited state, and
eventually dissociates, after the laser has been switched off. In the process,
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Fig. 6.50. Snapshots of the time-dependent ELF for the excitation of ethyne
(acetylene) by a 17.15 eV (λ = 72.3 nm) laser pulse. The pulse had a total length of
7 fs, a maximal intensity of 1.2×1014 Wcm−2, and was polarized along the molecular
axis. Ionization and the transition from the bonding π to the anti-bonding π� are
clearly visible.

the molecule absorbs about 60 eV of energy, and looses 1.8 electrons through
ionization.

6.5.4 TDELF for coupled nuclear-electronic motion

The examples presented in the previous subsection neglected the quantum
nature of the atomic nuclei. Erdmann, Gross, and Engel [194] have presented
one application of the TDELF for a model system in which one nucleus is
treated quantum mechanically, and the full Schrödinger equation is computed
exactly. This model is specially suited to study, from a fundamental point of
view, the effects of nonadiabaticity. It is instructive to see how the ELF may
help for this purpose.

The model is depicted in Fig. 6.51: two electrons and a nucleus that move
in a single dimension between two fixed ions. Its Hamiltonian is:

H(x, y,R) = T (x) + T (y) + T (R) + V (x, y,R) , (6.35)

where T (x), T (y) and T (R) are the kinetic energy operator of the two electrons
and of the moving ion, respectively. The potential is:
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Fig. 6.51. Configuration of the model system: An ion (coordinate R) and two
electrons (at x and y) are allowed to move between two fixed ions (1) and (2), fixed
at a distance of 10Å.

V (x, y,R) =
Z1Z

|R1 −R| +
Z2Z

|R2 −R| +
erf(|x− y|)
Re|x− y|

−Z1erf(|R1 − x|)
Rf |R1 − x| − Z2erf(|R2 − x|)

Rf |R2 − x| − Zerf(|R− x|)
Rc|R− x|

−Z1erf(|R1 − y|)
Rf |R1 − y| − Z2erf(|R2 − y|)

Rf |R2 − y| − Zerf(|R− y|)
Rc|R− y| .

(6.36)

Note that the interactions are screened; The values of the screening are mod-
ulated by the parameters Rf (for the interaction electron – fixed ions), Rc

(for the interaction electron – moving ion), and Re (for the electron – electron
interaction). By tuning these parameters, the nonadiabatic couplings may be
reduced or enhanced [195–199].

The degree of diabaticity is qualitatively pictured in the adiabatic potential
energy surfaces (PES) – which show the eigenvalues, parameterized with the
nuclear coordinate R, of the electronic equation:

{T (x) + T (y) + V (x, y,R)}φστ
n (x, y;R) = V στ

n (R)φστ
n (x, y;R) , (6.37)

so that φστ
n (x, y;R) are the electronic eigenfunctions in state n. Two different

initial configurations are possible: the two electrons are in the same spin state
– corresponding to spatial functions of gerade symmetry –, or in opposite
spins – corresponding to ungerade spatial functions. (Note that since the full
Hamiltonian does not contain the spin, the system will remain in the same
spin configuration during any evolutions). The adiabatic PES are depicted in
Fig. 6.52 for the anti-parallel spin (top) and parallel spin (bottom) cases, and
for the ground state, and the first three excited states.

In the anti-parallel case, the ground state and the first excited state show
an avoided crossing, so we should expect clear nonadiabatic behavior in that
region. In the parallel spin case, however, the ground state and the first excited
state are well separated from each other and from the higher states, whereas
the second and third excited states again show avoided crossings.

The localization functions for this particular model have to be defined.
The full time-dependent density matrix is given by:
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Fig. 6.52. Adiabatic potentials for the anti-parallel (top panel) and parallel spin
case (bottom panel). Different parameters were used in the parameterization of the
interaction energy: Rc = Rf = 1.5 Å; Re = 2.5 Å(left panel), and Rc = Rf = Re =
1.5 Å(right panel).

Dστ (x, y,R; t) = |Ψ(xσ, yτ,R; t)|2 , (6.38)

where Ψ is the full wave function. Integrating out the nuclear degree of free-
dom, one obtains the density matrix for the two electrons:

Dστ (x, y; t) =
∫

d3RDστ (x, y,R; t) , (6.39)

and one may then define the conditional pair probability function:

Pστ (x, y; t) =
Dστ (x, y; t)
ρσ(x; t)

, (6.40)
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where ρσ is the electronic one-particle spin-density. Two cases have to be
distinguished:

1. Anti-parallel spins: Pαβ(x, x; t) is the conditional probability to find one
electron at time t at point x, if we know with certainty that other electron
with opposite spin is in the same place. This is an indirect measure of lo-
calization. One may define, in analogy to the usual ELF, a time-dependent
anti-parallel spin electron localization function (TDALF), ηap, as:

ηap(x; t) =
1

1 + |Pαβ(x, x; t)/Fα(x; t)|2 . (6.41)

Fα(x; t) = (4/3)π2ρ3
α(x; t) is the Thomas-Fermi kinetic energy density for

anti-parallel spins and 1D systems.
2. Parallel spins: This would correspond to the usual ELF, presented previ-

ously. However, the one-dimensionality of the model changes the deriva-
tion since the spherical average is not necessary. Defining s = x − y, one
may expand Pαα(x, s; t) in a Taylor series up to second order around s = 0:

Pαα(x, s; t) =
1
2
∂2Pαα

∂s2
(x, 0; t)s2 + O(s3) . (6.42)

The constant term is null due to Pauli’s principle, whereas the linear
term also vanishes since, according to Kato’s cusp theorem [200], the wave
function is proportional to s. The s2 coefficient, aαα(x; t), is now used to
define the TDELF with the usual re-normalization precautions:

η(x; t) =
1

1 + |aαα(x; t)/Fα(x, t)|2 . (6.43)

In this case, Fα(x) = (16/3)π2ρ3
α(x).

The nuclear movement is investigated through the time-dependent nuclear
density:

Γστ (R; t) =
∫

d3x

∫
d3y Dστ (x, y,R; t) . (6.44)

The time-evolution of the system is then initiated from an initial state with
the form:

Ψ(xσ, yτ,R; t = 0) = e−γ(R−R0)
2
φστ

n (x, y;R) , (6.45)

that is, from the first electronic excited state, and from a Gaussian nuclear
distribution around some initial point – in this case, R0 = −3.5 Å.

Once again, two possible spin configurations for the initial state have to
be distinguished:

1. Anti-parallel spins.
This case is shown in Fig. 6.53, left side. The top graph represents the
nuclear time-dependent density. This density, initially localized around -
3.5 Å, travels toward its turning point, while it strongly disperses. Soon,
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Anti-parallel spin Parallel spin

Fig. 6.53. Quantum dynamics of the model system presented in Sect. 6.5.4, for the
anti-parallel spin (left) and the parallel spin cases (right). The upper panel shows
the nuclear density. The time-dependent electron density and TDELF are shown in
the middle and lower panels, respectively.

as a consequence of the strong nonadiabatic coupling, the nuclear wave
packet becomes extremely broad and a defined structure can no longer be
seen.
The electron density (middle panel) seems to be unaware of the nuclear
motion. This does not mean that electrons are static; its behavior may
be best analyzed by looking at the TDALF (lower panel). We have two
localization domains, which correspond also with the initial areas of high
density. It may be seen how, as the nucleus transverses this area, the
localization amplitude diminishes, and almost vanishes for those two ar-
eas. This illustrates how the strong nonadiabatic coupling is effective in
decreasing localization.
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2. Parallel spins.
This case is shown in Fig. 6.53, right side. Also, the nuclear time-
dependent density is on the top and the time-dependent electron density is
in the middle, although in this case it is the usual TDELF (parallel-spins)
which is shown in the bottom panel.
This case has been tailored to avoid the presence of nonadiabatic effects
(the first excited state is well separated from the others). As a result, with
the chosen initial conditions, the motion takes place exclusively in a single
electronic state. The nuclear wave packet is initially localized in the left
half of the potential well, and starts moving to the right side where it is
repelled by the right side fixed ion at about 40 fs. The wave packet then
shows an oscillatory structure, and broadens due to the anharmonicity of
the potential.
The electronic density reflects a charge transfer from the left fixed ion to
the right one, with the moving ion acting as an “electron carrier”. Initially,
there are two maxima in the vicinity of the left fixed ion and on the moving
one. After the nucleus crosses the origin, the initial density drops to zero
and the new two maxima are on top of the moving ion and on the right
side. If the nucleus were not affected by dispersion, the process would
reverse with each half-cycle of the nuclear vibration.
The behavior of the TDELF is now very different with respect to the
TDALF in the anti-parallel spin case. The localization remains high at
all times, and the transfer of electrons from left to right is clear: Initially
there are two localization domains; one around the fixed ion, and another
near the origin. As the nuclear movement starts, the first domain vanishes,
and a third domain appears near the right fixed ion. After the vibrational
period of the nucleus is finished, this third domain disappears, and the
initial ELF is however restored. The vanishing of the first domain and the
appearance of a third domain indicates that one electron must have been
removed from the left fixed nucleus and dragged to the right.

In conclusion, the handful of examples presented in this section illustrate
the amount of information that can be gained from the time-dependent ELF
in theoretical studies of ultrafast phenomena. One can learn about the time
scales of the processes, and/or about how the various sub-events that make up
a complex reaction are ordered in time: which bonds break first, which second,
how the new links are created, etc. One can observe and interpret intermedi-
ate electronic structure that may be short lived but relevant for the overall
outcome. This information starts to become available to experimentalists, as
the time resolution of the sub-femtosecond laser sources increases.
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6.6 Cluster dynamics in ultraintense laser fields

A. Heidenreich, I. Last, and J. Jortner

6.6.1 How intense is ultraintense?

Table-top lasers are currently characterized by a maximal intensity of ∼ 1022

Wcm−2 [201,202], which constitutes the highest light intensity on earth. Such
ultrahigh intensity corresponds to an electric field of ∼ 1012 Vcm−1, a mag-
netic field of ∼ 109 Gauss and an effective temperature of ∼ 108 K, which
exceeds that in the interior of the sun and is comparable to that prevailing
in the interior of hot stars. The interaction of ultraintense (peak intensity
Im = 1015–1020 Wcm−2), ultrafast (temporal length 10–100 fs) laser pulses
with matter drives novel ionization phenomena [25,203–251], attosecond elec-
tron dynamics [20,154,252,253], the production of high energy particles (i.e.,
electrons, x-rays, and ions) [9,241,242,245–251,254–268] in atoms, molecules,
clusters, plasmas, solids, and liquids. The coupling of macroscopic dense mat-
ter with ultraintense laser fields is blurred by the effects of inhomogeneous
dense plasma formations, isochoric heating, beam self-focusing and radia-
tive continuum production [269,270]. To circumvent the debris problem from
macroscopic solid targets, it is imperative to explore efficient laser energy ac-
quisition and disposal in clusters, which constitute large, finite systems, with
a density comparable to that of the solid or liquid condensed phase and with
a size that is considerably smaller than the laser wavelength. This section
addresses electron and nuclear dynamics driven by ultraintense laser–cluster
interaction [9, 25,203–251,254–267].

The Rabi frequency for the interaction of an ultraintense laser (Im =
1020 Wcm−2), with an atom or molecule with a transition moment of 1–
5 Debye, falls in the range of 2–10 keV. Such high values of the Rabi fre-
quency signal the breakdown of the perturbative quantum electrodynamics
approach for the ultraintense laser–atom/molecule interaction. The pertur-
bative quantum dynamic approaches are applicable only for ‘ordinary’ fields
(i.e., Im < 1012 Wcm−2, where the Rabi frequency is lower than ∼ 0.1 eV),
while for strong laser fields, whose frequency is considerably lower than the
atomic/molecular ionization potential, the ionization process can be described
as electron removal through an electrostatic barrier in a static electric field.
The potential for a q-fold ionized atom (or neutral atom), formed by an elec-
tric field of charge (q + 1) and an external electric field F , is characterized by
a high Ub of the potential barrier [232,243,271]

Ub = −2[eFB̄(q + 1)]1/2 (6.46)

where B̄ = 14.4 eV and eF is given in units of eVÅ−1. The barrier is located
at the distance

rb = [B̄(q + 1)/eF ]1/2 (6.47)
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from the ion center along the electric field direction. When the tunneling
through such a barrier is of minor importance [243], as realized for ultraintense
laser fields (whose intensity domain will be specified below), a classical barrier
suppression ionization (BSI) mechanism can be applied. The BSI of a single
ion of charge q is realized when the barrier height, (6.46), is equal, with an
opposite sign, to the ionization potential Eq+1

I of this ion. The threshold field
for inducing ionization is

eF = (Eq+1
I )2/4B̄(q + 1) (6.48)

where F = F� is the laser field, with |eF�| = 2.745 × 10−7I
1/2
m eVÅ−1, where

Im is given in Wcm−2. The threshold laser intensity for BSI is then given by

Im = 8.295 × 1011(Eq+1
I )4/B̄2(q + 1)2 (6.49)

The barrier distance for the threshold field, (6.47), assumed the form

rb = 2B̄(q + 1)/Eq+1
I (6.50)

The BSI, (6.49), describes multielectron ionization of Xe atoms in the intensity
range of Im = 1015 Wcm−2 (where Xe3+ is produced) up to Im = 1020 Wcm−2

(where Xe36+ is produced), with the calculated results in the range Im = 1016–
1018 Wcm−2 being in good agreement with the available experimental data
[272,273].

To account for tunneling effects in multielectron atomic ionization through
the barrier Ub, (6.46), the Amosov–Delone–Krainov (ADK) model [45] gives
the ionization probability W (I(t)) at the laser intensity I(t) = Im cos2(2πνt)
(where ν is the laser frequency). The peak intensity Im was determined from

the single-cycle averaging
1/ν∫
0

dtW (I(t)) = 1. In the intensity range Im = 1015–

1019 Wcm−2, the BSI and the ADK results for a single Xe atom agree within
10% and are close to the available experimental data [272, 273]. For lower
intensities (Im < 1015 Wcm−2), the BSI model is no longer applicable, with
the intensity Im ≥ 1015 Wcm−2 marking the lower limit of the ultraintense
laser domain.

The laser driven one-step BSI mechanism for the ionization of a single
atom requires a significant extension when applied to cluster ionization. Of
considerable interest is the situation when the cluster size characterized by
n atomic/molecular constituents and cluster radius R0 = r0n

1/3 (where r0 is
the constituent radius) significantly exceeds the size of the single constituent
barrier distance rb, (6.50). Under these circumstances a compound cluster ion-
ization mechanism is manifested, which occurs via a sequential-simultaneous
inner-outer ionization process [205, 206, 211, 212, 217–219,231, 243–245]. Elec-
tron dynamics triggers nuclear dynamics, with outer ionization being accom-
panied with and followed by cluster Coulomb explosion (CE), which results
in the production of high-energy (keV–MeV) multicharged ions on the (10–
500 fs) time scale of nuclear motion.
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The realm of ultrafast phenomena in molecular science currently moves
from femtosecond dynamics on the time scale of nuclear motion [274–277]
toward attosecond electron dynamics [20, 154, 252, 253]. This new attosecond
temporal regime for dynamics constitutes a “spin off” of ultraintense laser–
matter interactions. In the attosecond domain nonperturbative effects are fun-
damental and new mechanisms of ionization and of multielectron dynamics
in atoms, molecules, clusters, plasmas and condensed matter are unveiled. In
this context this section will address the response of clusters to ultraintense
laser fields that induces novel ionization processes and manifests new features
of electron dynamics [211, 222, 238–244, 267, 278–281], which drives nuclear
dynamics of CE [224,228,245–251,254–256,259].

6.6.2 Extreme cluster multielectron ionization

The cluster response to ultraintense laser fields triggers well-characterized
ultrafast electron dynamics (on the time scale of < 1 fs–100 fs). The com-
pound, extreme multielectron ionization mechanism of clusters involves three
sequential-parallel processes of inner ionization, nanoplasma formation and
outer ionization. Inner ionization results in the formation of a charged, ener-
getic nanoplasma within the cluster or in its vicinity, which is followed by the
partial or complete outer ionization of the nanoplasma. Extreme multielectron
ionization of elemental and molecular clusters, e.g., Arn [203, 207, 234–236],
Xen [25,216,223,231,233], (H2)n [237], (D2)n [221,254,257], (H2O)n [230,234],
(D2O)n [224,230,234], (CH4)n [226], (CD4)n [213,226,259], and (HI)n [9,258,
260], in ultraintense laser fields leads to the production of highly charged
ions. These involve the stripping of the valence electrons, or even all the elec-
trons from light first-row atoms, e.g., H+ and D+ [208,211,221,226,244,261],
Oq+ (q = 6–8) [211, 224, 241], Cq+ (q = 4–6) [213, 221, 226, 230, 242, 246, 262],
as well as the production of highly charged heavy ions, e.g., Xeq+ (q = 3–
26) [216,217,223,239–244,246,257,261,265,278,279,282,283]. These unique in-
ner/outer ionization processes and nanoplasma dynamics and response driven
by ultraintense laser–cluster interactions were explored by theoretical models
and by computer simulations.

The laser electric field acting on the elemental or molecular cluster is
taken as F�(t) = F�0(t) cos(2πνt), where ν is the laser frequency and F�0(t) is
the pulse envelope function. Molecular dynamics simulations (including mag-
netic field and relativistic effects) and analyses of high-energy electron dy-
namics and nuclear dynamics in a cluster interacting with a Gaussian laser
field F�0(t) = Fm exp[−2.773(t/τ)2], Fm being the electric field at the pulse
peak. The infrared laser parameters used for the simulations reported in this
section are ν = 0.35 fs−1 (photon energy 1.44 eV and pulse temporal width
(FWHM) τ = 10–100 fs) [238,243,279]. The laser pulse is defined in the time
domain t ≥ −∞ and the peak of the laser pulse is attained at t = 0. An ini-
tially truncated laser pulse was used for the simulations, with the initial laser
field (corresponding to the threshold of single electron/molecule ionization in
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the cluster) being located at the (negative) time t = ts, which is laser inten-
sity and pulse width dependent [243, 279]. The end of the pulse was taken at
t = −ts [279]. The simulations of electron dynamics [238, 243–246, 279] eluci-
dated the time dependence of inner ionization, the formation, persistence and
decay of the nanoplasma, and of outer ionization.

The cluster inner ionization is driven by two processes:

(A) The BSI mechanism, which is induced by a composite field F = F � +F i,
where F i is the inner field generated by electrostatic interactions with
the ions (ignition effects) [210, 243] and with the nanoplasma electrons
(screening effects) [243, 282]. The BSI level and time-resolved dynamics
were evaluated from (6.48) for the threshold composite field [243,279].

(B) Electron impact ionization (EII), which involves inelastic, reactive im-
pact ionization of ions by the nanoplasma electrons [223, 243, 278, 283].
EII in Xen clusters was explored using experimental data [284–288] for
the energy dependence of ionization cross sections of Xeq+ ions (q = 1–
10), which were fit by a three-parameter Lotz-type equation [289]. The
proper parameterization [278,279] of the EII cross sections led to reliable
information on the EII ionization levels and their relative contribution to
inner ionization and to the nanoplasma populations. At the lower intensity
domain of Im = 1015–1016 Wcm−2, the EII contribution to the inner ion-
ization yield is substantial (� 40% for Xe2171 at τ = 25 fs), increases with
increasing the cluster size and manifests a marked increase with increas-
ing the pulse length [279]. The EII yield and the EII level enhancement
markedly decrease with increasing the laser intensity. The EII involves
reactive dynamics of nanoplasma electrons driven by the laser field, and
will be further considered in Sect. 6.6.3.

Elemental Xen clusters provide benchmark systems for the theoretical and
experimental studies of electron and nuclear dynamics. A Xe2171 cluster cou-
pled to Gaussian laser pulses (τ = 25 fs) of intensities Im = 1015 Wcm−1

(Fig. 6.54) and Im = 1018 Wcm−2 (Fig. 6.55) reveals the following dynamic
processes:

A. Electron dynamics involving sequential–parallel multielectron inner ion-
ization (represented by the color coding of atom charges in Figs. 6.54 and
6.55), nanoplasma formation (represented by the electron cloud and by
the positive ions in Figs. 6.54 and 6.55), and outer ionization (which cor-
responds to complete depletion of the nanoplasma for Im = 1018 Wcm−2,
Fig. 6.55).

B. Nuclear dynamics of CE, which is spatially nonuniform and relatively slow
(∼ 120 fs) for Im = 1015 Wcm−2 (where complete outer ionization does
not prevail).

The extreme ionization level of Xen clusters results in the production of
(Xeq+)n multicharged ions (characterized by an average charge qav on each
ion). The cluster size and laser intensity dependence of qav produced from
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Fig. 6.54. Snapshots of the time-resolved inner ionization, nanoplasma charge dis-
tribution, outer ionization and structures of Xe2171 clusters induced by Gaussian
laser pulses with a peak intensity of IM = 1015 Wcm−2 and a pulse width of τ = 25 fs.
The lower part of the panel portrays the electric field of the laser and the time axis
t − ts (where ts is the onset time for the laser field [85]). The snapshot instants
are marked a–l on the time axes. The Xe ions are color coded according to their
charge: blue corresponds to the initial charge +1 and red to the maximum charge
+9, which can be obtained at this intensity (and τ). A map of the color coding of
the ionic charges is given in the panel at the bottom of the figure. The electrons are
represented by light gray spheres.
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Fig. 6.55. Snapshots of the time-resolved inner ionization, nanoplasma charge dis-
tribution, outer ionization and structures induced by a Gaussian laser pulse with a
peak intensity of Im = 1018 Wcm−2 and a pulse width of τ = 25 fs. Presentation
and notation as in Fig. 6.54, with the color coding of the Xe ions from blue for the
initial charge +1 to deep red for the maximal charge +26.
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n = 55–2171 clusters (Fig. 6.56) exhibits the formation of highly charged
(qav = 6–36) clusters. For any cluster size, qav increases with increasing Im,
essentially manifesting the contribution of the laser field to the BSI. The clus-
ter size dependence at fixed Im exhibits an intensity specific behavior. The
highest intensity domains, qav = 26 at Im = 1019 Wcm−2 (corresponding to
ionization of the 4s24p64d105s25p6 shells) and qav = 36 at Im = 1020 Wcm−2

(corresponding to the ionization of the 3d104s24p64d105s25p6 shells), are in-
dependent of the cluster size at fixed Im. For Im = 1018 Wcm−2, qav increases
with increasing R0, achieving the value of qav = 24 at n = 2171, which
presumably manifests ignition effects. For Im = 1017 Wcm−2, qav first in-
creases (in the range n = 55–459), and subsequently decreases (in the range
n = 459–2171) with increasing R0 (and n), apparently manifesting the in-
terplay between ignition effects (lower n) and screening effects (higher n).
In the lowest intensity range of Im = 1015 Wcm−2 qav = 5.8–6.8, while at
Im = 1016 Wcm−2 qav = 8, with qav being nearly cluster size independent.
In the intensity range of Im = 1018–1020 Wcm−2, qav converges for clusters
to the single atom–value with decreasing R0, indicating that ignition effects
are minor for moderately small n = 55 clusters in this highest Im range. At
Im = 1016–1017 Wcm−2, the values of qav for Xe55 are somewhat larger (by
0.5–1.0 electrons per atom) than the single-atom values. A dramatic enhance-
ment of qav for Xe55 at Im = 1015 Wcm−2 is exhibited, where qav increases
by a numerical factor of 2 relative to the single–atom value.

The inner ionization level nL
ii = qav (per constituent with the indexsub-

ject L representing an asymptotic long-time value) is nL
ii = nL

BSI +nL
imp being

given by the sum of the BSI contribution nL
BSI and the EII contribution nL

imp.
From the simulation data for nL

ii, n
L
BSI and nL

imp (Fig. 6.57), complete infor-
mation emerges concerning the interplay between the contributions of BSI,
and ignition and screening, together with the contribution of EII to inner ion-
ization, which reveals the following features: (1) Ignition effects on nL

BSI for
very small Xen clusters (n = 2–13) are manifested at the lowest intensity of
Im = 1015 Wcm−2 (Fig. 6.57a), where the inner field is comparable to the laser
field. This ignition effect for n = 2–13 is not operative at Im ≥ 1016 Wcm−2

(Figs. 6.57b–d), where the laser field overwhelms the inner field. (2) Igni-
tion effects for large clusters (n > 55), manifested by the increase of qav

with increasing n, are exhibited in the higher intensity domain Im = 1017–
1018 Wcm−2 (Figs. 6.57c and 6.57d). (3) Screening effects, manifested by the
decrease of nL

BSI with increasing n, are exhibited at Im = 1015–1016 Wcm−2

for n ≥ 13 (Figs. 6.57a and 6.57b) and for n = 459–2171 at Im = 1017 Wcm−2

(Fig. 6.57c). At Im = 1018 Wcm−2 (Fig. 6.57d) screening effects are not oper-
ative. (4) The EII contribution of nL

imp to nL
ii = qav at fixed Im increases with

increasing n for large clusters in the intensity range Im = 1015–1018 Wcm−2

(Figs. 6.57a–d). This significant issue will be further discussed in Sect. 6.6.3.
(5) The maximal ionic charge qmax (Figs. 6.57a–d) exceeds the average charge,
i.e., qmax > nL

ii = qav. For Im = 1015 Wcm−2, a flattening at qmax = 8 is ex-
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Fig. 6.56. Cluster size and laser intensity dependence of inner ionization levels
(expressed by the average final charge qav = nL

ii of the (Xeq+)n ions) of Xen clusters
(n = 55–2171) over the intensity range Im = 1015–1020 Wcm−2 (marked on the
curves) with a laser pulse width of τ = 25 fs. The horizontal arrows (marked atomic
limit) represents the single atom ionization level calculated by the BSI model [228].

hibited over a broad size domain, followed by EII at n = 2171 (Fig. 6.57a),
while for Im = 1017 Wcm−2 a flattening at qmax = 18 is observed (Fig. 6.57c).
(6) ‘Magic numbers’ in cluster multielectron ionization are observed in the
cluster size domain where laser induced BSI dominates over ignition, screening
and EII. The ‘magic numbers’ are qav = 8 at Im = 1016 Wcm−2 for n = 2–55
(Fig. 6.57b) corresponding to the ionization of the 5s25p6 shells, qav = 18 at
Im = 1018 Wcm−2 for n = 2–135 (Fig. 6.57d) corresponding to the ioniza-
tion of the 4d105s25p6 shells, qav = 26 at Im = 1019 Wcm−2 for n = 55–2171
(Fig. 6.56) corresponding to the ionization of the 4s24p64d105s25p6 shells, and



6 Molecules and clusters in strong laser fields 583

(a)

100 101 102 103

n

0

1

2

3

4

5

6

7

8

9

C
ha

rg
e 

pe
r 

at
om

 
 

 
  

 
  

 
  

 
  

 
 

 
 

  
 

  
 

  
 

  
 

I=10 Wcm15 -2

τ=25fs

Xen

R / Å0

qmax

nii

nBSI

nimp

1 2

3

4

13 55
135

249

459

1061

2171

8.7 11.5
15.0

18.4
24.5

31.0

(b)

100 101 102 103

n

0

1

2

3

4

5

6

7

8

9

10

11

12

C
ha

rg
e 

pe
r 

at
om

 
 

 
  

 
  

 
  

 
  

 
 

 
 

  
 

  
 

  
 

  
 

I=10 Wcm16 -2

τ=25fs

Xen

R / Å0

qmax

nii

nBSI

nimp

1 2

3

4 13 55 135
249

459

1061

2171

8.7 11.5
15.0

18.4
24.5

31.0

(c)

100 101 102 103

n

0

2

4

6

8

10

12

14

16

18

C
ha

rg
e 

pe
r 

at
om

 
 

 
  

 
  

 
  

 
  

 
 

 
 

  
 

  
 

  
 

  
 

I=10 Wcm17 -2

τ=25fs

Xen

R / Å0

qmax
nii

nBSI

nimp

1 2

3

4 13
55

135
249

459

1061

2171

8.7 11.5
15.0

18.4
24.5

31.0

(d)

100 101 102 103

n

0

5

10

15

20

25

C
ha

rg
e 

pe
r 

at
om

 
 

 
  

 
  

 
  

 
  

 
 

 
 

  
 

  
 

  
 

  
 

I=10 Wcm18 -2

τ=25fs

Xen

R / Å0

qmax nii

nBSI

nimp

1 2

3

4 13 55 135

249

459

1061

2171

8.7 11.5
15.0

18.4
24.5

31.0

Fig. 6.57. The cluster size dependence of the long-time BSI level nL
BSI (O), the EII

level nL
imp (∆), and the total inner ionization level nL

ii (• and �) for the maximal
ionic charge qmax (♦) from Xen (n = 2–2171) clusters. (a) Im = 1015 Wcm−2 (τ =
25 fs). The nL

BSI = nL
ii data for small (n = 2 and 3) clusters at a fixed nuclear

configuration are dependent on the direction of the laser field, with (�) for the
laser field being parallel to the molecular axis and (•) for the laser field being
perpendicular to the molecular axis. (b) Im = 1016 Wcm−2 (τ = 25 fs). (c) Im =
1017 Wcm−2 (τ = 25 fs). (d) Im = 1018 Wcm−2 (τ = 25 fs).
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qav = 36 at Im = 1020 Wcm−2 for n = 55–2171 (Fig. 6.56) corresponding to
the ionization of the 3d104s24p64d105s25p6 shells.

The cluster size, laser intensity, and laser pulse shape dependence of inner
ionization levels of Xen clusters are induced by a complex superposition of
laser-induced BSI, inner field ignition effects and nanoplasma screening effects,
as well as by the contribution of EII. The inner field ignition and screening
effects, in conjunction with EII, constitute collective effects, which preclude
the description of cluster inner ionization in terms of an additive contribution
of the constituents. The laser intensity dependent ionization levels of Xen

clusters, with the dramatic enhancement of qav and qmax with increasing Im,
originate from the laser field contribution to the BSI. This enhancement is
characteristic for partial multielectron inner ionization of heavy atoms, with
no production of nuclei in the currently available laser intensity domain (Im ≤
1021 Wcm−2). On the other hand, for (H2)n and (D2)n clusters, complete
ionization can be achieved at Im � 2× 1014 Wcm−2 [221,243], which is below
the lowest limits of the intensity range used herein. For first-row molecular
heteroclusters consisting of light atoms, e.g., (CA4)n, (A2O)n (A = H, D),
complete multielectron ionization, with the production of H+, D+, C6+ and
O8+ nuclei, can be realized in the currently available laser intensity domain.

Table 6.1. Multielectron ionization of Xen clusters

EXPERIMENT THEORY

n Im τ qav qmax n Im τ qav qmax

(R0) Wcm−2 fs (R0) Wcm−2 fs

2 × 106 2171
(a) [280]

(270 Å)
5 × 1017 25

(31 Å)
1018 25 23 25

5 × 104 2171
(b) [281]

(79 Å)
2 × 1017 20 12 18

(31 Å)
1017 25 14 18

105–106 2171
(c) [267]

(100 Å–210 Å)
1018 26–30

(31 Å)
1018 25 23 26

1.2 × 104 2171
(d) [222]

(49 Å)
1015 100 11

(31 Å)
1015 100 10

In Table 6.1 the ionization levels are compared for the largest Xen

(n = 2171) cluster sizes calculated by us with the available experimen-
tal results [222, 267, 280, 281]. The experimental values of qav and qmax at
Im = 2 × 1017 Wcm−2 [data set (b)] [281] and at Im = 1015 Wcm−2 [data
set (d)] [222] are in good agreement with experiment. For the experimental
results of Im = 5 × 1017 Wcm−2 [data set (a)] [280] and Im = 1018 Wcm−2

[data set (c)] [267], the experimental cluster radius R0 = r0n
1/3 (r0 = 2.16 Å

being the constituent radius) is considerably larger than the corresponding



6 Molecules and clusters in strong laser fields 585

R0 values used for the simulations. However, the relevant cluster size domain
at this high intensity of Im = 1018 Wcm−2 is determined by the border ra-
dius [245, 246, 279] R

(I)
0 for the complete sweeping of the nanoplasma from

the cluster and for cluster vertical ionization, which prevails for R0 ≤ R
(I)
0

(see Sect. 6.6.4). For R0 > R
(I)
0 the inner ionization levels are weakly clus-

ter size dependent. For Xen, in the intensity range of Im = 1018 Wcm−2,
R

(I)
0 = 35 ± 5 Å [279]. Thus the experimental data (a) and (c) correspond

to R0 � R
(I)
0 , while the simulation data correspond to R0 ≤ R

(I)
0 , allowing

for an approximate comparison between theory and experiment. The compu-
tational results reported in this section account for the gross features of the
cluster ionization levels.

6.6.3 The nanoplasma

The nanoplasma is formed from the unbound electrons, which are confined
to the cluster and to its vicinity, and from the ion cluster. The life story of
the nanoplasma is portrayed in Figs. 6.54 and 6.55 for Xe2171 clusters and
in Fig. 6.58 for (D2)2171 and (HT)2171 clusters. These snapshots portray the
formation of the nanoplasma, its response to the laser field, followed by its
complete depletion at Im = 1018 Wcm−2 (Figs. 6.55 and 6.58) or its partial
depletion at Im = 1015 Wcm−2 (Fig. 6.54). The time-dependent nanoplasma
population is characterized by the number np(t) of nanoplasma electrons (per
atomic constituent), which is given by np(t) = nii(t) − noi(t). The number
nii(t) (noi(t)) of depleted electrons (per constituent) for inner (outer) ioniza-
tion exhibits a gradual increase and long-time saturation [244, 279]. At long
times, after the termination of the laser pulse, the nanoplasma population is
finite at lower intensities of Im = 1015–1016 Wcm−2, exhibiting only partial
depletion (Fig. 6.59), with the long-time population nL

p manifesting a marked
increase with increasing the pulse length. The cluster size and laser parame-
ters in Fig. 6.59 provide the conditions for effective reactive dynamics of the
nanoplasma [244,279].

The electron dynamics of the nanoplasma (Figs. 6.54, 6.55 and 6.58–6.60)
reveals the following features:

1. Composition of the nanoplasma. It consists of the electron cloud and of
the positive Xeq+ ions produced by inner ionization. The nanoplasma
responds to the laser field, which strips electrons from the cluster by outer
ionization. Accordingly, the nanoplasma is positively charged.

2. Formation time. The time scales for the near completion of inner ionization
decrease with increasing Im, assuming the approximate values of t− ts ∼
35 fs at Im = 1015 Wcm−2, down to t − ts ∼ 15 fs for Im = 1019 Wcm−2

for Xe2171.
3. Electron energies. The electron cloud is characterized by high (average)

energies E . For Xe2171 we found E = 53 eV, 150 eV, 930 eV, 72 keV and
100 keV at Im = 1015, 1016, 1017, 1018, and 1019 Wcm−2, respectively. The
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Fig. 6.58. Snapshots of the time-resolved structures of (D2)2171 and (HT)2171 clus-
ters in a Gaussian laser field (Im = 1018 Wcm−2 at τ = 25 fs marked on the images),
at three different times t−ts. The lowest part of the panel portrays the time axis and
the electric field of the laser. The instants of the snapshots are marked on the time
axis by a, b and c. H atoms are represented in blue, T atoms in red, and electrons
in light gray. (a) The initial nanoplasma at t − ts = 0. (b) At t − ts = 8.2 fs, the
beginning of spatial expansion of the clusters is manifested. In case of the (HT)n

cluster, a shell of H+ ions is displayed. At this time, a large number of electrons is
stripped by outer ionization, which occurs repeatedly when the electric field of the
laser is close to a maximum. (c) At t − ts = 13.2 fs, the spatial expansion and shell
formation of the HT cluster is pronounced. Also, all nanoplasma electrons have been
removed at this time.
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Fig. 6.59. The time dependence of the nanoplasma population np(t) = nii(t)−no(t)
(dashed lines) and the outer ionization levels noi (solid lines) for Xen clusters (n =
1061) at Im = 1015 Wcm−2. The laser pulse lengths are τ = 25 fs, 50 fs, and 100 fs,
as marked on the curves. The vertical arrows represent the times for the onset of
the pulse (t = ts).

electron energies increase by 4 orders of magnitude with increasing Im in
this intensity domain.

4. Spatial inhomogeneity and angular anisotropy of the nanoplasma. For
Im = 1015 Wcm−2 the electron cloud is nearly spatially isotropic, with
the majority of the electrons being located within the cluster. For higher
intensities of Im = 1018 Wcm−2 and Im = 1019 Wcm−2, the electron angu-
lar distribution is spatially anisotropic, assuming a “sausage type” shape
along the laser electric field direction.

5. Attosecond response of the nanoplasma. At intensities of Im = 1018–
1019 Wcm−2 the “sausage type” shape of the electron cloud oscillates
along the electric field direction on the time scale ν−1 of the laser pe-
riod, manifesting ultrafast electron dynamics.

6. The outer ionization of the nanoplasma can be either partial (at inten-
sities of 1015–1016 Wcm−2) or complete (at highest intensities of 1018–
1020 Wcm−2).

7. Persistent and transient nanoplasmas. At intensities of Im = 1015–
1016 Wcm−2, where outer ionization is partial, a persistent nanoplasma
on the time scale of t − ts > 100 fs exists, while for higher intensities of
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Im = 1018–1019 Wcm−2, a transient nanoplasma is formed, being com-
pletely depleted on the time scale of t − ts � 15–25 fs. The persistent
nanoplasma exists over the cluster size domain and intensity range for
which R0 > R

(I)
0 , while the transient nanoplasma prevails for R0 < R

(I)
0 .

8. The ‘metallic’ nanoplasma. The average time-dependent electron density
in the nanoplasma is

ρe(t) = nnp(t)/(4π/3)R(t)3 (6.51)

where R(t) is the cluster radius, with R(0) = R0 at the onset of the pulse
and R(t) > R0 at longer times, due to CE. For the entire Im range ρe(t)
first increases with increasing t, reaching a maximum of ρMAX

e = 0.08–
0.09 Å−3 (Fig. 6.60). The weak dependence of ρMAX

e on Im (Fig. 6.60)
can be traced to the weak intensity dependence of the maximal value
of np(t), both for the persistent and for the transient nanoplasma. At
Im = 1018 Wcm−2 ρe(t) vanishes for t ≥ 0, as appropriate for a transient
nanoplasma. For the lowest intensity of Im = 1015 Wcm−2, ρe(t) decreases
gradually with increasing t on the time scale of 10–90 fs, due to Coulomb
explosion, retaining a long-time (tL = 90 fs) electron density of ρL

e =
0.02 Å−3 for Xe2171. The nanoplasma electron densities at the maximum,
i.e., ρMAX

e = 8 × 1022–9 × 1022 cm−3 for the entire Im domain, and the
long–time electron density of ρL

e = 2 × 1022 cm−3 at Im = 1015 Wcm−2,
are comparable to electron densities in metals.
It is instructive to establish contact between the microscopic nanoplasma
model used herein and a macroscopic ‘plasma model’ for the nanoplasma
response and outer ionization, considering the enhancement of light ab-
sorption by resonance effects. The frequency of the linear oscillations for
a thermally equilibrated and uniform nanoplasma is [203,290]

ωp = (4πe2ρe/3me)1/2 (6.52)

The maximal (nearly intensity independent) electron density in the nano-
plasma is ρMAX

e = 0.08–0.09 Å−3 (at Im = 1015–1019 Wcm−2, τ = 25 fs,
Fig. 6.60). The nanoplasma energy is �ωp = 6.1–6.4 eV. This value of �ωp

is considerably larger than the photon energy of 1.44 eV. The simulation
results for the persistent nanoplasma at Im = 1015–1016 Wcm−2 over the
time scale of 100 fs (Fig. 6.59) do not reveal any steep temporal decrease of
np(t) or an increase of the electron energy, which could be interpreted as
resonance generation of nanoplasma oscillations, precluding the possibility
of such excitations. The role of the macroscopic ‘plasma model’ [212,233]
is not borne out by the simulations.

9. Attosecond oscillations of the nanoplasma population. In the intensity
range Im = 1017–1018 Wcm−2 ρe(t) exhibits an oscillatory time de-
pendence during the temporal rise of the inner/outer ionization levels
(Fig. 6.60). The period of these temporal oscillations is close to the laser
period ν−1, manifesting the attosecond response and driving of outer ion-
ization by the ultraintense laser field.
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Fig. 6.60. The time dependent electron density in the nanoplasma ρ
(t)
e =

n
(t)
p /(4π/3)R3 in Xen clusters (n = 459, 1061 and 2171, as marked on the curves).

R is the cluster radius obtained from molecular dynamics simulations of CE. Data
are presented for Im = 1015, 1016, 1017, and 1018 Wcm−2, as marked on the panels.
The Gaussian laser fields (− · − · −), expressed in arbitrary units for t ≥ ts, are
presented on the panels.

The reactive dynamics of the nanoplasma is manifested by EII, which is
important for clusters of heavy multielectron atoms or molecules, e.g., Xen,
where the corresponding cross sections are large [278,279,284–288]. The cluster
size dependence of nL

imp (at fixed Im) reveals an increase with increasing n,
with the largest EII yields being exhibited at Im = 1015–1016 Wcm−2, where
the persistent nanoplasma prevails (Fig. 6.61). Significantly, in the persistent
nanoplasma domain (at Im = 1015 –1016 Wcm−2), the EII yields and the total
ionization levels manifest a marked increase with increasing the laser pulse
width. As is evident from the data for Xe2171 at Im = 1015 Wcm−2 and τ =
10–100 fs (Fig. 6.62), the BSI yield exhibits a weak pulse length dependence,
while the EII yield increases from nL

imp = 1.7 at τ = 10 fs to nL
imp = 5.2 at

τ = 100 fs. This results in a marked increase in nL
ii, with the EII becoming the

dominant ionization mechanism at τ = 100 fs (Fig. 6.62). Another interesting
effect pertains to ‘laser free’ EII by the persistent nanoplasma (with a modest
yield of 10%), which was documented. On the other hand, at higher intensities
(Im > 1017 Wcm−2), where the nanoplasma is transient and the cross sections
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Fig. 6.61. The cluster size dependence of the relative EII yield nL
imp/nL

ii for Xen

(n = 55–2171) clusters in the intensity range Im = 1015–1020 Wcm−2 (τ = 25 fs).

for EII are reduced (due to the increase in the electron energy), EII competes
with BSI, but does not lead to a net effect on the inner ionization levels.

6.6.4 Outer ionization

Cluster outer ionization manifests the nanoplasma response to the laser field,
due to barrier suppression of the entire cluster [243] and due to quasireso-
nance effects [214, 239, 248]. The outer ionization removes all, or part, of the
nanoplasma electrons by the laser field. In the simulations outer ionization is
described in terms of a cluster barrier suppression ionization (CBSI) model,
which involves the balancing between the cluster exterior Coulomb potential
and the laser field potential at the cluster boundary. The long time outer
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Fig. 6.62. The laser pulse length dependence of the long-time ionization levels of
Xe2171 coupled to a laser field at Im = 1015 Wcm−2 (τ = 10 fs–100 fs). Ionization
levels are presented for BSI (nL

BSI , �), for EII (nL
imp, •), for inner ionization (nL

ii,
�), and for “laser free” EII (∆nimp, �) in the time domain after the termination of
the laser pulse. The marked increase of the inner ionization yield with increasing τ
marks control by laser pulse shaping.

ionization level was expressed in the form [279]

nL
oi = Fmγξ2/

(
4π

√
2

3

)
BρmolR0 (6.53)

where Fm is the laser electric field for peak intensity Im, ρmol = 3n/4πR3
0 is

the initial atomic / molecular constituent density expressed in terms of the
initial cluster radius, ξ = R(t)/R0 is the cluster expansion parameter due to
CE and γ � 4 is a numerical correction factor. This result is applicable for
the intensity range and cluster size domain where a persistent nanoplasma
prevails, i.e., nL

p = nL
ii − nL

oi > 0 (or nL
ii > nL

oi). The use of (6.53) gives [279]

nL
oi = A

√
Im/R0 (6.54)

where

A = 2.745 × 10−7γξ2/

(
4π

√
2

3

)
Bρmol (6.55)
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Fig. 6.63. A test of the electrostatic model for outer ionization, which predicts
a linear dependence of nL

oi vs
√

Im/R0 over broad cluster size ranges and laser
intensities at constant τ , when the persistent nanoplasma prevails in Xen clusters.
τ = 25 fs, n = 55–2171 at Im = 1015–1016 Wcm−2 and n = 1061, 2171 at Im =
1017 Wcm−2.

In (6.54) and (6.55) Im is presented in Wcm−2, R0 in Å, ρA in Å−3 and B =
14.4 eV. The most striking prediction of the CBSI model, which is confirmed
by the simulation data, is the linear dependence of nL

oi on
√
Im/R

(I)
0 over a

broad laser intensity and cluster size range (at fixed τ), where the persistent
nanoplasma exists. A typical example is portrayed in Fig. 6.63 for τ = 25 fs
with n = 55–2171, and Im = 1015–1017 Wcm−2. From the dependence of the
compound parameter γ1/2ξ on τ it was inferred that the outer ionization level
for Xen clusters is [279]

nL
oi = 1.06 × 10−7τ0.64

√
Im/R0 (6.56)
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where R0 is given in Å, Im in Wcm−2 and τ in fs. An identical function
of the form nL

oi ∝ τ0.62
√
Im/R0 was obtained for outer ionization of (D2)n

clusters pointing toward the generality of the electrostatic CBSI model. It is
also gratifying that the relation between the electron outer ionization levels
and the expansion parameter, ξ = R(t)/R0, provides information on nuclear
CE dynamics.

Complete outer ionization of a cluster can be specified by the cluster border
radius R

(I)
0 at the intensity Im, and prevails for R0 < R

(I)
0 , where cluster

vertical ionization (CVI) is attained. The border radius for molecular clusters
can be obtained from three independent sources.

1. The electrostatic model. Using (6.53) it was inferred that the maximal
cluster radius R

(I)
0 for the attainment of the conditions nL

p = 0 and nL
oi =

nL
ii = qav is given by [279]

R
(I)
0 = |Fm| γξ2/

(
4π

√
2

3

)
B ρmol qav (6.57)

Using (6.55) one gets

R
(I)
0 =

A
√
Im

qav
. (6.58)

2. Electron dynamics. R(I)
0 can be inferred for the cluster size that exhibits

complete (taken as 95%) outer ionization at the peak of the laser pulse,
as obtained from molecular dynamics simulations [245,246,279].

3. The border radius R
(I)
0 is central in the characterization of the nuclear

dynamics and energetics of CE. In the cluster size domain and in the laser
intensity range where R0 ≤ R

(I)
0 , the CVI is applicable, with the energetics

(e.g., the average ion energy Eav) of CE being characterized by the cluster
size scaling equation Eav ∝ q2

avR
2
0, being explicitly independent of Im and

of other laser parameters. R(I)
0 can be estimated from the deviation of the

energetics of CE from the scaling equation [245,246,279].

The border radii R
(I)
0 for electron and nuclear dynamics in Xen, (CD4)n

and (D2)n molecular clusters (Table 6.2) exhibit good agreement (within
∼ 20%) between the electrostatic model and the simulations of electron dy-
namics. From this agreement it can be inferred, on the basis of (6.54), (6.57)
and (6.58), that for electron and nuclear explosion dynamics in molecular
clusters [279]

R
(I)
0 ∝

√
Imξ2

qmol ρmol
(6.59)

where qmol is the average charge per molecule (or atomic constituent) and ρmol

is the initial molecular density. The dependence R
(I)
0 ∝

√
Im/qav implies that

the border radii for (D2)n clusters are considerably larger than for (CD4)n

and Xen clusters at the same intensity. For (D2)n clusters, over the entire
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Table 6.2. Border radii R
(I)
0 (Å) for electron dynamics and nuclear CE dynamics of

multicharged molecular clusters.

Xen [279] (CD4)n [246] (D2)n [245]

IM / Wcm−2 qav R
(I)
0 / Å qav R

(I)
0 / Å qav R

(I)
0 / Å

τ = 25fs (1) (2) (3) (1) (2) (1) (2) (3)

1015 6 5.6 1 6.5 5.8 < 8

1016 8 11.0 8.0 8 10.0 10.1 1 20.4 20.4 ≈ 25

1017 15 18.5 15.2 17.3 8 31.4 31.4 1 64.5 76.5

1018 23 38.0 32.4 8 99.5 1 204

1019 26 107 10 251 1 640

1020 36 244 1

(1) Electrostatic model.
(2) Simulations of electron dynamics.
(3) Simulations of CE nuclear dynamics.

intensity range, and for (CD4)n clusters at Im = 1015–1018 Wcm−2, qmol is
constant (but distinct) for each cluster resulting in a R

(I)
0 ∝

√
Im intensity

dependence. For Xen the increase of R
(I)
0 with increasing

√
Im is sublinear,

reflecting on the increase of qmol = qav with increasing Im. The scarce data
for CE nuclear dynamics are in good agreement with the results for electron
dynamics as well. The border radius R

(I)
0 builds a bridge between electron

(outer ionization) dynamics and nuclear (CE) dynamics, which will now be
considered.

6.6.5 Uniformity, energetics, kinematics, and dynamics
of Coulomb explosion

Cluster electron dynamics triggers nuclear dynamics, with the outer ioniza-
tion being accompanied and followed by CE [241,242, 245, 246, 254, 271]. The
multicharged (totally or partially ionized) metastable clusters undergo CE
whose notable applications pertain to ion imaging [291], accelerator technol-
ogy [292] of high-energy (keV–MeV) ions or nuclei, and extreme ultraviolet
lithography [293].

The traditional view of CE under CVI conditions involves uniform ion
expansion. This prevails for homonuclear clusters with an initially uniform,
constant charge and spherically symmetric ion distributions, which retain
the succession of the ion distances from the cluster center throughout the
expansion [245, 246]. Time-dependent structures of the (D2)2171 cluster at
Im = 1018 Wcm−2 (Fig. 6.58) manifest uniform CE, which corresponds to
complete stripping of all the electrons from (D2)2171. The CE exhibits a uni-
modal spatial expansion of the D+ ions, as evident from the time-resolved
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Fig. 6.64. The radial distribution functions P (r) for the (D2)2171, (HT)2171 and
(DI)2171 clusters in a Gaussian laser field (Im = 1018 Wcm−2 and τ = 25 fs) at
various times t − ts. ts is the starting time of the simulation with respect to the
maximum of the Gaussian laser field envelope located at t = 0. For the heteronuclear
(HT)2171 and (DI)2171 clusters, P (r) is drawn separately for each ion (in blue and
red,as marked on the panels), exhibiting shell formations of the non overlapping
distributions of different isotope/element ions at times t − ts > 0. These shells
expand with different velocities. The insets portray the time-dependent increase of
the first moments 〈R〉 of P (r) relative to the first moment 〈R〉0 at t − ts = 0. Data
are presented for different ions, as marked on the insets.
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structures (Fig. 6.58) and from the single, broad time-dependent spatial dis-
tributions P (r) at each t (Fig. 6.64). Even for the CE of ions from highly mul-
ticharged elemental clusters, e.g., (Xe+q)n (Figs. 6.54 and 6.55), the explosion
is nonuniform. At lower intensities of Im = 1015 Wcm−2 outer ionization is in-
complete, and the screening of CE by the persistent nanoplasma in the center
of the cluster results in nonuniformity in the exterior explosion (Fig. 6.54). At
Im = 1018 Wcm−2, where outer ionization is complete, a spatial anisotropy in
the angular distribution of the Xeq+ (q = 22–26) ions is exhibited (Fig. 6.55),
with a velocity increase along the polarization axes of the laser field.

The dynamics of uniform CE (inset to (D2)2171 in Fig. 6.64) will be char-
acterized by the time dependence of 〈R〉/〈R〉0, where 〈R〉 is the first moment
of the spatial distribution of the AqA+ light ions at time t, while 〈R〉0 is the
initial value of 〈R〉. The CE dynamics is described by the near-linear time
dependence [245,246,294]

〈R〉
〈R〉0

= a (t− tonset) (6.60)

at t > tonset (inset for (D2)2171 in Fig. 6.64). The onset time tonset in the linear
dependence of 〈R〉 vs t (e.g., tonset = 10 fs for (D2)2171) is due to the switching-
off of acceleration effects in CE. From the electrostatic model of uniform CE
under CVI conditions [245, 246, 294] (a/fs)−1 = 1.074(ρmol qA/mA)1/2 where
qA is the ion charge, qmol = kqA, and mA is ion mass. For the uniform CE
of (D2)n clusters, the results of the electrostatic model (6.60), are in good
agreement with the fit of the simulation data by (6.59).

Nonuniform CE under CVI conditions occurs in AqA+
k BqB+

l light-heavy
heteroclusters, which consist of k light AqA+ ions of mass mA and charge qA,
and l heavy BqB+ ions of mass mB and charge qB (with mA < mB). The CE
dynamics is governed by the kinematic parameter ηAB = qAmB/qBmA [241,
242, 245, 246]. The nonuniform CE of (H+T+)2171 heteroclusters (Fig. 6.58),
for which ηHT = 3, manifests kinematic run-over effects of the H+ ions rel-
ative to the T+ ion. These kinematic effects are characterized by a spatial
segregation of the exterior distribution of H+ ions relative to an interior dis-
tribution of the T+ ions (Fig. 6.58). The distinct spatial distributions of the
H+ and T+ ions overlap at short times and separate at longer times (Fig. 6.64).
The case of CE of extremely charged light-heavy (AqA+

k BqB+
l )n heteroclusters

(ECLHH) (corresponding to mA � mB and kqA � lqB) exhibits the for-
mation of exterior spherical nanoshells of the light ions, which manifest the
attainment of transient self-organization driven by repulsive Coulomb inter-
actions [250]. The time-dependent structures (Fig. 6.65) of CE of (DI)2171
clusters at Im = 1018 Wcm−2 correspond to ηDI = 2.5 and qI = 21–23, with
qD = 1 � qI , where qI increases with increasing n due to ignition effects
induced by the inner field, as is the case for extreme multielectron ionization.
The fs CE dynamics reveals an extreme case of spatial segregation between
the light D+ ions and the heavy IqI+ ions, with the formation of a transient
halo of the expanding light D+ ions, which surrounds the inner subcluster of
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Fig. 6.65. Snapshots of the time-resolved structures in the Coulomb explosion of the
(DI)2171 cluster induced by a Gaussian laser pulse (Im = 1018 Wcm−2, τ = 25 fs).
The lowest part of the panel portrays the time axis t − ts and the electric field of
the laser. The instants of the snapshots are marked by a–f on the time axis. The
deuterons are represented by green and the electrons by light gray spheres. The
iodine atoms are color coded according to their charge; blue corresponds to the
initial charge +1, deep red to the maximum charge +25, which can be obtained at
this laser intensity. (a) The initial nanoplasma at t− ts = 0, with the cluster radius
R0 = 34.8 Å. (b) At t−ts = 16.9 fs the onset of the deuteron shell expansion becomes
apparent. The radius of the deuteron shell, defined by the outermost D atoms, is
39.1 Å. The average charge per iodine atom is 16.0. (c) At 21.5 fs the average charge
per iodine atom reaches 24.3 and the radius of the deuteron shell is 51 Å. (d) At
26.4 fs the outer ionization is complete. The radius of the deuteron shell grows to
76 Å and the expansion of the iodine shell sets in. At even longer times, (e) 31.8 fs
and (f) 37.2 fs, the deuteron shell radius is 111 Å and 126 Å, respectively.
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Table 6.3. Energetics and dynamics of Coulomb explosion of deuterium containing
homo-nuclear (D2)n clusters and heteronuclear (AqA+

k BqB+
l )n or (AqA+

k BqB+
l CqC+

p )n

clusters at Im = 1018 Wcm−2. Simulation data (marked SIM) are compared with
the results of the electrostatic model (marked EML).

Cluster ρmol qmol Z (eV) [d] κ [d] a (fs−1)

(Å−3) or qB SIM EML SIM EML SIM EML

[a] [c] [e] [f] [e] [f] [g] [f]

(D2)n 0.025 2 12.5 13.6 0.61 0.60 0.16 0.17

(CD4)n 0.016 8 42.5 46.7 0.70 0.60 0.27

(DI)n 0.013 22 115 165 0.80 0.83 0.50 0.45

(CD3I)n 0.010 26 130 181 0.80 0.83

[a] Initial molecular density of molecular ions in the cluster.
[b] The cluster initial radius is related to n by R0 = (3n/4πρmol)

1/3.
[c] Ion charge qmol = kqA + lqB + pqC for cases (A) and (B), and qmol = lqB + pqC

for ECLHH, where qI = 22 is an average charge in the size domain n = 1061–2171
and qC = 4 for (CD3I)2171.
[d] EM (n) = Zn2/3 and κ = EM (n)/Eav(n), with Z and κ being independent of n.
[e] Fig. 6.66.
[f] See text. For the ECLHHs we neglect a weak cluster size dependence of Z, due
to the dependence of qI on n, which arises from ignition and screening effects on
inner ionization (6.57,6.62).
[g] From the time dependence of the first moment of the distribution of the light
ions, 〈R〉 = 〈R〉0 = a(t − tonset).

the IqI+ ions (Fig. 6.64). The dynamics of nonuniform CE is given by (6.59)
and (6.60) with qmol = kqA + lqB , while for ECLHH qmol = lqB . Note that a
is independent of the cluster size at fixed Im. As evident from Table 6.3, the
results of the electrostatic model, (6.60), account well for the simulation data
(insets to Fig. 6.64). i.e., a = 0.16 fs−1 (0.17 fs−1) for H+ ions from (HT)2171,
and a = 0.56 fs−1 (0.45 fs−1) for D+ ions from (DI)2171 at Im = 1018 Wcm−2.
The agreement between theory and simulation provides benchmark reference
data for CE in the CVI domain. The maximization of the energies of the light
ions in the CE of ECLHHs requires the applicability of the CVI (Im � 1017–
1018 Wcm−2), and the use of the highest attainable laser intensities for the
maximization of the heavy atom charge qB for effective energetic driving.

The maximum energy EM and the average energy Eav of the light ions
in the uniform CE of homonuclear clusters and in the nonuniform CE of
heteronuclear clusters can be obtained from electrostatic models, which in
the CVI limit result in the general expressions for the cluster size dependence
[241,242,294]

EM (n) = XR2
0 (6.61)

where R0 = (3n/4πρmol)1/3 is the initial cluster radius, whereupon [241,242,
250,251,294]
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EM (n) = Zn2/3 (6.62)

The ratio between EM and Eav is [241,242,250,251,294]

Eav(n) = κEM (n) (6.63)

The parameters X, Z and κ assume the following forms:

(A) For homonuclear (A2)n clusters, X = (4π/3)BρmolqAqA2 with B =
14.40 eVÅ, while Z = (4π/3)1/3BqA2ρ

1/3
mol and κ = 3/5.

(B) For (AqA+
k BqB+

l )n heteronuclear clusters with mA < mB and ηAB =
1, X = (4π/3)BρmolqAqmol where qmol = kqA + lqB , Z = (4π/3)1/3

BqAqmolρ
1/3
mol, and κ = 3/5.

(C) For nonuniform CE of an ECLHH (AqA+
k BqB+

l CqC+
p )n with mA < mC �

mB, kqA � lqB and qmol � lqB + pqC , X = 2πBρmolqmolqA, Z =
(9π/2)1/3BqAqmolρ

1/3
mol and κ = 4/5.

The simulation results for cluster CE at Im = 1018 Wcm−2 for (D2)n (case
(A)), for (CD4)n (case (B) with qC = 4) and for (DI)n and (CD3I)n (case (C)

Fig. 6.66. The cluster size dependence of the maximal energies EM (solid lines)
and average energies Eav (dashed lines) of D+ ions in the uniform CE of (D2)n

clusters and in the nonuniform CE of (CD4)n, (DI)n and (CD3I)n clusters at Im =
1018 Wcm−2 and τ = 25 fs. The simulation data manifest the (divergent) power law
EM , Eav ∝ n2/3. Slight deviations from this scaling dependence for small (DI)n and
(CD3I)n ECLHHs originate from ignition and screening effects for inner ionization.
The inset shows the dependence of EM and Im for clusters marked on the curves.
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with qI = 21–23), obey the size dependence EM , Eav ∝ n2/3 (Fig. 6.66). The
agreement between the Z parameters obtained from the simulations and the
predictions of the electrostatic model (Table 6.3) is better than 30%, while
the κ parameters are accounted for within 10% by the electrostatic model.
The marked increase of EM and Eav of D+ in the series (D2)n � (CD4)n �
(DI)n � (CD3I)n (at fixed n) exhibited in Fig. 6.66 manifests energy driving
(i.e., energy boosting) by the multicharged heavy ions, which is determined
by the ionic charge qmol (e.g., at Im = 1018 Wcm−2, qmol = 8 for (CD4)2171,
while qmol = 22 for (DI)2171 and qmol = 26 for (CD3I)2171). Of considerable
interest are the energy distributions of the high-energy D+ ions and how they
are affected by kinematic effects [241, 242, 245, 246, 250, 251]. All the kinetic
energy distributions P (E) of the product D+ ions (Fig. 6.67) from CE of (D2)n

and from several heteroclusters, exhibit a maximal cut-off energy EM analyzed
below. For (D2)n and (CD4)n clusters the onset of P (E) occurs at E = 0,
while for the (DI)n and (CD3I)n ECLHHs a narrow distribution of P (E) is
exhibited with a relative energy spread ∆E/Eav � 0.2. The EML for uniform
CE results in P (E) = (3/2EM )(E/EM )1/2 (E ≤ EM ), in agreement with the
simulated energy distribution for CE of (D2)n (inset for (D2)16786 to Fig. 6.67).
For (CD4)n clusters a marked deviation of P (E) from the E1/2 relation is
exhibited with about 75% of the D+ ions lying in a narrow energy interval
∆E/Eav � 0.4, below EM , manifesting kinematic run-over effects (inset for
(CD4)4213 to Fig. 6.57). The EML for CE of the extremely charged light–heavy
heteroclusters for a frozen subcluster of the IqI+ ions predicts a low-energy
onset of the energy distribution at Emin = (4π/3)1/3BqAqBρmoln

2/3 with
P (E) = (3/Emin)[3− (2E/Emin)]1/2 for Emin ≤ E ≤ 3Emin/2, where EM =
3Emin/2 and Eav = 6Emin/5. The narrow distribution of P (E) for CE of
(DI)2171 and of (CD3I)2171 (Fig. 6.67) is in accord with these predictions. This
CE of (DI)n and (CD3)n light–heavy heteroclusters constitutes an extreme
manifestation of kinematic run-over effects, resulting in a narrow, high-energy
distribution of the light ions.

6.6.6 Nuclear fusion driven by cluster Coulomb explosion

Eighty years of search for table-top nuclear fusion driven by bulk or surface
chemical reactions, which involved the production of deuterons by catalytic
processes [295] or by electrochemical methods [296], reflect on a multitude
of experimental and conceptual failures [297]. This is not surprising, as the
typical deuteron kinetic energies of 10 keV–100 keV are required for dd nu-
clear fusion, i.e., D+ + D+ → 3He + n + 3.3 MeV and T+ + H+ + 4.0 MeV.
This characterizes the lower limit of the D+ energy domain for the accom-
plishment of nuclear fusion, which cannot be attained in ordinary chemi-
cal reactions in macroscopic bulk or surface systems. CE of multicharged
clusters produces high-energy (1 keV–1 MeV) ions in the energy domain of
nuclear physics. Nuclear fusion can be driven by energetic deuterons pro-
duced by CE of multicharged deuterium containing homonuclear (D2)n clus-
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Fig. 6.67. The kinetic energy distributions of D+ ions from several clusters (marked
on the curves) at Im = 1018 Wcm−2 and τ = 25 fs. The two insets show the simulated
data (solid curves) and the results of the ELM (dashed curves) for CE of (D2)16786
and (CD4)4213.

ters [221,241,254,255,257] and heteronuclear (e.g., (D2O)n, [224,230,233,241]
(CD4)n [213, 226, 242, 259], (DI)n) [250, 251]) clusters. CE in an assembly
of deuterium containing homonuclear or heteronuclear clusters produces a
plasma filament within the laser focal region, which constitutes a source of
high-energy deuterons for nuclear fusion. Compelling experimental [254, 255]
and theoretical [211, 245] evidence was advanced for nuclear fusion driven by
CE (NFDCE) in an assembly of (D2)n clusters. It was proposed and demon-
strated [211, 241, 242, 246, 250, 251, 294] a marked enhancement of yields for
NFDCE of deuterium containing heteroclusters due to energetic driving and
kinematic effects.

While the quest for table-top nuclear fusion was realized for cluster CE, as
well as for neutron production driven by a macroscopic piezoelectric crystal
in a deuterium gas [298], these constitute low-yield processes. The neutron
yield, Y , experimentally observed by Ditmire et al. [254, 255] for NFDCE of
(D2)n clusters (n = 103–2 × 104), is Y � 103–104 per laser pulse (at Im =
1017 Wcm−2). We demonstrated a seven orders of magnitude enhancement of
Y in the NFDCE of ECLHHs, e.g., (DI)n and (CD3I)n as compared to Y from
(D2)n clusters of the same size [294].

CE of multicharged deuterium containing heteroclusters and, in particular,
of ECLHHs, manifests a marked increase of the average and maximal ener-
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Fig. 6.68. Neutron yields per laser pulse (see text) for NFDCE of (D2)n, (CD4)n,
(DI)n and (CD3I)n clusters in the intensity range 1017–1019 Wcm−2.

gies of the D+ ions. This is due to energetic driving effects by multicharged
heavy ions and to the narrowing of the energy redistribution at high energies
(just below EM ) due to kinematic run-over effects, (6.61). These energetic and
kinematic driving effects will result in a marked enhancement of the neutron
yields Y from NFDCE of these heteroclusters, in comparison to NFDCE of
(D2)n clusters of the same size. The fusion yield per laser pulse in a plasma
filament (produced by a laser of intensity Im = 1016–1018 Wcm−2) is given by
Y = (1/2)ρ2

dVf (�/v)〈σv〉 where ρd is the deuteron density within the (cylin-
drical) reaction volume Vf , v is the relative velocity of the colliding nuclei, v
is their average velocity, σ the fusion cross section, � is the deuterons mean
free path, while 〈 〉 denotes an average over the energy distribution. Using the
conditions of the Lawrence-Livermore experiment, ρd = 2 × 1019 cm−3 and
Vf = 6×10−5 cm3, while � = 0.016 cm. The neutron yields Y (per laser pulse)
calculated under the conditions of the Lawrence-Livermore experiment [254]
for Im > 1017 Wcm−2 are higher by 2–3 orders of magnitude for CE of (CD4)n

clusters than for (D2)n clusters of the same size (Fig. 6.68). The theoretical
predictions [211, 241, 242, 246, 250, 251, 294] were experimentally confirmed in
Sacley [259], the Lawrence-Livermore laboratory [256], and in the Max Born
Institute [224]. Moving to NFDCE of extremely charged light-heavy hete-
rocluster, e.g., (D+I25+)n and (CH3I)n (Fig. 6.68), Y can be enhanced by
another 2–3 orders of magnitude over (CD4)n clusters of the same size. For
(DI)n and (CD3I)n extremely charged light–heavy heteroclusters in the size
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domain n = 1000–2000 at Im = 1018–1019 Wcm−2, a dramatic increase of
the neutron yields in the NFDCE of ECLHHs manifests energetic driving and
kinematic effects. The realization of dd “hot–cold” nuclear fusion driven by
CE made an 80 years old quest [297] for table–top nuclear fusion come true.
An interesting application of NFDCE (with neutron yields of up to ∼ 109 per
laser pulse, see Fig. 6.68) pertains to the production of 100 ps–1 ns neutron
pulses, which will be of interest for the exploration of time–resolved structures.
Another “spin off” of nuclear reactions in cluster beams driven by ultraintense
lasers pertains to nuclear astrophysics.

6.6.7 Table-top nucleosynthesis

Cluster dynamics transcends molecular dynamics toward nuclear reactions in
ultraintense laser fields (Sect. 6.6.6). On the basis of theoretical and computa-
tional studies Last and Jortner proposed and demonstrated [299] that CE of
molecular clusters will drive astrophysical nucleosynthesis [299,300] of protons
with heavier nuclei

12C6+ + H+ → 13N7+ + γ ; 12C(p,γ)13N (6.64)
14N7+ + H+ → 15O8+ + γ ; 14N(p,γ)15N (6.65)
16O8+ + H+ → 17F9+ + γ ; 16O(p,γ)17N (6.66)

These reactions are part of the CNO cycle that constitutes the energy source
of hot stars, which results in the fusion of four protons into 4He2+, with 12C6+

serving as a regenerable catalyst in this set of reactions [300,301]. For the real-
ization of the astrophysical nucleosynthesis reactions (6.64), (6.65) and (6.66),
the reagent nuclei will be produced by CE of the completely ionized (CH4)n,
(H2O)n and (NH3)n molecular clusters in ultraintense laser fields. The real-
ization of nucleosynthesis of protons with 12C6+, 14N7+, and 16O8+ nuclei in
exploding cluster beams requires the fulfillment of the following conditions:

1. Cluster sizes. One has to utilize the largest cluster size at the given (very
high) laser intensity that allows for the formation of bare nuclei and for the
attainment of the highest energies of the nuclei. This requires extreme in-
ner ionization, together with complete cluster outer ionization. Complete
outer ionization involves CVI for subsequent–parallel CE, being achieved
for the cluster border radius (section 6.6.6), i.e., R0 � R

(I)
0 . On the basis

of the electrostatic CBSI model, R(I)
0 (at Im = 1020 Wcm−2) assumes the

values:

R
(I)
0 = 750 Å (n(I) = 2.7 × 107) for (CH4)n(I) ,

R
(I)
0 = 500 Å (n(I) = 1.3 × 107) for (NH3)n(I) and,

R
(I)
0 = 360 Å (n(I) = 6.3 × 106) for (H2O)n(I) .

Such large cluster (droplet) sizes are amenable for experimental prepara-
tion [224].
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2. Complete inner ionization. The BSI and the ADK models (Sects. 6.6.1
and 6.6.2) were utilized for the estimates of the laser intensity thresholds
required for the C, N and O single atoms, which are accomplished at Im ≥
4×1019 Wcm−2. The laser threshold intensity for the complete ionization
of the corresponding molecular clusters is lower than that of a single atom,
due to ignition effects (see Sect. 6.6.2). For the very large clusters of radius
R

(I)
0 , the intensity threshold values are Im = 1018 Wcm−2 for (NH3)n(I)

and Im = 3 × 1018 Wcm−2 for (H2O)n(I) . The (CH4)n cluster requires
a more detailed treatment of the optimal largest cluster size, in view of
the resonance structure [300] in the energy-dependent cross sections for
reaction (6.64).

3. Highest possible energies of the nuclei. The scaling law EM ∝ R2
0

(Sect. 6.6.5) for the energetics of cluster CE under CVI conditions requires
the use of the largest cluster size in the R0 ≤ R

(I)
0 domain. The energetics

of the bare nuclei from exploding clusters of size R
(I)
0 at Im = 1020 Wcm−2

are EM � 3 MeV for protons and EM � 30 MeV for the C6+, N7+ and
O8+ heavy nuclei. These energies are high enough to drive nucleosynthe-
sis. The optimal conditions for the attainment of table-top nucleosynthesis
reactions (6.64)–(6.66) driven by CE of molecular clusters, involve laser in-
tensities of Im = 1019–1020 Wcm−2 and cluster sizes of R0 = R(I) = 400–
800Å in this intensity range. The high-energy Coulomb exploding nuclei
produce a macroscopic plasma filament [254]. The nucleosynthesis reac-
tions take place both inside the plasma filament (IF) where high-energy
nuclei collide [245,246,254,255,294] and outside the plasma filament (OF),
where the energetic nuclei produced inside the plasma filament collide
with the nuclei of clusters in the cluster beam outside the filament [224]
(Fig. 6.69). In the intensity range Im = 1016–1018 Wcm−2, where the
volume of the plasma filament is large, i.e., � 10−3–10−4 cm3, the IF
mechanism dominates [254]. On the other hand, in the highest intensity
range Im = 1019–1020 Wcm−2, which is of interest to us, the small values
of Vf � 10−9–10−7 cm3, and the low values of the path of the energetic
nuclei inside the plasma filaments, result in a dominating OF mechanism.
The cluster size dependence of the nucleosynthesis yields (per laser pulse)
were calculated using the experimental cross sections [301] and the theory
of CE energetics under CVI conditions (Sect. 6.6.4). Figure 6.69 portrays
the dependence of the nucleosynthesis yields vs the number nA of atoms in
the cluster. For 14N(p,γ)15O and 16O(p,γ)17F reactions (6.65) and (6.66),
where no resonances are exhibited in the cross sections, a smooth depen-
dent Y increases smoothly with increasing nA, while for the 18C(p,γ)13N
reaction (6.64) Y shows two peaks due to the resonance structure of the
cross sections. At Im = 1020 Wcm−2 (τ = 25 fs), the maximal values of
Y = 50–100 for γ production (per laser pulse) are predicted. Table-top
astrophysical nucleosynthesis reactions are amenable to experimental ob-
servation.
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Fig. 6.69. Cluster size dependence of γ-ray yields (per laser pulse) for the nucle-
osynthesis reactions 12C(p,γ)13N, 14N(p,γ)15O, and 16O(p,γ)17F, with the H+, C6+,
N7+ and O8+ nuclei being produced by SE of (CH4)n, (NH3)n and (H2O)n clusters.
The Y values are presented vs nA, the total number of atoms in the cluster. The val-
ues of n

(I)
A , corresponding to the border radius R

(I)
0 for this intensity, are marked by

vertical arrows. The dominating reaction mode involves the outside filament (OF)
nucleosynthesis mechanism (schematically portrayed in the inset at the RHS of the
figure).

6.6.8 Control in ultraintense laser fields

The control of reaction products in ultraintense laser fields (Im ≥ 1015 Wcm−2)
is technically and conceptually different from the exploration of control in
ordinary fields. At low laser intensities (Im ≤ 1012 Wcm−2), where perturba-
tive treatment of radiative interactions is applicable, remarkable progress was
made by pursuing control via pump-dump, phase control and optimal laser
pulse shaping mechanisms. Control by laser pulse shaping is applicable up to
Im = 1014 Wcm−2. In this context, Vrakking et al. [222, 223] advanced and
explored optimal control of the ionization level of Xen clusters by shaping
the laser pulse train at Im = 1014 Wcm−2, below the lowest limits of the ul-
traintense intensity domain. In ultraintense laser fields, where nonperturbative
effects are fundamental, new mechanisms of control based on novel ionization
mechanisms, electron dynamics and high–energy CE nuclear dynamics will
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be of considerable interest. In the new field of control by ultraintense lasers
(Im ≥ 1015 Wcm−2), the concept of pump-dump low–field control seems to
be inapplicable and optimal laser pulse shaping via learning algorithms is
fraught with considerable technical difficulties. Ultraintense field control can
be achieved by changing the laser parameters, i.e., intensity, pulse length,
shape and phase. In what follows we shall discuss two scenarios for control of
cluster extreme ionization and nucleosynthesis driven by CE in ultraintense
laser fields:

1. Control of extreme multielectron ionization of clusters [279]. From the
analysis of the complex cluster size and laser parameter dependence of
the ionization level of Xen clusters (Sect. 6.6.2) we can infer that EII re-
active dynamics opens avenues for the control of the ionization products
(Sect. 6.6.3). The dependence of the long-time inner ionization yield on the
pulse length, with qav(= nL

ii) for Xe2171 at Im = 1015 Wcm−2 (Fig. 6.62),
constitutes control of extreme ionization in ultraintense laser fields. Of
course, the ionization levels can markedly increase by raising the laser
intensity, but this constitutes a trivial mode of control. More significant
control involves product changes with changing the laser parameters (e.g.,
the pulse length). The variation of the laser pulse length leads to a marked
change in the ionization products at a fixed laser intensity. This control
mechanism for Xen clusters is induced by EII and is expected to be ef-
fective in the intensity range and cluster size domain where EII by the
persistent nanoplasma does prevail. This will be realized in the intensity
range Im = 1015–1016 Wcm−2 for the large cluster size domain of Xen

(n = 459–2171) presented in Sects. 6.6.2 and 6.6.3. The results presented
in this section established an ultraintense laser pulse length control mech-
anism driven by EII in the persistent nanoplasma within clusters of heavy
atoms. It will be instructive to provide a further analysis of single pulse
and multiple pulse nanoplasma electron dynamics and ionization levels in
Xen clusters, by assessing the contribution of EII to optimal control in
ultraintense laser fields.

2. Branching ratios in nucleosynthesis. CE of extremely ionized molecular
heteroclusters containing carbon, deuterium and hydrogen, will result in
branching between the 12C(p,γ)13N nucleosynthesis and the 2D(d,n)3He
dd fusion. To be more explicit, consider the CE of a completely ionized
(CH3D)n cluster

(CH3D)n → C6+ + D+ + 3H+ (6.67)

Two parallel nuclear reactions are expected to occur inside and/or outside
the nanoplasma filament

12C6+ + 1H
+ → 13N7+ + γ ; 12C(p,γ)13N (6.68)

2D+ + 2D
+ → 3He2+ + n ; 2D(d,n)3He (6.69)

Control of the branching ratio between reactions (6.68) and (6.69) (inter-
rogated by monitoring the ratio of the numbers of (γ rays)/(neutrons))
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can be induced by changing the cluster size and the laser parameters.
Lowering the laser intensity in the threshold region for complete C atom
ionization can reduce the contribution of the 12C(p,γ)13N reaction, while
changing the pulse shape may modify the energetics of CE. Perspectives
will also be explored for laser control by a further increase in the energies
of the H+, D+ and C6+ nuclei by CE of the light–heavy (CDH2I)n het-
eroclusters, where the highly charged I25+ ion (at Im = 1019 Wcm−2) or
I35+ ion (at Im = 1020 Wcm−2) will act as an energetic booster for those
nuclei participating in the parallel 12C(p,γ)13N and 2D(d,n)3He nuclear
reactions.

We addressed some new research directions in the realm of laser–cluster
interaction in ultraintense laser fields (Im ≥ 1015 Wcm−2). In this new phys-
ical/chemical world, all the conventional ‘rules of the game’ regarding laser
energy acquisition, storage and disposal in large finite systems have to be
modified, differing quantitatively from the situation in ordinary, ‘weak’ laser
fields. Two major novel research directions pertaining to control in ultrain-
tense laser fields are emerging. First, a conceptual basis is being developed
for control of exotic products (e.g., extreme ionization levels) in ultraintense
laser fields. Second, cluster dynamics transcends molecular dynamics in large
finite systems toward nuclear reactions (e.g., dd fusion and nucleosynthesis)
driven by extreme cluster multielectron ionization in ultraintense laser fields,
with the formation of unique clusters that consist of bare nuclei undergoing
high-energy CE.
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T. Möller, A.R.B. de Castro, Nucl. Instrum. Meth. A 507, 572 (2003)
217. C. Siedschlag, J.M. Rost, Phys. Rev. A 67, 013404 (2003)
218. C. Siedschlag, J.M. Rost, Phys. Rev. Lett. 93, 043402 (2004)
219. C. Siedschlag, J.M. Rost, Phys. Rev. A 71, 031401 (2005)
220. T. Laarmann, A.R.B. de Castro, P. Gürtler, W. Laasch, J. Schulz, H. Wabnitz,
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7.1 Significance of hydrogen bonding

Hydrogen bonds are ubiquitous and of fundamental relevance in nature. Rep-
resenting a local attractive interaction between a hydrogen donor and an ad-
jacent acceptor group, they result in the formation of single or multiple local
bonds with binding energies in the range from 4 to 50 kJmol−1, much weaker
than a covalent bond, but stronger than most other intermolecular forces and
thus decisive for structural and dynamical properties of a variety of molecu-
lar systems [1–4]. Disordered extended networks of intermolecular hydrogen
bonds exist in liquids such as water and alcohols, determining to a large ex-
tent their unique physical and chemical properties. At elevated temperatures,
such liquids undergo pronounced structural fluctuations on a multitude of
time scales, due to the limited interaction strength. In contrast, well-defined
molecular structures based on both intra- and intermolecular hydrogen bonds
exist in polyatomic molecules, molecular dimers and pairs and – in particular
– in macromolecules such as DNA and other biomolecular systems.

Vibrational spectra of hydrogen-bonded systems reflect the local interac-
tion strength and geometries as well as the dynamics and couplings of nuclear
motions. Steady-state infrared and Raman spectra have been measured and
modeled theoretically for numerous systems, making vibrational spectroscopy
one of the major tools of hydrogen bond research [5]. In many cases, however,
conclusive information on structure and – in particular – dynamics is difficult
to derive from stationary spectra which average over a multitude of molecular
geometries and time scales. In recent years, vibrational spectroscopy in the ul-
trafast time domain [6] is playing an increasingly important role for observing
hydrogen bond dynamics in real-time, for separating different types of molec-
ular couplings, and for determining them in a quantitative way [7]. Using such
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sophisticated probes, it has been established that the basic dynamic properties
of hydrogen bonds are determined by processes in the femto- to picosecond
time domain. The acquired knowledge about both potential energy surfaces
of hydrogen-bonded systems and their dynamical properties may prove to be
useful to design optical control schemes to steer reactive processes – that is
hydrogen or proton transfer – by interaction with tailored coherent infrared
pulses or pulse sequences.

In this Chapter, an overview of this exciting new field is presented with em-
phasis on both experimental and theoretical studies of the coherent response
and of incoherent relaxation dynamics of hydrogen bonds in the electronic
ground state [8–32]. In Sect. 7.2, the characteristic features of the vibra-
tional spectra of hydrogen-bonded systems, the underlying coupling mech-
anisms, and the resulting molecular processes are introduced. Section 7.3 de-
scribes the experimental and theoretical methods applied in ultrafast vibra-
tional spectroscopy of hydrogen bonds. Vibrational dephasing and incoher-
ent processes of population relaxation and energy dissipation in disordered
hydrogen-bonded systems such as water are discussed in Sect. 7.4. Section 7.5
is devoted to coherent nuclear motions and relaxation processes in intra- as
well as intermolecular hydrogen-bonded structures with well-defined geome-
tries in a liquid environment. An outlook is presented in Sect. 7.6.

7.2 Molecular vibrations as probe of structure
and dynamics of hydrogen bonds

Vibrational spectroscopy provides direct insight into the couplings between
normal modes as governed by the potential energy surfaces of hydrogen bonds.
Here the characteristics of vibrational motions in hydrogen-bonded molecular
systems are introduced and aspects of the theoretical modeling are discussed.

7.2.1 Vibrational modes of hydrogen-bonded systems

The formation of hydrogen bonds results in pronounced changes of the vibra-
tional spectra of the molecules involved [5]. In a X−H· · ·Y hydrogen bond,
with X and Y usually being electronegative atoms such as O or N, the ab-
sorption band of the stretching mode of the X−H donor group (νXH) displays
the most prominent modifications, a red-shift and – in most cases – a sub-
stantial spectral broadening and reshaping as well as a considerable increase
in intensity (Fig. 7.1).

The red-shift reflects the reduced force constant of the oscillator and/or the
enhanced anharmonicity of the vibrational potential along the X−H stretching
coordinate, i.e. an enhanced diagonal anharmonicity. The red-shift has been
used to characterize the strength of hydrogen bonds [33–35]. Spectral broad-
ening can originate from different types of interactions, among them anhar-
monic coupling of the high-frequency X−H stretching mode to low-frequency
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Fig. 7.1. Infrared absorption spectra showing O−H stretching absorption bands
of (a) uncomplexed phenol in C2Cl4, (b) the weak hydrogen bond of HOD in
D2O, (c) neat H2O, (d) the medium strong hydrogen bond of PMME-H, (e) acetic
acid dimer (CD3−COOH)2, and (f) the O−D stretching band of acetic acid dimer
(CD3−COOD)2.

modes, Fermi resonances with overtone and combination tone levels of fin-
gerprint modes, vibrational dephasing, and inhomogeneous broadening due
to different hydrogen bonding geometries in the molecular ensemble [36–39].
The substantial enhancement of the spectrally integrated absorption intensity
accompanying spectral broadening is related to changes of the electronic struc-
ture. In contrast to the stretching mode, X−H in-plane bending modes (δXH),
with transitions located in the fingerprint region of the vibrational spectrum,
undergo small blue-shifts upon hydrogen bonding, but usually without appre-
ciable effects on the line shape [5].
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In the weak attractive potential between hydrogen donor and acceptor
groups, modes which are connected with motions of the heavy atoms thereby
affecting the hydrogen bond distance, can be identified. Formation of in-
termolecular hydrogen-bonded dimers gives rise to six new vibrational low-
frequency modes out of translational and rotational degrees of freedom, among
them the dimer hydrogen bond stretching (νdimer) and bending (δdimer)
modes. In hydrogen bond networks, e.g., in water, intermolecular modes of-
ten extend over several molecules and dominate the low-frequency vibrational
spectrum. The small force constants and the large reduced mass of such hy-
drogen bond modes result in low-frequency modes typically located below
200 cm−1. Corresponding intramolecular hydrogen bond modes, on the other
hand, are often found up to 400 cm−1. Thus, these hydrogen bond motions
with vibrational periods of about 660 to 80 fs are clearly separated in time
from high-frequency X−H stretching motions with vibrational periods on the
order of 10 to 15 fs.

7.2.2 Vibrational coupling mechanisms

Hydrogen bonding enhances the anharmonicity of the potential energy surface
resulting in strengthened mechanical coupling of different vibrational modes.
Anharmonic mode coupling is crucial for the line shape of vibrational absorp-
tion bands, hydrogen bond dynamics, and for vibrational energy transfer. In
the vibrational spectra, anharmonic mode couplings are manifested by the
appearance of over- and combination tones, band splittings and/or frequency
shifts of harmonic transitions. In the following different mechanisms of anhar-
monic coupling are discussed.

7.2.2.1 Anharmonic coupling with low-frequency hydrogen bond
modes

Anharmonic coupling between the high-frequency X−H stretching mode and
low-frequency hydrogen bond modes has been considered a potential broad-
ening mechanism of the X−H stretching band [36, 37, 39]. The separation of
time scales between low- and high-frequency modes allows for a theoretical de-
scription in which the different states of the X−H stretching oscillator define
adiabatic potential energy surfaces for the low-frequency modes (Fig. 7.2a),
similar to the separation of electronic and nuclear degrees of freedom in
the Born-Oppenheimer picture of vibronic transitions. Vibrational transitions
from different levels of the low-frequency oscillator in the v(νXH) = 0 state
to different low-frequency levels in the v(νXH) = 1 state with a shifted ori-
gin of the potential result in a progression of lines which, for moderate dis-
placements, is centered at the pure X−H stretching transition and displays
a mutual line separation by one quantum of the low-frequency mode (as de-
picted in Fig. 7.2b). The absorption strength is determined by the dipole
moment of the v(νXH) = 0 → 1 transition of the X−H stretching mode and
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Fig. 7.2. (a) Potential energy surfaces for the hydrogen bond low-frequency mode
in a single hydrogen bond, showing a displacement along the low-frequency (slow-
mode) coordinate Q as function of the quantum state of the X−H/X−D high-
frequency (fast-mode) stretching coordinate q (νHX). The X−H/X−D stretching
transition is accompanied by changes in the low-frequency mode quantum state
governed by Franck-Condon factors; (b) The corresponding stick spectrum of the
X−H/X−D stretching transition shows the Franck-Condon progression centered at
ν0 (v(νXH) = 0 → 1) with frequency separations Ω of the low-frequency mode.

the Franck-Condon factors between the optically coupled levels of the low-
frequency mode. With increasing difference in quantum number of the low-
frequency mode in the v(νXH) = 0 and 1 states, the Franck-Condon factors
decrease and the progression lines become weaker for larger frequency sepa-
ration from the progression center. For each low-frequency mode coupling to
an X−H stretching oscillator, an independent progression of lines occurs.

Excitation of anharmonically coupled oscillators with a broadband ultra-
short laser pulse resonant to the X−H stretching band can create a phase-
coherent superposition of several levels of the low-frequency mode making up a
vibrational wave packet. The wave packet can be generated in the v(νXH) = 1
excited state by direct excitation, in the v(νXH) = 0 ground state through
a Raman-like process, or by coherence transfer from the v(νXH) = 1 to the
v(νXH) = 0 state. These vibrational wave packets can be observed by ultrafast
nonlinear vibrational spectroscopy as coherent dynamics [8, 9].

7.2.2.2 Fermi resonances of the X−H stretching v(νXH) = 1 state
with overtone or combination levels of fingerprint vibrations

Coupling of the v(νXH) = 1 state with higher lying states of fingerprint vi-
brations, such as the X−H bending mode, through Fermi resonances can lead
to level splittings [38]. In this way the over- and combination tones, which
are harmonically forbidden, gain in cross section. For Fermi resonances in the
weak coupling regime, a vibrational energy redistribution channel is facili-
tated (Fig. 7.3a). For the strong coupling limit a level splitting is observed
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Fig. 7.3. Fermi resonance scheme in the weak (a) and strong (b) coupling limits
between the X−H/X−D stretching v(νXH) = 1 and the v(δXH) = 2 bending levels.
In (a) the weak Fermi resonance facilitates an efficient relaxation channel for energy
redistribution, whereas case (b) explains the observation of additional transitions
within the X−H/X−D stretching bands. The Davydov coupling scheme in the weak
(c) and strong (d) limits between v(νXH) = 1 levels of different X−H/X−D os-
cillators explain the phenomenon of vibrational excitation energy transfer (c) and
excitation delocalization (d).

in the X−H stretching spectral region, indicative of states with mixed quan-
tum character and concomitant similar absorption cross sections (Fig. 7.3b).
In Sect. 7.5 experimental and numerical evidence of this mechanism will be
provided for a few selected cases.

7.2.2.3 Davydov coupling between local X−H stretching oscillators

If several local oscillators can be found in one molecular assembly, for instance
X−H stretching modes in acetic acid dimers or nucleic acid base pairs, or
amide I vibrations in peptides, an excitonic type of interaction denoted as
Davydov coupling may occur between the respective v(νXH) = 1 states of the
local oscillators. Small couplings enable vibrational excitation energy transfer
between nearby X-H oscillators (Fig. 7.3c), whereas strong coupling leads to
new combinations of quantum states (Fig. 7.3d), in a similar fashion as for
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amide I vibrations in proteins [40]. Line splittings with altered absorption cross
sections of the individual transitions are dictated by the relative orientations
of the transition dipole moments of the single X−H oscillators. In the case of
the cyclic acetic acid dimer (see Sect. 7.5), selection rules based on the C2h

symmetry govern the IR- or Raman-activity of the transitions [37].

7.2.2.4 Coupling with fluctuating solvent modes

In the condensed phase the hydrogen bond is subject to fluctuating forces
exerted by the solvent bath. These solvent bath modes, typically being over-
damped, lead to spectral diffusion and broadening of the vibrational transition
lines. Depending on the modulation strength and the fluctuation time scales,
the spectra may vary between a distribution of transition frequencies corre-
sponding to different hydrogen bond configurations (inhomogeneous broaden-
ing) or an averaged motionally narrowed transition (homogeneous broaden-
ing). Different theoretical approaches to describe the frequency modulation
have been used: either the dipole moment of the X−H stretching oscillator is
directly coupled to the local electric field induced by the solvent [41,42], or the
low-frequency modes coupled to the X−H oscillator are stochastically mod-
ulated [43–45]. For an extensive discussion on the different underlying line
broadening mechanisms, both using classical and quantum approaches, the
reader is referred to a review by Henri-Rousseau, Blaise, and Chamma [39].

Using the density operator approach, the vibrational absorption line shape
α(ω) for a v = 0 → 1 transition is given by:

α(ω) ∝
∫ ∞

−∞
dt e−i(ω−ω0)t〈µ10(t)µ10(0)〉 , (7.1)

with the transition dipole moment correlation function:

〈µ10(t)µ10(0)〉 = |µ10|2
〈

exp
[
−i

∫ t

0

dτ δωXH(τ)
]〉

∼= |µ10|2 exp
[
−i

∫ t

0

dτ2

∫ t

0

dτ1 〈δωXH(τ1)δωXH(τ2)〉
]
,

(7.2)

where µ10 is the transition dipole moment of the vibrational transition cen-
tered at ω0. In the interpretation of linear spectra, but even more so for results
obtained with nonlinear experiments, the quantity governing the line broad-
ening is the X−H transition frequency fluctuation correlation function C(t):

C(t) = 〈δωXH(t)δωXH(0)〉 , (7.3)

where ωXH(t) is the time-dependent X−H transition frequency. Solvent-
induced line broadening for hydrogen-bonded systems has been modeled using
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C(t) subject to the assumption of Gauss-Markov modulation of the transition
frequency:

C(t) = ∆2 exp
(
− t

tc

)
, (7.4)

with ∆ being the modulation strength (a measure for the distribution of
possible transition frequencies for hydrogen-bonded systems) and tc the fre-
quency fluctuation correlation time (indicating the average time a particular
hydrogen-bonded system resides at a particular frequency), with which one
can interpolate between the inhomogeneous static and homogeneous fast mod-
ulation limits [46]. In the case of an infinitely short correlation time tc, C(t)
can be approximated as a δ-function, i.e. C(t) = ∆2tcδ(t) = δ(t)/T2, and a
Lorentzian line shape dictated by the transverse dephasing time T2 results.
A homogeneous broadening described by a single T2 time has been used for
hydrogen-bonded systems with well-defined geometries in weakly interacting
nonpolar solvents (see Sect. 7.5). However, for disordered highly fluctuating
hydrogen-bonded systems often a sum of exponentially decaying functions
is being used to mimic the more complex temporal behavior suggesting a
multitude of characteristic fluctuation time scales underlying the microscopic
dynamics (see the discussion in Sects. 7.4.1 and 7.4.2). More extensive expres-
sions for C(t) using Brownian oscillators have also been used [47]. A special
case is the stochastic exchange between a limited number of hydrogen bond
configurations, a case that has also been treated in the review by Kubo [46].
Here, the frequency separation between vibrational transitions indicative of
the different hydrogen bond configurations and the exchange rate between
these configurations dictates the absorption line shapes. In Sect. 7.4.4 an ex-
ample will be provided of how chemical exchange influences the outcome of
nonlinear infrared experiments.

Summarizing, the discussed mechanisms result in spectral substructures
and/or a strong broadening of the overall O−H stretching band, even for
a small number of absorption lines with large Franck-Condon factors. The
different anharmonic couplings transform the hydrogen stretching oscillator
into a vibrational multilevel system with a manifold of transition lines, each
broadened by the solvent modulations.

7.2.3 Calculation of vibrational couplings in hydrogen bonds

Hydrogen bond potential energy surfaces are often dominated by electrosta-
tic interactions and exchange repulsions, but depending on the type of hy-
drogen bond, polarization, charge-transfer, covalent or van der Waals forces
contribute as well [48]. Thus, only a well-balanced theoretical description ac-
curately accounts for the subtle interplay between these physical interactions.
Numerical treatments to account for the anharmonicity of potential energy
surfaces are introduced next, followed by a discussion of the suitability of
different quantum chemical methods to describe hydrogen bonding.
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7.2.3.1 Anharmonic coupling of vibrational modes

Most commonly anharmonically coupled vibrational force fields are calculated
perturbatively by expanding the potential energy surface in a Taylor series
with respect to a suitable set of coordinates {qi} around a reference geometry
usually taken as the equilibrium geometry [49]:

V = V0 +
3N−6∑

i

Φi qi +
3N−6∑

i,j

Φij qiqj

+
3N−6∑
i,j,k

Φijk qiqjqk +
3N−6∑
i,j,k,l

Φijkl qiqjqkql . . . , (7.5)

with the nth order force constants given by

Φijk... =
1
n!

(
∂nV

∂qi∂qj∂qk . . .

)

0

. (7.6)

Cubic anharmonic force constants Φijk describe the coupling between fun-
damental modes and overtone and combination bands (Fermi resonance),
whereas the coupling between overtone or combination states themselves
(Darling-Dennison coupling) is characterized by quartic force constants Φijkl.
The nuclear displacement coordinates qi are usually chosen to be Cartesian, in-
ternal, or normal coordinates. Cartesian coordinates are well-defined and easy
to use but molecular motion may be better visualized using internal coordi-
nates. Internal coordinates such as bond lengths, bond angles, and dihedral
angles are inherently localized as they are confined to 2, 3 and 4 atoms, re-
spectively. The resulting force constants are usually diagonally dominant and
facilitate transfer and comparison between related molecules. Isotope effects
can be readily studied as effective masses for internal coordinates enter the
vibrational Hamiltonian directly. However, curvilinear internal coordinates in-
troduce strong couplings in the kinetic energy operator that are difficult to
calculate for larger systems. When the force constants are related to spec-
troscopic observables, (dimensionless) normal modes are the most common
choice. As normal modes are often delocalized, it is, however, difficult to re-
late them to microscopic (local) properties of the molecule. Delocalized force
constants are not easily transferred from one molecule to another and – in
contrast to Cartesian and internal coordinates – the mass-weighted normal
modes only provide isotope dependent force fields.

While first and second order analytical derivatives of the potential en-
ergy surface are available for most popular quantum chemical methods [50],
higher order force constants mostly have to be determined numerically, ei-
ther by least-square fitting of pointwise calculated multidimensional poten-
tial energy surfaces [51] or by finite difference procedures [52–54]. Nonpertur-
bative approaches to calculate anharmonic coupling such as the vibrational
self-consistent field approach (VSCF) [55, 56], diffusive Monte Carlo meth-
ods [57,58] or grid methods [59–61] have also been put forward.
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The computational treatment of anharmonic coupling in hydrogen-bonded
systems depends on the type of hydrogen bond. Weak hydrogen bonds with
X−H stretching frequencies above 3200 cm−1 can often be sufficiently de-
scribed in the harmonic approximation applying an empirical scaling factor,
or, if not, by an one-dimensional anharmonic correction in the proton co-
ordinate. Hydrogen bonds of intermediate strengths exhibit X−H stretching
frequencies in the range of 2800-3100 cm−1. Here, the potential energy sur-
face along the X−H· · ·Y coordinate develops a shoulder or even a shallow
well for a tautomeric X· · ·H−Y configuration. The potential energy surface
along the proton coordinate becomes broader, the barrier for proton transfer
decreases, and the vibrational energy levels are spaced more closely leading to
a larger frequency shift. Strong hydrogen bonds with X−H frequencies below
2700 cm−1 may even develop a single minimum potential energy surface with
the zero vibrational energy level being above the barrier. In both medium-
strong and strong cases, an explicit anharmonic treatment of at least the
X−H and the X· · ·Y coordinates is advisable. The latter coordinate reflects
hydrogen bond stretching and/or bending modes.

Potential energy surfaces for nonreactive hydrogen bonds have been dis-
cussed until now. The description of reactive dynamics involving large-
amplitude motion is conveniently done within the Reaction Surface Hamil-
tonian approach (for a recent review, see [32]). It combines the exact treatment
of a few large-amplitude coordinates with the harmonic approximation for the
majority of the degrees of freedom. In terms of the anharmonic expansion of
the potential in the vicinity of a minimum this represents an approximation,
that is, only certain terms in (7.5) are preserved [19]. The advantage, however,
is that a full-dimensional simulation becomes possible as long as respective ab
initio computations of the second derivative matrix can be carried out.

Derivatives of the dipole moment µ in the coordinates qi determine in-
frared intensities [62]:

µ = µ0 +
N∑
i

(
∂µ

∂qi

)

0

qi +
N∑
i,j

(
∂µ

∂qiqj

)

0

qiqj + . . . . (7.7)

Linear spectroscopy in the dipole approximation truncates the expansion after
the linear term, an approximation that is also frequently adopted in nonlinear
vibrational spectroscopy [6], although the influence of higher order terms on
infrared intensities has been considered [63–65].

7.2.3.2 Quantum chemistry of hydrogen bonds

A large variety of theoretical methods including mechanical force fields, semi-
empirical and ab initio methods have been applied to describe hydrogen
bonding. The conceptually simplest approach is provided within the frame-
work of classical mechanical force fields [66–68]. Some empirical mechani-
cal force fields simply rely upon electrostatic and van der Waals interactions
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without explicit hydrogen bonding terms. Others modify the parameters and
functional form of the van der Waals interaction, commonly a Lennard-Jones
potential. In some cases directional terms such as (cos θXHY )4 are included
as factors on the distance dependent parts in the Lennard-Jones potential to
account for the hydrogen bond angle θXHY .

Among semiempirical electronic structure methods, older methods such
as CNDO, INDO, MNDO and AM1 are considered inappropriate due to an
overestimation of the exchange repulsion, whereas more recently developed
semiempirical methods such as SAM1 and PM3 are regarded as reasonable
methods for the description of hydrogen bond interactions [48,69].

For ab initio methods the inclusion of electron correlation has been shown
to be essential for an accurate treatment of hydrogen bonds [3, 70]. Hartree-
Fock methods underestimate hydrogen bond energies and are thus inappropri-
ate for a reliable description. In contrast, methods covering correlation effects
explicitly such as second-order Møller-Plesset perturbation theory (MP2),
configuration interaction (CI) or coupled-cluster (CC) methods are well suited
to describe hydrogen bonding. In addition, sufficiently large basis sets, prefer-
ably of polarized triple-zeta quality with diffuse functions, have to be applied.
The finite size of the basis set leads to a source of error in supermolecular
calculations of intermolecular hydrogen bonding, the basis set superposition
error, an artificial overestimation of the complexation energy. For very accu-
rate treatments, this error may be approximately accounted for by the coun-
terpoise correction [71,72].

MP2, CI, and in particular CC methods such as CCSD(T) or CCSDT are
capable of achieving very high accuracy, they are, however, computationally
quite demanding and thus only affordably for smaller systems [73]. Therefore,
approaches are being pursued to study hydrogen bonding with similar accu-
racy to MP2 or higher levels of theory, but with less computational effort. In
particular, density functional theory (DFT) methods became very popular.
Unfortunately, the accuracy of DFT to describe hydrogen bonding depends
on the functional used to approximate the electronic exchange and correla-
tion. DFT methods applying the generalized gradient approximations (GGA)
or hybrid functionals have been shown to perform rather well in describing
thermochemical, structural, and vibrational properties of hydrogen-bonded
systems provided that sufficiently flexible basis sets are used [74]. DFT meth-
ods suffer from the inability to describe energy contributions stemming from
dispersion forces [74]. This applies mainly to weak hydrogen bonds, hydro-
gen bond geometries deviating from linearity and extended hydrogen-bonded
complexes [73, 75, 76]. However, attempts to explicitly include dispersion in-
teraction into DFT methods are underway [77]. Some recently developed DFT
functionals have also been shown to provide reasonably accurate energetic and
geometric predictions for hydrogen bonds to π acceptors [78].

Approximate resolution of the identity (RI) MP2 methods, which are
about one order of magnitude faster than exact MP2 methods, are capable
of an accurate description of hydrogen bonds as well as systems, for which
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the proper treatment of dispersion interaction is essential, e.g. stacked base
pairs [79].

An important and likewise challenging field is the simulation of extended
hydrogen-bonded networks, e.g. liquids such as water or alcohols [80]. Many
studies have used classical molecular dynamics with empirical potentials, often
optimized to reproduce experimentally observable bulk properties [66,81,82].
In recent years, ab initio molecular dynamics have developed into a very pow-
erful tool, which combines molecular dynamics with forces calculated on-the-
fly from electronic structure calculations, in particular with DFT methods
[83–86]. By this means ab initio molecular dynamics of liquid water [87–89],
methanol [90] or hydrated protons in water [91–93] have been investigated.
Because of considerable computational costs, ab initio molecular dynamics
methods are restricted to small system sizes and short trajectories. Therefore,
hybrid high-level/low-level approaches have been designed [94–96]. Hybrid
methods include quantum effects for the electronically active region, whereas
the environment is treated at a lower level of theory, either by lower level
quantum mechanical methods (QM/QM) or by classical molecular mechanics
(QM/MM).

7.3 Ultrafast nonlinear infrared spectroscopy

Ultrafast nonlinear infrared spectroscopy requires femtosecond pulses for res-
onant excitation and probing of vibrational transitions. Pulses of microjoule
energy are necessary to induce a nonlinear vibrational response because of
the comparably small cross sections of vibrational absorption on the order of
σ = 10−18 − 10−19 cm2. So far, ultrafast dynamics of hydrogen bonds have
been studied in the frequency range from 500 to 4000 cm−1 (wavelength range
20 to 2.5 µm) with the main emphasis on O−H and N−H stretching vibrations.
Microjoule pulses with a duration of 40 - 250 fs have been generated through-
out this range by nonlinear optical frequency conversion. A brief review of the
relevant techniques has been given in [7].

Ultrafast vibrational spectroscopy does not only enable the determination
of real time dynamics of vibrational states. With the bandwidth of the laser
pulses the potential of exciting a collection of vibrational states into a coherent
superposition can be explored as well [8,9,11,13,20–22,24,27]. The multilevel
character and the coherent nature of X−H stretching excitations in hydrogen
bonds have to be taken into account to describe the observed nonlinear signals.

Theoretical descriptions of nonlinear experiments often rely on perturba-
tion theory [40, 47]. In addition to the material response, the applied light
fields Ei(t) interacting at three different times govern the third-order nonlin-
ear polarization P (3)(t):

P (3)(t) =
∫ ∞

0

dt3

∫ ∞

0

dt2

∫ ∞

0

dt1 S(3)(t3, t2, t1)

×E3(t− t3)E2(t− t3 − t2)E1(t− t3 − t2 − t1) . (7.8)
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Fig. 7.4. Double sided Feynman diagrams used to describe nonlinear infrared exper-
iments. Diagrams I-IV describe echo-generating (rephasing) Liouville space path-
ways, while diagrams V-X symbolize nonrephasing pathways. For two-level systems
only diagrams I, II, V, and VI contribute, whereas diagrams III, VII, IX and X
have to be added for three-level (vibrational ladder) systems. Diagrams IV and VIII
take into account the population relaxation to a hot ground state, as indicated by
the horizontal dashed line.

Here, S(3)(t3, t2, t1) is the third-order response function:

S(3)(t3, t2, t1) =
X∑

α=I

Rα(t3, t2, t1) , (7.9)

which is a system property containing all information that potentially can be
obtained from a system by means of third-order spectroscopy (for an applica-
tion in electronic spectroscopy see Chapter 8) . To determine the different
light-matter interactions that are possible in nonlinear vibrational experi-
ments, double-sided Feynman diagrams are a standard means of depicting the
possible Liouville space pathways. Due to the multilevel nature of hydrogen-
bonded X−H oscillators 10 different diagrams often have to be considered
(Fig. 7.4) [12,40,97].

Diagrams I-IV are denoted as rephasing pathways due to the time reversal
of the system evolution in period t3 after a coherence period t1 and a popu-
lation period t2. Diagrams V-X, on the other hand, do not cause a rephasing.
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Diagrams III, VI, IX, and X have to be implemented for vibrational lad-
der systems. Diagrams II, III, VI, and VII diminish in importance upon T1

(population) relaxation. Diagrams IV and VIII have been implemented to
describe an effective five level system of hydrogen-bonded X−H stretching
vibrations (see Sect. 7.3.1). For each Liouville space pathway α = I, ..,X a
specific material response function Rα(t3, t2, t1) can be defined, depending
on the particular diagonal and off-diagonal elements of the density operator
through which the system evolves in the three different time periods. Explicit
equations can be found in Sect. 3.2 in the overview [7]. In the following dif-
ferent forms of nonlinear vibrational spectroscopy that have been pursued in
the investigation of hydrogen bond dynamics are described.

7.3.1 Pump-probe spectroscopy

Pump-probe spectroscopy is conventionally used to follow the population ki-
netics upon an excitation of the v(νXH) = 0 → 1 transition. This implies that
measurements are made in the well-separated pulse regime, i.e. when pump
and probe pulses do not overlap in time and additional signal contributions
caused by alternate order in the field interactions can be discarded [47]. In this
well-separated pulse regime the time-dependent populations can be followed
using a probe pulse in spectrally integrated fashion (with a single detector)
or, by taking advantage of the large pulse bandwidth, after spectral dispersion
with a monochromator (Fig. 7.5a-c). In the case of Fig. 7.5a the spectrally
integrated absorption change ∆α(ωpr) measured by a probe pulse with carrier
frequency ωpr is proportional to [47,98]:

∆α(ωpr) ∝
Im
∫∞
−∞ dt E∗

pr(t) × P (3)(t)∫∞
−∞ dt |Epr(t)|2

. (7.10)

Here Epr(t) is the time-dependent electrical field of the probe pulse and
P (3)(t) is given by (7.8). For spectrally resolved detection of the probe pulse
(Fig. 7.5b,c), the measured signal is given by:

∆α(ωpr) ∝
|Epr(ω)|2 Im

(
P (3)(ω)/E∗

pr(ω)
)

∫∞
0

dω |Epr(ω)|2
. (7.11)

As a consequence of a significantly large diagonal anharmonicity of X−H
stretching vibrations, the v(νXH) = 0 → 1 and v(νXH) = 1 → 2 transitions
are centered at different spectral positions [40], separated by an anharmonic
shift of up to several hundreds of wavenumbers (see Fig. 7.6). Thus, after
excitation of the X−H stretching vibration, one observes the ground state
v(νXH) = 0 → 1 bleaching and excited state v(νXH) = 1 → 0 stimulated
emission, both leading to a decrease of absorbance at the frequency position
of the X−H stretching band observed in the linear IR spectrum. In addition,
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Fig. 7.5. Schematics of nonlinear spectroscopy techniques: (a) spectrally integrated
pump-probe; (b) spectrally resolved pump-probe; (c) 2D-IR pump-probe; (d) homo-
dyne (intensity) detected photon echo; (e) heterodyne (amplitude) detected photon
echo with local oscillator LO; (f) heterodyne (amplitude) detected photon echo using
spectral interferometry with local oscillator (2D-FT-IR).

a transient red-shifted absorption occurs on the v(νXH) = 1 → 2 transition,
decaying upon v(νXH) = 1 population relaxation.

From a large collection of experimental work the conclusion has been drawn
that the v(νXH) = 1 state does not relax directly back to the v(νXH) = 0
state, leading to a disappearance of the bleach signals [8,9,12,13,20,24,99–101].
Instead, the short-lived v(νXH) = 1 state, often with sub-picosecond lifetimes,
redistributes vibrational excess energy into other modes actively involved in
the hydrogen bond motions, such as the X−H bending and the hydrogen
bond low-frequency modes (Fig. 7.6). Subsequently, energy dissipation to the
solvent (vibrational cooling) occurs on longer time scales on the order of pi-
coseconds to hundreds of picoseconds. In this hot ground state configuration
the X−H stretching mode is not excited, but its transition v(νXH) = 0′ → 1′

is frequency up-shifted due to anharmonic coupling to the transiently highly
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Fig. 7.6. Level structure implementing the v(νXH) = 0, v(νXH) = 1, and v(νXH) =
2 states of the X−H/X−D stretching mode, as well as the two levels of the hot
molecule generated upon population relaxation of the v(νXH) = 1 state.

populated hydrogen bond modes. In contrast, when X−H bending vibrations
relax into the hot ground state upon intramolecular vibrational energy redis-
tribution (IVR), red-shifting is observed [25,28,31], in accordance with more
typically found negatively valued anharmonic couplings between intramolec-
ular vibrational modes [62,102,103].

Besides the investigation of population dynamics, pump-probe spectroscopy
can be used to examine coherent vibrational dynamics. The anharmonic cou-
pling between the X−H stretching and low-frequency hydrogen bond modes
allows for the preparation of a coherent superposition of vibrational eigen-
states of these low-frequency modes by exciting the stretching vibration with
a broadband pump pulse (see Fig. 7.2a). This effect has been explored in
medium strong hydrogen-bonded molecular systems (see Sect. 7.5).

Finally, the probe pulse can also be tuned to the fingerprint region [23,25].
In this two-color pump-probe experiment one can follow the dynamics of fin-
gerprint vibrations upon excitation of the X−H stretching mode. Here the idea
is to explore the population kinetics after the decay of the v(νXH) = 1 state,
where the IVR pathways and vibrational energy dissipation into the solvent
are of main interest. Population relaxation of X−H stretching vibrations in
hydrogen-bonded systems is of ultrafast nature, because the v(νXH) = 1 state
is close in energy to the bending v(δXH) = 2 overtone state (Fig. 7.3a,b), but
also other overtone and combination levels may play a role. These overtone
and combination states may facilitate vibrational energy relaxation pathways.
It should be noted that changes of vibrational population induced by an IR
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pump pulse have also been probed by spontaneous anti-Stokes Raman scat-
tering of a visible or near-infrared pulse [104–106]. The detection of the weak
Raman signals remains a challenge, even when resonance enhancement is used
by tuning the Raman probe pulse to an electronic transition [106].

7.3.2 Photon-echo spectroscopy

Femtosecond four-wave mixing spectroscopy allows for directly monitoring
the macroscopic nonlinear polarization dynamics [107, 108], with which the
coherence dynamics of X−H stretching vibrations can be followed in real-time
[10,12,21,22,26,27,109–121]. In general, vibrational photon echo spectroscopy
involves the resonant interaction of two or three laser pulses with carrier
frequencies ωi and propagation directions ki (see Fig. 7.5d-f). Here the first
pulse generates a coherent superposition of the v(νXH) = 0 and v(νXH) = 1
states, which then evolves during the first pulse delay period (coherence time
τ). A second pulse converts the phase information into a frequency population
grating in the v(νXH) = 0 and v(νXH) = 1 states. After a second pulse
delay period (population time T ) a third pulse converts the phase information
again into a coherence. When the phase information has not been lost due to
dephasing and spectral diffusion a macroscopic photon echo signal appears in
the phase-matched directions k3 + k2 − k1 and k3 − k2 + k1. The photon echo
signal can either be homodyne-detected in a time integrated way (Fig. 7.5d):

Ihom(τ, T ) ∝
∫ ∞

−∞
dt
∣∣∣P (3)(τ, T, t)

∣∣∣
2

, (7.12)

or heterodyne-detected by convoluting it with a fourth phase-locked light pulse
serving as local oscillator (LO). The heterodyne-detected signal can either
be recorded by scanning the pulse delay between echo and local oscillator
(Fig. 7.5e) [122]:

Ihet(τ, T, t) ∝ Im
∫ ∞

−∞
dt′
{
E∗

LO(t′ − t)P (3)(τ, T, t′)
}

, (7.13)

or by Fourier transforming the signal with a monochromator and recording it
as a spectral interferogram (Fig. 7.5f) [123]:

Shet(τ, T, ω3) ∝ Re
{
E∗

LO(ω3)P (3)(τ, T, ω3)
}

, (7.14)

that can be converted into a two-dimensional spectrum:

Shet(ω1, T, ω3) ∝ i sign(ω3)
∫ ∞

−∞
dτP (3)(τ, T, ω3) exp (iω1τ) , (7.15)

provided the relative phase between the LO and signal fields has been deter-
mined.

Different aspects of the vibrational dynamics can be probed by a specific
choice of pulse delays τ and T . These different situations are:
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1) Transient grating (TG) scattering, where the first pulse delay τ = 0. A
population grating is generated by pulses 1 and 2, and the signal diffracted
from this grating as function of pulse delay T , is a direct measure of processes
affecting this grating, such as population relaxation or rotational diffusion
[124–126].

2) Two pulse photon echo (2PE), where the second pulse delay T = 0. A
macroscopic polarization due to a coherent superposition generated by the
first pulse is allowed to dephase during the coherence time τ , after which
the interactions with pulses 2 and 3 invert the coherent superposition, and a
rephasing of the macroscopic polarization can occur [10,127–129]. Only when
inhomogeneity exists during the pulse sequence, a macroscopic photon echo
is generated.

3) Three pulse photon echo (3PE), where both pulse delays τ and T are
scanned. With a 3PE photon echo signal one can fully explore the dephasing
and spectral diffusion dynamics affecting the spectral line shapes [130].

4) Three pulse echo peak shift (3PEPS), where the maximum of the echo sig-
nal along the coherence time τ is monitored as function of the population time
T [12,131,132]. The decrease of this signal directly reflects the diminishing of
the spectral inhomogeneity in time. For two-level systems it has been shown
that the 3PEPS-signal mimics the frequency fluctuation correlation function
C(t) for pulse delays T at which temporal overlap between the three pulses is
negligible.

5) Two-color three pulse photon echo (2ω3PE), where phase information is
written into the inhomogeneously broadened transition of one particular tran-
sition, and afterwards detected by generating an echo from a second molecu-
lar transition by the third pulse [133]. This experimental configuration may
provide insight into correlated frequency fluctuations for two molecular vi-
brations [120, 134, 135], e.g., the same microscopic solvent motions may be
responsible for phase memory loss for the X−H stretching and X−H bending
vibrations in a particular hydrogen bond.

7.3.3 Multidimensional spectroscopy

Until now well-established nonlinear spectroscopic techniques have been de-
scribed providing insight into the vibrational dynamics of hydrogen-bonded
systems, such as IVR, population relaxation, coherent wave packet motions,
dephasing and spectral diffusion. Typically the information obtained is de-
picted in the time domain. However, the multilevel nature of the molecular
vibrations that characterize hydrogen bonds has still many features that neces-
sitate novel methodology, e.g., to elucidate questions such as the connectivity
of energy levels, the cross relaxation between levels and the discrimination
between different mechanisms of dephasing. Recent developments in multidi-
mensional infrared spectroscopy have led to significant advances in deciphering
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the dynamics of complex multilevel systems. In these multidimensional nonlin-
ear techniques the information on the molecular systems is typically mapped
out in the frequency domain. Most papers in the field of multidimensional
infrared spectroscopy treat the response of amide I vibrations in peptides and
proteins [40, 122, 136], as well as other systems [65, 137], and recent exten-
sions use the structure resolving method on transient states [138, 139]. The
purpose of this section is to indicate different methodological approaches for
multidimensional spectroscopy and to provide the underlying similarities in
terms of information obtained, and differences with respect to experimental
limitations.

In NMR spectroscopy multidimensional nonlinear techniques have been
extremely successful in the study of such properties [140]. The transferability
of the concepts of multidimensional NMR spectroscopy to IR spectroscopy
has been postulated already in the earliest publications on two-dimensional
NMR [141], however, the first two-dimensional IR spectrum was measured
only recently [142]. The essential idea of 2D-IR spectroscopy is the following:
A relatively narrow band pump-pulse, or a sequence of two subsequent broad
band pulses, excite a vibrational state, and a delayed probe pulse measures
the response of the directly pumped transition, as well as that of any other
transition. The first response gives rise to a so-called diagonal contribution,
whereas the second response gives rise to a cross-peak (off-diagonal peak),
which reports on the connectivity of pumped and probed transitions. It has
been shown that the connectivity between two states can be related to the
geometry of a molecule, as well as to exchange processes between various
conformations of a molecular system. In particular, the connectivity can be
related to local contacts, which is the basic principle of structure determina-
tion both in 2D-NMR and 2D-IR spectroscopy. All basic NMR experiments
(EXSY, NOESY) have been demonstrated also in the IR range, with the
important difference that the IR experiment is intrinsically the – by many
orders of magnitudes – faster method. This allows one to follow or to freeze in
even the fastest motions of molecular systems on a picosecond or even faster
timescale.

While this first 2D-IR experiment was a quasi-frequency domain double
resonance experiment, a technique that has been developed further [135,136,
138, 139, 143–147], time domain pulsed Fourier transform IR techniques have
been devised meanwhile, mostly applied to amide I and carbonyl stretching
vibrations [65, 122, 137, 148–153], but also on X−H/X−D stretching vibra-
tions [26, 27, 97, 109–121, 154–158]. In the following the frequency and time
domain approaches of 2D-IR spectroscopy, concerning the potential informa-
tion content as well as regarding technical issues, are compared.

The principles of the two experimental implementations of 2D-IR spec-
troscopy are shown in Fig. 7.5:
1) Double-resonance spectroscopy (also called dynamic hole burning): The
double-resonance experiment is essentially a conventional pump-probe ex-
periment (Fig. 7.5c). An intense ultrashort (typically 100 fs) IR laser pulse
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Fig. 7.7. Frequency vs. time domain 2D-IR method. Pulse sequence of the dou-
ble resonance experiment of Fig. 7.5c in the time domain (a) and in the frequency
domain (c). The corresponding representation of the pulsed Fourier transform ex-
periment of Fig. 7.5e is shown in (b) in the time domain and in (d) in the frequency
domain.

[159, 160], the bandwidth of which (≈200 cm−1) covers the whole spectral
range of interest, is split into a pump and a probe beam. The difference be-
tween the double-resonance experiment and the conventional pump-probe ex-
periment of Fig. 7.5b is the adjustable Fabry-Perot filter which the pump
beam passes before reaching the sample. It consists of two partial reflectors
separated by a distance which is regulated by a feedback-controlled piezo-
electric mount. It slices out a narrow-band pump pulse (typical bandwidth
5-15 cm−1), the center frequency of which is controlled by the computer. In
this way two frequencies are defined, the center frequency of the pump pulse
and the probe frequency. These are the frequency axes used in the 2D-IR
spectrum. Hence, in a 2D-IR spectrum, each (horizontal) cut in the probe
frequency direction represents a transient absorption spectrum obtained by
pumping at the frequency on the pump (vertical) axis.

2) Pulsed Fourier transform 2D spectroscopy (also called heterodyne-detected
photon echo spectroscopy): The pulsed Fourier transform experiment is based
on a three-pulse photon echo experiment, as described in the previous section
(Fig. 7.5e,f). The generated third-order field is 2D-Fourier transformed with
respect to times τ (the time between the first and the second pulse) and t
(the time after the third pulse), generating a 2D-IR spectrum as a function
of two frequencies ω1 and ω3. In order to perform the Fourier transform,
one needs to know the electric field irradiated by the third-order polarization
(see (7.8)), rather than the time-integrated intensity, which is what ’normal’
square law detectors measure. This is the reason for using the heterodyne-
detected version of photon echo spectroscopy (Fig. 7.5e,f). The interferometric
superposition of echo signal and local oscillator can either be performed in the
time domain (by scanning the time and phase of the local oscillator) or in the
frequency domain (by spectrally dispersing both beams in a spectrograph).
The outcome of the interferometric superposition depends on the optical phase
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between first and second pulse as well as of the third and local oscillator pulse,
(φ1 − φ2) + (φ3 − φLO), which is why the requirements on the mechanical
stability of the setup and an accurate measurement of the phase are high.
Schemes utilizing intrinsic [123] and active [161] phase stabilization have been
proposed recently.

Principally speaking, the two types of experiments can be looked at both in
the time (Fig. 7.7a,b) and in the frequency (Fig. 7.7c,d) domains and both are
connected through a simple Fourier transformation. Yet, the more intuitive
picture is the frequency domain picture for double-resonance spectroscopy
and the time domain picture for pulsed Fourier transform spectroscopy. In
the double-resonance experiment, a (relatively) narrow band pump pulse fre-
quency selectively excites a transition (i.e. burns a hole), and a broad band
probe beam probes the response of other (but the excited) transitions. If such
a response exists, a cross peak shows up in the 2D-IR spectrum, which reports
on the connectivity of pumped and probed transition.

For pulsed Fourier transform spectroscopy, where the natural language
works in the time domain, a frequency domain picture can also be adapted:
The pulse sequence of first two pulses produces a frequency grating with a
spacing that depends on the coherence time τ . That is, the pulse sequence
produces a ’hole-burning’ pulse with sinusoidal shape (Fig. 7.7d), and one
needs a Fourier transform to regain the spectral information. In the same way,
one could also look at the double resonance experiment in the time domain,
where the Fabry-Perot filter produces a sequence of exponentially decaying
phase-locked pulses (Fig. 7.7a).

Almost all optical 2D experiments published so far are third-order exper-
iments in the weak field regime, in which a power expansion of the nonlinear
response in terms of the electric field of the incident pulses is well justified [47]
(exception to the rule is the reported optical 2D spectral study of atomic Rb
vapor that is clearly not in the weak field regime [162]). It is important to
note that the emitted polarization P (3)(t) of (7.8) is linear with respect to
the field of each interaction Ei. Therefore, at least principally speaking, the
information content of frequency and time domain approaches are absolutely
identical and are connected through a simple Fourier transformation. It is
mostly practical issues by which both methods differ.

In the case of NMR, pulsed Fourier transform methods became much more
widespread than frequency domain methods soon after their introduction,
partly due to greater sensitivity because of their multiplex advantage, but also
due to their greater experimental versatility. However, it is important to keep
in mind that modern NMR spectroscopy works in the limit of strong fields (π/2
and π pulses in most cases). Hence, in contrast to 2D-IR spectroscopy, a simple
Fourier relation between time-domain and frequency domain experiments does
in general not exist.
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7.4 Disordered hydrogen-bonded liquids

Most ultrafast infrared spectroscopic studies on ultrafast structural dynam-
ics of hydrogen-bonded liquids have until now dealt with isotopically diluted
samples, e.g. either X−H stretching vibrations in a solvent bath consisting
of X−D oscillators, or vice versa. Isotopically diluted samples avoid the ex-
perimental limitation of handling extremely thin samples due to the large IR
cross sections in neat liquids. However, isotopic dilution implies different vi-
brational systems, accompanied by different energy levels and couplings that
may have different vibrational dynamics. In this Section the discussion on
disordered hydrogen-bonded liquids first focuses on results obtained on the
coherent response of isotopically diluted water and neat liquid water, before
discussing vibrational energy redistribution and relaxation of water. The Sec-
tion concludes with an example of chemical exchange in hydrogen-bonded
systems. An extensive discussion on other hydrogen-bonded liquids is given
in the recent overview [7].

7.4.1 Coherent response of isotopically diluted water

Protic solvents, such as water and alcohols, form extended hydrogen-bonded
networks connecting the molecules that are, however, continuously changing
in configuration and hydrogen bond strengths. As a result, the correlation
between hydrogen bond distance (strength) and IR transition frequency of
the X−H stretching oscillator [33–35, 163, 164] becomes somewhat blurred
[165–167], and additional orientational parameters, such as the hydrogen bond
angle, play a role [165, 166]. Nevertheless, when a particular molecule has its
X−H stretching frequency at a particular value, it corresponds to a particular
hydrogen bond structure. Dynamical properties of the X−H stretching oscil-
lator, such as dephasing, spectral diffusion, anisotropy decay, and population
relaxation, are thus intimately correlated to fluctuations in the hydrogen bond
network.

Water has attracted the most attention in the family of protic solvents,
because of its utmost important role in nature. The structure and dynamics of
water as a liquid remains an intense subject of debate as indicated by recent
numerous studies ranging from experiment [168–172] to theory [81, 173–176].
Until now most studies on the vibrational dynamics of hydrogen bonds in wa-
ter have focused on the dephasing and spectral diffusion of isotopically diluted
water, i.e. on the O−H stretching transition of HOD in D2O, and on the O−D
stretching band of HOD in H2O. The first photon echo on HOD in D2O was re-
ported by Stenger et al. (Fig. 7.8) [10], where the fast dephasing time of 90 fs
was ascribed to the combined effect of large diagonal anharmonicity of the
O−H stretching oscillator and the fast solvent fluctuations of D2O [177,178].
For the HOD/D2O system a full determination of the frequency fluctuation
correlation function C(t) has been achieved with three pulse photon echo peak
shift (3PEPS) measurements using homodyne detection. In the early work by
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Fig. 7.8. (a) Homodyne detected 2PE signal of HOD in D2O (solid dots), as
recorded by tuning the excitation pulses near the maximum of the O−H stretch-
ing band. The open circles indicate the time resolution as measured in a CaF2

sample. The solid line is a fit of the echo data assuming homogeneous broadening
(T2 = 90 fs) and frequency fluctuations on (sub)picosecond time scales; (b) 3PEPS
signals of HOD in D2O recorded by excitation at 3300 (red line), 3400 (green line)
and 3500 cm−1 (blue line); (c) Calculated 3PEPS signals, where the frequency corre-
lation function C(t) was described using an instantaneous δ-component (leading to
an effective T2 = 90 fs), and two components with 700 fs and 15 ps decay constants.

Stenger et al. the bandwidth of the laser pulses was smaller than the O−H
stretching line width of HOD in D2O (pulse duration ∼ 150 fs) [12]. A time
dependence of the 3PEPS-signal was reported with a delayed rise on a time
scale of 1-2 ps for excitation on the low-frequency side of the O−H stretching
band that clearly does not mimic the temporal behavior of C(t) (see Fig. 7.8).
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Using the five level system of Fig. 7.6, this effect has been explained to be
the result of a cancellation effect, decreasing its magnitude as function of the
population lifetime T1, of signal contributions described by Liouville space
pathways that follow the ground state (diagram I of Fig. 7.4) and those that
follow the excited state (diagrams II and III of Fig. 7.4) during the popu-
lation time period T . In contrast, when much larger pulse bandwidths are
used (pulse duration ∼ 50 fs), covering approximately the full fundamental
v(νOH) = 0 → 1 O−H stretching band as well as most of the v(νOH) = 1 → 2
excited state absorption, a delayed rise has not been detected in 3PEPS mea-
surements [111, 112, 179]. It appears that the cancellation effect will be less
pronounced when the laser bandwidth covers the resonances of the funda-
mental v(νOH) = 0 → 1 and excited state v(νOH) = 1 → 2 transitions. The
same approach of Stenger et al. has recently been used to interpret the results
of a photon echo spectroscopic study of the dephasing and spectral diffusion
dynamics of the N−H stretching mode of DCONHD in deuterated formamide
DCOND2 [97].

From the 3PEPS experiment by Stenger et al. a temporal behavior C(t)
has been derived that has been approximated with three time components
(δ(t) (i.e. an infinitely small time constant), 700 fs and 5-15 ps). In the same
work it has been noted that an equally satisfying simulation result had been
obtained by using two time components (δ(t) and 2 ps) [12]. Recent echo
measurements on the O−H stretching transition of HOD/D2O with improved
time resolution have led to the determination of the multicomponent temporal
behavior of C(t), with the shortest characteristic time constant ranging from
50-130 fs, whereas the long tail approximates an exponential decay behavior
with a 1-1.5 ps time constant [109, 111, 112, 179]. Similar behavior has been
found for the O−D stretching band for HOD in H2O [113–115]. Since the
O−D stretching lifetime T1 of HOD in H2O is ∼ 1.8 ps as opposed to ∼ 0.7 ps
for the O−H stretching excited state for HOD in D2O, the echo decay can be
probed for a larger time range before the effects of the energy redistribution
and thermalization set in.

Only in the case of HOD/D2O 3PEPS measurements have been reported
to show a recurrence with a period of 180 fs, suggesting that the O−H stretch-
ing mode of HOD is anharmonically coupled to the low-frequency hydrogen
bond stretching mode that is underdamped with a frequency of 160 cm−1

[111,112,179]. A low-frequency recurrence has not been reported for the case
of HOD/H2O even though a similar time resolution was effective [113–115],
which may hint at a smaller magnitude of anharmonic coupling between the
O−D stretching vibration and the hydrogen bond stretching mode with the
surrounding solvent.

More insight can be obtained by comparison of experiment and theory.
For the latter mixed quantum/classical studies have been pursued. Until now
only numerical studies of vibrational dynamics in isotopically diluted water
have been reported. Here the intramolecular modes of the solute HOD (O−H
and O−D stretching and the H−O−D bending modes) have been treated



7 Vibrational dynamics of hydrogen bonds 643

quantum mechanically, whereas the remaining degrees of freedom, in par-
ticular the hydrogen bond modes, have been treated classically. Whereas it
seems plausible to describe the low-frequency translational hydrogen bond
stretching modes between solute and solvent classically, this is not warranted
for the librational (hindered rotational) modes, that typically have frequen-
cies between 500-800 cm−1, with a tail extending up to 1600 cm−1. Several
numerical approaches have been reported with which one can describe the vi-
brational dynamics. In one class of simulations the same molecular dynamics
(MD) force field has been applied to describe solvent, solute and the solute-
solvent interaction. This has been used to describe the water monomer and
static water clusters [180–183]. In another class of calculations a classical
MD field describes the solvent and solute-solvent interaction, whereas the
solute vibrations are subject to a different field adapted to fit experimen-
tal findings [165–167, 184, 185]. In this approach polarizable force fields can
be implemented [115, 186]. In a third class of modeling an MD force field
is applied on the solvent only. The solute-solvent interaction and the solute
have been estimated by a map accounting for the electrostatic field gener-
ated by the solvent field [111, 112, 187, 188]. The importance of electrostatic
fields on the vibrational line shapes and nonlinear response has been recog-
nized [111, 112, 189, 190]. Quantum corrections need to be considered in the
calculation of vibrational line shapes and the nonlinear response [191]. Com-
parison between experiment and numerical simulations have led to the con-
clusion that the temporal behavior of C(t), in particular the extended tail
on picosecond time scales, is better described with polarizable water mod-
els [115,186,188].

Comparison between experiment and theory provides insight into the un-
derlying mechanisms that dictate the temporal behavior of C(t). It should be
emphasized that dissection of C(t) into a number of exponentially decaying
functions does not necessarily imply an equal amount of underlying micro-
scopic processes. The long time tail of C(t) has been associated with more
drastic rearrangements of hydrogen bonds, such as hydrogen bond breaking
and formation [113, 115, 166] and rotational diffusion [166, 192] of the solute
HOD molecule, but also more collective hydrogen bond network rearrange-
ments [112,188]. The recurrences at early times have been ascribed to under-
damped motion of the translational stretching mode [111,112,165,166]. Faster
dynamics on a time scale of ∼50 fs also appears in the calculated correlation
functions. However, as librational modes have not been explicitly implemented
in the numerical routines, one cannot directly assign these early time dynam-
ics in the calculated C(t) to be due to librational motions. Thus, to validate
the proposed explanation for the fastest dynamics observed in 3PEPS exper-
iments on HOD/D2O [112, 179], and in 2D photon echo experiments on neat
H2O [26] (see below), it is important to include librational modes explicitly
in the numerical studies.

As a final note it should be mentioned that work has been reported on two-
dimensional infrared photon echo spectroscopy of the hydrogen bond dynamics
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of methanol-OD oligomers [118, 119, 155] and of N,N-dimethylacetamide and
pyrrole in benzene solution [120].

7.4.2 Coherent response of neat liquid water

The vibrational dephasing and spectral diffusion of neat water has only re-
cently been addressed in a heterodyne detected photon echo experiment [26].
The high optical density of the O−H stretching mode in neat H2O and par-
asitic window signals in conventional samples have so far hindered attempts
to access the fastest relaxation processes of liquid water. In the photon echo
study of neat liquid water it has been shown that thin (800 nm) Si3N4 windows
negligibly contribute to the nonlinear response. As a result the fastest dynam-
ics of water (500 nm thickness) at room temperature has now been determined
with 70 fs time resolution. From these experiments it has been possible to tem-
porally resolve for the first time the anisotropy decay (occurring with a 75 fs
time constant), providing insight into the coupling strengths between neigh-
boring water molecules (Fig. 7.9). Earlier reported work has only indicated
an upper limit for the anisotropy decay in neat water [193]. The spectrally re-
solved grating scattering and the 2D correlation spectra (Fig. 7.10) show that
spectral diffusion fully occurs within 50 fs. This is much shorter than the time
scale on which the hydrogen bond stretching mode can respond to excitation
of the hydrogen O−H stretching oscillator (∼200 fs period of a low-frequency
of 170 cm−1), whether underdamped or overdamped. Only librational modes,
strongly coupled to the O−H stretching oscillator, and highly susceptible to

Fig. 7.9. Anisotropy decay of the transient grating scattering signal of the O−H
stretching transition of neat H2O (red line) and of 13 M HOD in D2O (blue line).
The temporal resolution is indicated by the black dashed curve.
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Fig. 7.10. Absorptive components of the three-pulse photon echo signal of pure
H2O for population times T = 0, 50 and 100 fs. The inhomogeneity, as indicated by
the skewness of the positive peak along the diagonal in the T = 0 fs spectrum, has
almost completely disappeared in the T = 50 fs plot, clearly indicative of the rapid
dephasing and ultrafast memory loss of the O−H stretching polarization in H2O.

the fluctuating hydrogen bond network, can be assigned as the reason for this
ultrafast spectral diffusion. These recent experimental results on neat water
emphasize the necessity of theoretical studies on the determination of the cou-
plings of librational modes with the O−H stretching oscillator [194], as well
as intermolecular resonant vibrational energy transfer [195, 196], fluctuations
of the hydrogen bond network of neat water [176, 197], and reorientational
dynamics [198].

7.4.3 Vibrational energy redistribution and relaxation
of O−H/O−D stretching and bending vibrations in water

When a molecular vibration is excited, couplings with the other molecular
normal modes cause IVR, and intermolecular vibrational excitation exchange
(vibrational energy relaxation, VER) [199–201]. IVR may lead to recurrences
in vibrational excitation for isolated small molecules in the gas phase. The
sizeable number of degrees of freedom in large molecules provide an efficient
intramolecular heat bath. For VER to surrounding molecules, e.g., solvent
shells, the vibrational energy transfer occurs in one direction and a true dis-
sipation takes place. The anharmonicities of molecular vibrations involved
in the hydrogen bond are significant. As a result, these vibrational modes
(e.g., in-plane and out-of-plane X−H bending, librational and hydrogen bond
stretching modes) are the first candidates to accept the vibrational energy
corresponding to one quantum of X−H/X−D stretching vibration. This vibra-
tional redistribution process occurs on ultrafast time scales: the X−H/X−D
stretching oscillator in a hydrogen bond has a vibrational population time
T1 of ∼ 1 ps or less [7], typically much faster than VER to the solvent, and
certainly faster than the time scale of a full thermalization of the vibrational
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excess energy, i.e., when a Boltzmann distribution is reached over all vibra-
tional modes of solute and solvent with an elevated temperature. Despite the
fact that only in the case when a full equilibration is reached, and a vibrational
temperature can be defined, the situations of elevated population numbers of
a fraction of intramolecular vibrational modes – while the X−H/X−D stretch-
ing vibration has returned to the v(νOH) = 0 state – have been described as
hot ground states (cf. Sect. 7.3.1 and Fig. 7.6).

The magnitude of anharmonic couplings of the X−H/X−D stretching os-
cillator with other modes dramatically increase with increasing hydrogen bond
strength. The increased frequency down-shift of the X−H/X−D stretching
band with increasing hydrogen bond strength may lead to a more efficient
Fermi coupling with the X−H/X−D first overtone band, and often this has
been assumed to be the relaxation pathway for the X−H/X−D stretching
excitation, although direct evidence that IVR occurs along this pathway has
until now been only scarcely reported (see Sect. 7.5.2) [25].

Water has three intramolecular degrees of freedom [62,104]. For HOD these
are the O−H and O−D stretching and the H−O−D bending modes, each with
distinct transition frequencies. In H2O, on the other hand, the antisymmet-
ric and symmetric O−H stretching modes have similar transition frequencies,
whereas the O−H bending fundamental frequency is about half of the stretch-
ing frequencies. In the case of HOD in H2O or D2O a significant frequency
mismatch of 500 cm−1 exists between the v(νOH) = 1 and v(δHOD) = 2
levels [184, 201, 202]. Here the O−H stretching vibration may dissipate the
excitation energy through the bending pathway, but the involvement of the
hydrogen bond modes (librations, hydrogen bond stretching modes with the
H2O or D2O solvent bath) should play an active acceptor role in the pri-
mary step in energy redistribution as well. In contrast, for neat liquid H2O
the energy mismatch between the v(νOH) = 1 and v(δHOD) = 2 levels is
minor, and within the spectral width of the O−H stretching vibration a clear
overlap exists. Energy redistribution through the bending pathway is - thus
- much more facilitated by the vibrational mode structure of the hydrogen-
bonded H2O molecule, although here also the excess energy has eventually to
be channeled into the hydrogen bond network vibrational modes.

The bending vibration of any isotopomer of water (HOD, H2O, D2O) is the
intramolecular degree of freedom with the lowest fundamental frequency. As a
result, population relaxation of the bending mode can only proceed by dissi-
pation into the intermolecular modes of the hydrogen bond network, making
the bending vibration an ideal means for studies of energy transport through
the hydrogen bond network triggered by initial local vibrational excitation.

Measurements of the O−H stretching population relaxation for isolated
non-hydrogen-bonded H2O molecules dissolved in CDCl3 have resulted in a
T1 time of 36 ps for the asymmetric O−H stretching vibration [203,204]. Iso-
lated HOD molecules dissolved in acetonitrile have an O−H stretching lifetime
value of T1 = 12ps, whereas an increased HOD fraction leads to a gradual
decrease of this value approaching that of HOD in D2O (T1 = 0.7 ps) [205].
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Fig. 7.11. (a) Linear vibrational absorption spectrum of pure H2O, showing the
O−H bending band and a broad librational absorption (blue line) as well as the
spectral bandwidth of the IR pump pulse (gray curve); (b) Transient infrared spectra
of H2O measured with pump pulses centered at 1650 cm−1, showing the v(δOH) =
0 → 1 bleaching and an extremely broad v(δOH) = 1 → 2 excited state absorption.
After population relaxation of the bending vibration one finds a frequency red-
shifted v(δOH) = 0′ → 1′ absorption of the hot bending ground state, as well as a
red-shifted librational band; (c) Transient infrared spectra of H2O in the bending
and librational frequency region measured with pump pulses centered at 3150 cm−1,
pumping the O−H stretching band.

This decrease with increasing water fraction is accompanied by a frequency
down-shift of the O−H stretching band. Here it has been argued that the
frequency red-shift of the O−H band upon hydrogen bonding results into
a more efficient Fermi coupling with the bending overtone, with a shorter
O−H stretching T1 population lifetime as a result. This argument has also
been used to explain the decrease of the O−H stretching lifetime for liquid
H2O, measured to be 200 fs for neat water [26,100,206]. The bending overtone
for the H2O is located around 3250 cm−1, whereas for HOD the mismatch of
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around 500 cm−1 between bending overtone and O−H stretching fundamental
occurs. An increased red-shift of the O−H stretching band with more overlap
with the O−H bending overtone is, however, not the only prerequisite for a
faster O−H stretching population decay. Solvent fluctuations are necessary
for enabling all members of the ensemble to sample with its O−H stretch-
ing oscillator the right resonance frequency space facilitating efficient energy
redistribution [207], for instance, through Fermi coupling with the bending
overtone.

Another example providing evidence that solvent fluctuations are playing
a key role in the relaxation of the O−H stretching vibration are water mole-
cules bound in solvation shells of ions. These exhibit longer O−H stretching
population lifetimes (for an overview see Sect. 6.2 of [7]); for HOD up to 9
times longer than in bulk water [208], which cannot be explained by the fre-
quency shifts of the O−H stretching bands only. Here it is known that water
near ions has a lower mobility, as indicated by the decreased anisotropy decay
of the O−H stretching oscillator of water in ion shells [209] and by recent
molecular dynamics calculations [210]. A lifetime increase of O−H stretching
vibrations of up to 0.8 ps has also been observed for H2O molecules confined
into micelle surroundings [211,212]. Here the large number of ionic heads and
counter ions lead to a lower water mobility (as exemplified by the inhomo-
geneity and anisotropy decay of the hydrogen stretching vibrations persisting
well into the picosecond domain [116,213]).

To test the validity of the O−H/O−D stretching to bending relaxation
pathway mechanism, one has to consider population kinetics using the ex-
perimentally determined O−H/O−D bending lifetime as input. Single H2O
molecules dissolved in CDCl3 have an O−H bending lifetime of 28.5 ps [214].
When water is hydrogen bonded to nearby solvent molecules, hydrogen bond
stretching and librational modes enhance the bending relaxation rates signif-
icantly. When one quantum of O−H/O−D stretching modes is redistributed
over such vibrational modes as O−H/O−D bending, librational and hydrogen
bond stretching modes, making these highly excited, anharmonic couplings
of these modes with the O−H/O−D stretching oscillator lead to transient
frequency shifts [215]. The O−H/O−D stretching band appears frequency
up-shifted when a molecule is in a “hot” ground state (see Sect. 7.3.1), clearly
different from the v(νOH) = 1 → 2 excited state absorption that appears
frequency down-shifted due to the diagonal anharmonicity. The O−H/O−D
bending vibration exhibits the more typical transient frequency down-shifting
for “hot” ground states (see Fig. 7.11) that are more difficult to distinguish
from the vibrationally excited v(δOH) = 1 states that also have red-shifted
v(δOH) = 1 → 2 excited state absorption contributions [28,31,216,217].

Only recently the population lifetime of the bending vibration of HOD in
D2O [217], of H2O in D2O [216], as well as of H2O in neat water [28] have been
measured with IR-pump/IR-probe spectroscopy. For HOD in D2O a value of
390 fs was found [217], very close to recent theoretical estimations [218, 219].
For the determination of the bending vibration of H2O it is important to



7 Vibrational dynamics of hydrogen bonds 649

measure with a time resolution as short as 100 fs. To eliminate unwanted
cross phase modulation by cell window material that prevents analysis of
the response at early pulse delays [216], a recent study on neat H2O using
thin Si3N4 windows with negligible nonresonant response, has led to a value
of 170 fs for the population lifetime of the water bending vibration [28]. In
this work also the important signal contributions of the nonlinear response
of librational excitations in the frequency range between 1200 and 1700 cm−1

have been indicated (Fig. 7.11). A H2O bending lifetime of 170 fs seems to
be in contradiction with the previously reported value of 1.4 ps, found with
IR-pump/anti-Stokes Raman probe measurements [220]. Measurements on
the intramolecular (stretching, bending) modes of neat H2O, however, are
always intertwined with frequency shifts caused by anharmonic couplings to
the intermolecular hydrogen bond network librational and hydrogen bond
stretching modes, since the vibrational energy accepting molecules are of the
same species as the initially excited H2O molecule carrying one quantum
of the O−H stretching or bending vibration. This may be the reason for
the apparent discrepancy between the recent IR-pump/IR-probe and the IR-
pump/anti-Stokes Raman probe measurements, where a larger effect on the
measured signals is expected in the latter case due to a substantial fraction
of excited molecules [221–223]. For H2O a fully completed cooling cannot
be observed until heat transport out of the laser beam interaction zone has
finished that occurs well into the microsecond time regime. Only in the case
of water confined in micelles vibrational excitation transfer to the micelle
molecular units, and eventually to the organic phase lead to a full cooling of
water back to room temperature with micelle size-dependent picosecond time
scales [224–226].

In light of the 170 fs population relaxation time of the bending vibration
of H2O, and the 200 fs lifetime of the O−H stretching vibration in H2O, one
can estimate that the transient population of the bending v(δHOH) = 1 state
will not reach more than a maximum value of 0.35 compared to the hypo-
thetical case where the bending vibration has an infinite lifetime, provided
all excited molecules relax through the bending vibrational pathway. As a
result, one has to be careful in concluding that a red-shifting of the bending
vibration upon excitation of the O−H stretching is a direct indication of the
transient population of the bending mode [205,212,223,227–229], as excitation
of librational and hydrogen bond stretching modes [28], and even the O−H
stretching vibration [31], also will play a role in the observed features. Fig-
ure 7.11c shows how upon O−H stretching excitation of H2O, the O−H bend-
ing shows an instantaneous response, pointing to a Fermi resonance between
the v(νOH) = 1 and v(δOH) = 2 states. As a result the v(δOH) = 2 → 3 and
v(δOH) = 1 → 2 transitions of the bending oscillator are strongly broadened,
extending over more than 200 cm−1. A delayed increase in stimulated emission
of the v(δOH) = 1 → 0 transition observed at 1650 cm−1, before contributions
of a “hot” bending ground state begin to dominate, is in perfect agreement
with a sequential population transfer from the v(νOH) = 1/v(δOH) = 2 man-
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ifold to the v(δOH) = 1 state (with partial vibrational energy release into
librational degrees of freedom with a 200 fs time constant), followed by bend-
ing relaxation to the v(δOH) = 0 ground state, again with energy dissipation
to librational modes.

7.4.4 Chemical exchange

The basic idea of exchange spectroscopy, both in NMR and in the IR spectral
range, is the following: A particular group in the molecule is tagged, (i.e. a
nuclear spin in the NMR case and a local normal mode in the IR case) by
excitation. As long as that excitation lives, and does not decay due to T1 re-
laxation, the molecular group will carry it around. When the molecular group
changes its spectroscopic properties due to chemical exchange, i.e. changes its
chemical environment due to some diffusive process and as a result of that
changes its absorption frequency, it will just take its tag (i.e. its excitation)
with it.

The basic assumption of exchange spectroscopy is that the excitation of
the molecular group does not influence the way how the molecules move in
time; the excitation is just used as a label to follow how molecules move in
time. They move not because of the excitation, but due to room temperature
diffusive motion. This assumption certainly is valid in the case of NMR, where
the excitation energy is far below kBT and hence, very unlikely to influence the
course of a reaction just because of an energy argument. However, in the case
of an IR excitation, this assumption might sometimes be questionable. Energy,
in principle, would be sufficient to change the outcome of a diffusive process,
but what helps is the fact that vibrational transitions, which are harmonic
oscillators to a very good approximation, tend to decouple from each other.
However, in the case of strongly coupled states, such as in hydrogen-bonded
systems, this assumption might break down [230].

2D spectroscopy is ideally suited to study ultrafast chemical exchange
processes. This was first demonstrated by Woutersen and Hamm, study-
ing the exchange between hydrogen bonded and non-hydrogen bonded N-
methylacetamide (NMA) dissolved in methanol [231]. More recently and al-
most in parallel, chemical exchange was also studied by Hochstrasser and
co-workers for hydrogen-bond exchange between CH3OH linked to the cyano-
site of CH3CN [121], as well as by Fayer and co-workers [157,158] for exchange
between hydrogen-bonded phenol-benzene complexes as well as for rotational
isomerization in ethane derivatives [232]. When phenol-d and benzene are
mixed together in CCl4, both exist in an equilibrium between a complexed
and a dissociated form (Fig. 7.12a), forming a weak hydrogen bond between
the OD group of phenol and the benzene ring. Upon hydrogen bonding, the
O−D stretch mode changes its frequency from about 2670 cm−1 to 2530 cm−1.
Hence, in the linear absorption spectrum, two peaks appear which represent
the equilibrium ratio between both configurations (which can be tuned by
adjusting the benzene concentration). However, the linear spectrum gives no
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Fig. 7.12. (a) Chemical exchange between uncomplexed phenol and phenol
hydrogen-bonded to benzene; (b) linear IR spectrum; (c-e) 2D-IR measurements
using the double resonance approach measured at three different pulse delays show
the onset of exchange between the two conformations; (f) the magnitude of the di-
agonal and off-diagonal peaks as function of pulse delay show that full equilibration
occurs within 20 ps.

clue about the exchange rate between both configurations, except that it is
slower than some threshold value, in which case both bands would start to
merge due to motional narrowing effects.

The 2D spectrum, in contrast, provides exactly this information. The es-
sential parameter varied in an exchange experiment is the so-called waiting or
mixing time τm, i.e. the time between labeling and probing the O−D vibra-
tor. Initially, after 1 ps, essentially no exchange had occurred. As a result, the
2D spectrum is still diagonal, saying that each labeled molecule, complexed
or dissociated, is still in the configuration in which it was when exciting it.
As times go on, however, labeled O−D vibrators change from complexed to
dissociated form and vice versa, carrying their tag with them. As a result,
cross peaks appear in the 2D spectrum which report on molecules which were
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in one configuration when pumping it, but jumped to the other configuration
during the waiting time before probing it.

The intensities of diagonal and cross peak directly report on the time scale
of the exchange process (Fig. 7.12e). Initially, the cross peak intensity is zero,
but as both configurations equilibrate, the intensities of diagonal and cross
peak approach each other. In fact, the ratio between both intensities would
directly reflect the equilibration time. Figure 7.12f also demonstrates a limita-
tion of exchange spectroscopy: The exchange process can be observed only as
long as the vibrational excitation, that is the tag, lives. As T1 relaxation times
are relatively short for vibrational transitions in the solution phase (typically
1-20 ps), the time window accessible to 2D-IR spectroscopy is relatively short.
In that sense, 2D-IR and 2D-NMR exchange spectroscopy are complimentary,
as they address completely different time regimes. Improving the signal-to-
noise ratio of the 2D apparatus may increase the accessible time window. For
example, in Fig. 7.12 the exchange process has been followed up to 100 ps
although the T1 relaxation time is ≈ 12 ps, but T1 relaxation will eventually
stop the possibility to observe the process. For hydrogen-bonded systems the
vibrational cooling rates will delimit the observation time window, as these
systems relax into spectrally shifted hot ground states (Fig. 7.6). If one were
to remove the vibrationally excited molecules by, for example, a photochemi-
cal process in the vibrationally excited state so that they could not fall back
into the initial state, one could follow chemical exchange for unlimited time
for the hole burned into the ensemble.

It is worth noting that Fig. 7.12 and the data shown in [157] have been
measured with the two complimentary techniques of 2D-IR spectroscopy dis-
cussed in Sect. 7.3.3, one in the frequency domain (Fig. 7.12) using the double
resonance scheme, and one in the time domain [157] using the heterodyne
detected photon echo scheme. Besides this, the conditions were exactly the
same. The comparison shows that in principle the information content of both
techniques is indeed exactly the same.

7.5 Hydrogen bonds with ordered molecular topologies

Inter- as well as intramolecular hydrogen bonds with well-defined geometries
appear in a number of different classes of compounds including numerous ordi-
nary organic molecules, carbohydrates, carboxylic acids, amino acids, nucleo-
sides and nucleotides as well as biomolecular macromolecules such as proteins
or nucleic acid structures [48]. Hydrogen bonding crucially determines the
molecular structure and thus, the functionality in these systems. In this Sec-
tion two examples of medium-strong hydrogen bonds with well-defined geome-
tries are presented. Several ultrafast nonlinear spectroscopic techniques are
employed to discern the different hydrogen bond vibrational coupling mecha-
nisms.
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7.5.1 Coherent nuclear motions and relaxation processes
in intramolecular hydrogen bonds

The anharmonic coupling of the X−H stretching oscillator to low-frequency
hydrogen bond modes results in a vibrational multilevel system and progres-
sions of vibrational transitions within the X−H stretching absorption band.
Broadband excitation of such a system by a femtosecond pulse generates a
nonstationary superposition of vibrational levels of the low-frequency mode,
i.e. a vibrational wave packet that propagates in the potential defined by
the high frequency X−H stretching vibrations (see Fig. 7.2). Oscillatory wave
packet motions have been observed for different molecular systems forming a
medium-strong intramolecular hydrogen bond of well-defined geometry. As a
prototype example, results are presented here of a detailed pump-probe study
of o-phthalic acid monomethylester (PMME-H) and its deuterated analog
(PMME-D) (Fig. 7.13).

Fig. 7.13. o-Phthalic acid monomethylester (PMME); (a) PMME-H; (b) PMME-D;
(c) lowest energy conformer.

The structure and the vibrational spectra of PMME were analyzed by
quantum chemical calculations which are discussed in [13]. The lowest energy
conformer of PMME consists in a quasi-planar structure in which the hydrogen
bond is part of a seven-membered ring. This 7-ring does not entirely fit into
the plane of the benzene ring so that the substituents are slightly tilted out-
of-plane (Fig. 7.13c). The heavy atom hydrogen bond O· · ·O distance of 256
pm and the H· · ·O distance of 160 pm indicate an intramolecular hydrogen
bond of intermediate strength and a well-defined geometry.

The steady-state O−H and O−D stretching bands of PMME-H and
PMME-D are shown in Fig. 7.14a. In the femtosecond pump-probe experi-
ments with PMME-H, the infrared pulses were tuned throughout the O−H
stretching band, as indicated by the pulse spectra in Fig. 7.14b, and the spec-
trally integrated probe pulses transmitted through the sample were detected.
The time evolution of the nonlinear change of absorbance at the different spec-
tral positions is plotted in Fig. 7.15. Apart from small solvent and sample cell
window contributions around delay zero, the signal originates from changes of
the O−H stretching absorption of PMME-H. For probe frequencies between
2500 and 3200 cm−1, a pronounced decrease of infrared absorption is observed
that is strongest around the maximum of the steady-state infrared band. The
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Fig. 7.14. (a) Steady-state O−H stretching band of PMME-H (blue line) and O−D
stretching band of PMME-D (red line). The sharp line at 2950 cm−1 is due to C−H
stretching absorption; (b) Spectra of the femtosecond pulses used in the pump-probe
experiments with spectrally integrated detection (green lines) and with spectrally
resolved detection (orange lines).

Fig. 7.15. PMME-H: Pump-probe transients measured using spectrally integrated
detection. The absorbance change is plotted as function of delay between pump and
probe pulses at the frequencies indicated.
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Fig. 7.16. PMME-D: (a,b) Time-resolved absorbance changes measured using spec-
trally resolved detection (νp: center frequency of the pump pulses, probe frequencies
are given in cm−1). The dashed line in (b) represents the response of the solvent;
(c) Fourier transforms (FT) of the oscillatory signals.

absorption changes show a fast decay within the first 1 ps, followed by a slower
relaxation on a time scale of 30 ps (not shown). At 3300 and 3400 cm−1, an
absorption increase is found which rises within the first 200-300 fs and shows a
slow decay within 30 ps. All transients are superimposed by strong oscillatory
signals with a frequency of 100 cm−1 and a damping time of approximately
500 fs.

The transient O−D stretching absorption of PMME-D reveals a similar
behavior. In Fig. 7.16, results are presented for pump pulses centered at
2100 cm−1 (a) and 2300 cm−1 (b) and spectrally dispersed probe pulses. De-
pending on the probe frequency, one observes either bleaching or enhanced
absorption. At 2028 cm−1 (Fig. 7.16a), the enhanced absorption decays with
a time constant of about 400 fs. The bleaching transients (except for a probe
frequency of 2271 cm−1) show a fast decay with 400 fs, followed by a slower
decay on a 20 to 30 ps time scale (not shown). Again, pronounced oscillations
with a frequency of 100 cm−1(Fig. 7.16c), i.e. identical to that in PMME-H,
are superimposed on the incoherent pump-probe signals.

For an analysis of the pump-probe data, the level scheme in Fig. 7.6 has
been applied (A refined level scheme including the potential curves for the
low-frequency hydrogen bond motion will be presented in the following Sub-
section). In addition to the vibrational transition from the v(νOH) = 0 to the
v(νOH) = 1 state, the red-shifted v(νOH) = 1 to v(νOH) = 2 transition and
the blue-shifted v(νOH) = 0′ to v(νOH) = 1′ transition of molecules with a
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vibrationally hot ground state are taken into account. The pump pulse pro-
motes part of the molecules from the v(νOH) = 0 to the v(νOH) = 1 state,
resulting in a bleaching of the v(νOH) = 0 → 1 transition due to the depletion
of the v(νOH) = 0 state and stimulated emission from the v(νOH) = 1 state.
Such two contributions dominate the bleaching signals observed at delay times
< 1 ps in Figs. 7.14 and 7.15. The transient population of the v(νOH) = 1
state gives also rise to a red-shifted v(νOH) = 1 → 2 absorption which is evi-
dent from the PMME-D transient at 2028 cm−1 (Fig. 7.16a) and – much less
pronounced – from the PMME-H data taken at 2400 cm−1 (Fig. 7.15). The
decay of excited state absorption reflects the depopulation of the v(νOH) = 1
level with time constants of ∼400 fs for PMME-D and < 250 fs for PMME-H.
Population relaxation is due to a coupling of the v(νOH) = 1 state to other
vibrational modes at lower frequency, transferring the energy of the O−H
(O−D) excitation into the vibrational manifold (the details of which will be
discussed in the following Subsection). As a result, molecules with a hot vibra-
tional system are created in which the O−H (O−D) stretching mode is in the
v(νXH) = 0′ ground state. In the hot molecules, the H-bond is weakened and,
thus, the O−H (O−D) stretching absorption is blue-shifted compared to the
initial absorption. This mechanism gives rise to (i) the enhanced absorption
of PMME-H at 3300 and 3400 cm−1 and of PMME-D at 2315 cm−1, and (ii)
to the bleaching signals extending to delay times longer than 1 ps. Dissipa-
tion of the vibrational excess energy into the surrounding solvent – a process
occurring on a multitude of time scales extending up to several tens of picosec-
onds – leads to the slow nonexponential decay of the absorption changes. It
should be noted that the fast rise of the blue-shifted absorption of PMME-H
at 3400 cm−1 gives independent support for a decay of the v(νOH) = 1 state
with a sub-250 fs time constant.

The oscillatory signals present in the pump-probe transients are discussed
next. In both PMME-H and PMME-D, the oscillations display a frequency
of 100 cm−1. The oscillations are due to wave packet motions along a low-
frequency mode which couples anharmonically to the fast stretching modes.
Wave packet generation is visualized with the help of the potential energy
scheme in Fig. 7.2a which is based on an adiabatic separation of the time scales
of the fast stretching and the slow low-frequency motion. In the experiments,
the spectral field envelope of the pump pulse covers several levels of the low-
frequency mode, allowing for the excitation of a coherent superposition of low-
frequency states, i.e. of wave packets. Wave packets in the v(νOH) = 1 state of
the stretching oscillator are created via vibrational absorption whereas wave
packet motion in the v(νOH) = 0 state is induced by a Raman-like process
within the bandwidth of the pump pulse. This Raman process is resonantly
enhanced by the vibrational transition.

The enhanced absorption of PMME-D at 2028 cm−1 (Fig. 7.16a) is due to
the v(νOH) = 1 → 2 transition and – thus – the oscillations on this transient
reflect wave packet motion in the v(νOH) = 1 state. The damping time of
the oscillations of 500 fs is close to the v(νOH) = 1 lifetime, suggesting that
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vibrational population relaxation represents a major damping mechanism.
In PMME-H, the v(νOH) = 1 lifetime of the O−H stretching mode has a
substantially smaller value of 200 to 250 fs, i.e. close to the oscillation period
of the 100 cm−1 mode. As a result, oscillations in the v(νOH) = 1 state are
not observed.

Wave packet motions in both the v(νOH) = 0 and v(νOH) = 1 states
are relevant for the analysis of the oscillations found on top of the bleaching
signals. As shown schematically in Fig. 7.2a, the v(νOH) = 0 → 1 transition
frequency of the O−D/O−H stretching mode depends on the elongation along
the low-frequency mode. Wave packet motion along this coordinate results in
a periodic modulation of the O−D/O−H transition frequency. In PMME-D
(Fig. 7.16), this mechanism leads to the oscillatory blue-shift of the O−D
stretching band which is evident from the oscillatory enhancement of ab-
sorption at 2315 cm−1. Consistent with this picture, there are no oscillations
around the maximum of the O−D band at 2271 cm−1 and oscillations of oppo-
site phase at 2213 cm−1. PMME-H (Fig. 7.15) shows the same behavior. Here,
however, only wave packet motion in the v(νOH) = 0 state is relevant [13].
As frequency shifts of the O−D/O−H stretching bands are a measure of the
length of the hydrogen bond, the oscillatory blue-shift is equivalent to a mod-
ulation of the O· · ·O distance in PMME, determining the strength of the
hydrogen bond.

A normal mode analysis of PMME provides insight into the microscopic
nature of the low-frequency mode displaying a frequency of 100 cm−1. As dis-
cussed in detail in [8, 13], the periodic modulation of the O· · ·O distance is
attributed to an out-of plane torsional motion by which the two ring sub-
stituents in PMME move relative to each other, thus changing the O· · ·O
distance. This picture has been confirmed by anharmonic potential energy sur-
face calculations and quantum dynamics simulations [14–17]. The frequency
of this mode remains unchanged upon H/D exchange and – thus – identical
oscillation frequencies occur in the PMME-H and PMME-D data. This in-
tramolecular mode displays a comparably long damping time on the order
of 0.5 ps, resulting in an underdamped character of this mode. Note, that
the population relaxation time of the low-frequency mode in the v(νOH) = 0
ground state is about 1.7 ps as obtained from classical molecular dynamics
simulations of the force-force correlation function [18]. This hints at a more
complex damping mechanism including, e.g., intramolecular anharmonic cou-
plings. This is in contrast to many theoretical studies of H-bond dynamics in
which overdamped low-frequency motions have been assumed [39, 44, 233]. It
should be noted that there are modes at higher frequencies also modulating
the length of the hydrogen bond [14]. The spectral bandwidth of the gener-
ated pump pulses and the time resolution of the experiment, however, were
not sufficient to excite wave packets along such modes and to follow their time
evolution.
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7.5.2 Intramolecular vibrational redistribution of the O−H
stretching excitation

In the case of PMME-H the fate of the O−H stretching excitation after T1

relaxation has also been investigated. Two-color pump-probe spectroscopy on
the O−H stretching, C=O stretching and O−H in-plane bending vibrations
of PMME-H, have demonstrated that excitation energy of the O−H stretch-
ing oscillator is redistributed on a subpicosecond time scale along the O−H
bending vibration (Fig. 7.17) [25].

Here the dynamics of the O−H bending vibration is measured, by follow-
ing the decay of the O−H bending bleach at 1415 cm−1, and the excited state
absorption at 1390 cm−1, as observed for three different pumping frequen-
cies: excitation of the O−H stretching vibration at 2900 cm−1 (Fig. 7.17a,b),
excitation of the C=O stretching vibration at 1740 cm−1 (Fig. 7.17e,f), and
excitation of the bend vibration itself at 1400 cm−1 (Fig. 7.17c,d). In all cases
a red-shifted feature appears within temporal resolution, albeit with signif-
icant differences in shape. Red-shifted vibrational resonances are expected
both for excitation of the O−H bending mode (when v(δOH) = 1), and for
cases when other - in particular low-frequency - modes are excited. Assign-
ment of the spectral contributions due to these clearly distinct situations is
not trivial in itself, but it is the dynamics of these different states that enable
a clear interpretation. Whereas excitation of the O−H stretching and O−H
bending leads to similar behavior of the transient absorbance in the bend re-
gion, with both 800 fs and 7 ps temporal components, excitation of the C=O
stretching vibration only results in the 7 ps component in the response of the
O−H bending vibration. From these results it can be concluded that with
an O−H stretching lifetime of 220 fs and an O−H bending lifetime of 800 fs
it is experimentally feasible to detect a transient population build-up of the
bending vibration after O−H stretching excitation.

In order to get a better idea of the multidimensional aspects of IVR in
PMME quantum dynamical model calculations of the energy flow have been
performed. A full-dimensional description of the intramolecular dynamics
driven by an IR laser field has been given in [14] by combining a reaction
surface Hamiltonian with a time-dependent self-consistent field propagation
of nuclear wave packets. In agreement with experiment (cf. Figs. 7.15 and
7.16) this parameter-free simulation revealed the periodic modulation of the
transient absorption signal due to the anharmonic coupling between the ex-
cited O−H stretching vibration and a low-frequency hydrogen bond mode.
Despite its high-dimensional nature the model did not show any signatures
of intramolecular energy randomization during the first 3 ps. Subsequently,
in [16, 17] reduced 9- to 19-dimensional reaction surface models have been
investigated on the basis of a multiconfiguration time-dependent Hartree ap-
proach [234]. Here, it could be demonstrated that the additional flexibility of
the multiconfiguration wave function can capture the onset of IVR with an
estimated time constant of about 20 ps [17]. However, this is still in strong
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Fig. 7.17. PMME-H: Two color pump-probe results. The gray curve in (a) rep-
resents the steady-state IR absorption spectrum showing the O−H bending (at
1415 cm−1) and the C−H bending of the CH3-group (1435 cm−1). The gray curve in
(b) indicates the temporal resolution in the experiments. Here the bending vibration
is probed for three excitation conditions: excitation of the O−H stretching vibration
at 2900 cm−1 (a,b), the bending vibration at 1400 cm−1 (c,d) and the C=O stretch-
ing vibration at 1700 cm−1 (e,f). The frequency-resolved transient spectra are shown
in panels (a,c,e) whereas the transient absorbance changes of the v(δOH) = 0 → 1
ground state bleach at 1415 cm−1 (negative signals) and the v(δOH) = 1 → 2 excited
state absorption at 1390 cm−1 (positive signals) are shown in panels (b,d,f).
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contrast to the observed time scale of about 200 and 400 fs for the O−H and
O−D stretching vibrational relaxation, respectively, what led to the conclusion
that the solvent interaction contributes considerably to these rapid relaxation
processes.

The mechanistic details have been simulated by a dissipative system-bath
model [235] specified to the case where the bath consists of intramolecular as
well as solvent degrees of freedom. Because of its simpler absorption spectrum
in the O−D stretching region, PMME-D was the first target for a system-
bath description. In [15] a 3-dimensional model system was proposed which
included the O−D stretching (νOD) and bending (δOD) coordinates as well
as a low-frequency hydrogen bond mode (νHB). Due to its single minimum
character the anharmonic potential energy surface could be spanned by the
respective normal mode coordinates. Instead of the Taylor expansion in (7.5),
the potential was calculated on a grid using DFT/B3LYP. The double peak
structure of the IR spectrum in Fig. 7.14a could be explained as being due
to a Fermi resonance between the v(νOD) = 0 → 1 fundamental and the
v(δOD) = 0 → 2 overtone transition. The combination transitions with the
low-frequency mode, e.g. v(νOD) + nv(νHB), are masked by the broadening
due to the system-bath coupling. In the model of [15] the latter comprised
linear and nonlinear terms responsible for energy and phase relaxation. A key
feature of the model which proved to be vital for the explanation of the rapid
v(νOD) = 1 decay has been a solvent-assisted intramolecular relaxation path-
way. Using classical molecular dynamics simulation of force-force correlation
functions the relaxation time for the low-frequency hydrogen bond mode was
determined to be about 1.7 ps in CCl4 at room temperature [18]. In [18] it was
also shown that the dissipative model supports coherence transfer with respect
to the hydrogen bond mode between the νOD fundamental excitation and its
ground state. This contributes to hydrogen bond wave packet dynamics in
the νOD ground state which is additionally triggered by the initial IR-laser
excitation (as has been discussed in Sect. 7.5.1).

The two-color IR pump-probe experiments of Fig. 7.17 described above
provided a more detailed picture of the rapid IVR process in PMME-H [25].
Building on [18] a five-dimensional dissipative model has been derived whose
relevant coordinates are shown in Fig. 7.18 in terms of their normal mode dis-
placement vectors. Besides the O−H stretching (νOH) and bending (δOH)
modes calculation of the anharmonic force constants suggests to include
two modes of approximately out-of-plane O−H-bending character (γOH1 and
γOH2) into the model. These four fast coordinates are dressed by the slow
coordinate of the hydrogen bond motion (νHB). It is instructive to inspect
the diabatic potential energy curves for the motion of the hydrogen bond co-
ordinate in the different states of the fast coordinates (see Fig. 7.18). Starting
from the ground state there are certain “bands” of transitions such as the
γOH1 and γOH2 fundamentals, the δOH fundamental as well as the γOH1 and
γOH2 combination and first overtones, their second overtones as well as com-
binations with the δOH fundamental, and finally the νOH fundamental which
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Fig. 7.18. (a) Normal mode displacement vectors of the 5 modes of the dissipa-
tive PMME-H model; (b) Uncoupled diabatic potential energy curves governing the
motion of the low-frequency hydrogen bond mode for the different quantum states
of the fast modes. These states as well as their coupling have been obtained by
expressing the 5-dimensional Hamiltonian in the basis of the fast-coordinate states
defined at the equilibrium geometry of the hydrogen bond mode (red - δOH , blue -
νOH). The red arrow indicates the O−H stretching excitation by the IR laser field,
whereas the gray arrows represent the energy cascading process.

is immersed into the manifold of states coming from the various combination
transitions of the bending modes as well as the first δOH overtone. Notice
that each potential curve in Fig. 7.18 contains the vibrational ladder of the
low-frequency hydrogen bond mode and that there are diabatic state coupling
between the different curves as well.

The quantum dynamics of this 5D dissipative model has been modeled us-
ing the Quantum Master equation approach [235]. From the density of states in
the νOH region one would expect a rapid energy redistribution among several
zero-order states upon excitation in this spectral range. However, simulations
show that this is not sufficient to account for the 200 fs energy relaxation
time scale. Modeling this relaxation requires to include other intramolecu-
lar as well a solvent degrees of freedom. Since the hydrogen bond mode has
the lowest intramolecular frequency it can only relax into the solvent; the
respective spectral density obtained from classical molecular dynamics has
been discussed above [18]. As far as the modes γOH1 and γOH2 are concerned,
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Fig. 7.19. Population dynamics of the diabatic states of PMME-H as indicated
in Fig. 7.18 summed over all respective states of the hydrogen bond mode for the
5-dimensional dissipative model of PMME-H. Populations are shown at the energy
of the corresponding diabatic states (ground state not shown).

there are different possibilities, such as the decay via modes of comparable
frequency or via excitation of two quanta in a lower-frequency mode. Accord-
ing to the calculated anharmonic force constants the former model is to be
favored. However, due to a slight energy mismatch, assistance of the transition
by low-frequency solvent modes is required similar to what had been proposed
for PMME-D in [15]. Notice that the strength of the solvent-assisted coupling
to the intramolecular bath is the only free parameter of the model.

The resulting dynamics upon O−H stretching excitation with a 100 fs IR
pulse is shown in Fig. 7.19 in terms of the diabatic state populations of the fast
modes. The cascading of the energy down the vibrational ladder formed by the
manifolds of different bending mode states is clearly discernible (see arrows
in Fig. 7.18). The time scale of the νOH and δOH decay is about 200 fs and
800 fs, respectively, in good agreement with the experiment of Fig. 7.17, thus
supporting the proposed cascading mechanism via the δOH bending vibration
for the ultrafast νOH relaxation in intramolecular hydrogen bonds of this
medium-strong type.

7.5.3 Coherent and relaxation dynamics
of hydrogen-bonded dimers

Cyclic dimers of carboxylate acids represent important model systems forming
two coupled intermolecular hydrogen bonds (Fig. 7.20). The linear vibrational
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Fig. 7.20. Acetic acid dimer (CX3−COOX)2, X = H, D.

spectra of carboxylate acid dimers have been studied in detail, both in the
gas and liquid solution phase, and a substantial theoretical effort has been
undertaken to understand the line shape of their O−H and/or O−D stretching
bands. In contrast, only few experiments have been reported on the nonlinear
vibrational response. The coupling of the two carbonyl oscillators in acetic
acid dimers has been investigated by femtosecond pump-probe and photon
echo measurements [236], and vibrational relaxation following O−H stretching
excitation has been addressed in picosecond pump-probe studies [237].

In the following, recent extensive pump-probe studies of cyclic acetic acid
dimers in the femtosecond time domain are presented [20,21,24], followed by
a discussion of results from photon echo measurements [22, 27], and a pre-
sentation of quantum chemical calculations of the anharmonic couplings and
the resulting linear spectra and nonlinear signals [24, 27,29,30]. From the in-
terplay of experiment and theory a quantitative estimation of the couplings
as well as the linear and nonlinear infrared response is achieved. In order to
disentangle the different coupling mechanisms (as described in Sect. 7.2.2) of
the O−H/O−D stretching oscillator in acetic acid dimer, dimer structures
containing two O−H· · ·O (OH/OH dimer) or two O−D· · ·O (OD/OD dimer)
hydrogen bonds as well as dimers with one O−H· · ·O and one O−D· · ·O
hydrogen bond (mixed dimers) have been explored. The combination of dif-
ferent nonlinear spectroscopic techniques enable the extraction of information
on particular coupling mechanisms.

The steady state and the transient O−H stretching absorption spectra of
OH/OH dimers are displayed in Fig. 7.21a,b. The transient spectra show a
strong bleaching in the central part of the steady-state band and enhanced
absorption on the red and blue wing, in accordance with the level scheme of
Fig. 7.6. The bleach, consisting of a series of comparably narrow spectral dips,
originates from the depopulation of the v(νOH) = 0 state and stimulated emis-
sion from the v(νOH) = 1 state. The enhanced absorption at small frequencies
is due to the v(νOH) = 1 → 2 transition and decays by depopulation of the
v(νOH) = 1 state with a lifetime of T1 = 200 fs. The latter is evident from
time-resolved measurements at a probe frequency of 2250 cm−1 (not shown).
The enhanced absorption on the blue side is caused by the vibrationally hot
ground state formed by relaxation of the v(νOH) = 1 state, followed by vi-
brational cooling on a 10 to 15 ps time scale. Transient spectra measured for
the OD/OD and the mixed dimers – both on the O−H and O−D stretching
bands – display a very similar behavior.
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Fig. 7.21. (a) O−H stretching band of acetic acid dimer (CD3−COOH)2 (blue
line: OH/OH-dimer) and of (CD3−COOH)-(CD3−COOD) (orange line: OH/OD-
mixed dimer); (b) Transient spectra of the OH/OH dimer measured at selected
pulse delay between pump and probe; (c) O−D stretching band of acetic acid dimer
(CH3−COOD)2 (red line: OD/OD-dimer) and of (CH3−COOD)-(CH3−COOH)
(green line: OD/OH-mixed dimer); (d) Transient spectra of the OD/OD dimer mea-
sured at selected pulse delay between pump and probe.

The time evolution of the nonlinear O−H stretching absorption (Fig. 7.22)
shows pronounced oscillatory signals for all types of dimers studied. In contrast
to the intramolecular hydrogen bond of PMME, and of other similar systems
[8,9,13] the time-dependent amplitude of the oscillations displays features of a
beatnote, demonstrating the presence of more than one oscillation frequency.
In Fig. 7.23 the Fourier transforms of the oscillatory signals are plotted as
obtained for the uniform isotopomers of acetic acid dimer. There are three
prominent frequency components, a strong doublet with maxima at 145 and
170 cm−1 and a much weaker component around 50 cm−1.

In principle the observed oscillatory components could originate from
Davydov, Fermi or from coupling to low-frequency modes. The two local
stretching oscillators in the OH/OH and OD/OD dimers are subject to Davy-
dov coupling resulting in a splitting of the v(νOH) = 1 states, on top of the
anharmonic coupling to low-frequency modes. In the linear absorption spec-
trum of the ensemble of dimers, this results in two separate low-frequency
progressions originating from the v(Qu) = 0 and v(Qu) = 1 levels in the
v(νOH) = 0 state of the O−H stretching vibrations (Fig. 7.24). In thermal
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Fig. 7.22. (a) Transient absorbance changes in the bleach region of the O−H
stretching band of acetic acid dimer (CD3−COOH)2 (blue line: OH/OH-dimer)
and of (CD3−COOH)-(CD3COOD) (orange line: OH/OD-mixed dimer) as recorded
with pump pulses centered at 2950 cm−1 and a probe detection at 2880 cm−1; (b)
Oscillatory contribution of the pump-probe signals of the OH/OH and OH/OD
dimers of panel (a); (c) Fourier transform of the oscillatory signals of (b) of the
OH/OH and OH/OD dimers showing two low-frequency components; (d) Tran-
sient absorbance changes in the bleach region of the O−D stretching band of
acetic acid dimer (CH3−COOD)2 (red line: OD/OD-dimer) and of (CH3−COOD)-
(CH3−COOH) (green line: OD/OH-mixed dimer) as recorded with pump pulses
centered at 2100 cm−1 and a probe detection at 2020 cm−1; (e) Oscillatory contri-
bution of the pump-probe signals of the OD/OD and OD/OH dimers of panel (d);
(f) Fourier transform of the oscillatory signals of (e) of the OD/OD and OD/OH
dimers showing two the same low-frequency components.

equilibrium, a particular dimer populates only one of the v(Qu) levels at a
certain instant in time and – thus – only one of the progressions can be ex-
cited. Consequently, a quantum coherent nonstationary superposition of the
split v±(νOH) = 1 states of the stretching mode cannot be excited in an indi-
vidual dimer and quantum beats due to Davydov coupling are absent in the
pump-probe signal.

This behavior is evident from a comparison of transients recorded with
OH/OD and OH/OD dimers, the latter displaying negligible Davydov cou-
pling because of the large frequency mismatch between the O−H and O−D
stretching oscillators. The time-resolved change of O−D stretching absorption
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Fig. 7.23. Comparison of the Fourier intensities of the oscillatory compo-
nents in the frequency-resolved pump-probe data of the acetic acid dimer iso-
topomers. (a) (CD3−COOH)2, measured at 3040 cm−1; (b) (CH3−COOD)2, mea-
sured at 2300 cm−1 (green line) and 2250 cm−1 (red line); (c) experimental (lines)
and calculated (bars) Raman spectra of (CD3−COOH)2 (blue line/bars) and of
(CH3−COOD)2 (red line/bars).

of the two types of dimers shows a very similar time evolution, and the Fourier
spectra agree within experimental accuracy.

Group theoretical analysis (Fig. 7.24c) and calculations of IR-active pro-
gressions originating from a ground state with the Qu low-frequency mode
being excited suggest small IR cross sections for this series [29].

A contribution of quantum beats between states split by Fermi resonances
can be ruled out as well. There are different Fermi resonances within the O−H
and O−D stretching bands. Depending on the spectral positions of pump and
probe, this should lead to a variation of the oscillation frequencies, in partic-
ular when comparing O−H and O−D stretching excitations. Such a behavior
is absent in the experiment, which shows identical oscillation frequencies for
O−H and O−D stretching excitation that remain unchanged for pumping
throughout the respective absorption band.
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Fig. 7.24. (a) Schematic showing acetic acid dimer with local high-frequency (q1,
q2) O−H stretching and low-frequency (Q1, Q2) O· · ·O hydrogen bond modes; (b)
Potential energy surfaces of the low-frequency modes anharmonically coupled to
the O−H stretching vibrations, shown using symmetrized Qg and Qu low-frequency
modes. Davydov coupling (V0) leads to a splitting of the energy levels of the asym-
metric Qu mode, for which a priori selection rules apply. (c) A refined analysis of
the IR cross sections for the different transitions within the O−H stretching mani-
fold (solid lines: strong ground state absorption; dashed lines: hot transitions; dotted
lines: weak transitions; for details see [29]).
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Fig. 7.25. Raman-active low-frequency vibrational modes of acetic acid dimer.

Instead, the oscillatory absorption changes are due to coherent wave packet
motions along several low-frequency modes which anharmonically couple to
the stretching modes. Wave packets in the v(νOH/OD) = 0 states that are
generated through an impulsive resonantly enhanced Raman process, govern
the oscillatory response, whereas wave packets in the v(νOH/OD) = 1 states
are strongly damped by the fast depopulation process. Low-frequency modes
of acetic acid have been studied in a number of Raman experiments. The spec-
trum in Fig. 7.23c was taken from [238] and displays three maxima around 50,
120 and 160 cm−1. The number of subbands in such strongly broadened spec-
tra and their assignment have remained controversial [239]. The character of
the different low-frequency modes and their anharmonic coupling to the O−H
stretching mode have now been analyzed in recent normal mode calculations
based on density functional theory [24]. In Fig. 7.23c the calculated Raman
transitions are shown for the OH/OH and OD/OD dimers.

There are four Raman-active vibrations (Fig. 7.25): the methyl torsion at
44 cm−1 (τCH3), the out-of-plane wagging mode at 118 cm−1 (γdimer), the in-
plane bending mode around 155 cm−1 (δdimer) and the dimer stretching mode
at 174 cm−1 (νdimer). In this set of vibrations, the in-plane bending and the
dimer stretching modes couple strongly to the O−H/O-D stretching mode via
a third-order term in the vibrational potential that dominates compared to
higher order terms. The coupling of the methyl torsion is much weaker, and
that of the out-of-plane wagging mode even negligible. Such theoretical results
are in good agreement with the experimental findings: the strong doublet in
the Fourier spectra (Fig. 7.23a,b) is assigned to the in-plane bending and the
dimer stretching mode, the weak band around 50 cm−1 to the methyl torsion.
The out-of-plane wagging is not observed at all. It should be noted that the
spectra derived from the oscillatory pump-probe signals, i.e. from time domain
data, allow for a much better separation of the low-frequency mode coupling
than the steady-state spontaneous Raman spectra.
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Fig. 7.26. Homodyne and heterodyne detected 2PE signals of acetic acid dimer
(CH3−COOH)2 (a) and mixed dimers (CD3−COOH)-(CD3−COOD) (b). The red
dotted trace has been recorded using homodyne detection, whereas the solid curves
have been derived from the heterodyne detected 2D-IR spectrum, for a particular
detection frequency ν3 and for spectral integration over ν3.

In the case of photon echo spectroscopy on the acetic acid dimer, the
number of coherences contributing to the nonlinear signals is large as a con-
sequence of the multilevel structure of the O−H/O−D stretching band. Here
in principle all coupling mechanisms described in Sect. 7.2.2 should affect
the outcome of the echo experiments. Homodyne detected 2PE measurements
(Fig. 7.26) have indicated the importance of the quantum beat contributions
of the low-frequency mode couplings [22, 27], as indicated by the recurrences
with an oscillation period given by the low-frequency in-plane stretching and
in-plane deformation hydrogen bond modes. In addition Davydov coupling
appears to be of minor importance. The low-frequency wave packet motions
also lead to beating contributions in the integrated 3PEPS signals [22]. The
homodyne detected photon echo measurements, in conjunction with a refined
analysis of the fine structure of the bleach signals in the pump-probe measure-
ments (Fig. 7.21) have led to the conclusion that the individual transitions in
the O−H stretching manifold have a homogeneous broadening corresponding
to a dephasing time T2 = 200 fs.

Two-color pump-probe experiments have indicated the importance of an-
harmonic couplings between the IR-active O−H stretching and O−H bending
and C−O stretching modes [23]. The effects of these couplings between
the O−H stretching and the fingerprint vibrations are even more pronounced
in heterodyne-detected 2D infrared photon echo signals (Fig. 7.27). For the
2D spectrum with a population waiting time T = 0 fs, transitions between
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Fig. 7.27. (a) Linear spectrum of the O−H stretching band of cyclic dimers of acetic
acid in CCl4 (black line); Cross sections through the 2D-IR spectra for population
times T = 0 fs (red line) and T = 400 fs (blue line); (b,c) 2D-IR spectra of acetic
acid dimer for population times T = 0 and 400 fs. The amplitude of the photon
echo signal is plotted as a function of the excitation frequency ν1 and the detection
frequency ν3.
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Fig. 7.28. Vibrational modes of acetic acid dimer (CH3−COOH)2, strongly coupled
to the IR-active O−H stretching mode. IR- (bu) and Raman-active (ag) fingerprint
modes.

v(νOH) = 0 → 1 and v(νOH) = 1 → 2 contribute with diagonal and off-
diagonal peaks. Since the excited state of the O−H stretching vibration (life-
time T1 = 200 fs [24]) decays into a hot ground state (Fig. 7.6) with complete
loss of phase memory [22], the 2D spectrum for a population waiting time
T = 400 fs is determined by the nonlinear signal contributions of the funda-
mental v(νOH) = 0 → 1 transition only, as described by the Liouville space
pathway I of Fig. 7.4. In particular overtone and combination levels of the
IR- and Raman-active O−H bending and C−O stretching modes contribute,
but in addition the roles of the C=O stretching and C−H bending vibrations
cannot be discarded (see Fig. 7.28) [27,30]. More details on this are described
in the following section.

7.5.4 Anharmonic coupling in acetic acid dimers:
Simulation of linear and two-dimensional infrared spectra

Several attempts have been made to analyze the lineshape of the O−H and/or
O−D stretching band of acetic acid dimers in the gas and liquid phase as well
as in matrices [37, 38, 240–246]. Besides the vibrational coupling mechanisms
discussed in Sect. 7.2.2 inhomogeneous broadening resulting from different
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dimer structures, monomers or oligomers [247, 248] may contribute to the
spectral width.

In this Section results are summarized on theoretical calculations based on
DFT to investigate three mechanisms for vibrational coupling within the two
intermolecular hydrogen bonds: (i) anharmonic coupling of the high-frequency
O−H stretching mode to low-frequency modes, (ii) Fermi resonance coupling
the of O−H stretching v(νOH) = 1 state to fingerprint mode combination
tones, and (iii) a combination of both [29]. Linear IR absorption spectra of
the O−H stretching mode are simulated and compared to high-resolution IR
spectra measured by supersonic jet Fourier transform spectroscopy [246,249].
These cold gas phase spectra uncover much of the vibrational fine structure
and can thus serve as a reference for zero temperature gas phase calculations
(Fig. 7.29a). With subsequent extension to simulations of two-dimensional
IR spectra [47, 250] the investigation of multidimensional signatures of the
different coupling mechanisms has become possible [27,30].

All quantum chemical calculations were carried out using DFT applying
the B3LYP/6-311+G(d,p) method as implemented in Gaussian03 [251]. This
study is restricted to the most commonly appearing C2h-symmetric cyclic
dimer structure (Fig. 7.20) the optimized structure of which is found to be in
good agreement with earlier calculations [246,249,252].

Anharmonic multidimensional potential energy surfaces were calculated in
the basis of dimensionless normal modes by expanding the potential energy V
up to sixth-order in a selected set of modes. First-order and harmonic second-
order off-diagonal force constants vanish at the equilibrium geometry. For
higher-order force constants up to three-body interactions were included. Di-
pole moment derivatives were expanded to first-order only, thereby neglecting
electrical anharmonicities, which are usually much smaller than mechanical
ones [253,254]. Cubic and higher-order force constants were calculated numer-
ically by finite differences from analytical second-order force constants [52].
For benzoic acid dimers the validity of second-order perturbation theory with
respect to vibrational modes in the fingerprint region has been critically ex-
amined [61]. It was found that standard perturbation theory accounts for
anharmonic shifts of the vibrational modes in almost all cases. A notable ex-
ception, however, is the out-of-plane O−H bending mode, the accurate treat-
ment of which requires multidimensional nonperturbative calculations at high
quantum-chemical level.

The cyclic dimer exhibits C2h symmetry and is thus subject to the IR-
Raman exclusion rule. Upon dimerization all monomeric vibrations, which
would be pairwise degenerate without coupling, experience excitonic or Davy-
dov coupling and split into a set of ungerade (u) IR active and a set of gerade
(g) Raman-active dimer modes [38, 243]. It should be noted that the one-
dimensional potential energy surfaces for u modes are symmetric, whereas g
modes have asymmetric potentials. For symmetric potential energy surfaces
odd-order force constants vanish. Thus, the first anharmonic correction to
IR active fundamental vibrations is in quartic order. The number of non-
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zero force constants is further reduced by symmetry. Only force constants,
for which the product of irreducible representations of the respective coordi-
nates involved in the force constant is totally symmetric, can be different from
zero [62].

Vibrational eigenstates were calculated from an effective vibrational ex-
citon Hamiltonian with up to 4 excitation quanta [29, 253, 255]. Calculated
harmonic vibrational frequencies ωi are usually too high with respect to ex-
perimental values. The deviation is mainly caused by missing anharmonic cor-
rections as well as insufficient treatment of electron correlation of the quantum
chemical method. Here, anharmonic corrections were included, but the im-
perfect treatment of electron correlation by the DFT B3LYP/6-311+G(d,p)
method had to be accounted for. Therefore, harmonic force constants were
scaled such that the frequencies of the fundamental vibrational modes result-
ing from the anharmonic vibrational Hamiltonian match experimental gas
phase values [246, 249], which leads to scaling factors of about 0.98. The
harmonic force constant for the νOH(bu) mode was set to 2915 cm−1. This
corresponds to a scaling factor of 0.90, which shows that the B3LYP method
underestimates the strength of hydrogen bonding in acetic acid dimers. The
assignments of the major subbands of the O−H stretching mode vibrational
spectrum are relatively insensitive to a variation of scaling factors in a rea-
sonably range, but for an accurate determination of the fine structure, scaling
is important.

Femtosecond three-pulse photon echo studies have shown that the O−H
stretching absorption spectrum is predominantly homogeneously broadened,
whereas inhomogenous broadening can be neglected [22]. From the observed
dephasing time T2 ≈ 200 fs a homogeneous linewidth Γ ≈ 50 cm−1 is de-
rived. In the following, calculated IR spectra with homogeneous linewidths
(full width at half maximum) of Γ = 1 and 40 cm−1 will be presented. The
latter value was found to fit the experimental spectrum measured in CCl4
more appropriately than the value derived from the photon echo study.

Early treatments suggested anharmonic coupling to a single low-frequency
mode, an intermolecular hydrogen bond stretching mode, together with Davy-
dov coupling to be exclusively responsible for the vibrational line shape of the
O−H stretching bands [37]. Dimerization gives rise to 6 new intermolecular
vibrational modes. Because of the C2h inversion symmetry of the acetic acid
dimer, 3 of them are IR- (u) and 3 are Raman-active (g) (Fig. 7.25). They are
characterized by distance as well as in- and out-of-plane angle modulations
between the two hydrogen bonded monomers. These hydrogen bond modes
are thus associated with relatively weak hydrogen bond forces and large re-
duced masses. Therefore, they all appear at low frequencies, that is below
200 cm−1 for acetic acid dimers [25,238,239,256].

Upon coupling of the IR active νOH mode with Raman-active low-fre-
quency modes, an IR active Franck-Condon series with one or several quanta
of low-frequency modes arises [36]. Combining coherent femtosecond IR-
pump−IR-probe spectroscopy and quantum chemical calculations 2 modes
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Fig. 7.29. (CH3−COOH)2: (a) Experimental IR absorption spectra: Cold gas phase
spectrum (black) taken from [246] with permission and spectrum in CCl4 (gray)
measured at 298 K; (b-d) Calculated spectra (1 K) using homogeneous line widths of
Γ = 1 (red) and 40 cm−1 (blue) including the following modes: νOH(bu) + (b) finger-
print modes and δdimer(ag) + νdimer(ag); (c) fingerprint modes only; (d) δdimer(ag)
and νdimer(ag) only.

were identified, which couple strongly to νOH [25]. These are the hydrogen
bond bending (δdimer(ag)) and stretching (νdimer(ag)) modes absorbing at 145
and 170 cm−1, respectively, which both modulate the hydrogen bond distance
strongly (Fig. 7.25). Cubic coupling constants, which contribute most to an-
harmonic coupling, are about 150 and -145 cm−1 for δdimer(ag) and νdimer(ag),
respectively. The IR spectrum based on 3 modes, νOH(bu), δdimer(ag) and
νdimer(ag), is shown in Fig. 7.29d. On a linear intensity scale a progression
with only a single quantum of each low-frequency mode becomes visible. It
can be concluded that a spectrum solely based on anharmonic coupling of
νOH(bu) to low-frequency modes can not account for the substructure and
total width of the experimentally observed spectra shown in Fig. 7.29a.
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Instead of coupling to low-frequency modes, multiple Fermi resonance cou-
pling with combination tones of fingerprint vibrations has been considered to
account for the width and substructure of the O−H stretching absorption
spectrum [38, 242–245]. The relevance of Fermi resonances contributing to
the substructure of the IR spectrum is supported by recent model calcula-
tions [246, 257]. With the exception of methyl group rocking and scissoring
modes all IR active (bu) fingerprint modes are included as well as their Raman-
active (ag) counterparts as only ungerade combination tones can directly in-
teract with the νOH(bu) high-frequency mode. These are the C−O (νC−O)
and C=O (νC=O) stretching modes, the O−H in-plane bending (δOH) and
the methyl (γCH3) wagging modes (Fig. 7.28). It should be noted that none
of the normal modes is local. Instead, in addition to a dominating contribu-
tion, O−H in-plane bending and methyl deformation motions mix into the
normal coordinates. The O−H out-of-plane bending mode (γOH) was initially
taken into account, but later on rejected from the Hamiltonian, because com-
bination tones of this mode were shown not to contribute to the spectrum to
any appreciable extent [29]. A linear IR spectrum for this model is shown in
Fig. 7.29c. This spectrum accounts for major parts of the substructure of the
experimental gas as well as solution phase spectra [22,29,246]. The vibrational
fine structure, however, which is evident from the gas phase spectrum, is still
lacking.

As neither anharmonic coupling to low-frequency modes nor Fermi reso-
nance coupling to fingerprint combination bands sufficiently account for the
observed lineshape of the O−H stretching band absorption, both mecha-
nisms were merged into an 11-mode model. The resulting linear spectrum
(Fig. 7.29b) shows a rich fine structure in good agreement with the exper-
imental high-resolution gas phase and solution phase spectra (Fig. 7.29a)
[22,29,246]. The more intense peaks in the linear spectrum are mostly domi-
nated by Fermi resonances similar to the pure Fermi resonance spectrum with-
out coupling to low-frequency modes (Fig. 7.29c). The low-frequency mode
progressions build up on all Fermi resonance peaks forming the vibrational
fine structure. Some low-frequency modes even gain intensities comparable to
Fermi resonance bands [29]. The experimental spectrum measured in CCl4
(Fig. 7.29a) shows broadening compared to the gas phase spectrum, whereby
the overall width of the solution phase spectrum is reasonably well described
by the calculated spectrum using a homogeneous linewidth of Γ = 40 cm−1.
Individual peaks observed in the gas phase spectrum merge into broader sub-
bands. These solution phase subbands partly coincide with spectral features
in the gas phase spectrum, but, as a consequence of shifted fundamental fin-
gerprint vibrations, some of combination bands are also shifted. This is partic-
ularly obvious in the low-energy side of the spectrum below 2700 cm−1, where
the solution phase bands are red-shifted with respect to their counterparts in
the gas phase spectrum. All of the bands gain intensity from resonance cou-
pling with νOH(bu). However, as the νOH(bu) intensity is spread over so many
bands, its own contribution to individual states is relatively small. It is largest
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for the peak at 2920 cm−1, which accordingly is the most intense peak in the
spectrum with a contribution of about 15% for νOH(bu). This corroborates
the relevance of Fermi resonances in the O−H stretching IR absorption spec-
trum that was pointed out before [38,246,257]. However, a prominent role of
a single Fermi resonance, namely the O−H stretching/bending coupling [257],
which contributes to the medium intense band around 2840 cm−1 cannot be
confirmed. The strongest anharmonic couplings are calculated for the combi-
nation bands on the red side of spectrum. This explains their relatively high
peak intensities despite less fortunate resonance conditions.

The important role of low-frequency hydrogen bond bending and stretch-
ing modes in characterizing the O−H stretching IR absorption band as well as
in providing efficient energy relaxation channels should be emphasized. This
argument is supported by the recent experimental observation of coherent
low-frequency motions after femtosecond excitation of the O−H stretching
mode [25]. The strength of anharmonic coupling to low-frequency modes is
on the same order of magnitude as Fermi resonance couplings. Low-frequency
mode progressions in the IR spectra start at 2728 cm−1 and then insert over
the remaining blue part of the spectrum. Some of the peaks gain intensities
comparable to the weaker Fermi resonances.

To investigate the multidimensional signatures of the different coupling
mechanisms, 2D-IR spectra were simulated based on the vibrational Hamil-
tonians described above. Thus, the estimated anharmonic coupling constants
between the IR-active νOH mode and the fingerprint and low-frequency modes
depicted in Figs. 7.25 and 7.28 have been used as input in the calculation of the
nonlinear signals. Two-dimensional photon echo signals in the phase matching
direction kecho = −k1 + k2 + k3 were calculated with parallel linear polariza-
tion applying the sum-over-states formalism [47,250]. The signal displayed in
the frequency domain is given by:

S(ω3, T, ω1) =
∫ ∞

−∞
dt3

∫ ∞

−∞
dt1 Ra(t3, T, t1) exp(−iω3t3 − iω1t1) . (7.16)

In the rotating wave approximation, the response function is given by a sum
of Liouville space pathways (diagrams I, II, and III in Fig. 7.4), that is
Ra(t3, T = 0, t1) = RI(t3, T = 0, t1) + RII(t3, T = 0, t1) −R∗

III(t3, T = 0, t1).
Liouville space pathways are calculated as a sum over all vibrational eigen-
states [47, 258]. They are proportional to a population factor of the initially
occupied vibrational state, a polarization factor, a product of 4 transition
dipole moments related to 4 infrared transitions, and a lineshape function,
chosen here to be in the homogeneous limit. RI and RII describe transitions
involving the ground and the first excited vibrational states giving rise to
diagonal and cross peaks, while RIII describes transitions from one- to two-
quantum states thereby adding excited state absorption to the spectra. For
the calculation of 2D spectra, the three incident laser pulses were tuned to
2900 cm−1 assuming a rectangular electric field spectrum of ±400 cm−1 width
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Fig. 7.30. (a) Calculated one-dimensional linear spectra with homogeneous
linewidth of ∆ν(fwhm) = 1 (red) and 36 cm−1 (blue); cross section for an exci-
tation frequency of ν1 = 2921 cm−1 for ground state absorption (green); (b) Two-
dimensional spectrum for a population time with zero- to one-quantum pathways
only, with ∆ν(fwhm) = 36 cm−1 (temperature 0 K), mimicking the population time
T = 400 fs.

for selecting resonant transitions. A homogeneous linewidth of ∆ν = 36 cm−1

was used.
A spectrum including ground state absorption only (Ra = RI , RII =

RIII = 0, Fig. 7.30b) resembles conditions, where the excited state has de-
cayed already into the hot ground state without conservation of phase mem-
ory [12]. This spectrum, which can be compared to the experimental 2D spec-
trum measured at T = 400 fs (Fig. 7.27c), contains only diagonal and cross
peaks. The most striking diagonal and cross peaks are observed for the most
intense bands in the linear spectrum, that is at 2921 cm−1 which is mainly
due to the νC−O(bu)/νC=O(ag) combination band with a cubic coupling con-
stant with νOH(bu) of Φ = −86 cm−1, at 2993 cm−1 (νC−O(ag)/νC=O(bu),
Φ =48 cm−1) and at 3022/3031 cm−1 (γCH3(bu)/νC=O(ag), Φ =62 cm−1;
νC−O(ag)/δOH(bu)/δdimer(ag)/νdimer(ag)) [29]. In addition, prominent cross
peaks exist for bands in the low-energy part of the spectrum, that is for
the peak at 2555 cm−1 (νC−O(ag)/νC−O(bu), Φ =150 cm−1), at 2627 cm−1
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(νC−O(ag)/γCH3(bu), Φ = −118 cm−1) and at 2684 cm−1 (νC−O(ag)/δOH(bu),
Φ = −126 cm−1). This coupling pattern within the O−H stretching band is
also evident from a comparison of the cross section at ν1 = 2921 cm−1 to the
linear spectrum (Fig. 7.29a), where the off-diagonal bands, the peak intensities
of which revealing the coupling strengths, match the resonance frequencies.
From the good agreement with experimental results (Fig. 7.27) it can be con-
cluded that Fermi resonances also dominate the T = 400 fs experimental 2D
spectrum. Low-frequency progressions make a minor contribution to the 2D
spectra because of their substantially smaller transition dipoles. In going from
anharmonic coupling of νOH(bu) to low-frequency modes (3-mode model) to
Fermi resonance coupling with fingerprint mode combination tones (9-mode
model) to a combined mechanism (11-mode model) the number of individual
2D peaks grows considerably and the complexity of the vibrational signatures
increases substantially. Introduction of homogeneous broadening causes many
individual peaks to overlap to a single spectral feature. A comparison of the
calculated linear spectra with high-resolution gas and solution phase spectra
shows that only the combined mechanism accounts for the experimentally ob-
served vibrational fine structure of the O−H stretching band demonstrating
that both anharmonic coupling to low-frequency modes and Fermi resonance
coupling are important vibrational coupling mechanisms for hydrogen bonds
in acetic acid dimers. The corresponding 2D IR spectra, however, are dom-
inated by vibrational signatures originating from cross peaks due to Fermi
resonance coupling.

7.6 Outlook

The results presented in this chapter demonstrate how ultrafast nonlinear in-
frared spectroscopy allows for a separation of different microscopic couplings
present in hydrogen-bonded systems. The X−H stretching oscillator is a sensi-
tive probe for hydrogen bonding and the elucidation of its dynamics provides
insight into the anharmonic couplings to other vibrational modes, such as
X−H bending and hydrogen bond stretching modes, as well as to the (fluc-
tuating) surroundings. Femtosecond infrared nonlinear spectroscopy and ab
initio quantum chemical molecular dynamics have revealed for neat protic liq-
uids, in particular water, the time scales for local fluctuations and associated
loss of structural memory in the hydrogen-bonded networks. Energy redistrib-
ution and energy transport into the hydrogen bond stretching and librational
modes deserve more attention of both experiment and theory as these modes
are directly connected to the hydrogen bond networks. Future activities may
involve the study of these hydrogen-bonded liquids in different situations, e.g.
water in direct contact with biomolecular systems such as proteins and DNA.

In the case of the investigated medium-strong hydrogen-bonded molecu-
lar systems with well-defined geometries, the anharmonic couplings of high-
frequency X−H stretching modes with low-frequency vibrations have been
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found to underly oscillatory wave packet motions contributing to the pump-
probe signals. Coherent multidimensional spectroscopy, which was applied in
the investigation of acetic acid dimers, has revealed the key role of Fermi and
Davydov resonance couplings in the observed nonlinear signals.

The results obtained for PMME and cyclic acetic acid dimers demon-
strate that coherent intermolecular motions persist for several picoseconds.
This should allow for the development of control schemes using tailored vibra-
tional wave packets prepared by excitation with phase-shaped infrared pulses.
Moreover, as fingerprint vibrations such as the X−H bending mode couple
strongly to X−H stretching motions, multicolor spectroscopy has to be ex-
plored further. For instance, both X−H stretching and X−H bending modes
could be manipulated simultaneously to achieve control. With this the poten-
tial of optimal steering of hydrogen bond motions, and associated with that
the control of hydrogen or proton transfer in double well potential systems
should be explored.

Until now, the majority of studies have focused on the vibrational dynam-
ics of hydrogen donating hydroxyl groups. Equally important are however
amino groups, the hydrogen bonds of which can be found in nucleic acid
base pairs in DNA and RNA, and in the formation of secondary structures
in proteins, such as α-helices and β-sheets. Future application of ultrafast vi-
brational spectroscopy will provide a wealth of new information on hydrogen
bonds in these biomolecular systems.

Cordial acknowledgment is being due to Jens Stenger, Dorte Madsen,
Karsten Heyne, Nils Huse, R. J. Dwayne Miller, Barry. D. Bruner, Michael A.
Cowan, Jason R. Dwyer, Satoshi Ashihara, Agathe Espagne, Holger Naundorf,
Milena Petković, and Gennady K. Paramonov for their important contribu-
tions to the work describe here.
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17. H. Naundorf, O. Kühn, in Femtochemistry and Femtobiology, ed. by A. Douhal,

J. Santamaria (World Scientific, Singapore, 2002), p. 438
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Most chemical reactions and all biological processes take place in solution.
The solvent influences the energetics of chemical reactivity because the re-
actants, transition state, and products may be stabilized differently by the
solvent, and it creates fluctuating external forces for the dynamics. Here
charge-transfer reactions of large molecules in polar media are considered.
The principal questions in such cases are: what is the molecular reaction co-
ordinate, which intramolecular spectator modes are involved, and how - in
terms of energy and dynamics - is the solvent involved? Because of strong
solvent coupling the distinction between molecular and external coordinates
may no longer be possible and effective coordinates have to be found for
an adequate description. Femtosecond optical pulses are used to initiate the
reaction photochemically. It is often assumed that the polarity of the environ-
ment is in equilibrium with the charge distribution during the reaction in the
excited state of the optical chromophore. But ultrafast reactions may even
“leave the solvent behind”, the polarity can no longer stay adjusted, and the
energy barrier is crossed in a non-equilibrated environment. In such cases a
retarding force builds up between solute and solvent along the reaction coor-
dinate. That force appears as friction which does not only act instantaneously
but also depends on time. The polar solvent thus also enters the dynamics of
charge-transfer reactivity.

Methods are clearly needed to observe structural changes in the molecule
and in its environment as the reaction unfolds. Abundant water is present
in biological work. Because bulk water absorbs strongly throughout the in-
frared region, it becomes difficult to follow the reaction of dissolved molecules
by time-resolved infrared spectroscopy. Two methodical directions from the
realm of pump-probe spectroscopy are instead explored in this chapter. Com-
mon to both is the exploitation of spectral information carried by the probe
pulse. The first contribution summarizes the state of the art of optical probing
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with a UV/vis supercontinuum - a classic which needs theory for quantitative
analysis. In a second contribution, exciting first steps are presented to observe
structural changes directly by time-resolved X-ray absorption spectroscopy.

8.1 Analysis of electronic and vibrational coherence
in transient absorption spectroscopy

A. L. Dobryakov and N. P. Ernsting

8.1.1 Scope for transient absorption spectroscopy in solution

Many interesting reactions can be achieved only in solution, for example when
polar product states must be stabilized by the solvent to be accessible. New
limitations and concepts come into play in solution at room temperature.
The main limitation is that optical transitions of a solute chromophore be-
come blurred into bands in principle. This is because electronic energy levels
are no longer well defined but fluctuate on all time scales, due to interaction
with the solvent, just as the solvent configuration does. Even if it were possible
to excite - with short pulses - only those chromophores that have a specific
solvent configuration, one never observes that the original configuration is
reached again some time later, simultaneously, for all members of the ensem-
ble. In other words, the complete recurrences which are characteristic (and
informative) for small molecules in the gas phase are absent in solution. From
the chromophore’s point of view the solvent motion is not determined but has
a statistical, dissipative nature. The evolution of the chromophore is governed
by the molecular Hamiltonian as before, but in addition the solvent motion,
through the resultant perturbations, induces energy flow, dephasing, and co-
herence transfer in the molecule. A stochastic perturbation by the solvent
can be characterized by its time correlation function. The task of electronic
and vibrational spectroscopy in the condensed phase is to find the relevant
Hamiltonian and characteristic correlation times [1].

A simple example is shown in Fig. 8.1a. The molecule has only one op-
tically active mode with internal coordinate q′. High-frequency motion along
q′ is quantized in vibrational states which are separated by more than the
spectral width of the laser pulse. Solvent coordinate q represents the configu-
rational state of the environment and is treated classically. Before femtosecond
laser excitation the solute is in the equilibrated ground-state S0 and the ab-
sorption band expands over a Franck-Condon progression for upward optical
transitions. In the first excited state S1 the interaction with the solvent is
assumed to be different, resulting in a displacement of the classical parabola
along q for the free energy of the solute/solvent system. First consider the vi-
bronic 0−0 transition as seen by stationary absorption spectroscopy from S0.
For a single molecule, the solvent coordinate q(t) will fluctuate in a stochastic
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manner around q = 0. This is shown as a noisy green line below. (If the fluc-
tuations are completely uncorrelated in time, the solvent acts like a Brownian
harmonic oscillator. It is more likely that the fluctuations have some time
structure since they are caused by the solvent molecular mechanics. In such
cases q(t) can always be described as a multimode Brownian oscillator.) Be-
cause the S1 solvation parabola is displaced, the S1 − S0 energy gap is linear
in q. This means that the frequency ω00 of the vibronic origin transition also
fluctuates, by δω00(t) ∝ q(t) (noisy line at left which samples the absorption
lineshape). q(t) can also be explored by starting a chromophore/solvent tra-
jectory at t = 0 with q = 0 in the excited state. But usually an ensemble
of chromophores is examined. In such an experiment one would excite in the
0−0 band with femtosecond pulses and then monitor the red-shift and broad-
ening of an emission band. A typical spectroscopic task could be to find the
underlying autocorrelation function 〈q(t)q(0)〉.

An example for an intramolecular reaction is shown in Fig. 8.1b. In this
case there are two excited electronic states. When S1 is excited near the origin,
the reaction to S2 can not occur because the latter is not solvated enough and
therefore higher in energy. But as solvation proceeds in S1, the S2 state is
lowered. While the states are isoenergetic, the reaction takes place efficiently
depending on the coupling strength V . One may even observe a population
oscillation between them with frequency 2V/�. It is readily seen that time-
resolved observables should depend on intramolecular and solvent dynamics
in a complicated manner.

Several nonlinear optical techniques explore the spectral changes which
were mentioned above on femtosecond to picosecond time scales. They differ
by the composition of the optical field from component pulses: their frequen-
cies, pulse-to-pulse delays, wave and electric field vectors, as well as by the
mode of detection. In this way one may obtain information on vibronic en-
ergy levels and achieve complementary sensitivity to different relaxation path-
ways [1]. Here only effects are considered which scale with the third order of
the applied electric field E. The most general architecture is realized by mul-
ticolor four-wave mixing, shown in Fig. 8.2a. In this case three interactions
(white bars) with the applied field are separately controlled, i.e. they can be
assigned to the component pulses by detection at a combination frequency in
a phase-matched direction. The electric polarization which the field generates
in the material (wavy line) may be detected by the light it generates (red
arrow) or by heterodyning with another field. A much simpler architecture
is used for transient absorption, Fig. 8.2b. Now two interactions are derived
from a pump pulse having wave vector k1. The third interaction is contributed
by the delayed probe pulse with wavevector k2. By detecting at the probe fre-
quency and direction, phase-matching is fulfilled. The induced polarization is
heterodyned by the probe field itself, resulting in probe absorption.

This contribution explores possibilities for transient absorption in conde-
nsed-phase spectroscopy. The fact that phase matching is always fulfilled al-
lows to scan the probe frequency without having to change the detection
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Fig. 8.1. (a) The bandshape of a vibronic transition (here the origin 0−0) in solution
reflects the stochastic perturbation by solvent motion. (b) The chemical reactivity
of the S1 state, for example through vibronic coupling with S2, may depend on the
solvent. Complicated changes of the emission and excited-state absorption band-
shapes are thus caused by solvent dynamics. Broad spectral coverage is required to
characterize the evolution. (c) After ultrafast excitation, the solvent dynamics may
be monitored by the time-resolved Stokes shift of fluorescence.
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Fig. 8.2. (a) Four-wave mixing allows complete control over three interactions.
The polarization at a phase-matched direction (red wave) generates signal light (red
arrow) for background-free detection. The interactions (white bars) can be assigned
to the component pulses which make up the full field. (b) Transient absorption
uses a degenerate scheme. The two light-matter interactions with the pump light at
wavevector k1 can no longer be controlled separately. The probe pulse (k2) causes
a polarization of the same frequency and direction (green wave). It is heterodyned
with the probe light itself, registering absorption.

geometry during measurement. In this way the Franck-Condon envelopes for
electronic transitions which become visible after optical pumping, for example
excited-state absorption Sn ← S1 or stimulated emission S1 → S0, may be
monitored in time. The precision of such measurements is much improved if
the induced absorption is recorded at all relevant frequencies simultaneously.
This broadband approach was introduced by Alfano and coworkers ( [2] and
references therein) who probed with a supercontinuum generated by picosec-
ond pulses in about 10 cm of water. Supercontinuum probing has been used
extensively since then ( [3–8] represent a variety of recent applications). The
present work tries to improve on previous achievements in the sense that the
near-UV to NIR spectral range extending over 20000 cm−1 is covered con-
tinuously with photometric accuracy. Only in this case can band shapes be
observed completely and their integrals be obtained. Time-dependent band in-
tegrals may then be used for comparison with quantum-chemical calculations.
The corresponding experimental setup will be described in detail.

A serious limitation of transient absorption spectroscopy, on the other
hand, is due to incomplete control over the three field-matter interactions
which was already mentioned. As a consequence a “femtosecond artifact”
or “coherent spike” appears when pump and probe pulses overlap in time.
It arises from coherent terms when the order of interactions is mixed (pump-
probe-pump or probe-pump-pump) while for well-separated pulses only sequen-
tial terms apply (pump-pump-probe). The solvent contributes a nonresonant
part which can be measured separately and subtracted. But the resonant con-
tribution from solute chromophores is often seen to have rich spectral struc-
ture; it distorts weak sequential transient spectra at earliest time and renders
data analysis ambiguous there.
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The main concern of this contribution is therefore to “look under the
femtosecond artifact”, to observe molecular evolution in the excited state at
earliest time. The conceptual frame for this work was outlined above: an es-
sential molecular Hamiltonian in conjunction with relaxation and dephasing
processes. This model is combined with the composite electric field which in-
cludes the chirp of the supercontinuum, and all terms inherent to transient
absorption spectra are calculated. In this way the “coherence spectrum” is
extracted while electronic and vibrational dephasing times are estimated at
the same time. Indeed, coherence analysis offers the key for a quantitative
understanding of the entire transient signal. The aim is to demonstrate that
observed spectra can thus be described quantitatively for all delay times and
wavelengths. The presentation combines the developments in [9–11] and con-
tains new equations which speed up data fitting considerably. The ultimate
aim is to enable practical use in other laboratories.

8.1.2 Experimental setup for supercontinuum probing

The experimental setup is sketched in Fig. 8.3. The probe pulses generate
white light in a 1 mm CaF2 plate. This supercontinuum [2] is multifilamented
and extends approximately ±4˚ from the optical axis. Rays near the center
of the axis are blocked because they are too dominated by generating light.
The supercontinuum is then passed through a color filter (200 µm flowing dye
solution between 200 µm quartz windows) and focused 3-5 mm before the
thin beam splitter (BS). The sample beam is made from the front reflection
and the transmitted light constitutes the reference beam. All imaging (1:1)
is performed with off-axis Schwarzschild objectives (mirrors with radii R1=-
406.4 mm and R2=+9400 mm). The diameter of the light spot on the sample
is 50 µm and the probe pulse energy less than 100 nJ. Light from either beam
is dispersed in special spectrographs, by an imaging grating as shown (Zeiss
wide-range MCS, 248 mm−1) or by a quartz prism in an Ebert mount if the
range 350-1100 nm must be covered simultaneously. Spectra are registered on
a photodiode array (PDA, Hamamatsu S3904-512Q). The spectra shown later
were recorded with a probe repetition rate of 140 Hz, in which case the CaF2

plate can be kept fixed during measurement. For every second shot, a pump
pulse excites the liquid sample in a flow cell. Microscopes can be swiveled
into place in order to view the supercontinuum spot in the input plane of the
spectrographs. After centering the spot on a pinhole, the latter is removed for
measurement to avoid spatial - and hence spectral - filtering. It turned out
to be vital that the sample and reference spectra are monitored in real time
on a dual-beam oscilloscope, allowing to fine-tune the photometric balance
across the entire spectral range simultaneously. The chirp and duration of the
supercontinuum is measured with the nonresonant signal from pure solvents
(see below).

While the spectra are being registered, two events are distinguished: either
the pump beam is “off” or “on”. Figure 8.4 shows how the pump-induced
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Fig. 8.3. Experimental setup for transient absorption with a supercontinuum. It
contains 4 off-axis Schwarzschild objectives (distinguished by color for convenience;
see text).

optical density ∆D(λ) is calculated from the readings at pixels corresponding
to λ on the two photodiode arrays. After n (typically 100) events “off” and
“on” have been recorded in alternate succession, the 2n data points for every
λ are grouped as shown in the figure. For perfect division of the probe light
by the beam splitter and with perfect imaging, the points in the left panel
(for example, for which the pump was off) fall on a straight line which passes
through the origin. The readings from one spectrograph alone may fluctuate
(e.g. with standard deviation sx around mean x̄) due to small changes of the
laser pulse energy, but the quotient yi/xi (i = 1, ...n) should be constant. In
practice the measurement points deviate from the straight line and an optimal
quotient or slope Q is formed by minimizing their distances (red lines). By
comparing optimal quotients with and without pump one obtains for the
considered wavelength
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∆D = − log
(
Qon/Qoff

)
. (8.1)

Dual-beam performance depends, obviously, on how well readings yi versus
xi fall on a straight line. A measure for this is given by the correlation

g =
∑

(xi − x̄) (yi − ȳ) / (n-1)
sx sy

. (8.2)

The parameters g, sx and sy are all obtained from the data set in the left
panel of Fig. 8.4. With the setup shown in Fig. 8.3 the correlation is typically
g ≈ 0.993 even if sx/x̄ ≈ sy/ȳ ≈ 0.20. The standard error or confidence
interval for a quotient Q ≈ 1 can be estimated as

CIq ≈ sx

x̄

√
2 (1 − g) /n (8.3)

The confidence interval for ∆D is readily found from (8.1) if the two beams
are balanced, Qoff ≈ Qon, i.e. when the transient absorption is small:

CI∆D ≈ sA
x

x̄
√
n

√
1 − g

2
ln(10)

(8.4)

This formula allows to compare same-shot referencing (as done here) with
the more common setup which uses only one spectrograph. Then alternate
supercontinuum pulses must be used for reference. This situation may be
simulated in Fig. 8.4, left panel, if y is now the reading on the reference
spectrograph, but for the next pulse without pump. In this “alternate” mea-
surement mode, but otherwise under the same conditions as before, one finds
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galt ≈ 0.75 with a multifilament continuum. From a comparison of CI∆D us-
ing either g or galt it follows that the alternate mode needs 37 times more
data points to reach the same signal-to-noise as the same-shot mode here, or
continuum fluctuations must be reduced by a factor 0.16.

8.1.3 Theoretical description of pump-probe transient absorption
spectroscopy

8.1.3.1 The molecular model

The model for the molecular energy levels is shown in Fig. 8.5. The pump
excites from the electronic ground state |g〉 to the first excited state |e〉. A
higher electronic state |f〉 is needed to treat excited-state absorption. The po-
tential energy for the electronic states is assumed to be separable into normal
harmonic modes with frequencies ν′, ν′′, ...... along intramolecular coordinates
q′, q′′.... Modes in e are displaced relative to g by dimensionless ∆′, ∆′′, ....
The geometry of the final state is taken to be identical to that of the ground
state for simplicity.

The notation |g〉 etc corresponds to the electronic states in their zero-point
vibrational state. The vibrational term values become [15] G(v′, v ′′, ...) =
v′ν′ + v ′′ν′′ + ... where v′, v ′′, ... are the vibrational quantum numbers. All
vibronic transitions are organized in Franck-Condon progressions. A specific
transition from the vibrationless ground state, for example, to an excited
vibronic state may be written as |g(0, 0)〉 → |e(v′, v′′)〉. Within the Born-
Oppenheimer approximation the square of transition dipole moment is given
by Franck-Condon factors |〈g(0, 0)|e(v′, v′′)〉|2 = F0 v′(∆′) F0 v′′(∆′′). When
a molecular model Σegf (ν′, ν′′, ...) with vibrational manifolds |g(v′, v ′′, ...)〉,
|e(v′, v ′′, ...)〉 and |f(v′, v ′′, ...)〉 is discussed, the treatment of all vibronic
transitions is implicitly understood.

Dephasing and energy relaxation within a mode and between electronic
states are induced by the fluctuating external forces which were already men-
tioned (red noisy line in Fig. 8.1a. With reasonable assumptions, all relevant
relaxation rates could be calculated from Redfield theory ( [16] and references
therein). Here the empirical Bloch model [17] is used instead which neglects
coherence transfer and assigns lifetime parameters to the remaining processes.
In the present application an additional simplification is made for intramolec-
ular vibrational relaxation (IVR), by letting population of excited vibrational
states decay directly to the vibrationless state (red downward arrows in Fig.
8.5). The corresponding lifetimes of vibrational states |a〉 and |b〉 are denoted
Taa, Tbb. Dephasing times Tab for the transition dipole between both states
are given by 1/Tab = (1/Taa + 1/Tbb)/2 + 1/T̂ab. Pure dephasing times T̂ab

are indicated by dashed red lines in the figure. They are organized in several
groups. The first group describes vibrational dephasing in ground and excited
electronic states, T̂vib ≡ T̂g(v′,v′′...)g(0,0...), T̂e(v′,v′′...)e(0,0...), T̂f(v′,v′′...)f(0,0...).

The groups T̂BL ≡
{

T̂g(0,0...)e(v′,v′′...)

}
and T̂SE ≡

{
T̂e(v′,v′′...)g(w′,w′′...)

}
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shown.

of electronic dephasing times are connected with the homogeneous width of
vibronic bands in the absorption and stimulated emission spectra; for sim-
plicity it is assumed that T̂BL = T̂SE . The last “dephasing” group T̂ESA ≡{

T̂e(v′,v′′...)f(w′,w′′...)

}
contributes to vibronic bandwidths in excited-state

absorption. The population lifetime of a vibrationless ground state is taken
to be infinite,

{
Tg(0,0..)g(0,0..), Te(0,0..)e(0,0..), Tf(0,0..)f(0,0..)

}
→ ∞ .

The vibrational population lifetimes are grouped in

Tvib ≡
{
Tg(v′,v′′,...)g(v′,v′′,...), Te(v′,v′′,...)e(v′,v′′,...), Tf(v′,v′′,...)f(v′,v′′,...)

}
.

In the remainder of this section the molecular model is driven by an optical
field which is composed from the pump and chirped supercontinuum probe
pulses. The induced transient absorption spectra as function of delay time
are calculated analytically as far as possible. In the final section the results
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will be explored by fitting transient absorption spectra of a dye in solution
(Rhodamine 110 in methanol, Fig. 8.6a). In this way the molecular modes
together with effective population and pure dephasing times can be extracted.

Fig. 8.6. Experimental results for Rhodamine 110 in methanol. (a) Linear absorp-
tion and stimulated emission. Spectra are normalized at the peak. (b) Transient
absorption spectra induced by 50 fs pump pulses at 480 nm. Vibronic structure is
observed during pump-probe overlap. Absorption changes ∆D < 0 correspond to
bleach (BL) or stimulated emission (SE) and ∆D > 0 to excited-state absorption
(ESA). Solvent signal at t = 0 is presented by a thick gray line, and all spectra have
been time corrected.
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8.1.3.2 The electric field, and basic calculation of the transient
spectrum [9–11]

The perturbation formalism developed by Mukamel and co-workers [1] will be
used throughout. In a pump-probe experiment the system is subjected to two
light pulses and the electric field strength is written as

E(r, t) = E1(t) exp(ik1r) + E2(t) exp(ik2r) + c.c. (8.5)

Here E1(t) and E2(t) represent the pump and probe pulse with wave vectors
k1 and k2, respectively, and c.c is the complex conjugate. It is assumed that
the pump pulse is a nonchirped Gaussian with duration τ1 whose frequency
is centered at Ω1:

E1(t) = exp
(
−(t + td)2/2τ2

1 − iΩ1(t + td)
)

(8.6)

In the experiment the probe path is usually fixed. The time delay td between
pump and probe pulses is increased by shortening the optical path for the
pump beam, and this is reflected in (8.6). For optical probing, white-light or
supercontinuum pulses are used here which cover the entire near-UV - visible
range [12]. From studies of such pulses by nonresonant transient absorption
spectroscopy of pure liquids with 10-20 fs time resolution it was concluded
that, for this application, the probe may still be modeled by a single chirped
pulse [11], i.e.

E2(t) = exp
(
−t2/2τ2

2 − i(Ω2t + βt2)
)

= exp
(
−α t2/2τ2

2 − iΩ2t
)
. (8.7)

Here Ω2, τ2 are the central frequency and pulse duration, β is the chirp pa-
rameter or rate, and α = 1 + i2βτ2

2 . (Later the probe pulse duration will be
referred to that of the pump through the parameter ξ = τ2/τ1). The sam-
ple is treated as a thin optical medium and therefore propagation effects are
neglected.

The quantity of interest is the transient absorption spectrum ∆D(ω2, td)
induced by pumping and measured at delay td as function of probe frequency
ω2; it can be written as [1]

∆D(ω2, td) = 2ω2 Im
(
E∗

2 (ω2)P (3)(ω2, td)
)
/ |E2(ω2)|2 . (8.8)

The Fourier transform (FT (...)) giving the third-order polarization spectrum
is considered to be taken in the probe direction k2 = −k1 + k1 + k2,

P (3)(ω2, td) = FT
(
P (3)(k2, t, td)

)
≡

∞∫

−∞

dtP (3)(k2, t, td) exp(iω2t) (8.9)

so that the spatial component with wavevector k2 of the probe beam must
be extracted from the third-order polarization P (3)(r, t, td). This is achieved
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by considering the spatial properties of the terms generated by expansion
of E(t − t3)E(t − t3 − t2)E(t − t3 − t2 − t1). Collecting all terms with
exp(ik2r) one finds that the corresponding factor, i.e. the effective field prod-
uct E(3)(k2, t, t3, t2, t1), is

E(3)(k2, t, t3, t2, t1) = E
(3)
S (t, t3, t2, t1) + E

(3)
C (t, t3, t2, t1) + E

(3)
D (t, t3, t2, t1),

(8.10)
E

(3)
S (t, t3, t2, t1) = ES(t, t3, t2, t1, Ω1) + ES(t, t3, t2, t1,−Ω1), (8.11)

E
(3)
C (t, t3, t2, t1) = EC(t, t3, t2, t1, Ω1) + EC(t, t3, t2 + t1,−t1, Ω1), (8.12)

E
(3)
D (t, t3, t2, t1) = ED(t, t3, t2, t1, Ω1) + ED(t, t3, t2 + t1,−t1, Ω1), (8.13)

where

ES(t, t3, t2, t1, Ω1) = E2(t−t3)E∗
1 (t−t3−t2+td)E1(t−t3−t2−t1+td), (8.14)

EC(t, t3, t2, t1, Ω1) = E1(t−t3+td)E∗
1 (t−t3−t2+td)E2(t−t3−t2−t1), (8.15)

ED(t, t3, t2, t1, Ω1) = E∗
1 (t−t3+td)E1(t−t3−t2+td)E2(t−t3−t2−t1). (8.16)

The pump center frequency Ω1 is noted explicitly here because this will ease
manipulations later. The first term in (8.10) corresponds to sequential con-
tributions (with subscript S) when the sample first interacts twice with the
pump and then with the probe field. The last two terms represent coherent
contributions ( subscript C and D) when the sample interacts with the inter-
ference between pump and probe fields. Accordingly a transient absorption
spectrum may be separated into sequential and coherent spectra:

∆D(ω2, td) = ∆DS(ω2, td) + ∆DC(ω2, td) + ∆DD(ω2, td). (8.17)

Here the contributions ∆DS,C,D(ω2, td) = 2ω2 Im
(
P

(3)
S,C,D(ω2, td)

/
E2(ω2)

)

are determined by the corresponding third-order polarization spectra

P
(3)
S,C,D(ω2, td) =

∞∫

0

dt3

∞∫

0

dt2

∞∫

0

dt1R(t3, t2, t1)FT
(
E

(3)
S,C,D(t, t3, t2, t1)

)
.

(8.18)
The nonlinear response R(t3, t2, t1) is the sum of eight dipole correlation func-
tions [1]

R1 (t3, t2, t1) =
∑

a,b,c,d

p(a)µabµbcµcdµdaIdc(t3)Idb(t2)Ida(t1), (8.19)

R2 (t3, t2, t1) =
∑

a,b,c,d

p(a)µabµbcµcdµdaIdc(t3)Idb(t2)Iab(t1), (8.20)

R3 (t3, t2, t1) =
∑

a,b,c,d

p(a)µabµbcµcdµdaIdc(t3)Iac(t2)Iab(t1), (8.21)
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R4 (t3, t2, t1) =
∑

a,b,c,d

p(a)µabµbcµcdµdaIba(t3)Ica(t2)Ida(t1), (8.22)

R5 (t3, t2, t1) =
∑

a,b,c,d

p(a)µabµbcµcdµdaIcb(t3)Idb(t2)Iab(t1), (8.23)

R6 (t3, t2, t1) =
∑

a,b,c,d

p(a)µabµbcµcdµdaIcb(t3)Idb(t2)Ida(t1), (8.24)

R7 (t3, t2, t1) =
∑

a,b,c,d

p(a)µabµbcµcdµdaIcb(t3)Ica(t2)Ida(t1), (8.25)

R8 (t3, t2, t1) =
∑

a,b,c,d

p(a)µabµbcµcdµdaIad(t3)Iac(t2)Iab(t1). (8.26)

The time evolution in the absence of external fields is assumed to follow the
reduced (Bloch) equations of motion [1] which treat relaxation through pop-
ulation relaxation rates Γaa and pure dephasing rates Γab for density matrix
elements, so that

Iab(t) = exp [−iωabt− Γabt] ≡ exp [−iω̃abt] (8.27)

with complex frequency ω̃ab = ωab − iΓab. Two subscripts indicate the fre-
quency difference, ωab ≡ εa − εb, and dephasing rate Γab between states |a >

and |b >. Finally, p(a) = exp (−εa/kBT )
/∑

a
exp (−εa/kBT ) is the thermal

population of the state |a > .
Each material response function Ri(t3, t2, t1) in (8.19-8.26) is a sum over

possible vibronic pathways. For the moment assume that just one vibrational
mode is active and that only vibrationless states |g(0) >, |e(0) >, |f(0) >
and vibrationally excited states |g(1) >, |e(1) >, |f(1) > are involved. Fur-
thermore let all vibronic transitions |g(0) >, |g(1) >↔ |e(0) >, |e(1) > and
|e(0) >, |e(1) >↔ |f(0) >, |f(1) > be allowed and set the vibrational energy
�ω10 >> kBT . The pathways inherent in (8.19-8.26) for this typical case are
presented in Fig. 8.7 as energy ladder diagrams [9, 13]. Time moves from left
to right in a diagram, straight vertical arrows mark a dipole transition mo-
ment from the molecular ket and bra state (solid or dashed lines, respectively)
and a wavy arrow corresponds to the dipole transition needed to evaluate the
third-order polarization. The pathways can be classified in several groups ac-
cording to the way in which the system is prepared when some arbitrary field
is applied. The first group (left column, Fig. 8.7) represents processes when
two field interactions first alter the population of the ground/excited state,
after which the third interaction induces electronic coherence and thereby
leads to an emissive/absorptive polarization wave. This group collects bleach
(BL, from response functions R3,4), stimulated emission (SE, from R1,2) and
excited-state absorption (ESA, from R5,6) processes, respectively. By contrast
the following group [9,10] (middle column, Fig. 8.7 ) involves the creation of vi-
brational coherence by the first two interactions, off which the field is scattered
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Fig. 8.7. Energy ladder diagrams for molecular model
{g(v′, v′′, ...), e(v′, v′′, ...), f(v′, v′′, ...)} where optically active vibrational modes are
distinguished by primes. Vibronic pathways are classified by their characteristic
nonlinear-optical process: bleach (BL), stimulated emission (SE), excited-state
absorption (ESA), impulsive stimulated Raman (SRgg, SRee, SRef ) and double
coherence (DC). The high-frequency limit �ω10 >> kBT is assumed for the
figure so that g(v′ = 1) is not populated initially. Each diagram in fact repre-
sents a family of diagrams which differ only in the way the vibrational states
{g(v′, v′′, ...), e(v′, v′′, ...), f(v′, v′′, ...)} are involved. Wavy lines indicate electric
polarization at the corresponding frequencies. R8 does not appear because it
requires a further excited state above f for resonance.

to give resonant impulsive stimulated Raman scattering - here labeled as SRgg,
SRee and SRef . The last group (right column, Fig. 8.7 ) collects processes
when two fields create double coherence (DC) between g, e, and f states. Note
that BL, SE, ESA, and SR pathways appear not only with sequential field
E

(3)
S (t, t3, t2, t1) but also with coherent E

(3)
C (t, t3, t2, t1), while DC pathways

appear with coherent field E
(3)
D (t, t3, t2, t1) only. The overall transient signal

is the sum of all resonant pathways. Compact forms will be given for the
sequential and coherent transient spectra as measured with linearly-chirped
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supercontinuum probe pulses. As regards the influence of the environment, re-
member that this was already taken into account by the empirical population
and pure dephasing times. The corresponding decay rates are the result of fast
perturbations by the solvent. The remaining influence on the chromophore is
considered here in the limit of an infinitely long bath correlation time, i.e. for a
frozen solvent (solvent relaxation will be treated empirically later). This static
inhomogeneous broadening may be incorporated [1] by convoluting the homo-
geneous response functions with a static (Gaussian) distribution of transition
frequencies:

< ∆D(ω2, td) >= (1/
√

2πδωeg)

∞∫

−∞

dω′∆D(ω2 + ω′) exp
(
− 1

2 (ω′/δωeg)2
)
.

(8.28)

8.1.3.3 Sequential spectral contributions for linearly chirped probe
pulses

To calculate the sequential contribution the reduced response functions con-
tained in the sums (8.19-8.26) are discussed in their general form

R[k](t3, t2, t1) = −i p(a) exp [−iω̃abt3 − iω̃cdt2 − iω̃ef t1] , (8.29)

The pathway [k] is given by subscripts {ab, cd, ef}. For example, the path-
ways corresponding to the BL-process in Fig. 6 can be written in (8.29)
with subscripts {ab = eg, cd = gg, ef = eg} and {ab = eg, cd = gg, ef = ge}
for response functions R4 and R3, respectively. The third-order polarization
spectrum P

(3)
S (ω2, td) may be written as the sum over all possible (i.e. near-

resonant) pathways :

P
(3)
S (ω2, td) =

∑
[k]

∞∫

0

dt3

∞∫

0

dt2

∞∫

0

dt1 R[k](t3, t2, t1)FT
(
E

(3)
S (t, t3, t2, t1)

)
.

(8.30)
The delay time td at left comes in because it is contained in the struc-
ture of the electric field. The spectrum P

(3)
S (ω2, td) may be separated into

P
(3)
S1

(ω2, td) and P
(3)
S2

(ω2, td) terms which are generated by the field compo-
nents ES(t, t3, t2, t1, Ω1) and ES(t, t3, t2, t1,−Ω1), respectively (see (8.11)).
Here only the P

(3)
S1

(ω2, td)-contribution is considered because the result for

P
(3)
S2

(ω2, td) is obtained by substituting Ω1 → −Ω1. After substitution of
FT (ES(t, t3, t2, t1, Ω1)) (whose detailed expression is given in [9] ) into (8.30),
the integration over t3 and t2 can be carried out analytically. Then by some
rearrangements, the contribution of polarization P

(3)
S1

(ω2, td) to the sequential
absorption term is captured through
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P
(3)
S1

(ω2, td)/E2(ω2) = D0

∑
[k]

F
[k]
S1

(ω2, td) (8.31)

with

F
[k]
S1

(ω2, td) =
√
π

2
p(a)L (ω2 − ω̃ab) exp

(
−η (td + t0(ω2))

2
/τ2

1

)
×

JS1

(
z
(1)
S1

, z
(2)
S1

, k
(1)
S1

, k
(2)
S1

)
. (8.32)

Here the time-zero function

t0(ω2) = iτ2
1 (ω2 −Ω2) /(2δη) (8.33)

was introduced and the other parameters are δ = 1 + α/2ξ2, ε = 1 − 1/2δ,
η = 1 − 1/δ, D0 = −iπτ3

1

√
α/δεξ2, ξ = τ2/τ1. The function L (ω2 − ω̃ab) =

i/ (πτ1 (ω2 − ω̃ab)) is the dimensionless complex Lorentzian whose real part
has its maximum at the optical resonance frequency ωab with width Γab. The
remaining time-integrals were placed into the auxiliary function

JS1

(
z
(1)
S1

, z
(2)
S1

, k
(1)
S1

, k
(2)
S1

)
=

∞∫

0

dx exp
(
−k

(1)
S1

x2 − 2z(1)
S1

x
)

W
(
ik

(2)
S1

(x + z
(2)
S1

)
)
.

(8.34)
Compared to [9], (8.34) only needs one integration which speeds up spectral
fitting substantially. It depends jointly on the pathway and on the parameters
through

z
(1)
S1

= −η(td + t0(ω2))/τ1 + iτ1ω̃cd/2η, (8.35)

z
(2)
S1

= −(td + t0(ω2))/τ1 + iτ1(ω̃ef −Ω1)/η, (8.36)

k
(1)
S1

= η, k
(2)
S1

= η/
√

2ε. (8.37)

Here W (z) is expressed through the complementary error function [14] of the
complex argument z:

W (z) = (i/π)

∞∫

−∞

dt
(
exp(−t2)

)/
(z − t) = exp(−z2)erfc(−iz). (8.38)

Below, for brevity, the arguments z
(1)
S1

, z
(2)
S1

, k
(1)
S1

, k
(2)
S1

of this function are

omitted and instead the short notation JS1 ≡ J
(
z
(1)
S1

, z
(2)
S1

, k
(1)
S1

, k
(2)
S1

)
is used.

The same notation applies to the other integrals in (8.18) but with subscripts
C1,2, accordingly. Remember that P

(3)
S2

(ω2, td) itself is obtained from (8.31),
(8.32), and (8.34) by the substitution Ω1 → −Ω1 in (8.36), i.e.

P
(3)
S2

(ω2, td) = P
(3)
S1

(ω2, td) |Ω1→−Ω1 . (8.39)

The sequential contribution ∆DS(ω2, td) is defined as the sum over all possible
pathways.



706 N. P. Ernsting et al.

8.1.3.4 Coherent spectral contributions for linearly chirped
probe pulses

The coherent contribution ∆DC(ω2, td) to the transient absorption signal
is obtained in a manner similar to the sequential term. The polarization
P

(3)
C (ω2, td) can be cast into the form

P
(3)
C1;C2

(ω2, td)/E2(ω2) = D0

∑
[k]

F
[k]
C1;C2

(ω2, td), (8.40)

F
[k]
C1;C2

(ω2, td) = p(a)L (ω2 − ω̃ab) exp
(
−η (td + t0(ω2))

2
/τ2

1

)
JC1;C2 ,

(8.41)
with the auxiliary functions JC1,C2 defined earlier in (8.34). Now JC1 is a
function of z(1)

C1
, z(2)

C1
and k

(1)
C1

, k(2)
C1

which in turn depend jointly on the pathway
and on the parameters for the electric field EC(t, t3, t2, t1, Ω1) (see (8.12)):

z
(1)
C1

= η(td + t0(ω2))/τ1 + iτ1(ω̃ef − ω2)/2, (8.42)

z
(2)
C1

= (td + t0(ω2))/τ1 + iτ1(ω̃cd + Ω1 − ω2)/η, (8.43)

k
(1)
C1

= η, k
(2)
C1

= η/
√

2ε. (8.44)

Auxiliary JC2 is similarly a function of z
(1)
C2

, z
(2)
C2

, k
(1)
C1

, k
(2)
C1

through the para-
meters for the field product EC(t, t3, t2 + t1,−t1, Ω1):

z
(1)
C2

= η(td + t0(ω2))/2τ1 + iτ1(ω̃cd + Ω1 − ω2)/2, (8.45)

z
(2)
C2

= −2δη ((td + t0(ω2))/τ1 − iτ1(ω̃ef + Ω1)/η) , (8.46)

k
(1)
C2

= ε/2, k
(2)
C2

= 1/(2δ
√

2ε). (8.47)

As follows from (8.15) and (8.16) the coherent contribution ∆DD(ω2, td) may
be calculated as

∆DD(ω2, td) = ∆DC(ω2, td) |Ω1→−Ω1 . (8.48)

The coherent contribution ∆DC,D(ω2, td) is again obtained as the sum over
all possible pathways.
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8.1.3.5 Analytical results for well-separated pulses

Well-separated pump and probe pulses, td >> τ1, are considered next. In
this case, as seen from (8.10), only the sequential contribution remains. The
sequential term is calculated starting from (8.34) which is valid for all delays.
After substitution x → x + z

(2)
S1

the appropriate auxiliary function may be
written as

JS1 = exp
[(

z
(1)
S1

)2

/k
(1)
S1

] ∞∫

z
(2)
S1

dx exp
[
−k

(1)
S1

(
x + z

(1)
S1

/k
(1)
S1

− z
(2)
S1

)2
]
W
(
ik

(2)
S1

)
.

(8.49)
For well-separated pulses the lower limit in (8.49) can be expanded to minus
infinity since z

(2)
S1

→ −∞ in ( 8.36 ) for td >> τ1. This integral can be
calculated with the relation

∞∫

−∞

dx exp
[
−k

(1)
S1

(
x + z

(1)
S1

/k
(1)
S1

− z
(2)
S1

)2
]
W
(
ik

(2)
S1

x
)

=

√
2πε/η W

(
−i
(
z
(1)
S1

− k
(1)
S1

z
(2)
S1

))
(8.50)

Then the transient signal, corresponding to the [k]-pathway, can be written
exactly as

∆D
[k]
S1

(ω2, td) = D0Re {L(ω2 − ω̃ab)W (iz0)

× exp
(
−τ2

1 ω̃
2
cd/4η − iω̃cd (td + t0(ω2))

)}
(8.51)

with D0 = 2ω2π
2τ3

1 p(a), z0 = iτ1 (ω̃ef − ω̃cd/2 −Ω1) and t0(ω2) defined by
(8.33).

8.1.3.6 Time correction of transient spectra

The time behavior of the sequential and coherent transient spectra is charac-
terized by the factor exp (td + t0(ω2)) in (8.32), (8.41). The function t0 (ω2)
(8.33) can also be written as

t0(ω2) = iτ2
1 (ω2 −Ω2) ξ2/α = τ2

2 (ω2 −Ω2) 2βτ2
2

(
1 + i/2βτ2

2

)
/αα∗ .

(8.52)
In PSCP experiments the chirp rate is usually large, 2βτ2

2 >> 1, and in this
case one may approximate

t0(ω2)
∣∣∣2βτ2

2 >>1 ≈ (ω2 −Ω2) /2β + i (ω2 −Ω2) /4β2τ2
2 . (8.53)

The other extreme is presented by nonchirped probe pulses for which
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t0(ω2) |β=0 = iτ2
1 (ω2 −Ω2) ξ2 . (8.54)

Note that (8.53) coincides with the so-called time-zero function t0(ω2) which
was introduced for the nonresonant case in [11]. There it was shown that by
nonresonant transient absorption measurements, for example on pure solvents,
the supercontinuum probe can be characterized through its t0(ω2)-dependence
and its spectral shape. Returning to resonant spectroscopy, the difference
between chirped to nonchirped probing disappears if the substitution

td + Re {t0(ω2)} → t (8.55)

is made. This is seen for the sequential contribution with well-separated pulses
in (8.51): the temporal behavior for the pathway after time shift (8.55) is
proportional to ∝ exp (−(iωcd + Γcd)t) as expected for a Fourier transform-
limited probe pulse.

An illustration of the time correction procedure for resonant PSCP spec-
troscopy was given before, by examining an electronic two-level system (see
Fig. 3 in [9]). By a temporal shift (8.55) the recorded signal can be time-
corrected. The same behavior holds for any resonantly excited system. Thus
the time correction routine is identical for the resonant and for the nonreso-
nant case and the methodology of [11] may be employed throughout. In the
remainder the transient data are always treated in this way and PSCP tran-
sient signals shown should be considered as having been time-corrected.

8.1.4 Simulations of coherent and sequential spectra

Characteristic features of transient absorption spectra can be understood with
the help of simulations. In this way a preview on the real example in the
next section is obtained. Consider a basic system Σegf (ν′, ν′′) with parame-
ters λeg = 510 nm, λfe = 420 nm, ν′ = 800 cm−1, v′ = 0, 1, ν′′ = 1400 cm−1,
v′′ = 0, 1, ∆ν′ = ∆ν′′ = 1, T̂vib = 1 ps, T̂el ≡ T̂BL = T̂SE = T̂ESA = 10 fs, and
Tvib = 1 ps. The spectra are inhomogeneously broadened with δω = 500 cm−1

(It is assumed that δω = δωeg = δωfe.). With these parameters the contribu-
tion ∆DD(ω2, td) to (8.17) is small and not considered here. The system is
excited at λpump = 480 nm with pulse duration τ1=50 fs and probed with a
supercontinuum. (The supercontinuum probe light is characterized by the cen-
tral wavelength 480 nm (as the pump), probe pulse duration 250 fs, and chirp
rate β = 1.7×10−3fs2. These parameters are determined from measurements
with the pure solvent as reported in [2-4] and are kept fixed.) The simulated
signal is plotted against probe wavelength (because this is what experiments
usually deliver) and normalized to -1 for the most negative signal. Fig. 8.8
shows the transient absorption at t=0 and at 1 ps. Because of the pulse du-
ration, high-frequency vibrational coherence can not be seen as oscillations
in the time domain, instead the vibrational structure shows up as coherent
features in the frequency domain. The overall transient absorption signal (to-
tal), sequential (seq), and coherent contributions (coh) are shown for t=0.
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The coherent part is calculated through (8.41, 8.40, 8.8 ). It has a dispersive
shape near the pump frequency which is rooted in BL+SE+ESA pathways,
and negative and positive vibrational satellites (on the Stokes and anti-Stokes
side, respectively) are characteristic for stimulated Raman processes. The co-
herent spectrum reaches its maximum value at t=0 and disappears with the
pump-probe overlap. The sequential spectrum is calculated through (8.32,
8.31, 8.8 ) or through (8.51) for separated pulses.

Fig. 8.8. Simulation of coherent and sequential spectra including excited-state ab-
sorption, for an example close to Rh110/methanol. The system is excited by 50 fs
pulse at 480 nm and probed by a supercontinuum which is chirped ( see text).

It was shown in [9,10] how electronic and vibrational dephasing, detuning,
and inhomogeneous broadening affect the coherent component of femtosecond
transient absorption spectra, and the reader is referred to theses papers for de-
tails. An additional tool to enhance or suppress a coherent component in early
transient spectra is varying the pump-pulse duration. This is demonstrated
in Fig. 8.9 where the spectral composition of the overall signal is plotted for
different pump-pulse durations. One can see that with increasing duration,
the broad coherent signal becomes narrow, observable in sharp features cor-
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responding to the pump frequency and frequencies which are resonant with
vibrational modes, i.e. ω = ωpump ± v′ν′ ± v′′ν′′. When the frequencies of
the vibrations are comparable with the pump pulse width, vibrational activ-
ity is seen as oscillations in the time domain. But, although 5-10 fs pulses
are readily available to molecular spectroscopist, still they are not sufficiently
short to coherently excite a complete progression of high-frequency vibrational
states. PSCP spectroscopy observes activity of high-frequency modes in the
frequency domain instead ( Fig. 8.9c).

8.1.5 Fit of transient absorption spectra from Rhodamine 110
in methanol

8.1.5.1 Measured transient spectra

Rhodamine 110 chloride dissolved in methanol was excited by 50 fs pulses
centered at 480 nm. The structure of the molecule and its steady-state ab-
sorption and emission spectra were shown in Fig. 8.6a. The measured fluores-
cence quantum distribution has been converted to cross sections for stimulated
emission so that comparison with transient absorption spectra may be made.
For femtosecond measurements the optical path length was typically 0.2-0.3
mm and the optical density at the pump wavelength was adjusted to 0.3-0.6.
The pump-induced absorption ∆D(λ, t) was monitored with a supercontin-
uum probe in the range 360-780 nm. All transient data which are presented
and discussed here have been time-corrected using nonresonant signal from
the pure solvent [11]. The pump-probe intensity cross-correlation time τcc was
65-70 fs and the temporal resolution after deconvolution from the pump pulse
is estimated to be ∼ 10 fs over the entire probe range.

Transient absorption spectra of Rh110 were also already shown, in Fig.
8.6b, for overlapping and for well-separated pulses. Coherent features during
pump-probe overlap around t=0 are a dispersive shape at the pump wave-
length and local minima which indicate Franck-Condon vibronic states of the
chromophores. The minima at ∼500 nm and ∼515 nm correspond to high
frequency modes, ν′ ∼800 cm−1 and ν′′ ∼1400 cm−1, in agreement with res-
onance Raman (RR) scattering studies [18] of Rhodamine dyes (see below).
These frequencies will be used for a start when fitting with the molecular
model. A negative and positive peak at 560 nm and 420 nm, respectively,
at t=0 are due to nonresonant stimulated Raman scattering of the solvent
methanol [11]. With increasing time delay all structure disappears and for
separated pump and probe pulses the transient spectra consist entirely of the
sequential component. Negative induced optical density ∆D corresponds to
bleach (BL) or stimulated emission (SE) while positive ∆D indicates excited-
state absorption (ESA). The SE band shifts to the red by ∼ 400 cm−1 with-
out visible change of shape up to the maximal time delay (125 ps) due to
solvation [12,21–26] (see below).
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Fig. 8.9. Pump duration effect: Overall transient spectra and their decomposition
for 25 fs (a) and 500 fs (b) pump pulse. (c) Dependence of the coherent contribution
on the pump pulse duration.
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8.1.5.2 Their global decomposition

The spectral features of the model and their dependence on parameters
were studied qualitatively at the end of the previous section. Let us pro-
ceed to fit the measured transient absorption of Rh110 in methanol. The
aim is to obtain a minimal set of parameters which describes consistently
all available experimental data. Of interest are the pure homogeneous de-
phasing times, both electronic T̂el ≡

{
T̂BL = T̂SE , T̂ESA

}
and vibrational

T̂vib, and the population decay times Tvib for excited vibrational states. For
this purpose all measurements are jointly fitted with the nonlinear response
function model of the previous section: the linear absorption/emission spec-
tra (Fig. 8.10a), the transient absorption spectra of the whole time window
(Fig. 8.10b), and the nonresonant solvent signal which was recorded sepa-
rately (not shown). A global fit [19] provides the following optimal values:
ν′ = 780 cm−1, ν′′ = 1520 cm−1, v′, v′′ = 0 − 3, ∆′ = 0.8, ∆′′ = 0.6,
δω = 400cm−1, T̂el ≡

{
T̂BL = T̂SE = 40 fs, T̂ESA = 5 fs

}
, T̂vib = 1.2 ps,

Tvib = 20fs, λeg = 500nm, λSE(∞) = 522 nm. In Fig. 8.10 and 8.11 the
fit results are drawn as black lines while thick gray lines represent measure-
ment results. It allows to identify the transient spectra with coherent and
sequential parts and to understand the latter in terms their transient compo-
nents, i.e. stimulated emission, Raman, bleach, and excited-state absorption
pathways. The accuracy of parameter values will be examined with the help
of Fig. 8.12 and Table 1.

The linear absorption and emission spectra are reproduced in Fig. 8.10a.
Their vibronic structure is exposed by the homogeneous spectra derived from
the fit. Excitation at 480 nm is seen to access primarily the vibrational level
v′ = 1 of the 780 cm−1 mode in |e(v′, v′′)〉. At this point one should mention vi-
brational and solvent relaxation. Fully relaxed emission is recorded by station-
ary measurements and its description requires (i) that the excited population
is in the vibrational ground state and (ii) that the electronic |e(0, 0)〉−|g(0, 0)〉
energy gap is reduced by the Stokes shift [12, 21–26]. At intermediate times,
for example at t = 0.3 ps as in Fig. 8.10c, vibrational relaxation is completed
(since Tvib=20 fs) while solvent reorganization is still proceeding. The situ-
ation is modeled by a time-dependent, empirical position of the stimulated
emission band as will be discussed below. Due to fast repopulation of |e(0, 0)〉
a simulation in terms of a time-shifted stimulated emission band should be
adequate. The pump and probe pulses are well separated and the recorded
signal ∆D in the lower panel is decomposed into sequential BL, SE, and ESA
components. But here interest is mainly focused on the initial time window
when pump- and probe pulses act simultaneously on the material system. For
example consider the transient absorption spectrum at t = 0 which is shown
in Fig. 8.10b. From the global fit the coherent and sequential contributions to
the time-zero spectrum, ∆D(t = 0), can be obtained separately. Most impor-
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Fig. 8.10. Global fit (black) of measured spectra (thick gray lines) for
Rh110/methanol. (a) Linear absorption and stimulated emission and their homoge-
neous kernels. (b) ∆D(t = 0) is decomposed into coherent and sequential compo-
nents, and the latter contains the stimulated emission band SE. (c) ∆D(t = 0.3 ps)
consists of bleach BL, stimulated emission SE, and excited-state absorption ESA
bands. The most negative transient signal during evolution was set to -1.

tantly, the latter contains the time-zero stimulated emission band SE(t = 0)
(brown line) which defines the starting point for solvent relaxation studies.

The coherence at t = 0 is examined in more detail with the help of Fig.
8.11. In the top panel the spectrum labeled ”coh” of Fig. 8.10b is reproduced
as a red line. It consists of a smooth envelope from BL + SE + ESA path-
ways (black) and weak signal from the solvent (thick gray). The remainder is
vibronic structure which stems from stimulated Raman pathways; it is shown
separately in the bottom panel as a thick gray line and decomposed into
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Fig. 8.11. Quantitative explanation of the observed coherent transient at t = 0 by
model Σgef with optimized parameters. (a) The nonresonant solvent signal (thick
gray line) is relatively weak. The coherent spectrum from the chromophore (red
line) contains a contribution due to BL + SE + ESA pathways (black line). (b)
The remaining part (thick gray) is due to stimulated Raman processes between
vibrational levels in the ground state SRgg , between excited states SRef , and in
the excited state SRee. The latter is responsible for most of the observed vibronic
structure.

processes between vibrational levels in the ground state (SRgg), in the ex-
cited state (SRee), and between excited states (SRef ). By comparison, SRee

is found to be responsible for most of the observed vibrational structure at
t = 0.

8.1.5.3 How many modes?

Resonance Raman scattering (RR) studies of Rhodamine dyes [18] showed
that the strongest bands are the aromatic stretching vibrations at 1365, 1509,
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1575 and 1650 cm−1 (mean frequency 1525 cm−1). Strong bands were also
observed at 614 and 776 cm−1 and assigned to bending modes. A number
of RR-bands which appear above 1700 cm−1 can be attributed to overtones
and combination bands, and their intensity is about 10-15 times smaller. In
the experiments the pump pulse is ∼200 cm−1 wide and therefore the above-
mentioned Raman bands can not be resolved . Instead Raman frequencies
which are mentioned in this work should be considered as a mean over groups
of modes, from which a specific mode may deviate by to 100 cm−1. In this
sense, how many vibrational modes are needed to describe the experimental
data? It was shown [10] that two vibrational modes describe consistently all
pertinent experimental data. To answer this question the electronic model
Σgef is considered and either one, or two, or three vibrational modes are
assumed to be active. Correspondingly all measurements were fitted by mod-
els Σgef (ν′), Σgef (ν′, ν′′), and Σgef (ν′, ν′′, ν′′′), and significant improvements
were noted. The stationary absorption/stimulated emission spectra, as calcu-
lated from the appropriated fit parameters, and the time-resolved sequential
contribution are practically indistinguishable between the mode schemes. Dif-
ferences are seen only in coherent spectrum at t=0 which is shown in Fig.
8.12.

8.1.5.4 Accuracy of fit parameters

The accuracy by which model parameters can by extracted from the mea-
surements is discussed next. For this purpose the fit by model Σgef (ν′, ν′′),
v′ = v′′ = 0 − 3 was repeated with a genetic algorithm [20]. Compared to
methods that use gradients or higher derivatives, genetic algorithms are less
sensitive to the starting point in parameter space. Results are summarized in
Table 1. Averaging along 20 optimal sets provides mean values together with
their standard deviations. It gives a reliable lower estimate for pure homoge-
neous dephasing times of Rh110.

8.1.5.5 Treatment of solvation relaxation in the excited state

Optical excitation alters the charge distribution of the solute chromophore
and causes a polar solvent to reorganize. That process in turn stabilizes the
excited solute molecule. Initially the emission is observed at shorter wave-
lengths than the steady state spectrum to which it shifts progressively as a
function of time (Fig. 8.1c). What is being discussed here is not the fast fluc-
tuation of the solvent coordinate around its initial value q ≈ 0 in S1 , on a time
scale well below the pulse widths. Their effect on the solute is already covered
by the empirical treatment of IVR and dephasing as outlined before. But in
addition, and related to fluctuations on time scales that can be resolved, all
trajectories experience a common drift toward lower solvation energy. The
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Fig. 8.12. Coherent spectrum at t=0 obtained by global fits with different number
of vibrational modes (their frequencies were also optimized).

νabs

cm−1
νSE(∞)
cm−1

ν′

cm−1
ν′′

cm−1
∆′ ∆′′ δω

cm−1
T̂BL =
T̂SE ,
fs

T̂ESA

fs
T̂vib

ps
Tvib

fs
νSE(0)
cm−1

∆ν
cm−1

m̄ 19.96
×103

19.13
×103

740 1551 0.86 0.61 356 44 5.0 1.2 19 19.54
×103

410

std 21 20 68 43 0.04 0.03 22 7 0.2 ≥ 6 26.5 27

Table 8.1. Averaged parameters m̄ and their standard deviations std, from 20 op-
timal sets obtained with a genetic algorithm [20]. νabs, νSE(∞), νSE(0) are the po-
sition of the absorption, relaxed fluorescence, and stimulated emission band at t=0.
ν′, ν′′ are the vibrational frequencies of Rh110 with dimensionless displacements
∆′, ∆′′. δω controls inhomogeneous broadening. Pure electronic T̂el={T̂BL = T̂SE ,
T̂ESA} and vibrational T̂vib dephasing times are also given. ∆ν = νSE(∞)− νSE(0)
is Stokes shift due to solvation dynamics (see also Fig. 8.10).
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time-dependence of the resulting spectral shift is expressed in terms of a nor-
malized relaxation function Cν(t) = (νSE(t) − νSE(∞))/(νSE(0) − νSE(∞)).
Here νSE(0), νSE(∞), and νSE(t) are the optical frequencies of the peak or
first moments of the emission band at zero time (just after excitation), at
infinite time (when the solvent polarization has relaxed to equilibrium, i.e.,
steady state stimulated emission), and at intermediate times t (during solvent
relaxation). Femtosecond solvation dynamics in polar liquids has been inves-
tigated intensely (so that only representative references can be given here)
by transient absorption [21], transient fluorescence [22], dynamical hole burn-
ing [23], and photon echo measurements [24–26].

Fig. 8.13. Normalized solvation relaxation function for Rh110 in methanol (solid).
Remarkably, it traces the function for the solvatochromic dye Coumarin 153 (thick
gray line) (from an empirical analysis of unpublished data)

.

For Rh110 in methanol the full Stokes shift can be estimated from the
stationary spectra in Fig. 8.10a. The induced change of charge distribution
is multipolar in this case and therefore not much felt by solvent molecules
beyond the first solvation shell; this is why the Stokes shift is small compared
to that of dipolar “solvatochromic” dyes. But the shift is still large compared
to the spectral resolution and therefore the effect must be included in the
molecular model. This was done within model Σgef (ν′, ν′′) by treating the
frequencies of electronic-origin transitions as free parameters. The result is
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given, in essence, by the time-zero stimulated emission spectrum which was
shown in Fig. 8.10b together with the relaxation function C(t) in Fig. 8.13.

The Stokes shift is obtained as 410 cm−1. The relaxation function is prac-
tically identical to that of solvatochromic Coumarin 153 and can be character-
ized by a multiexponential fit [22]. The initial portion of the solvation response
(insert) is best described with an additional Gaussian time function so that
Cν(t) ≈ bG exp[−(t/τG)2] +

∑
j

bj exp[−t/τj ]. The optimal parameters from

the global fit are τG=0.12 ps, bG=0.31, and τj/ps ={0.99, 11.9}, bj={0.35,
0.34}.

It should be mentioned that the response-function approach which was
reviewed here solves the “time-zero analysis problem” of solvation dynamics
monitored by transient absorption. When pump and probe pulses are well
separated, a transient spectrum at given delay time can be decomposed [21]
into the BL, ESA, and SE components, each of which is described by an
appropriate bandshape function. At long delays when solvation is complete,
the SE spectrum can be obtained from independent stationary fluorescence
measurements. The analysis usually begins with this kind of tail-fitting and
is then carried forward toward t = 0. But when pump and probe pulses
overlap in time the most interesting region is obscured by coherence. For this
reason the initial SE spectrum at t = 0 is not directly available from transient
absorption experiments and C(t) is correspondingly uncertain. Modeling the
entire evolution including the coherence spectrum and solvation dynamics
solves this problem.

8.2 A novel experimental approach: Ultrafast X-ray
absorption spectroscopy

W. Gawelda, C. Bressler, and M. Chergui

The previous sections demonstrated the power of nonlinear optical absorption
spectroscopy for understanding molecules in solution. In particular, dephas-
ing and vibrational relaxation times can be extracted and information about
interaction with the solvent is also obtained, in the form of a solvation corre-
lation function. In all these processes it is the rearrangement of charges that
changes the force field within the solute and between the solute and solvent
species, and which thereby drives the chemical dynamics leading to struc-
tural changes. It is therefore desirable to have a means to observe directly, in
real time, the light-induced charge rearrangements and the ensuing structural
changes. With optical probe pulses one may achieve complete spatial informa-
tion only for a few rare cases, such as small diatomic or triatomic molecules
in the gas phase, for which an a-priori knowledge of the potential energy sur-
faces is available [1, 27]. This is usually not the case for larger assemblies of
atoms (e.g. polyatomic molecules) or when dealing with condensed phases or
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biological samples, in which case just a few dominant displacements can be
determined.

In order to overcome these limitations, the pump-probe approach must be
extended to the X-ray domain, since X-ray techniques (diffraction and absorp-
tion) are routinely used in structural analysis. Several groups are presently
active in implementing ultrafast X-ray diffraction [47–51]. X-ray absorption
spectroscopy (XAS), the alternative technique, lends itself ideally to the study
of electronically excited solutions, and this is why an optical pump/X-ray ab-
sorption probe scheme was developed over the past few years [28]. Here results
are presented on the photoinduced intramolecular electron transfer in aqueous
[RuII(bpy)3]

2+ [29] which demonstrate the capability of the method.

8.2.1 X-ray absorption spectroscopy

Many excellent books and reviews exist, which give a detailed description of
XAS, see e.g. [30–33]. Here the basic features of X-ray absorption spectroscopy
are briefly outlined.

Typical transitions from a core shell of an atom into the continuum give
rise to saw-tooth like features, called absorption edges, which coincide with
ionization thresholds and sit on a continuous absorption background that
decreases with increasing energy. The nomenclature for these X-ray absorption
features reflects the core orbital from which the absorption originates. For
example K edges refer to transitions from the innermost n = 1 electron orbital,
L edges refer to the n = 2 absorbing electrons (LI to 2s, LII to 2p1/2 and
LIII to 2p3/2 orbitals), and M , N , etc., to the corresponding higher-lying
bound core shells. The transitions are always referred to partially or fully
unoccupied states, just below and above the ionization limit, leaving behind
a core hole. Above the ionization limit the excited electron is often referred to
as a photoelectron, and depending on its kinetic energy Ekin it can propagate
more or less freely through the molecule as a spherical wave with:

Ekin = hν −EB , (8.56)

where hν is the incident X-ray energy and EB the binding energy (or
ionization potential). The photoelectron wave vector is then defined as

k =
2π
h

·
√

2m(hν − EB). (8.57)

Zooming into one of the absorption edges reveals fine structure which
contains information about the electronic and geometric structure around
the absorbing atom. Typical absorption spectra for the K-edge of Iron in
[FeII(bpy)3]

2+ complexes in aqueous solution are shown in Fig. 8.14. The
region around the absorption edge is the so-called XANES (X-ray absorption
near-edge structure) region, while that well above the edge is the EXAFS
(Extended X-ray absorption fine structure) region.
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Fig. 8.14. K-edge x-ray absorption spectra of iron in aqueous [FeII(bpy)3]
2+. The

relative absorption with respect to the high energy background is plotted.

The XANES is due to absorption from core shells to the occupied or fully
unoccupied valence orbitals of the atom. Just above the edge, a photoelec-
tron is created and resonant features may appear due to multiple scattering
events (Fig. 8.15b), which arise from the high scattering cross-section of the
low energy photoelectron with the surrounding atoms. These features con-
tain information about bond distances, bond angles and coordination number
around the absorbing atom [30,32,33].

Well above the edge, the photoelectron has large Ekin, and weak modula-
tions appear in the EXAFS region, which arise from the interference between
the outgoing photoelectron wave and the backscattered one on the surround-
ing neighbor atoms. Since the scattering cross section decreases with energy of
the electron, EXAFS is dominated by single scattering events, and it contains
information about bond distances and coordination number of the atomic
neighbors around the absorbing atom.

The way the structural information is retrieved from the XANES and/or
the EXAFS features is the subject of intense studies. Standard programs
(FEFF [34,35], TT-multiplet code [33,36], MXAN [37,38], etc.) are available
which are constantly being improved in performance and precision. However,
EXAFS is more commonly used as a structural analytical tool compared to
XANES, because it is dominated by single scattering and therefore allows the
analysis of the data by a simple Fourier transformation [39]. For this purpose
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Fig. 8.15. Patterns of outgoing and backscattered photoelectron waves in the case
of EXAFS (left - single scattering events) and of XANES (right - multiple scattering
events) .

one has to generate a normalized X-ray absorption spectrum (normalized to
the absorption edge jump under consideration), which is defined as the nor-
malized oscillatory part of µ(E) (the X-ray absorption coefficient), i.e. the
EXAFS, via

χ(E) =
[µ(E) − µ0(E)]

∆µ0(E)
(8.58)

with µ0(E) being the smoothly varying atomic-like background absorption.
∆µ0 is a normalization factor that arises from the net increase in the total
atomic background (or simply the absorption edge jump). Above the edge
under consideration, using (8.57) to substitute E with the photoelectron
wave vector, χ(k) can be rewritten as

χ(k) =
∑

j

S2
0Nj

|fj(k)|
kR2

j

sin [2kRj + 2δe + Φ] · e−
2Rj
λ(k) · e−2σ2

j k2
(8.59)

which is the standard EXAFS formula [52]. The structural parameters
(the subscript j refers to the group of Nj atoms with identical properties,
e.g. bond distance and chemical species) are: a) the interatomic distances
Rj , b) the coordination number (or number of equivalent scatterers) Nj , c)
the temperature-dependent rms fluctuation in bond length σj which should
also include effects due to structural disorder. fj(k) =| fj(k) | eiφ(k) is the
backscattering amplitude, δe the central-atom partial-wave phase shift of the
final state, λ(k) the energy-dependent photoelectron mean free path (not to
be confused with its de Broglie wavelength), and S2

0 is the overall amplitude
reduction factor. In a very transparent and simple form, (8.59) contains all
of the key elements that provide a convenient parameterization for fitting the
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local atomic structure around the absorbing atom to the measured EXAFS
data.

From the above, it appears that XAS is a particularly attractive technique
for probing the electronic and geometric structure in solutions in a pump-
probe configuration:

(i) It is highly selective since one can interrogate a specific type of atom,
e.g. the physically, chemically or biochemically significant one, by simply tun-
ing to its characteristic core absorption edges.

(ii) XANES interrogates the (partially or fully unoccupied) valence orbitals
of the atom of interest, which are precisely those causing bond formation,
bond breaking and bond transformation. Thus one can detect the underlying
electronic changes that drive the structural ones. In particular, the degree of
oxidation of an atom and the occupancy of its valence orbitals are reported in
XANES by shifts of the edge. In addition, for atoms embedded in an ordered
atomic environment, the selection rules of core transitions can be altered by
the local symmetry so that structural information can be retrieved as well.

(iii) Since short time scales correspond to short distance scales, XANES
and EXAFS are ideal tools for the ultrafast structural dynamics because they
probe the local environment of the atom of interest.

(iv) The precision of structural determination by EXAFS is on the order of
10−2 – 10−3 Å [40], which is ideal for observing transient structures resulting
from the photoinduced reactions.

(v) It can detect optically silent species which may result from a photoin-
duced process.

8.2.2 Experimental method

A number of prerequisites need to be fulfilled in order to implement XAS in
the ultrashort time domain:

a) A source of tunable X-rays.
b) Ultrashort pulses of X-rays.
c) As described in [28,41], a high X-ray flux on the sample is also needed

in order to capture changes in the sample transmission.
A compromise between these requirements is given by Third Generation

synchrotron sources, which combine the advantages of a stable, tunable and
high flux source of X-rays, with pulses in the 50-100 ps range. While this may
not be enough to probe the femtosecond dynamics, it has to be stressed that
there exist to date, no sources of intense tunable femtosecond X-ray pulses.
Many schemes are being developed to produce such pulses, but pending their
full implementation, it is necessary to establish methods and techniques with
present-day technology.

The experimental strategy is based on the pump-probe scheme, using an
ultrashort laser pulse to excite the system, and a hard X-ray pulse from a
synchrotron to monitor the photoinduced changes in the system at variable
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time delay after the pump pulse. Details of the method, including the data ac-
quisition scheme, are given elsewhere [42,43]. In particular, the transient XAS
data are recorded at twice the repetition rate of the pump laser exciting the
sample. Thus the transmitted X-ray pulse intensity is recorded alternatively
for the unexcited and the laser-excited sample. These are then appropriately
sorted and averaged for a given data (point) accumulation time and stored
together with their in-situ measured standard deviation. This scheme permits
to record the transient absorption spectrum by step-scanning the X-ray mono-
chromator at a fixed pump-probe time delay and subtracting adjacent data
points.

By sorting the data according to the laser-excited and the dark sample,
the static and photoexcited transient transmission spectra are obtained for a
given photoexcitation yield. Alternatively, we can record the temporal evo-
lution of the X-ray transmission by scanning the laser/X-ray time delay at
a fixed energy. The recorded transmission spectra of the unexcited sample
are transformed into absorption spectra via normalization with a transmis-
sion spectrum through the neat solvent, and the excited state spectrum is
obtained from the measured transient absorption spectrum at each fixed time
delay.

8.2.3 Results

In order to demonstrate the capability of picosecond XAS for the study of
electronically excited molecules in solution, recent results on Ruthenium(II)-
tris-2,2’-bipyridine ([RuII(bpy)3]2+) are briefly presented. Its photochemical
cycle is sketched as a simple level scheme in Fig. 8.16. Light excitation of
a metal-centered valence electron from its singlet ground state (1GS) (origi-
nating from the ligand-field split 4d level) into the lowest-energy absorption
band (400-500 nm) leads to the formation of a Franck-Condon singlet Metal-
to-Ligand Charge Transfer (1MLCT) state, and localization of the electron on
one of the bipyridine ligands, which undergoes intersystem crossing to a long-
lived triplet state (3MLCT) in < 100 fs. At room temperature and in aqueous
solutions the emission of the 3MLCT state exhibits a measured lifetime of
about 600 ns [29].

The photoinduced electronic changes (change of oxidation state of the Ru
atom, localization of the electron on a ligand) should have consequences on
the molecular structure, and on the Ru-N bond distances. Here it is shown
how these features appear in the spectra and how the structural parameters
can be quantitatively extracted.

The static XAS spectrum of the ground state complex is shown in Fig.
8.17a. It exhibits bands labeled B, C and D at both L edges. To explain
their origin, the electronic structure of the metal atom in the field of the bpy
ligands must be considered : The Ru atom has a 4d6 configuration in the
ground state of [RuII(bpy)3]2+, and in the presence of an octahedral crystal
field the 4d orbitals transform into t2g and eg orbitals, separated in energy
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Fig. 8.16. Photochemical cycle of [RuII(bpy)3]
2+ in a simplified energy level scheme.

Absorption of visible light removes a metal-centered (MC) 4d electron in its sin-
glet ground state (1GS) into the singlet Metal-to-Ligand Charge Transfer (1MLCT)
state, where it undergoes ultrafast intersystem crossing into the triplet 3MLCT state,
localized on the bipyridine ligand system. The 3MLCT state decays to the ground
state with an emission lifetime of ∼600 ns at room temperature.

by the octahedral crystal field splitting. Since this is a low spin compound,
all 6 electrons fill up the t2g orbitals, while the eg orbitals are empty. The
L edges arise from atomic-like electric dipole transitions (change of angular
momentum ∆l = ±1) from the 2p1/2 (L2) and 2p3/2 (L3) core orbitals to
unoccupied orbitals of both s and d symmetry. Excitation of the 2p electron
is only possible to the empty eg-states, giving rise to the B-band at both L3

and L2 edges. The C-band has recently been shown to be a multiple scattering
above-ionization resonance [44], while the D-feature is an EXAFS feature
reflecting the molecular structure. Fig. 8.17b shows the difference spectrum
between the unexcited (∆t < 0) and the excited sample transmission spectra,
at a time delay of 50 ps after laser excitation. Clear photoinduced changes
appear at the L3 and L2 edges, while a weak change is also observed in the
region of the D-band between the two edges. These changes are signatures
of electronic and structural changes induced by the laser excitation. From
Fig. 8.17a and Fig. 8.17b, and with the photolysis yield determined from
laser-only pump-probe experiments [29], one can retrieve the X-ray absorption
spectrum of the compound in its 3MLCT state which is shown in Fig. 8.17c.
Similar features (as in Fig. 8.17a) appear labeled with primes, but this time
an additional band A’ shows up below the B’-band at both edges. Fig. 8.18
zooms into details of the ground and excited state (time delay: 50 ps) L3-edge
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Fig. 8.17. a) Static absorption spectrum of aqueous [RuII(bpy)3]
2+ in the region of

the Ru L3 and L2 edges. b) Transient difference absorption spectrum measured 50
ps after photoexcitation (the blue trace results from a global fit of the data, see [29]
for details). c) Excited state XAS spectrum extracted from spectra a) and b) and
the fractional population of the excited state [29]. The red trace is the result of a
fit. Note that compared to (a), an additional band (A’) shows up.
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absorption. The following information can be retrieved from the XANES and
EXAFS domains:

XANES: It can be seen that the B-band shifts to the blue by 0.9 eV.
This shift results from the change of the oxidation state of the Ru atom, in
good agreement with previous experimental studies on ruthenium compounds
of different valencies [45] and with quantum chemical calculations [46]. The
new feature A’, seen in Fig. 8.17c and 8.18, originates from the light-driven
charge transfer process (changing the Ru atom occupancy from 4d6 to 4d5)
which creates a vacancy in the previously fully occupied t2g orbital. The A’-
B’ splitting amounts to 3.75 eV, which is close to the value found in purely
octahedral compounds [45], suggesting that the trigonal distortion (D3) and
the axial distortion (leading to C2 symmetry) of the photoexcited complex are
minor perturbations to the dominant Oh ligand field. Since the ligand-field
splitting depends on the Ru-N bond distances, the full analysis of the XANES
line shapes delivers information about the multiplet electronic sublevels that
cause the splitting and about the bond distances. The analysis is described
in detail in [29], and is beyond the scope of the present contribution. Here
the focus is on the more direct extraction of structural parameters from the
EXAFS domain.

EXAFS: EXAFS is sensitive to the wave vector of the X-ray generated
free photoelectron wave (thus above the IP). The D feature, which represents
a clear EXAFS modulation, is blue shifted by 1 eV (after correcting for the
IP shift, which can be read off from the shift of band C, see [29] for details),
pointing to a bond contraction of the Ru-N nearest-neighbor distance. A full
calculation of the ground and excited state EXAFS using the FEFF 8.20 code
was performed (see [29] for details), based on (8.59) to extract the Ru-N bond
distances, which were all treated equally (i.e. in D3 symmetry). Fig. 8.19a
and Fig. 8.19b (Figs. 8.19c and 8.19d), respectively, show the ground state
(excited state) experimental and optimized EXAFS spectra in q-space and
their Fourier transform power spectra.

The power spectra represent a Pseudo Radial Distribution Function (PRDF),
which is characterized by a main peak near 1.8 Å and a weaker one near 3.3
Å. (not phase-corrected for the central atom phase shift, therefore the ac-
tual peaks show up at R values shorter than those corresponding to nearest
neighbor distances). The first peak corresponds to single scattering contribu-
tions by the nearest shells of N and C atoms around the Ru atom (N/N’,
C2/C2’ and C6/C6’ shown in the inset of Fig. 8.19b), while the second peak
is largely due to contributions of more distant shells of atoms (C3/C3’ to
C5/C5’). Only the first peak of the PRDF was considered in the EXAFS
analysis. Once again, the pseudoradial distribution function for the excited
complex reflects a small contraction with respect to the ground state. The
simulated amplitudes of the three dominant single scattering (SS) shells in
the 1-2.8 Å range of neighboring N and C atoms are shown, and their sum is
compared with the experimental Fourier transform for the ground state (Fig.
8.19a) and excited complex (Fig. 8.19d). Bond lengths for the ground state
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Fig. 8.18. Ground (black dots) and excited state (red dots with error bars) XAS
spectra of [Ru(bpy)3]

2+ at the Ru L3 edge, together with a fit of the dominant
features (solid curve through data points). The hatched areas at the top of the
figure represent the ionization threshold (IP) and continuum of the ground (black)
and excited complex (blue). [29]

are derived, and the resulting bond contraction for the excited state is found
to be -0.037±0.014 Å. This relatively weak bond contraction, despite a dra-
matic change of electronic structure, results from a balance between strong
attractive forces between metal and ligand on one hand, and steric effects on
the other, due to the fact that the three byp ligands are already in a strained
geometry in the ground state.

In conclusion, the electronic and geometric structure of an electronically
excited complex is captured 50 ps after excitation. The experiment demon-
strates the capacity of X-ray absorption to observe both the geometric changes
and the underlying electronic structure changes that cause them. With the
present state of the technology, this type of study is being extended to a large
variety of molecular systems in solution. An area where significant progress is
anticipated is the study of solvation dynamics around atomic ions, since one
may visualize the structural rearrangement of the solvent shells after elec-
tronic excitation of the solute. In this sense, X-ray spectroscopy is powerful in
that it can detect optically silent species, such as neutral atoms produced, and
thus allow experiments which avoid the interference of intramolecular modes,
present in molecular solutes, with intermolecular modes.

Extending time-resolved XAS to the femtosecond domain is only limited by
the lack of adequate sources of ultrashort, tunable, femtosecond X-ray pulses.
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Fig. 8.19. Wave vector spectra and pseudoradial distribution functions (PRDF) of
the ground state (a,b) and the excited state complex (c,d). The black lines represent
the experimentally derived traces, while the red ones represent those simulated using
the FEFF 8.20 code. The PRDF’s are decomposed in terms of the various single
scattering contributions due to the N, C2 and C6 atoms as seen in the inset (colors
correspond between atom and trace), which shows the Ru atom and one bpy ligand.
Note that the PRDFs were not phase-corrected for the central atom phase shift,
therefore the actual peaks show up at R values shorter than those corresponding to
nearest neighbor atoms (the central atom phase shift can be included in the Fourier
transform and it results in ca. 0.3-0.5 Å displacement of the radial distribution
function). [29]

However, recent developments at 3rd generation sources and the construction
of free electron lasers are very promising steps that will extend the technique to
the femtosecond time domain. This is shown in Fig. 8.20 where the actual pulse
intensity (in photons per 0.1 % Bandwidth) is plotted as a function of temporal
pulse width for the present and future tunable X-ray sources. It can be seen
that lab-based plasma sources are already in the sub-picosecond time domain.
However, these sources are not suitable for X-ray spectroscopy since they
consist of spectral lines. More promising in this respect is the Femtosecond
Slicing scheme [53], but at the cost of a decrease in flux. Still, this scheme
is the only one that delivers a continuum X-radiation with femtosecond time
structure. Coming up in the next few years are Energy Recovery Linacs, and
the Free Electron Lasers that are being built in Stanford and Hamburg. These
represent 6 orders of magnitude increase in flux compared to synchrotrons.
Considering that our data presented here were recorded with an accumulated
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Fig. 8.20. Pulse intensity (in photons per 0.1 % Bandwidth) as function of temporal
pulse width for the present and future tunable X-ray sources; see text.

(2-6 sec) photon flux of 106 to 108 X-ray photons in a 50-100 ps pulse, it is
clear that the advent of the new sources open exciting possibilities in the field
of ultrafast X-ray spectroscopy.
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9.1 Investigation of diverse biological systems

H. Fidder and K. Heyne

Viable biological systems occur on a wide scale of dimensions ranging from
sizes of 30 meters for mammals (blue whale), and 120 meters for plants (se-
quoia tree), down to 10−6 meters for single cellular organisms. These systems
consist either of networks of eucaryotic cells, in which specialized cells take
over unique functions, or of single procaryotic as well as eucaryotic cells. Pro-
caryotic cells exhibit a simple build without a cell nucleus, whereas the build
of eucaryotic cells is of a higher complexity, including a cell nucleus with
a double membrane. Every cell consists of a cell membrane which encloses
the cytoplasm, the DNA (desoxyribonucleic acid) and RNA (ribonucleic acid)
which acts as the carrier of the genetic information, and proteins and enzymes
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which catalyze cellular reactions and build up substructures inside the cell.
Ribosomes represent the protein production machine and are found in both
procaryotes and eucaryotes. Ribosomes are responsible for processing the ge-
netic instructions and for converting the genetic code into the exact sequence
of amino acids that make up a protein. Structures of higher complexity are,
for example, the endoplasmic reticulum and the Golgi apparatus. The endo-
plasmic reticulum is the transport network for molecules targeted for certain
modifications and specific destinations. The Golgi apparatus is the central
delivery system for the cell, and is a site for protein processing, packaging,
and transport.

The cellular membrane is a lipid bilayer impermeable to ions and polar
molecules, which acts as a barrier to define a biochemical environment in-
side the cytoplasm that differs from outside. Permeability is conferred by
two classes of membrane proteins, channels and pumps. Channels enable ions
to flow rapidly through membranes in a thermodynamically downhill direc-
tion. Pumps, by contrast, use a source of free energy such as ATP (adenosine
triphosphate) or light to drive the uphill transport of ions or molecules. One
example for such a pump is bacteriorhodopsin (bR), which pumps protons
across the cellular membrane against a proton gradient upon light absorption.
The proton gradient can be harnessed to generate ATP from ADP (Adenosine
diphosphate) by another membrane protein called ATP synthase. This process
allows the bacterium Halobacterium salinarium, which is sketched in Fig. 9.1,
to survive under unfavorable conditions. In addition to proteins, peptidoglycan
polymers consisting of sugars and amino acids, can form a homogeneous layer
outside the plasma membrane giving the wall shape and structural strength,
as well as counteracting the osmotic pressure of the cytoplasm. The peptido-
glycan layer is substantially thicker in Gram-positive bacteria (20 to 80 nm)
than in Gram-negative bacteria (7 to 8 nm). Gram-positive bacteria are classi-
fied as bacteria that retain a crystal violet dye during the gram stain process.
Gram-positive bacteria will appear blue or violet under a microscope, whereas
gram-negative bacteria will appear red or pink. The difference in classifica-
tion is largely based on a difference in the bacteria’s cell wall structure and
therefore in its composition (see Sect. 9.7). This is highly relevant in medical
treatments, because antibacterial drugs, such as penicillin, interfere with the
formation of the peptidoglycan layer, and therefore with cell reproduction.

The key events of biological processes originate from protein functions
and their interactions with cofactors and substrates. There is a variety of
important cofactors such as: i) ATP (adenosine triphosphate), the univer-
sal “currency” of free energy in biological systems; ii) NADH (nicotinamide
adenine dinucleotide) and FADH2 (flavin adenine dinucleotide), the major
electron carriers in the oxydation of “fuel” molecules, such as glucose and
fatty acids; and iii) NADPH (nicotinamide adenine dinucleotide phosphate),
the major electron donor in reductive biosynthesis. Proteins play crucial roles
in virtually all biological processes. In enzymatic catalysis proteins usually in-
crease reaction rates by at least a millionfold. They transport and store small



9 Biological systems: Applications and perspectives 735

molecules and ions, e.g., oxygen in haemoglobin. Proteins are responsible for
coordinated motion, such as muscle contraction, by the sliding motion of two
kinds of protein filaments, or the swimming of bacteria by rotation of flagel-
lae (e.g., Fig.9.1). Immune protection is accomplished by antibodies, which

Fig. 9.1. Model of the Halobacterium salinarium. The bacterium spanning a length
of some micrometers is sketched with its flagella on both sides; regions of the purple
membrane (PM) containing the transmembrane protein bacteriorhodopsin (bR);
lower panel; left side: top view of the bacteriorhodopsin proteins in the PM measured
by X-ray diffraction [1,2]; right side: side view of bacteriorhodopsin with the retinal
chromophore (purple) measured by electron-diffraction [3].

are highly specific proteins that recognize and combine with viruses, bacteria,
and cells from other organisms. Moreover, mechanical support, such as the
strength of the skin and bone, is due to the presence of the fibrous protein
collagen. Generation and transmission of nerve impulses is mediated by recep-
tor proteins. For example, rhodopsin, a protein related to bacteriorhodopsin,
is the light-sensitive protein in retinal rod cells in the eye, which undergoes a
cis to trans isomerization of its chromophore retinal, and triggers a reaction
cascade leading to a nerve impulse from the eye. Growth and differentiation of
cells is controlled by proteins, while the coordination of different activities of
cells is regulated by hormones, which are often proteins themselves. Proteins
serve in all cells as sensors that control the flow of energy and matter and
thus they are the machinery of the cell.
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All proteins are built from a repertoire of 20 amino acids. An amino acid
consists of an amino group (NH2), a carboxyl group (COOH), a hydrogen
atom, and a R group, called residue or side chain. All groups are bonded
to a carbon atom called α-carbon; and the tetrahedral array of the four dif-
ferent groups confers optical activity to amino acids, with two mirror-image
forms called the L isomer and the D isomer. Almost only L isomers are con-
stituents of natural proteins. The side chains R of the 20 amino acids differ
in size, shape, charge, hydrogen-bonding capacity, and chemical reactivity.
Two examples of amino acids are shown in Fig. 9.2. Glycine has the simplest
side chain with just a hydrogen atom. Tryptophan, on the other hand, has a
longer side chain belonging to the aromatic side chains, and consisting of an
indole joined to a methylene group (see Fig. 9.2). In proteins, the α-carboxyl
group of one amino acid is joined to the α-amino group of another amino acid

Fig. 9.2. Amino acids tryptophan and glycine; and the dipeptide with the planar
peptide bond.

forming a peptide bond (see Fig. 9.2). The protein consists of a repetitive
and a variable region. The main chain or protein backbone is a repetition
of peptide bonds, whereas the side chains constitute the variable part. Most
natural proteins contain anywhere from about ten to several thousands of
amino acid residues and the sequence of each protein is unique. The sequence
is called the primary structure, where small variations can lead to widely
different three dimensional structures and biological functions. Three dimen-
sional structural motifs are called secondary structures. They are determined
by the interaction of peptide units −Cα − (C = O) − (N − H) − Cα− of
a peptide chain. The peptide units are rigid and planar, narrowing down the
possibilities of peptide conformations. The planarity and the possibility of
forming hydrogen bonds between the carboxy and amino groups of peptide
units lead to regular protein structures, as α-helices and β-sheets. An ex-
ample of an α-helical protein is the photoreceptor bacteriorhodopsin plotted
in Fig. 9.1. It has seven α-helices reaching from inside the cell through the
cellular membrane to the other side. Many photoreceptor proteins exhibit a
chromophore covalently bound to a specific amino acid called the binding
site. This specific location inside the protein predominantly has a well-defined
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three-dimensional structure with optimized interactions between the chro-
mophore and the protein surroundings. These surroundings can give rise to
Coulomb interactions and interactions by hydrogen bonds, π-stacking, steric
hindrance, etc. In bacteriorhodopsin these interactions result in an optimized
trans to cis isomerization process of the retinal chromophore, with an increased
quantum yield and an isomerization dynamics of 500 fs, which is at least 3
times faster than the isomerization reaction in solution [4–7]. A mechanism
for reaction optimization in bacteriorhodopsin is presented in Sect. 9.2.

Since living plants and organisms are continuously undergoing many struc-
tural changes and meanwhile perform tremendously complex chemical reac-
tions, spectroscopic techniques have to be selected to answer specific questions
in such systems. The many chemical and physical events at the basis of the
functioning of any living organism occur on a hierarchy of timescales rang-
ing from femtoseconds to seconds. A real-time study of the mechanisms and
dynamics of rudimentary chemical reaction steps and energy flow in plants,
bacteria, and living beings requires a well-defined trigger to set off a par-
ticular chain of events. Therefore, ultrafast time-resolved investigations are
mainly concerned with photoinitiated reactions and processes. Despite this
limitation, this subcategory includes some of the most important and inter-
esting biological processes, particularly in light of nature’s ability to harvest
the sun’s energy as fuel being the basis for virtually all life on our planet.
Despite the plurality in photoinitiated processes taking place around us, it is
remarkable how nature’s design performs these tasks with a very restricted
variety of molecules.

Chlorophylls, carotenoids, xantopsins, and flavins are the work horses in
harvesting solar energy for biological usage. The absorption wavelengths of
these “light-harvesting” molecules are tuned through variations in side-groups,
interactions with protein residues, and interactions with other photoactive
molecules. For instance, in oxygenic photosynthesis (splitting water in hydro-
gen and oxygen), vast amounts of chlorophylls are arranged in the so-called
light-harvesting antennae, whereas the core reaction center PSI (Photosystem
I) contains about 100 chlorophyll and 20 carotenoid molecules. Depending on
intermolecular distances and orientations the absorbed excitation energy is
funneled to the reaction centers by a multitude of energy transfer steps, at
times residing on a single molecule, at times existing as delocalized excitonic
states.

The origin of both energy transfer and exciton formation lies in inter-
molecular Coulomb interaction. Even neutral molecules represent an overlay
of positive and negative charge density patterns, and the full Coulomb in-
teraction between molecules therefore involves an expansion into a series of
dipolar, quadrupolar, etc. interaction terms. Typically, only the dipolar in-
teraction terms are considered, which fall off with the third power of the in-
termolecular separation; see Sect. 9.2 for the explicit form of this interaction.
Whether these dipolar interaction terms give rise to Förster energy trans-
fer or Frenkel exciton formation (in both intermolecular electron exchange is
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excluded), depends on the strength of these terms relative to that of other
factors, such as IVR, intramolecular population decay (radiative or nonradia-
tive), and optical (pure) dephasing (by coupling to the environment), which
may disrupt the intermolecular coupling. If the dipolar coupling is large rela-
tive to these dynamic disturbances, electronic excited states of the ensemble
of N molecules will be linear combinations of the N-molecule direct product
states with one or more of the molecules singly excited. These linear combina-
tions represent delocalized optical excitations known as Frenkel excitons, and
form manifolds labeled the one-exciton manifold, two-exciton manifold, etc.,
depending on the number of singly excited molecules in the N-molecule basis
states forming the exciton states. The combined oscillator strength of the N
molecules is redistributed over the one-exciton states leading to enhanced ra-
diative decay rates for some of these exciton states. Note that the delocalized
exciton states are eigenstates of the N-molecule Hamiltonian, and therefore
stationary solutions.

In Sect. 9.4 a theoretical study demonstrates the possibility of shaped
pulses (optimal control theory) to manipulate excitonic wave packets, in or-
der to localize an exciton on a specific molecule in the Fenna-Matthews-Olson
(FMO) complex, which is part of the photosynthetic apparatus of green bac-
teria. A mechanism for reaction optimization by the protein environment is
presented in Sect. 9.2. There, transient electric field effects on the absorption
band of tryptophan units upon optical excitation of retinal inside bacteri-
orhodopsin is investigated and modeled with excitonic coupling. If a coherent
intermolecular coupling is not established one obtains incoherent intermole-
cular Förster energy transfer [8], which shows a r−6 dependence, instead of
r−3, because one now considers population transfer (wave function squared),
whereas in exciton formation wave function amplitudes are coupled. If the
molecules are in close proximity energy transfer involving simultaneous inter-
molecular electron exchange is possible, which is referred to as Dexter transfer.
The strength of this process drops off exponentially with the intermolecular
separation (as all wave functions have this distance dependence for their am-
plitude in common).

Energy transfer is also widely used in medical and analytical applications.
In cancer treatment (photodynamic light therapy) energy is used to gener-
ate locally high concentrations of singlet oxygen, ultimately leading to cell
death. The mechanism of releasing oxygen from molecules with endoperoxide
groups is studied in Sect. 9.5. Photoreceptor proteins absorb light by chro-
mophore molecules and convert the energy into biologically useful properties,
e.g. proton gradient. The wide use of the green fluorescent protein (GFP)
as biological label (see Sect. 9.3), relies on using the extent of fluorescence
quenching for conversion of fluorescence quantum yields into a ruler for deter-
mining distances on atomic scales. As mentioned above, various chemical and
structural changes within the complete chain of a biological process can stretch
over a wide range of timescales from femtoseconds to seconds. Many of these
changes, which lead to biomolecular conformations or metastable structures
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are not accessible with optical spectroscopy, but could lead to characteristic
changes in the vibrational spectra. The protein dynamics described by all
possible conformations, time scales and couplings would contain a complete
set of information to understand the function of proteins. However, an ob-
stacle to calculate metastable conformations is the curse of dimensionality,
as typical biomolecular systems contain hundreds or thousands of degrees of
freedom. In Sect. 9.6 the Hidden Markov Model approach is applied to re-
duce the dimensionality of biological systems to a few essential degrees of
freedom and to identify metastable conformational structures in time series.
The recent developments in time-resolved vibrational spectroscopy make the
prospect of combining experimental time-resolved vibrational data with mole-
cular dynamical calculations of metastable conformation an exciting direction
for future investigations.

Section 9.7 deals with real-time identification of airborne bacteria using
multiphoton excitation, multiphoton ionization and laser induced breakdown
with femtosecond pulses to optimize the fluorescence emission of aerosol mi-
croparticles. The higher order interaction of the electric field with the bacteria
reveals specific spectroscopic data not available in linear spectroscopy and is
a key feature for identifying bacteria in urban aerosols. These techniques may
prove very useful in future attempts to contain disease outbreaks by bacteria
or viruses, such as SARS or anthrax, or straightforward monitoring of levels
of typical highly antibiotic resistant bacteria in hospitals.

9.2 Measuring transient electric fields within proteins

S. Schenkl, F. van Mourik, G. van der Zwan, S. Haacke, and M. Chergui

”Electrostatic interactions are the common denominator and probably the
most important element in structure-function correlation in biological sys-
tems”. This citation by A. Warshel [9] stresses the importance of electrosta-
tic interactions for functional dynamics in Biology, previously highlighted by
M. Perutz [10]. NMR and X-ray experiments give insight in the dynamical
aspects acting on the molecular level by probing the flexibility and highlight-
ing large amplitude motion of atoms. UV-VIS spectroscopy probes electronic
transitions and is thus sensitive to light-induced charge redistributions. These
determine the dynamic force fields at all time scales, which in return drive the
structural changes needed for biological function. The description of electric
fields in proteins is still a timely issue to this day [11], in part due to the
difficulty of measuring them within proteins. A further degree of complexity
is added, when it comes to measuring these electric fields in the ultrashort
time domain, where fundamental phenomena occur, that govern the fate of
photobiological functions. Indeed, there is no direct experimental evidence for
charge displacements in the femtosecond time regime, let alone within a pro-
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tein, because photovoltaic techniques cannot be used to detect them if they
occur faster than picoseconds, and less so on a sub-nanometer distance scale.

Cohen et al. [12] designed a modified, fluorescent, aminoacid that can be
incorporated into proteins. However, the use of naturally occurring molecular
groups as local probes of electrostatic effects is preferable. In heme proteins,
the CO-ligand has been used as a molecular probe of the electrostatic poten-
tial in the distal pocket of myoglobin [13], though not in the time domain.
In photosynthesis, the electrochromic response of carotenoid molecules is of-
ten used, to measure locally electric fields from the millisecond [14] to the
femtosecond [15] time regime.

Systems for which the relation between electrostatic interactions and func-
tion is most discussed are retinal proteins and excitonic complexes involved
in light-harvesting for photosynthesis. The former play an essential role in a
broad range of light-driven biological processes, such as vision, energy trans-
duction and circadian control. All these functions involve both the conversion
of light energy into charge separation and retinal isomerization, but the in-
terplay of these processes is the subject of intense debate. The retinal protein
of which the initial photochemistry is most extensively studied is the photo-
synthetic protein bacteriorhodopsin (bR). This protein acts as a light-driven
proton pump by means of a multistep process, the so-called photocycle. In
the traditional model, the light driven trans-cis isomerization of retinal (Fig.
9.3), is the key primary step in this cycle. However, it is also known that
Franck-Condon excitation of all-trans retinal results in an immediate change
of permanent isomerization dipole moment by more than 12 D [16, 17], caus-
ing a sudden polarization of retinal. It has been suggested that the dielectric
response of the protein, might be the primary light-induced event [18,19] that
could drive structural changes on longer time scales [20]. In addition, it is
well established that the specific protein environment enhances the yield and
the stereo-selectivity of the isomerization [21], when compared to retinal in
solvents. However, the actual charges and dipoles that create these favorable
electrostatic properties in bR still need to be identified.

Ultrafast transient absorption studies of bR and its mutants with non-
isomerizable retinal chromophores, show identical dynamics in the first 200 fs
after optical excitation [22]. Isomerization, i.e. a C13-C14 dihedral angle > 90
, thus occurs on a time scale longer than 200 fs. This conclusion is supported
by transient absorption studies on wild type bR using 5 fs pulses [23], suggest-
ing that a skeletal change occurs in the first 200 fs, which corresponds to a
large twisting about the C13-C14 bond, prior to isomerization. Similar conclu-
sions were drawn from stimulated Raman studies showing a decay of the high
frequency C=C, C-C and methyl rock modes in ∼250 fs [24]. Femtosecond
vibrational spectroscopy shows that isomerization occurs indeed later (≤500
fs) and is followed by a slower vibrational relaxation of the isomerized photo-
product (the so-called J to K transition) [7, 24–26].

González-Luque et al. [27] computed the distribution of charges in the S1

excited state, as a function of the isomerization coordinate of model chro-
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Fig. 9.3. Cis-Trans light-induced isomerization of the retinal chromophore in bac-
teriorhodopsin

mophores of rhodopsin and bacteriorhodopsin. The computed dipole moment
of the S1 state, increases along the isomerization coordinate of the chro-
mophore, confirming an earlier suggestion by Salem and Bruckman [28]. It
thus appears that while there is no isomerization in the first 200 fs or so,
the system undergoes a large dipole moment change upon photoexcitation,
followed by a translocation of charge. However, the time scale of the latter
and its interplay with the initial twisting and subsequent isomerization are
still unknown. Direct measurements of the charge separation process using
photovoltaic techniques have been performed [29, 30]. However, the intrinsic
temporal resolution of these techniques is limited to several picoseconds, i.e.
slower than the ≈500-fs isomerization process. To visualize the electronic re-
sponse of bR on a short time scale, Groma et al. [31] recently reported a
different approach, based on a nonlinear technique: interferometric detection
of optical rectification. The second order susceptibility χ(2) of the retinal chro-
mophore is unusually high, especially in its native protein environment, and
this property has been shown to be a requirement for functioning of bR [32].
These strong nonlinear properties give rise to optical rectification [33], among
others, in non-centrosymmetric crystals. Groma et al. [31] used it in the case
of oriented bR crystal films and measured an impulsive macroscopic polariza-
tion, which they associated with the charge separation.

In order to measure more specifically the translocation of charge within a
protein, we recently implemented an approach that uses the natural trypto-
phan (Trp) residues of the protein (bR in this case), as a sensor of the electric
field changes associated with excitation of retinal and translocation of charge.
Literally, all proteins contain Trp amino-acid residues, which are highly po-
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larizable and can be used as sensors for intra-protein electric field changes.
Therefore, the description of our results on bR should represent a test case
that can be extended to other classes of proteins.

9.2.1 Origin of the transient electric fields

Four tryptophans are in the vicinity of retinal in the binding pocket of bR (Fig.
9.4A) [34, 35]: Trp86 and Trp182 sandwich retinal, while Trp138 and Trp189
are located in the vicinity of the β-ionone ring. The absorption spectrum of
bR (Fig. 9.4B) exhibits a band in the visible, due to retinal, and a band near
280 nm, predominantly due to the eight Trps present in the protein. The Trp
absorption is due to transition from the ground state to the lowest two close-
lying excited states (labeled La and Lb) of the indole moiety. The transition
into the La state implies a large difference dipole moment with respect to the
ground state [36], making the Trp’s particularly well-suited molecular-level
sensors of electric field changes within the protein, as the latter are expected
to cause large changes in their spectral features. Note that a ∼ 10 D dipole
on retinal creates a field of ∼10 MV/cm on the nearby amino acids.

In retinal the positive charge from the protonated Schiff base linkage with
Lys216 (Fig. 9.4) is partially moved toward the ionone ring upon excitation.
To probe the electric field changes associated with the charge translocation
in retinal, we have excited the latter at 560 nm, and interrogated the Trp
absorption changes with 80-90 fs time resolution, using tuneable near-UV
pulses, from a noncollinear optical parametric oscillator. The details of the set-
up are given in [37, 38]. Our approach has two advantages: (a) in contrast to
experiments in the VIS or IR, that probe retinal directly [7,23–25], the charge
displacements become detectable with high sensitivity through an electric
dipole interaction in the UV, (b) the local electric field changes are followed
in real-time from femtoseconds to picoseconds (ps) or more.

Results and discussion

Figure 9.5A shows the transient absorption changes, detected between 265 nm
and 280 nm. The traces are normalized, highlighting their similar shape over
the whole range of probe wavelengths. The presence of a rise time is directly
deduced from the temporal derivative of the bleach transient (Fig. 9.4B). Its
full width at half maximum (FWHM) of 150 fs is significantly larger than the
80-90 fs pump-probe cross-correlation.
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Fig. 9.4. Structure and spectral properties of bacteriorhodopsin. A) The retinal
binding pocket of bacteriorhodopsin [35]. Retinal (purple) is covalently bound to
Lys216 through a Schiff base linkage. The four nearest Tryptophan (Trp) residues are
shown. Insert: Relative orientations of the difference dipole moments for retinal (red
arrow), of Trp 86 (full black arrow) and Trp182 (dashed black arrow). B) Absorption
spectrum of bR in the purple membrane. The band with maximum at 568 nm is
due to the S0-S1 transition of the protonated Schiff base form of retinal, while the
near-UV band at 280 nm is dominated by the S0-La and S0-Lb transitions of eight
Trp’s. The vertical arrow indicate the excitation wavelength and the horizontal one
the range of probe wavelengths. Insert: Orientations of the transition (full arrows)
and difference (dashed arrows) dipole moments of tryptophan for S0 - La (red) and
S0 - Lb (blue) [36]. Arrows point to the positive end of the difference dipole moment.
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Fig. 9.5. Ultrafast response of bacteriorhodopsin in the near-UV. A) Transient
bleach signals at 265-280 nm after excitation with 25 fs pulses at 560 nm at 1
kHz repetition rate. UV probe pulses (80-90 fs) were obtained by second harmonic
generation of the output of a tunable noncollinear OPA [37, 38]. The transients are
normalized in amplitude. The time axis of the left panel is linear, while the right
panel has a logarithmic one. B) The early time portion of the bleach transient in
fig. 9.4A (black squares), and its temporal derivative (red circles) showing a full
width at half maximum (FWHM) of 150 fs. The latter is clearly larger than the
experimental time resolution of 85 fs (black dots) determined by the pump-probe
cross-correlation [38].

For longer times, we observe a biexponential recovery of the absorption
with time scales: τ1= 420 fs, τ2= 3.5 ps, which have been reported in experi-
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Fig. 9.6. Maximum amplitude of the bleach transients of wild type bR and of the
W182F mutant, as a function of the probe wavelength. Experimental data (circles)
are compared with the La absorption component of Trp in propylene glycol at - 50
C [39] (black squares). To account for the apolar character of the binding pocket,
the La absorption was shifted by 5 nm to the blue. The data have been normalized
to the Trp La spectrum at 285 nm.

ments that probe retinal directly [7,24,25]. A constant, weak bleach signal is
also observed at the longest delay times ( τ∞).

In [37], several arguments are presented, which allowed an unambiguous
assignment of the bleach signal to the response of Trp residues, not the least
of them being the fact that the wavelength dependence of the bleach ampli-
tude maps reasonably well the Trp La absorption spectrum (Fig.9.6). More
specifically, we could show that the signal was due to Trp86, by repeating the
experiment with a mutant that lacked Trp182, obtaining the same results as
with the wild type (Fig. 9.6). This makes sense since the linear polarization
anisotropy of the signal is high (0.30±0.05), meaning that the responding Trp
transition dipole is almost parallel to the transition dipole moment of retinal
along the conjugate chain, as is the case for the La state of Trp86 (insert Fig.
9.4A).

A dielectric response of Trps through reorientation of their dipoles is un-
likely to account for the rise time, as the polarization anisotropy is constant
throughout the time scale of the transients. In addition, the fast inertial
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relaxation of indole-like molecules is slower, even in liquids [40]. Rather, we
attribute the bleach to the above-mentioned large dipole moment change of
retinal. The rise time of the bleach signal (Fig. 9.5B) then reflects the in-
stantaneous dipole moment change and an ensuing gradual charge transloca-
tion along retinal. However, the Trp response does not resemble a difference
spectrum that was to be expected in the case of a pure Stark shift of the
La transition. As a matter of fact, the bleach component does not have a
positive counterpart with comparable amplitude at nearby wavelengths. As
shown in [37], and briefly described below, the difference spectrum is rather
dominated by the effects of excitonic coupling resulting from the resonance
interaction of retinal and Trp at ∼280 nm, meaning that oscillator strength
borrowing can occur between retinal and the Trp chromophores.

9.2.2 A model of three coupled chromophores

In our model, we consider a system consisting of three coupled chromophores,
having three electronic levels each: S0, S1, Sn for retinal and, S0, La and
Lb for Trp86 and Trp182. They form an excitonic complex, whose proper
electronic states are linear combinations of the singly-excited near UV states
of |La,b,0,0>, |0,La,b,0> and |0,0,Sn> (product basis notation |Trp86, Trp182,
retinal>), of which three are important (X1 trough X3, see Fig. 9.7), as a result
of favorable relative orientations of the transition dipole moments. The doubly
excited states (XX1 and XX2) with retinal in the S1 state, arise from linear
combinations of |La,b,0,S1> and |0,La,b,S1> (Fig. 9.7).

Since the La and Lb levels of Trp are nearly degenerate, we took their
transition energies to be both at 280 nm (35 714 cm−1). Retinal was modeled,
with all dipole moments along the retinal backbone. S1 corresponds to the first
excited state and Sn to the excited state resonant with the Trp absorption
(also fixed at 280 nm [41]). The interaction between the chromophores can be
modeled by their dipole moment operators. The full dipole operator can be
expressed as

µ̂trp = µ0 | 0 < 0 | +µa | La >< La | +µb | Lb >< Lb | +
µ0a[| 0 >< La | + | La >< 0 |] + µ0b[| 0 >< Lb | + | Lb < 0 |] (9.1)

where the first three terms correspond to the permanent dipole moments,
and the next two to transitions between the ground and the excited states. The
dipolar interaction is accounted for by the usual interaction energy between
two dipoles µ1 and µ1 at positions r1 and r2 respectively:

V12 =
1

4πε0εrr3
12

(
µ1 · µ2 − 3

(µ1 · r12)(r12 · µ2)
r2
12

)
(9.2)

where r12 = r1 − r2 and r12 =| r1 − r2 |, and εr is the relative dielectric
constant of the protein environment (in these calculations we set εr = 1.5,
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Fig. 9.7. Top panel: Calculated difference absorption spectra as a function of the
retinal difference dipole moment ∆µ and its decomposition (scheme on the right) in
terms of a bleach contribution (∆A< 0) and a ∆µ-dependent absorption (∆A*>0).
Bottom panel: Dipole-dipole coupling of Trp86, Trp182 and retinal leads to the for-
mation of an excitonic complex with proper electronic states [37]. The Xi’s represent
singly excited states of the excitonic complex, with one excitation per chromophore,
while the XXi’s represent doubly excited states with retinal in the S1 state. Pho-
toexcitation of retinal attenuates the transition to the X1 . . . X3 states (∆A<0),
due to the bleach of the | 0, 0, S0 (product basis notation | Trp86, Trp182, reti-
nal >) ground state of the excitonic complex. The photoinduced absorption from
| 0, 0, S1 > reaches the XX1 and XX2 states (in which both Trp and retinal are
excited), giving rise to an absorption (∆A*>0). As the difference dipole moment ∆µ
increases, ∆A* red-shifts due to a lowering of the XX1 and XX2 levels (attractive
interaction between retinal and Trp86). This leads to an increasing bleach around
280 nm, which is a measure of the retinal difference dipole moment ∆µ.
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to account for the hydrophobic binding pocket). The full interaction operator
corresponds to all possible combinations of dipoles between the three pig-
ments, i.e. we evaluate the interaction energies [36] with the dipole operators
µ̂trp86, µ̂trp182, µ̂ret expressed in analogy to [42]. In the case of the three
chromophores, the total dipolar interaction is taken as the sum of pairwise
interactions. The first three terms in (1) will give rise to the Stark effect,
while the last four give rise to the resonance interaction. Thus we can form
the full interaction Hamiltonian H = H0 + V of the three (27x27 matrix)
or of two (9x9 matrix) interacting chromophores. H0 is the Hamiltonian of
each isolated chromophore and V represents the dipole-dipole interaction be-
tween the chromophores. Diagonalization of this Hamiltonian by standard
methods gives a set of eigenvalues, from which new transition energies can be
found, and eigenvectors, from which new transition dipole moments can be
determined. As illustrated in Fig. 9.7 (bottom panel), this gives rise to a single
ground state (| 0, 0, S0) and a single excited state (| 0, 0, S1 >) close to 570 nm
(17 540 cm−1). The exciton manifold consists of the five states | La,b, 0, 0 >,
| 0, La,b, 0 > and | 0, 0, Sn > (in the product basis notation |Trp86,Trp182,
retinal>), derived from the single excitations to the original levels absorbing
at 280 nm (35 714 cm−1). It is represented by the three dominant transitions
X1, X2, and X3, which are separated by a Davydov splitting of ∼270 cm−1.
The double excitation of retinal and Trp’s (| La,b, 0, S1 > and | 0, La,b, S1 >)
leads to an exciton manifold of four states around 52 000 cm−1 with two
dominant ones, labeled XX1 and XX2.

Stick spectra are generated from the transition energies and intensities.
The latter are determined by the respective oscillator strengths, which are
proportional to the square of the transition dipole moments. Gaussian broad-
ening of 3500 cm−1 (FWHM) is assumed, a spectral broadening commonly
observed for Trp and retinal transitions in proteins. Thus, the UV ground
state absorption spectrum is dominated by the transition from | 0, 0, S0 > to
X1, X2 and X3, while the excited state spectrum, i.e. with retinal in the S1

state, is due to the transitions from | 0, 0, S1 > to XX1 and XX2 (Fig. 9.7,
bottom). The difference absorption spectrum is obtained by subtracting the
ground state spectrum from the excited state spectrum. For low ∆µ (≤ 10D),
the ground and excited state spectra almost compensate, leading to a small
negative difference signal around 280 nm (Fig. 9.7, top).

The simulated absorption changes are plotted in Fig. 9.7 (top panel) for
various values of the retinal difference dipole moment ∆µ. The photoinduced
signal in the region of Trp absorption indeed appears as a bleach of the ex-
citonic transitions into the Xi levels (the bleach character arises from the
depletion of ground state retinal due to excitation with the pump pulse),
while transitions from | 0, 0, S1 > to XXi levels show up as a positive sig-
nal on the red side. As the retinal difference dipole moment ∆µ acts only
when the system is in the | 0, 0, S1 > state, the position of the induced ab-
sorption ∆A* red-shifts with increasing difference dipole moment, while the
ground state bleach A is ∆µ-independent. The red shifting of ∆A* is due to an
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attractive interaction between the excited state dipole moments of Trp86 and
retinal (insert Fig. 9.3), with the latter’s varying in time. The signal is the sum
of ∆A and ∆A*, and it results in an increasing bleach signal with increasing
∆µ (Fig. 9.7), as observed. The bleach amplitude at 280 nm is therefore a
measure for the retinal difference dipole moment ∆µ.

Based on the calculations that link the amplitude of the bleach signal to
the retinal difference dipole moment, the additional rise time of the experi-
mental bleach transients appears to reflect a progressive increase of ∆µ, on a
time scale of 200 fs after excitation. The dipole moment change is due to the
translocation of charge, for which we measure the time scale for the first time.
Given that the events at t < 200 fs are also characterized by large amplitude
torsional motion of the retinal skeleton, prior to isomerization [23,24], we con-
clude that the dipole moment increase is related to these structural changes,
as also predicted by quantum chemistry calculations [27]. In an intuitive pic-
ture, the torsional motion breaks the conjugation at the C13-C14 bond and
thus localizes the charges on the left and right of that bond, which leads to a
dipole moment increase. A similar situation is encountered in donor-acceptor
molecules like DMABN, where the build-up of a charge transfer state involves
rotation of the dimethyl amine with respect to the phenol moiety [43, 44]. In
the protein environment, the gradual dipole moment change of retinal in the
excited state then acts as driving force for the torsional motion, because the
electrostatic interactions are attractive [45,46].

At later times (400-500 fs), the difference dipole moment decreases. This
is the time scale of formation of the 13-cis isomer [7], pointing to a weaker
dipolar interaction in the ground state 13-cis retinal than in excited all-trans
retinal. Since the isomerization leads to an electronic ground state, with a
mainly covalent character as in the all-trans adduct state [27], the dipole mo-
ment change is small, and so is the remaining bleach signal. The additional
3.5 ps decay component, which is similar to the vibrational relaxation in the
13-cis photoproduct found in experiments probing retinal [24–26], suggests a
further decrease of the dipolar interaction. Vibrational relaxation leads to a
weak displacement of the center of gravity of the charge, which may cause the
decrease in dipole strength. Alternatively, energy dissipation may cause struc-
tural changes in the retinal binding pocket, which modify the field detected
at the location of Trp86. Finally, the weak bleach component at longer times
(τ∞) points to long-lived changes in the structure of the pocket and/or the
dielectric constant, which may relate to changes detected in the picosecond
range in mid-IR experiments [7].

In summary, we have measured the light-induced electric field changes
within a protein (bacteriorhodopsin), following them over the whole course
of the dynamics from the Franck-Condon region to the vibrationally relaxed
photoproduct. Our observations allow us to establish the connection between
the translocation of charge [27] and the skeletal changes of the conjugate
chain [23]. The present work also stresses the role of the dynamic electric
force fields, which drive structural dynamics and govern enzymatic reactions.
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9.3 Multipulse transient absorption spectroscopy:
A tool to explore biological systems

M. Vengris, D. S. Larsen, E. Papagiannakis, J. T.M. Kennis, and R. van
Grondelle

Light-driven events in biological systems are triggered by the absorption of a
photon in pigment-protein complexes, which eventually produces a physiologi-
cal response. Even though the light is absorbed by the pigments (chlorophylls,
carotenoids, xantopsins, flavins, etc.), protein environment plays a key role in
the absolute majority of these processes: the protein determines the course
of the photoinduced reactions by ‘guiding’ the excited pigments along the
reaction pathway, and, at some stage, taking over all the reaction functions,
which then no longer rely on the physicochemical properties of the pigment.
For the photoinduced reactions to be efficient, their rates must compete ef-
fectively with the lifetime of electronic excitation in the molecules (usually of
the order of several ns for singlet excited states), which makes these reactions
the subject of ultrafast laser spectroscopy. In photoreceptors the protein en-
vironment plays a key role in the absolute majority of light-related biological
processes: the protein determines the course of the photoinduced reactions
by ‘guiding’ the excited pigments along the reaction pathway, and, at some
stage, takes over all the reaction functions, which then no longer rely on the
physicochemical properties of the pigment.

Pump-probe (PP) spectroscopy (see Chaps. 2 and 8), is probably the most
widely used ultrafast technique to investigate photoinduced reactions [47].
Pump-probe data are usually presented in the form of time-resolved differ-
ence spectra, i.e. ∆OD = ∆OD(t, λ), where ∆OD is the difference between
the sample absorbance with and without the pump pulse (Fig. 9.8). The
absorption-difference (∆OD) spectra measured in pump-probe experiments
are shaped by a number of qualitatively different contributions that may orig-
inate from transitions between the different states of the system (Fig. 9.8),
e.g. ground state bleach (GSB), stimulated emission (SE) and induced absorp-
tion (excited state absorption, ESA, or absorption by nonequilibrated ground
state). Without additional experimental information, when no additional con-
trol is exerted on the sample, these contributions often become impossible to
distinguish one from another and the data interpretation becomes ambiguous.

9.3.1 Multipulse transient absorption spectroscopy:
The principles

The difficulties of traditional PP experiments can be addressed using mul-
tipulse transient absorption spectroscopies (MPTAS), such as the dispersed
pump-dump-probe (PDP) and the pump-repump-probe (PrPP) techniques,
which involve the introduction of a third pulse to the PP experiment (Fig. 9.9)
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Fig. 9.8. The energy level scheme (A) of a hypothetical molecule and different
transitions influencing the pump-probe spectrum (B): ground state bleach (GSB),
stimulated emission (SE) and excited state absorption (ESA). By tuning the third
pulse of a laser into the resonance with ESA and SE bands, a means of controlling
the photoreaction can be established. In the case of the third pulse acting on ESA,
pump-repump-probe technique (PrPP) is obtained, whereas if the third pulse is in
resonance with SE, the technique is called pump-dump-probe (PDP).

[48,49]. This additional pulse can be appropriately wavelength-tuned and de-
layed to selectively interact with a ‘targeted’ electronic transition. In PDP
experiments, this added pulse interacts with the SE of an excited state and
results in the de-excitation of molecules and the transfer of population from
the excited state to the ground state. In PrPP experiments, the additional
pulse interacts with an ESA band and causes the redistribution of population
within the excited state manifold whilst the total amount of excitations is
preserved, i.e. the ground state population remains unaffected.

Ultrafast single-wavelength PDP experiments were previously used to
study the properties of the excited states in bacteriorhodopsin [50, 51], and
to explore ground state dynamics in calmodulin [52]; asymptotic-limited dis-
persed PDP has been used to study ground state liquid dynamics [53]. The
higher excited-state dynamics of bacteriorhodopsin has been studied by single-
wavelength PrPP [54] and the combined use of PDP and PrPP allowed the
distinction of overlapping bands in the PP signals [50]. In the recent years,
the MPTAS techniques have been further developed to include dispersed de-
tection [48, 49], which allows the simultaneous probing of complete spectra
with an unprecedented signal-to-noise ratio, that subsequently can be ana-
lyzed globally [55–57]. This development, which allowed to test explicit phys-
ical models for light-driven biological processes, moved ultrafast research on
biological systems to a qualitatively new level.
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Fig. 9.9. Laser beam arrangement in the multipulse transient absorption exper-
iment. The additional pulse can be tuned to be in resonance with excited state
absorption or stimulated emission (see Fig. 9.8).

The utility of MPTAS spectroscopies lies in their ability to control reac-
tions as they evolve, by manipulating the population of transient species with
applied laser pulses. This is, to a certain extent, related to coherent control
mechanisms where reactions are manipulated via complex processes such as
vibrational wave packet motion, quantum interferences and electronic coher-
ences [58]. A more appropriate term for describing MPTAS spectroscopies is
incoherent control, because the control effects are achieved and the data is
interpreted solely in terms of manipulated electronic state populations. This
simplification, as will be shown in the following applications, allows for clear,
concise and biologically relevant interpretations of the measured data.

The important aspects of biological pigment-protein systems, where MP-
TAS can resolve issues that remain obscure in conventional ultrafast spectro-
scopic experiments, can be summarized in the following list:

• MPTAS can help to attribute specific bands in the transient absorption
spectrum to either ground or excited-state reaction intermediates. In a PDP
experiment, excited state population is diminished via the dumping of SE by
the second pulse. If a specific spectral band measured by the third pulse is
diminished as well, one can safely conclude that this band originates from the
excited state; if, however, it increases in magnitude, it must come from the
ground state.

• MPTAS can be used to determine the pathway of the excited-state evo-
lution of a light-driven biosystem by providing the ability to perturb it (both
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dumping and re-pumping the excited state). For example, if the excitation
pulse initiates two parallel processes, only one of which leads to a specific
photoproduct, the additional pulse can be used to selectively perturb one
‘branch’ of such a reaction and observe which spectroscopic intermediates
originate from that particular pathway.

• If some intermediates of a photoreaction are very short-lived and do not
accumulate significant population during the reaction course, the excited and
ground state populations can be ‘artificially tweaked’ using pump and dump
pulses and thereby used to selectively populate specific intermediates. This
allows monitoring the desired photoreaction steps (and measuring the spectra
of transient products) with great precision and selectivity.

• Finally, since MPTAS involves multiple interactions between the sample
and the excitation pulses, it can be used as a tool to explore the interaction
between excited states in multichromophore systems [59,60].

In the following subsections we will discuss a variety of biological appli-
cations of MTAPS, where all of the mentioned advantages of these spectro-
scopies will be exploited, but first we will discuss several issues of experimental
arrangement, data collection and analysis.

Experimental layout

The principal scheme of MPTAS experiment is shown in Fig. 9.9. Because two
excitation pulses are used along with dispersed detection, MPTAS measure-
ments generate multidimensional data (two time delays and one wavelength
dimension), which can be collected and presented in two different ways (Fig.
9.10) [48,49]. In a kinetic trace measurement (Fig. 9.10B), the additional pulse
is placed at the selected delay (called ‘dump-delay’ in the case of PDP mea-
surement) after the pump pulse and remains fixed during the measurement.
The dump-delay corresponds to a specific distribution of excited-state popu-
lation and thus determines the effect that will be induced. The delay of the
probe pulse is scanned as in PP measurements and records the effect of the
dump pulse on the spectrum and dynamics of the PP signal. Alternatively, the
dump-induced dynamics can be explored by measuring an action trace (Fig.
9.10C) [48,49], in which the delay of the additional pulse is scanned whilst the
probe pulse is maintained at a selected delay. An action trace monitors how
the PP spectrum at the chosen probe delay changes as a consequence of the
interaction of the additional pulse with the system at variable instances. An
additional advantage of an action trace is that it is not affected by time-zero
artifacts (e.g. cross-phase modulation, stimulated Raman scattering, 2-photon
absorption etc.) because the probed signal is at a much longer delay, allowing
clear observation of the dump-induced dynamic changes at early times.

Data presentation and analysis

Here we will briefly discuss the data of PDP experiments only; the same
discussion is valid for PrPP experiments, because the two experiments do not
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Fig. 9.10. The timing schemes in MPTAS experiments. The pump pulse is repre-
sented in blue, the probe pulse is shown in white, and the additional pulse in green.
In the pump probe experiment (A) and MPTAS kinetic trace (B), the delay of the
probe is varied whereas the actinic pulses are kept at fixed delays. In the action
trace (C), pump and probe pulses are fixed at certain time delays and the delay of
the additional pulse is varied.

differ in the way the data is collected, but in the nature of interaction between
the additional pulse and the sample. Along with the ∆OD signals measured
without (PP) and with (PDP) the dump pulse, the double-difference signals
are constructed

∆∆OD(λ, t, τ) = PDP (λ, t, τ) − PP (λ, t)

where λ and t represent the probe wavelength, and delay and τ is the de-
lay of the dump pulse. The ∆∆OD signal is often easier to interpret as it
has non-zero amplitude only when there is a dump-induced effect on the PP
measurement. However, the time dependence of ∆∆OD signals inherently
contains the dynamics of the underlying PP signal; to examine the occur-
rence of additional, dump-induced dynamics, we can construct the relative
double-difference signal, representing a fractional change of PP signal due to
additional pulse:

∆∆ODrel(λ, t, τ) = ∆∆OD(λ, t, τ)/PP (λ, t)

In order to take full advantage of the time- and wavelength resolved exper-
imental data and quantify the observed dynamics, global and target analysis
methodologies are instrumental [55–57]. They allow the concise parameteriza-
tion of results, as well as testing a specific physical model to describe the ob-
served dynamics. For the preliminary parameterization description of the PP
signals alone, a sequential scheme is used, where the components interconvert
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unidirectionally with increasing exponential lifetimes; it provides estimates
of the characteristic timescales for spectral evolution and the corresponding
evolution-associated difference spectra (EADS) [56,57]. The EADS estimated
from such a scheme do not necessarily reflect pure transient states occur-
ring in the experiment but rather provide a phenomenological description of
the observed spectral evolution. To estimate the species-associated difference
spectra (SADS) that portray the real states of the system, the PDP data is
subsequently analyzed simultaneously with the PP data by applying a spe-
cific physical model in a so-called ‘target analysis’ [56,57]. In this description
of the data, a connectivity scheme (physical model) is chosen with each of
its compartments depicting a true physical state of the system. The model
applied in a target analysis is designed to make physical sense, to produce
plausible spectra and (of course) to represent the experimental data well.

In the following we will discuss three applications of MTAPS to biological
systems, including proton transfer in the green fluorescent protein, the excited
state decay in photosynthetic carotenoids and the initial events in photoactive
yellow protein, leading to formation of the signaling state. These cases are
selected to illustrate different aspects of how MPTAS can be used to get new
insights in the photoinduced dynamics of the molecules.

9.3.2 Uncovering the hidden ground state
of green fluorescent protein

In the last decade, green fluorescent protein (GFP) has become the fluorescent
label of choice in cell biology and biophysics [61]. GFP absorbs primarily in
the near-UV (the main absorption band attributed to a so-called state A of
GFP peaks at around 400 nm), but fluoresces in the green (the fluorescence
maximum lies near 510 nm). It is generally accepted that the large shift of
the emission to longer wavelengths after near-UV absorption is caused by a
deprotonation reaction of the neutral chromophore in the excited state [62].
Upon excitation of the state A band with near-UV light, the chromophore
deprotonates on a picosecond timescale and subsequent proton transport oc-
curs, most likely via a hydrogen-bonded network that involves an internal
water molecule (W25) a serine residue (S205) and a terminal proton acceptor,
an ionized glutamate (E222) [63]. The thus formed intermediate state, with
a deprotonated, anionic chromophore and a protonated, neutral glutamate
is generally referred to as I * and is the emitting state of GFP, responsible
for the green fluorescence around 510 nm. An anionic ground state species,
which has been labeled I, can be stabilized and photoconverted back to A at
cryogenic temperatures [64]. It has been postulated that the molecular ground
state of the chromophore in this anionic form acts as an intermediate in the
GFP photocycle [62, 64–67]. However, with time-resolved spectroscopy only
the excited states A* and I * of GFP could be detected [68], and the molecular
nature and dynamics of any ground state intermediate remained elusive.
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MPTAS in combination with global analysis was successfully used as a tool
to directly measure the ground-state proton transfer dynamics in GFP [69].
By manipulating the excited and ground state populations using an addi-
tional femtosecond laser pulse that dumped the excited state I *, the so far
hidden anionic ground state of GFP was shown to be an integral part of the
photocycle.

Pump-probe spectra recorded on GFP with excitation at 400 nm are shown
in Fig. 9.11. The first spectrum (black line), taken at a delay of 400 fs, ex-
hibits a ground-state bleaching near 400 nm, an ESA band at 440 nm and
a broad SE band ranging from 450 to 550 nm. This stimulated emission can
primarily be assigned to the excited state of the neutral chromophore, A*. At
progressively increasing time delays, a pronounced SE band with maximum
intensity around 509 nm and a shoulder at 545 nm develops. The intensity
of the SE signal near 509 nm is a direct measure of the population of I *,
and these results demonstrate the formation of I * on a picosecond timescale,
which corresponds to the deprotonation reaction of the phenolic oxygen of the
chromophore [62]. Concomitant with the rise of SE, the excited-state absorp-
tion around 440 nm increases, indicating that like A*, I * has a pronounced
ESA in this spectral region. The transient absorption signal then slowly de-
cays to zero amplitude on a nanosecond timescale (spectra not shown). These
dynamics are also reflected in Fig. 9.12A, where the kinetic trace probed at
509 nm is shown (blue squares). The trace shows little signal at early times
after excitation. On a timescale of several picoseconds the SE signal rises to a
maximum (negative) amplitude. The SE signal subsequently decays to zero in
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Fig. 9.11. Time-resolved absorbance difference spectra recorded in GFP upon ex-
citation at 400 nm at the time delays indicated.
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about 3 ns, which corresponds mainly to radiative decay of I * to the ground
state [67,70].

Application of MPTAS to GFP

Pump-dump-probe experiments were performed with the aim to transfer pop-
ulation on a femtosecond timescale from the excited state to the ground state,
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thereby overruling the ‘slow’ 3 ns radiative decay [69]. The red circles in Fig.
9.12A show the kinetic trace at 509 nm in the presence of a short 540 nm
dump pulse, which overlaps with a shoulder of GFP’s fluorescence spectrum
and is fired 20 ps after the 400 nm excitation flash. Up to 20 ps, the trace over-
laps with an unmodified (i.e. without dump-pulse) transient absorption trace.
At 20 ps, a sudden decrease of the SE signal indicates that the excited-state
population has decreased as a result of the action of the dump pulse. Figure
9.12B contains the corresponding kinetic traces measured at 496 nm, showing
the appearance of a large induced absorption at 20 ps. This indicates that as
a result of the action of the dump pulse, a product species that absorbs at
496 nm is formed concomitantly with the depletion of the excited state. This
species corresponds to the ground state of the deprotonated chromophore, I,
and therefore this experiment clearly demonstrates, for the first time, a ground
state intermediate in the photocycle of GFP. Figure 9.12C shows the kinetic
trace at 492 nm, where I * shows an isosbestic point. At this wavelength, the
signals exclusively represent the dynamic behavior of the ground state species
I (red squares). We observe that after its formation by the dump pulse, the
I state disappears rapidly; the smooth curve represents a fit of the data with
a single exponential decay of 400 ps. Without the dump pulse the I state
remains invisible because it decays about ten times faster than it is formed.
To illustrate the spectral evolution induced by the dump pulse, time-resolved
spectra at selected delays are shown in Fig. 9.13, measured in the presence
(dashed lines) and absence (solid lines) of the dump pulse at 20 ps. As can
be seen from the difference spectrum taken at a delay of 22 ps (i.e., 2 ps af-
ter the dump pulse, Figure 9.12A), the stimulated emission band of I * from
509 to 600 nm has been significantly depleted. Moreover, a pronounced new
absorption band is observed near 500 nm in the PDP spectrum, along with
a 15 nm red-shift of the isosbestic point (at 492 nm in the PP spectrum),
indicating the formation of the ground state species upon dumping. Thus, the
dumped spectrum is a superposition of the excited state species I * and the
newly formed ground state species I. To assess the spectral properties of the
ground state species I, the difference spectrum of I * was scaled by a factor of
0.57 (to reflect that an estimated fraction of population 0.43 was dumped to
the ground state) and subtracted from the dumped spectrum. The resulting
double-difference spectrum (dotted line) corresponds to the ‘pure’ signal of
I. At subsequent delays of the probe pulse (450 ps and 900 ps, Fig. 9.13 B
and C), the absorption feature near 500 nm decreases significantly and the
‘dumped’ spectrum starts to resemble the undumped spectrum, indicating
that the newly formed ground state species indeed has a significantly shorter
lifetime than I *.

MPTAS data measured in both water and D2O buffer solutions were glob-
ally analyzed. The analysis revealed a pronounced effect of deuteration on the
observed dynamics, but virtually no influence on the spectra, as was expected
for a proton (or deuterium) transfer reaction [69]. The model used to interpret
and quantify the data is shown in Fig. 9.14 (upper panel) along with the tran-
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Fig. 9.13. Time-resolved absorbance difference spectra recorded for GFP at the
delays indicated after the excitation at 400 nm in the absence (solid line) and pres-
ence (dashed line) of a ‘dump’ pulse at 540 nm, applied 20 ps after the excitation.
The dotted lines denote a double-difference spectrum, in which a fraction of 0.57 of
the undumped spectrum is subtracted from the dumped spectrum, and denote the
‘pure’ difference spectra corresponding to the anionic ground state I.

sient spectra of the GFP photocycle intermediates (Fig. 9.14, lower panel).
Both proton transfer events in the excited and the ground state proceed in
a double-exponential fashion, with the resulting species-associated difference
spectra virtually identical for H2O and D2O solutions. The substantial differ-
ence is in the kinetics: the excited- and ground-state proton transfer is 2 and
12 times slower, respectively, when the proton is substituted to deuterium.
The estimated proton transfer time in the ground state is 440 ps. The im-
portance of this observation is in the fact that the proton back transfer in
GFP occurs in the molecular ground state, as do the vast majority of proton
transfers in biology. Thus using MPTAS the ‘true’, intrinsic rate constant of
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Fig. 9.14. Upper panel: kinetic scheme and potential energy level surfaces rep-
resenting the photocycle of GFP, to fit the multipulse and traditional transient
absorption data of GFP in H2O and D2O. The time constants by which the states
evolve into one another as estimated from the target analysis are indicated at the
arrows, with the values in parentheses representing those obtained for D2O. Lower
panel: Species-associated difference spectra (SADS, [19, 20]) of A*, I *, I 1, and I 2

species relative to the A state that result from a target analysis of the time-resolved
spectra recorded for GFP in H2O (solid lines) and D2O (dotted lines).



9 Biological systems: Applications and perspectives 761

the ground state proton transfer in a protein was determined by moving the
proton with the first femtosecond pulse to a terminal acceptor, and then ‘in-
stantaneously’ switching the pK of the donor back to its original value (by
applying the dump pulse and returning the donor to the ground state) and
watching the proton migrate back. It turns out that the characteristic time of
such migration is less than a nanosecond. When using other (chemical) meth-
ods than MPTAS, this measured rate is prone to be estimated slower because
some steps in the experimental sequence will probably be diffusion-limited
and much slower than the intrinsic rate.

9.3.3 Untangling the excited state dynamics of carotenoids

Carotenoids are vital for photosynthetic organisms for light-harvesting and
photoprotection, functions that are dictated by their conjugated π-electron
backbone. Nevertheless, the molecular mechanisms behind these functions are
not fully understood and in fact a concise description of their properties is
lacking. Carotenoids typically have a π-conjugation length between 7 and 13
(Fig. 9.15) and their spectroscopic properties are interpreted on the basis of
what is known for linear polyenes. Traditionally, their electronic structure has
been described as a manifold with two low-lying electronic states: S2 and S1

(the 1B+
u and 2A−

g polyene states) [71]. The S1 state has the same electronic
symmetry as the ground electronic state S0 (1A−

g ) and therefore is dark, i.e.
it is not observed in the linear ground-state absorption spectrum. The strong
absorption of blue-green light corresponds to the transition from S0 to S2.
The S2 state is easily observed in fluorescence-upconversion and pump-probe
(PP) measurements as it emits in the visible region and absorbs in the near-
infrared. S2 decays by ultrafast (∼200 fs) internal conversion (IC) to the
S1 state, which internally converts to the ground state, with a lifetime that
depends on the conjugation length (∼1 to ∼100 ps). The S1 state is easily
observed and characterized in PP experiments because of its distinctly strong
ESA in the visible [71].

The improvement of ultrafast spectroscopy led to the identification of sev-
eral features that can not be described in the frame of this simple model and
the assignment of newly observed spectral and temporal features in a variety
carotenoid-containing systems has been hotly debated. These features include
the vibrational cooling of the S1 and S0 states, the interference of additional
states, such as the 1B−

u and the 3A+
g , with the S2-S1 relaxation, the branching

of S2 to populate a state S*, which most likely is the precursor to the triplet
generation by singlet fission, etc. [71–75]. The electronic character and the
spectroscopic properties of these new carotenoid excited states have still to be
characterized and integrated into a comprehensive model linking carotenoid
structure with function. Clearly, identifying the underlying connectivity of
temporally overlapping states is crucial for interpreting their origin and un-
derstanding how and why Nature selected and shaped these molecules into
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the multifunctional biological pigment as we know them; MPTAS techniques
provide the experimental tools to further this understanding.

9.3.3.1 An additional excited state in β-carotene

A comparison of the transient absorption spectra of β-carotene measured 3 ps
after excitation at 400 and 500 nm, shows that the excitation at the higher
energy side of the S2 state (400 nm) generates a spectrum with a pronounced
shoulder on the blue side (500-525 nm) of the strong ESA of S1 which peaks
at ∼550 nm (green line in Fig. 9.16). This shoulder is absent when 500 nm
light is used for the excitation (black line in Fig. 9.16) To address this feature,
a series of multipulse experiments were performed [49].

The first was a PrPP experiment; an 800-nm pulse was used to repump
population from the S1 state to a higher excited state, 1 ps after 500 and
400-nm excitation. The effect of the additional 800 nm pulse on the transient
absorption spectra is shown in Fig. 9.16 (red and blue lines). When comparing
∆∆OD spectra (red and blue lines) to their respective PP spectra (green and
black lines), the effect is markedly different for the two pump wavelengths
that were applied. The ∆∆OD spectrum measured with 500-nm excitation
(red line) is similar to the respective PP signal in the S1 region (black line),
whereas after 400-nm excitation the ∆∆OD (blue line) lacks the blue shoulder
observed in the PP spectrum (green line). If the entire ESA band from 500 nm
to 600 nm were due to S1 state, the shapes of ∆∆OD and PP spectra should
be identical. This different response to the 800-nm pulse indicates that the
ESA shoulder originates from a species other than the S1 state. This species is
denoted S‡ [49]. The second MPTAS experiment performed was the addition
of a 530-nm pulse to the PP measuring scheme [49]. This pulse is resonant
with both the stimulated emission of S2 and the absorption of S1; its effect
on the observed PP kinetics depends on the exact timing (i.e. on the state
of the molecule that it finds it in). Figure 9.17 illustrates the effect of the
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Fig. 9.16. Pump-probe spectra of β-carotene measured 3 ps after excitation at
400 nm (green line) and 500 nm (black thick line). The spectra have been normalized
on the S1 ESA maximum (550 nm). Blue and red lines show the double difference
spectra (the difference between pump probe spectra in the presence and absence
of the 800 nm repump pulse). The red line to a pump wavelength of 500 nm, the
blue line - to a pump wavelength of 400 nm. The double difference spectra are also
normalized at 550 nm.

530-nm pulse on the population of S1: the S1 signal is largely depleted upon
interaction with the 530 nm pulse at 3 ps; the ensuing dynamics illustrates
that population returns back to S1 only partly. The complex dynamics is
observed at 580 nm, where the ESA is due to vibrationally hot S1 [72]. From
the observed kinetics, it can be inferred that the back relaxation from the
higher states involves the transient population of higher vibrational levels
within S1, before relaxing to the cool S1 within 500 fs.

An action trace measurement was performed to investigate the changes
induced on the 3-ps PP spectrum as the delay of the 530-nm pulse is varied (see
Fig. 9.10C). Figure 9.18 shows the action traces measured at two wavelengths:
450 nm (GSB) and at 550 nm, (S1 ESA peak). The effects differ significantly
and two timescales can be separated. At 450 nm and early times (when the
additional pulse is in resonance with the SE of S2), the ∆∆OD signal exhibits
a loss of GSB which results from the dumping of excited state population
from the S2 to the ground state. At 550 nm and early delays of the additional
pulse, a similar effect is observed, because the S1 population is also reduced
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Fig. 9.17. The effect of a 530 nm pulse on the pump-probe kinetics of β-carotene.
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depict the difference absorption signal in the presence of additional 530 nm pulse.

as a result of the S2 dump. An additional, longer, timescale is also present in
the 550-nm trace, describing the removal of population from the S1 state by
repumping its ESA at 530 nm.

Using global analysis, timescales and spectra that correspond to these two
processes were estimated [49] (see Fig. 9.18 bottom panel). A fast, 300 fs,
component which corresponds to the dumping of S2 describes the full loss
of the ESA band (also shown for comparison), i.e. due to both the S1 and
the S‡ bands, whereas the slow, 10 ps, component, describes the preferential
loss of the S1 ESA. The fact that S‡ is depleted after dumping S2 shows it
corresponds to an excited state which is formed via S2, and which, as both
800 nm and 530 nm repump experiments illustrate, is separate from S1.
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Fig. 9.18. Action traces (top) and spectra (bottom) measured for β-carotene with
a 400 nm pump and 530 nm dump/repump pulse. The probe delay was 3 ps (see
Figure 3C). In the top panel, the relative ∆∆OD signal is shown as a percentage of
PP signal at two different probe wavelengths (indicated on the figure). The bottom
panel contrasts the pump-probe spectrum measured at 3 ps probe delay (blue line),
action spectrum of S2 (solid line) and action spectrum of S1 (green line).

The S‡ is not dissimilar from the S∗ state, which was observed in several
other carotenoids; however, unlike S‡, high-energy excitation is not required
to create S∗ and moreover its ESA is not as blue-shifted and broad as that of
S‡ [73,76]. The nature and relationship of these states remains elusive. Calcu-
lations on polyenes [77] predict two electronic states, apart from S1, under S2,
the 1B−

u and the 3A−
g states. However, in order to assign the observed S‡ (or

the S∗) to either of them, determination of their 0-0 energy is required. It is
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also unclear to what degree the spatial configuration of carotenoids influences
their excited-state manifold; it has been proposed that the relaxation in the
excited state manifold of β-carotene includes minor structural changes [72] and
that in light-harvesting complexes, the protein-imposed configuration controls
an additional deactivation channel [78]. Thus, it was concluded that these new
states result from overcoming configurational barriers in the S2 state when
excited with additional excitation energy [49].

9.3.3.2 Excited state equilibrium between charge transfer state
and S1 in peridinin

Responding to the presence of only blue/green light underwater, photosyn-
thetic marine organisms often rely on carotenoids rather than chlorophylls
for light harvesting; the highest carotenoid/chlorophyll ratio (4:1) is found
in the water-soluble peridinin chlorophyll protein (PCP) of the dinoflagellate
Amphidinium carterae [79].

Peridinin is special among carotenoids because its carbonyl group induces
a large dependence of its excited state manifold and dynamics on the solvent
polarity and, in the case of protic solvents, also on the excitation wavelength
[74, 79]. In polar solvents, a distinct SE band is observed in the near-IR,
which is absent in nonpolar media [74]. This band has been attributed to an
intramolecular charge transfer (ICT) state of peridinin. The exact relationship
of the ICT state with the S1 state, the only state observed in nonpolar solvents,
has been debated, both in experimental [79,80] and theoretical [80,81] works,
and is not elucidated yet: are they separate states or are they the same entity?
This complex excited state structure makes peridinin a challenge that MPTAS
techniques can help to address.

To investigate the complex excited state dynamics, a PDP experiment on
peridinin in methanol was performed; the molecule was excited at 530 nm
and an 800-nm pulse was then used to dump the near infrared SE of the ICT
state [82]. Figure 9.19A shows the normalized PP spectra measured 1 ps and
10 ps after excitation. The region below 550 nm, which has been associated
with the ESA of the S1 state [79,80], is enhanced in the 10-ps spectrum. This
implies that S1 is populated on the timescale of a few picoseconds after the
ICT state. Figure 9.19B contains the ∆∆OD traces measured in the PDP
experiment with the dump pulse placed 3 ps after the pump pulse. Before the
interaction of the dump pulse with the sample (probe delay less than 3 ps),
the signal is zero - the dump pulse has not arrived yet and therefore the PP
and PDP data are identical. The induced change appears upon the arrival of
dump pulse and has a temporal profile that depends on the probe wavelength:
the peak of the ICT ESA at 590 nm is lost instantaneously, whereas the loss
at 535 nm (S1 ESA) and 435 nm (GSB) shows slower, and more complex,
dynamics. Figure 9.19C contrasts the ∆∆OD spectra to the PP spectra at
two probe delays after the 3-ps dump. At a probe delay of 3.5 ps, the ∆∆OD
spectrum does not have any amplitude in the S1 region and indicates that the
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Fig. 9.19. Transient absorption measurements for peridinin in methanol after 530-
nm excitation. A. pump-probe spectra measured at different probe delays; B. Pump-
dump-probe ∆∆OD kinetics with the 800-nm dump pulse placed at 3 ps; C. The
∆∆OD spectra (blue lines) measured at probe delays of 3.5 ps and 14 ps contrasted
to the respective pump-probe spectra (red lines).

dump pulse selectively depletes the ESA of the ICT-state; in contrast, the loss
found at a probe delay of 14 ps is uniform across the complete ESA as the
∆∆OD spectrum overlaps with the PP spectrum. This leads to a conclusion
that the S1 state is separated from the ICT state: the dump does not affect
it in the same instantaneous fashion. However, the fact, that after a certain
time delay S1 does exhibit a response, indicates that the S1 and the ICT state
are in equilibrium with each other.
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Fig. 9.20. Kinetic scheme used to model the excited states of peridinin [82]. GSI
denotes the unequilibrated ground state that is produced by the relaxation (or dump-
ing) of the ICT state.

The connectivity scheme shown in Fig. 9.20 was proposed, that allowed
to explain the observed PP and PDP data on peridinin [82]. Upon excita-
tion, population is transferred to the S2 state, which then relaxes through
two separate (branched) pathways, populating either the S1 state or the ICT
state. This relaxation involves an unrelaxed, ‘hot’ intermediate similar to other
carotenoids [71, 72]. Both the natural and the dumped evolution of the ICT
state populates an unequilibrated ground state, which in turn decays into the
equilibrium ground state. The single trace that shows this most clearly is the
435 nm trace in Fig. 9.19B (blue): upon dumping, the bleach does not recover
instantaneously, but ground state equilibration dynamics takes place. In ad-
dition to their own decay pathways, the populations of the S1 and ICT states
are in equilibrium with each other - another result that was deduced from
MPTAS experiments.

9.3.4 Resolving the primary steps of photoactive yellow protein
photocycle

The Photoactive Yellow Protein (PYP) is a small, 125 amino acid contain-
ing, water-soluble protein found in the bacterium Halorhodospira halophila
and is responsible for triggering the negative phototaxis response of the or-
ganism to blue light [83–85]. PYP contains an intrinsic chromophore, para-
coumaric acid, that is covalently bound to the protein backbone via a cysteine
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residue [86–89]. Upon photoexcitation, this chromophore undergoes a trans-
cis isomerization around its double bond [89–91] and initiates a complicated
series of reversible reactions that extends over 15 decades in time extending
from femtoseconds to seconds [92–95]. These isomerization-induced processes
include chromophore protonation [92, 96], protein unfolding [93], hydrogen-
bond disruption [97, 98], and their corresponding recovery reactions. Hence,
PYP is an excellent system for studying the complex relationship between
protein dynamics and chemical reaction dynamics and more specifically how
Nature has tuned both to produce biological function. The properties and the
photocycle of PYP have been extensively studied (see [99–101] for review),
here we will mostly concentrate on the application of MPTAS to investigate
the primary events occurring in PYP after the excitation.

Ultrafast PP transient spectra of wt-PYP, excited with ultrafast 395-nm
excitation pulses, are shown in Fig. 9.21, spanning probing times from 180 fs to
4 ns [48]. The collected spectra and dynamics of the PYP system are similar to
the data measured in other dispersed PP measurements on PYP [94,102–104].
All transient spectra show GSB, peaking at the maximum of the absorption
spectrum (446 nm). The 180 fs and 2 ps spectrum also exhibit a broad negative
band at 500 nm and a pronounced positive band at 370 nm, which are ascribed
to the SE and the ESA band, respectively. In contrast, the 35 ps, 500 ps and
4 ns spectra no longer exhibit clear SE bands, but instead show positive prod-
uct state absorption bands peaking at 500 nm and 480 nm, respectively, which
are ascribed to the product state absorptions of the initial red-shifted interme-
diates in the PYP photocycle: I0 and pR [99,100]. The 35 ps, 500 ps and 4 ns
PP spectra also exhibit a noticeable positive sharply peaked band at 360 nm
that has not been previously ascribed to either the I0 or the pR product state
band. Since the ultrafast fluorescence signals on PYP show that no apprecia-
ble excited state population remains at this time [105–107], this sharply fea-
tured band is not ascribed to the similar UV ESA band observed in the 180 fs
and 2 ps spectra. Furthermore, a weak broad absorption is observed in the
4 ns spectrum, which extends beyond 550 nm. Excitation power-dependence
of these bands along with the MPTAS (PDP) measurements allowed to at-
tribute these bands to a photoionization of the PYP chromophore, resulting in
hydrated electron responsible for the broad induced absorption band at wave-
lengths longer than 550 nm, and the radical of the chromophore, featuring the
sharp induced absorption band around 360 nm [48].

From the spectra shown in Fig. 9.21, it is obvious that the pump-probe
spectrum is composed out of largely overlapping bands (both spectrally and
temporally) due to different initial intermediates in the PYP photocycle. Get-
ting a picture of how precisely the initial steps of PYP photocycle are or-
ganized is impossible using pump-probe and fluorescence upconversion data
alone. For example, the near complete overlap of the SE band with the
absorption of the first photoproduct, I0, precludes directly correlating the
quenching timescales of the excited state with the timescale of photocycle
initiation [94, 104, 108]. Because of this ambiguity, different kinetic schemes
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Fig. 9.21. Representative dispersion corrected transient PP spectra. The region
around the pump excitation wavelength (395 nm) is corrupted due to scatter from
the pump pulse.

have been proposed for modeling the initial dynamics of the PYP photocy-
cle [102,104]. MPTAS was applied to get a better understanding of the initial
dynamics of PYP [48].

Representative kinetic traces from two PDP data sets dumped at 500 fs
(green circles) and 2 ps (solid blue circles) are shown in Fig. 9.22, overlapping
the PP signals (red triangles). The dump pulse shifts part of the population
from the excited state to the ground state, which is observed as a loss of SE
(550 nm) and ESA (375 nm) with a concomitant recovery in the bleach region
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Fig. 9.22. Selected PP (red triangles) and PDP traces dumped at 500 fs (green
circles) and 2 ps (blue circles). Symbols are the experimental data and the solid
lines are the results of the global fits to these data. Note that the time axis is linear
up to 5 ps, and then logarithmic to 1 ns.

(445 nm). However, the relative magnitude of the GSB recovery at 445 nm
(∼25%) is not comparable with the depletion of the SE and ESA (∼50%), sug-
gesting the involvement of a third intermediate state that temporarily stores
ground-state population before refilling the bleach on a longer timescale. This
ground state intermediate (GSI) is more clearly observed as an increase in
the dump-induced absorption in the 480 nm and 490 nm traces, where a local
maximum in both the PP and the PDP signals is observed. The structural
basis of this intermediate state is not known; it may originate from a com-
peting structural rearrangement motion (e.g. rotation about one of the sigma
bonds, instead of the double bond of the chromophore) or from a local mini-
mum in the ground state potential energy along the isomerization coordinate.
The smaller dump effect in the 350-nm trace is indicative of the insensitivity
of the overlapping radical contribution to the dump pulse; this observation
is useful for characterizing photoionization properties. Such characterization
was performed by measuring the action trace with the probe pulse placed at
500 ps after the excitation and scanning the dump pulse. This action trace
is shown in Fig. 9.23, which shows the dump effect as a function of dump
delay on the GSB (red triangles), I0 induced absorption (green diamonds),
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Fig. 9.23. Action trace of PYP, measured with probe time at 500 ps. Plotted is
the ∆∆ODrel signal (PDP-PP)/PP vs. the dump time. The red triangles are the
dump-induced depletion of the bleach (446 nm) and the green diamonds are the
induced-depletion of the I0 photoproduct absorption (510 nm). The black squares
and blue circles are the depletion of the radical (370 nm) and the ejected electron
(620 nm) respectively. The amplitude of the PP signals were 13 mOD (radical), 30
mOD (bleach), 12 mOD (I 0) and 4 mOD (electron). Overlapping the bleach and I 0

signals is the fitted excited state population resulting from global analysis.

combined ESA and radical band (black squares) and hydrated electron band
(blue circles). As expected for photoionization, which is a near-instantaneous
process, the radical and electron bands in 500 ps pump-probe spectrum re-
main completely unaffected by the dump pulse, regardless of its timing. The
action traces measured in the spectral regions of GSB and I0 induced absorp-
tion allow to monitor the efficiency of entering PYP photocycle as a function
of time [48]. By comparing them to excited state population (solid lines in
Fig. 9.23), which can be estimated from the intensity of SE or ESA, one can
see, that in the early times, the probability of producing an I0 intermediate
is surprisingly much higher.

On the basis of these PDP data and the PP data two self-consistent kinetic
models were constructed to describe the observed dynamics (Fig. 9.24) [48].
Both the homogeneous (Fig. 9.24B) and the inhomogeneous (Fig. 9.24A) mod-
els describe the observed PDP and PP dynamics as an evolution between dis-
crete interconnected transient states that are separated into four categories:
i) excited-state dynamics, ii) ground-state dynamics, iii) photocycle dynamics
and iv) an ionization channel. Whilst both models produce similar quality fits
to the measured PDP data, their respective interpretations differ. The kinetic
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Fig. 9.24. Connectivity schemes compatible with the data and used in the global
analysis for the PDP: A) inhomogeneous model and B) homogeneous model. Dy-
namical states are separated into four classes: excited state (red), ground state
(blue), photocycle products (green) and two-photon ionization dynamics (black).
ESI1, ESI2, and ESI3 refer to the excited state lifetimes τ1, τ2 and τ3 respectively.
pG is the equilibrated ground state species, and GSI is the ground state intermedi-
ate. Thick solid arrows represent the initial excitation process from the laser pulse
and thin solid arrows dynamics represent the natural PP population dynamics. The
dashed arrows represent the population transfer dynamics that may be enhanced
with the dump pulse. Sn is a higher lying electronic state and pCA• is p-coumaric
acid PYP chromophore radical after ionization.

models differ primarily in the connectivity scheme for the excited-state evolu-
tion, and with respect to which state(s) is (are) initially excited by the applied
laser pulse (thick black lines). Whilst the inhomogeneous model ascribes the
multiexponential excited-state behavior to a superposition of multiple sub-
populations with differing decay times, the homogeneous model ascribes the
multiexponential decay to evolution along the excited-state potential energy
surface.

The PDP technique probes the reaction yield of each ESI by dumping
the ESI at different times and then probing the magnitude of the change
of the I0 photoproduct absorption. The PDP data favor the inhomogeneous
over the homogeneous model since each ESI does not have the same yield
in initiating the PYP photocycle. This observation, in combination with the
global analysis of the kinetic trace PDP signals, supports the observation that
ESI1 has the highest yield (∼40%) followed by ESI2 (20%), whereas ESI3 has a
near negligible yield (∼1%) in initiating the photocycle. A homogenous model
would require that the excited state population would have a time-dependent
yield and evolve across a complex potential energy surface with quenching
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pathway(s) that compete with photocycle generation. The inhomogeneous
model, in contrast, is simpler to interpret.

In summary, photoinduced dynamics of biological systems presents a sig-
nificant challenge to laser spectroscopists. Besides the problems related to the
nature of the samples (biological material is ‘soft’, difficult to obtain in large
quantities, and often unstable under laser light illumination), the dynamic
properties of biological molecules are inherently complex. Photoactive pro-
teins and pigments use the light in a variety of ways, their principle reaction
pathways occur in parallel with the cul-de-sac events and the spectral features
of different photoreaction intermediates co-exist in time and spectrally overlap
with reaction ‘byproducts’. These properties often prevent unambiguous inter-
pretations of ultrafast spectroscopic data obtained in ‘traditional’ ways, such
as pump-probe and fluorescence up-conversion. Multi-pulse transient absorp-
tion spectroscopies, together with the state-of-the-art achievements in laser
technology, open up the possibilities of bringing the understanding the light-
induced biological reactions to a qualitatively new level.

9.4 Laser pulse control of excitation energy dynamics
in biological chromophore complexes

B. Brüggemann and V. May

The investigation of electronic excitations in chromophore complexes known as
Frenkel excitons represents one major application of femtosecond spectroscopy
(for recent introductions into this field see [109, 110]). Of particular interest
have been studies of light harvesting antennae belonging to the photosynthetic
apparatus of bacteria or higher plants (cf. the overview in [111,112]). Although
femtosecond laser pulse control techniques are widely used meanwhile (see
[113,114] and Chapter 2 for an up to date overview), there only exist a single
example where these techniques have been applied to chromophore complexes.
Reference [115] describes such an application to discriminate between internal
conversion and excitation energy transfer taking place among a carotenoid and
bacteriochlorophyll (BChl) molecule in the light harvesting antenna LH2 of
purple bacteria.

This concept of guiding excitation energy into one of two particular trans-
fer channels will be put here into a more general frame. In the following, a
theoretical analysis is presented of laser pulse controlled excitation energy
motion and localization in systems of strongly coupled chromophores like the
FMO–complex or the PS1 (for both antenna systems see [111]). While gen-
eral aspects have been already discussed in [116–118] emphasis is put here
on polarization control [119] (see also [120]). This is of particular interest
since recent pulse shaping technology allows for a simultaneous and inde-
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pendent manipulation of the two different polarization directions of the laser
beam [121].

When studying Frenkel excitons one is faced with spatially delocalized
excited states with the basic electronic excitations, however, completely lo-
calized at the individual chromophores of the complex. The respective state
vector for such a localized excitation will be denoted as |φm〉 with the index
m indicating the excited chromophore. The strong coupling among different
chromophores results in the formation of delocalized (single)–exciton states
|α1〉 =

∑
m C(α1;m) |φm〉 with energy �Ωα1 . This energy is much larger than

the thermal energy (at room temperature conditions) and if the coupling to
vibrational coordinates remains weak, as it is often the case, excitation energy
transfer may proceed coherently up to some 100 fs.

The particular control task which will be discussed in the following aims
at an excitation energy localization at a single chromophore at a definite time.
The localization has to be achieved against the tendency to form delocalized
states. It requires the photo–induced formation of an excitonic wave packet,
i.e. the time–dependent superposition

∑
α1

Aα1(t)|α1〉 of the various exciton
states. This has to be done in such a way that at the final time tf of the
control task the superposition corresponds to excitation energy localization
at a particular chromophore m, i.e.

∑
α1

Aα1(t = tf )|α1〉 = |φm〉. Of course,
it would be of interest to study a situation where the time tf to reach the
target state is replaced by a time–interval around tf as it would be necessar-
ily the case in an experiment which proofs the suggested excitation energy
localization [122–124]. If the detection interval, however, amounts to clearly
less than 100 fs it would not change the outcome so much, since the exciton
dynamics in the considered systems is slow on a sub–100 fs time–scale.

To form the superposition state
∑

α1
Aα1(t)|α1〉 all exciton states in a

control task have to be addressed, therefore the oscillator strength should be
distributed over all exciton states |α1〉 which excludes the use of highly sym-
metric complexes for such studies. For an appropriate non–regular structure,
however, different transition dipole moments dα1 may also posses different
spatial orientations. This would favor the use of polarization shaped control
fields. The spatial orientation of E(t) (perpendicular to the propagation direc-
tion) would increase the flexibility for putting the various coupling expressions
dα1E(t) in the right order of magnitude at the right time interval to achieve
the proper wave packet formation. (Of course, a random spatial orientation
of the complexes has to be included into these considerations.)

The description of excitation energy localization discussed so far has to
be generalized to the inclusion of exciton relaxation and dephasing originated
by the presence of exciton–vibrational coupling. This requires an approach
based on open system dynamics techniques, i.e. by introducing the (reduced)
exciton density matrix. Moreover, one has to account for structural and ener-
getic disorder. Such a combination of density matrix propagation, polarization
shaping, and disorder to solve the control task using the Optimal Control The-
ory (OCT) is new and will be explained in detail in the following sections.
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First, in the subsequent section, the exciton model and the density matrix
description are introduced. Afterwards, a specific implementation of the OCT
is shortly explained. Some selected results are presented in the last section.

9.4.1 Excitons in biological chromophore complexes

When studying chromophore complexes by ultrafast and intense laser pulses
higher excited states of single molecules as well as of the whole complex have to
be taken into account. It results the multiexciton scheme which found various
applications in different non–biological complexes as well as photosynthetic
antenna systems [111,112]. The respective basic model applied in the following
is explained in Fig. 9.25.

Based on this model one may introduce singly excited states |φm〉 of the
complex as well as doubly excited states |φmn〉, corresponding to a double
excitation of a single molecule (m = n) or the simultaneous single excitation
of two different chromophores (m 
= n). Their superposition may result in
single–exciton states |α1〉 =

∑
m C(α1;m)|φm〉, with quantum numbers α1

Fig. 9.25. Excitation energy transfer in a chromophore complex (left part) with
the chromophores (tetrapyrrole type molecules) arranged to a planar complex and
described by a three–level model. Beside the electronic ground–state energy Eg (not
shown) every chromophore is characterized by a first excited state with energy Ee

and a higher excited state with energy Ef . Excitation energy transfer is possible
via de–excitation of chromophore n (from Ee to Eg, shown by vertical arrow) and
excitation of chromophore m (from Eg to Ee). Both processes are caused by the
Coulombic inter–chromophore coupling Jmn (broken line). Transfer of the double
excitation of a single chromophore is realized by J ′

mn (double excitation via a fusion
of two single excitations is also possible). A single chromophore may be excited by
photon absorption (vertical dotted arrows). The right part shows the manifold of
single and two–exciton levels with energies E(α1) ≡ �Ωα1 as well as E(α2) ≡ �Ωα2

and resulting from a superposition of singly and doubly excited states of the complex,
respectively (full arrows: optical excitation, broken arrow: radiationless decay of
two–exciton state via exciton–exciton annihilation).



9 Biological systems: Applications and perspectives 777

5

2

6

F

3

41

C

A
E

B

D

G

Fig. 9.26. Spatial arrangement of the seven BChls in the monomeric FMO complex
of Prosthecochloris aestuarii (without protein matrix, the used counting scheme
labels BChl 1 to 6, BChl 7 is positioned in the center) [125]. Atoms in line of the
respective Qy dipole moments are marked (all parameters used in the calculations
can be found in [116, 126]). The different arrows display the magnitude and spatial
orientation of the exciton transition dipole moments dα1 (to distinguish the labeling
from those of the BChl, capital letters A to G have been used for α1 = 1 to 7). Note,
that the exciton levels 3 and 5 mainly contribute when BChl 7 should be exclusively
excited [116].

as well as in two–exciton states |α2〉 =
∑

m,n C(α2;m,n)|φmn〉, with quan-
tum numbers α2. Using these states and accounting for all inter–chromophore
Coulombic interactions (often used in the form of a dipole–dipole coupling,
cf., for example, [110]) the complete electronic part of the overall Hamil-
tonian can be diagonalized (with the vibrational coordinates fixed at their
ground–state equilibrium configuration). Both types of states together with
the ground–state |α0〉 ≡ |φ0〉 define the multiexciton part Hmx of the overall
Hamiltonian Hmx =

∑
N

∑
αN

�ΩαN
|αN 〉〈αN |. Here, N = 0, 1, 2 counts the

so–called exciton manifolds and the �ΩαN
define the respective spectrum.

Besides Hmx the chromophore complex Hamiltonian

HCC(t) = Hmx + Hmx−vib + Hvib + Hfield(t)

includes the coupling to intra- and inter-molecular vibrations (Hmx−vib) and
the coupling to external laser fields (Hfield(t)). Neglecting inter–manifold cou-
pling, the multiexciton–vibrational coupling is given by:
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Hmx−vib =
∑
N

∑
αN ,βN

H
(mx−vib)
αN βN

|αN 〉〈βN |

with the matrix elements expanded with respect to the vibrational coordi-
nates qξ, i.e. H(mx−vib)

αN βN
=
∑

ξ �ωξgαN βN
(ξ)qξ. This represents the most basic

expression. Its introduction can be understood as the result of a normal–mode
description of all vibrations (with parabolic PES). Accordingly, the Hamil-
tonian Hvib is that of decoupled harmonic oscillators. Often, a vibrational
modulation of the inter–chromophore coupling is neglected. More involved
formulas as well as the derivation of the matrix elements gαN βN

(ξ) can be
found in, e.g., [110,112,127,128] ( [127] puts also emphasis on internal conver-
sion processes being responsible for exciton–exciton annihilation, see below).
The Hamiltonian Hfield(t) describing the coupling to the radiation field E(t) is
written in the standard form −µ̂E(t) where the chromophore complex dipole
operator µ̂ includes ground–state single–exciton transitions with dipole ma-
trix elements dα1 and transitions from the single into the two–exciton states
with dipole matrix elements dα2β1 .

In order to specify the multiexciton approach to light harvesting antenna
complexes a three–level model (see Fig. 9.25) is introduced for every Chloro-
phyll (Chl) or Bacteriochlorophyll (BChl) molecule. The so–called Qy–state of
tetrapyrroles is taken as the first excited state. The higher excited state has to
be considered as a representative of the multitude of higher excited electron–
vibrational states (it has to be introduced to allow for intra–chromophore
excitations in the same energetic range where the energy of two singly ex-
cited states at different chromophores is positioned). Besides their energy level
structure every chromophore has to be characterized by transition dipole mo-
ments. If data on the electronic inter–chromophore couplings are available they
can be used to define the respective expressions in the Hamiltonian. Other-
wise one applies the dipole–dipole approximation (necessary in any case if the
higher excited states are concerned). Finally, the spectral densities resulting
from the coupling to the multitude of vibrational coordinates (see below) are
fixed by fitting optical absorption or luminescence. Independent calculations
are not available so far (cf. also [111,112]).

To describe the light–driven exciton dynamics in the presence of relaxation
and dephasing the multiexciton density matrix is introduced

ρ(αM , βN ; t) = 〈αM |ρ̂(t)|βN 〉 , (9.3)

where ρ̂(t) denotes the related reduced density operator. The diagonal ele-
ments ρ(αM , αM ; t) define the exciton level populations and the off-diagonal
ones the different coherences, which may refer to the same manifold or to
different manifolds. There are different ways to compute ρ(αM , βN ; t). Here,
a description is chosen based on the following Markovian quantum master
equation

∂

∂t
ρ̂(t) = − i

�
[Hmx + Hfield(t), ρ̂(t)] −Rmx−vibρ̂(t) . (9.4)
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The multiexciton Hamiltonian Hmx together with the coupling to the external
laser pulses Hfield(t) determine the reversible part of the quantum master
equation, whereas energy relaxation and dephasing are accounted for by the
superoperator Rmx−vib. The latter is assumed to take the following form

Rmx−vib ρ̂(t) =
∑

N=1,2

∑
αN ,βN

k
(mx−vib)
αN→βN

{1
2
[
|αN 〉〈αN |, ρ̂(t)

]
+
− |βN 〉〈αN |ρ̂(t)|αN 〉〈βN |

}
. (9.5)

The transition rates k
(mx−vib)
αN→βN

are mainly determined by the spectral densities
JαN βN ,βN αN

taken at the transition frequencies ΩβN
− ΩαN

. The single–
exciton spectral density, for example, is given by the expression Jα1β1,β1α1(ω)=∑

m | C(α1;m)C(β1;m) |2 Je(ω), including chromophore local spectral func-
tions Je(ω) (a more involved description can be found in [112]). Notice that
the spectral densities account for delocalized multiexciton states since they
are defined in using the related expansion coefficients. Often it becomes
also necessary to account for exciton–exciton annihilation as the dominant
non–radiative two–exciton decay channel. For respective considerations see
[111,112,127,128].

The sequence of approximations necessary to arrive at (9.4) and (9.5)
is well documented in the literature (for a recent overview see [129, 130]).
One has to carry out a second order perturbation theory with respect to the
exciton–vibrational coupling. The correlation time of the vibrational equilib-
rium correlation function should be short enough to allow for a neglect of
non–Markovian contributions, the laser pulse field strength has to be small
enough to exclude contributions in Rmx−vib and, finally, the spectra of single
and two–exciton states have to be anharmonic to neglect the coupling between
diagonal and off–diagonal density matrix elements.

9.4.2 Theory of femtosecond laser pulse control

Theoretical simulations of laser pulse control experiments are mainly carried
out in the framework of the Optimal Control Theory (OCT) [110,131,132] and
Chapter 2. It allows one to compute the laser pulse (the control field) E which
optimizes the observable O measured in the particular control experiment
(taking place in the time interval from t0 up to tf and under the constraint of
a finite laser pulse intensity). Therefore, one searches for an E(t) which leads
to an extremum of the overall control functional:

J [E] = O[E] − λ
(1
2

tf∫

t0

dt E2(t) − I0
)
. (9.6)

The second term represents the constraint to ensure finite control field inten-
sity fixed by the value I0, and the quantity λ is a Lagrange multiplier. (Often
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one avoids to adapt the field to the predetermined intensity but fixes λ by a
reasonable value and determines the related I0 after the control task has been
solved.) The field E resulting in an extremum of O[E] will be called the opti-
mal field. This scheme has been widely applied to the description of pure state
molecular dynamics. Generalizations to open molecular system have been also
worked out, but found less applications (cf. [133–136]).

A rather general expression for O defined via a trace expression with re-
spect to the multiexciton levels and the multiexciton density operator is given
by

O[E] =

∞∫

t0

dtf

∫
dp trmx{Ô(tf ; p)ρ̂(tf ; p)} . (9.7)

It accounts for a distribution of the final time tf where the observable (rep-
resented by the operator Ô(tf ; p)) has to be maximized (for example, opti-
mization of the probe–pulse signal in a pump–probe scheme [122–124]). p is
a parameter or set of parameters which should refer to a particular property
changing among the individual molecules. Therefore, O[E] not only accounts
for a distribution of the operator Ô in time but also in the space of the parame-
ters p. Then, O is ready to describe, for example, inhomogeneous broadening
present in the considered molecular system. In this case p counts all molecules
in the sample, where the properties of the single molecules, for example, their
excitation spectrum change from molecule to molecule.

The determination of the optimal control field is achieved by searching
for the extremum of J , i.e. the solution of δJ/δE = 0. The solution of the
resulting it gives the temporal behavior of the optimal pulse (self–consistency
condition for the optimal field)

E(t) =
i

�λ

∫
dp

∞∫

t

dtf trS{Ô(tf ; p)U(tf , t; p;E)[µ̂, ρ̂(t; p)]} . (9.8)

The field at time t is determined by the commutator of the dipole operator
with the density operator taken also at time t, but further propagated up to
tf . The latter procedure is indicated by the action of the time–propagation su-
peroperator U(tf , t;E) (depending on the parameter set p and at the presence
of the field E). Notice also the integration with respect to tf which originates
from the time distribution of Ô. To solve (9.8) one rearranges the trace expres-
sion in order to replace

∫∞
t

dtf Ô(tf ; p)U(tf , t; p;E) by the auxiliary density
operators θ̂(t; p) propagated backwards in time (see also [134, 135]). The re-
spective equation of motion is different from that with Rmx−vib. A changed
expression appears (cf. [116]) which enables a stable propagation backward
in time (in the presence of dissipation and of the field). The control task is
solved by a combined iterative forward and backward propagation [133] (see
also [134,135]).
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If energetic disorder is considered a discrete set of different ρ̂(t; p) and
θ̂(t; p) appears with p counting the different complexes in the ensemble. Ac-
counting also for polarization shaping (E consists of an x– and y–component
perpendicular to the propagation direction), (9.8) reads (j = x, y):

Ej(t) =
1

NCC

∑
p

i

�λ
trmx{θ̂(t; p)[µ̂pj , ρ̂(t; p)]} . (9.9)

Here, µ̂pj denotes the x– or y–component of the dipole operator and NCC is
the number of different chromophore complexes considered in the disordered
ensemble. Now, the optimal pulse E(t) represents a compromise with respect
to the driven dynamics in the individual chromophore complexes of the dis-
ordered ensemble. In order to calculate E(t) one has to solve simultaneously
the coupled equations of motion of the various ρ̂(t; p) and θ̂(t; p).

9.4.3 Controlling excitonic wave packet motion
in the FMO complex

The multiexciton density matrix theory in combination with OCT has been
used to study fs laser pulse induced excitation energy localization in the PS1
[118] and the FMO complex [116, 119]. Here, emphasis is put on the latter
example. Focusing on energy localization at a particular time tf , the operator
Ô introduced in (9.7) which characterizes the target of the control task is given
by the projector |φmtar〉〈φmtar | times δ(tf − τf ). Then, O[E] of identified with
the population of the target state Ptar at t = τf and can be calculated from
the single–exciton density matrix according to

Ptar(τf ) =
1

NCC

∑
p

∑
α1,β1

Cp(α1;mtar)C∗
p (β1;mtar)ρp(α1, β1, τf ; p) .

(9.10)

Fig. 9.27 displays respective results for excitation energy localization at chro-
mophore 7 of the monomeric FMO–complex (cf. Fig 9.26), but in the absence
of two–exciton states and disorder. Most efficient localization is achieved for
a control pulse length of around 600 fs. As has to be expected an increase
in temperature acts counterproductive. The effect of transitions among the
single and two–exciton manifold is demonstrated in Fig. 9.28. It results in a
reduction of Ptar(τf ) from a value above 0.6 to a value somewhat below 0.4.
To correctly rate this value one has to notice that the probability to stay in
the chromophore complex ground–state is larger than 0.4. Therefore, it is ad-
visable to consider the renormalized target state population Ptar(τf )/P0(τf )
which amounts to a value of about 0.6 (P0(τf ) is the ground–state population).

This justifies in part to neglect the two–exciton states when considering the
influence of disorder (note also that an iteration of the OCT equations com-
bined with an ensemble averaging now refers to less than 60 density matrix
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Fig. 9.27. Excitation energy localization in the FMO complex demonstrated by the
population Ptar, (9.10) of the single BChl Qy–state mtar = 7 (cf. Fig. 9.25) at tf .
The population is drawn versus the pulse duration tf −t0 as well as in the absence of
dissipation and for different temperatures. All data have been obtained in neglecting
two–exciton states as well as disorder and after up to 50 iterations of the coupled
density matrix equations for forward and backward propagation.

Fig. 9.28. Temporal evolution of excitation energy localization in the FMO com-
plex, including transitions into the two–exciton manifold and a decay via exciton–
exciton annihilation (target site mtar = 7, pulse duration τf − t0 = 600 fs, T =
4 K, neglect of disorder) Upper part: time–dependence of the control field, lower
panel: overall single– and two–exciton state population as well as the target site
population.
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equations compared to about 1000 for the inclusion of two–exciton states).
In any case the presence of disorder further decreases the control yield as
shown in Fig. 9.29 (upper panel). Fortunately, this inefficiency can be com-
pensated when changing to laser pulse control including polarization shaping.
The possibility of an independent control of both polarizations of the field
increases the control yield considerably (cf. the lower panel of Fig. 9.29). As
demonstrated also in Fig. 9.29 the time interval where the two components
(x– and y–component) of the field are non–zero becomes longer compared
to the control with a linearly polarized field (the different sub pulses of the
two components act out of phase indicating strong elliptic polarization of the
control field).

9.5 Light induced singlet oxygen generation

I. Corral, L. González, A. Lauer, and K. Heyne

During the last decade drugs with endoperoxide groups have become more and
more important. They are synthesized as antimalarial drugs [137, 138] or as
photosensitizers for cancer treatment in photodynamic therapy (PDT) [139].

Malaria, along with tuberculosis and the human immunodeficiency virus
(HIV), form a disease triad that accounts for almost half of all the infectious
disease mortality. Malaria is transmitted by the bite of an infected female
Anopheles mosquito that transfers to the human host up to four different
species of Plasmodium parasites. Traditionally, malaria has been treated with
quinolines. Unfortunately, most of the parasites responsible for the vast ma-
jority of fatal malaria infections, have become resistant to quinolines. Today,
the most potent antimalarials available are artemisinins, extracted from sweet
wormwood (Artemisia annua), rapidly killing all asexual stages of Plasmod-
ium falciparum by specifically inhibiting its sarcoendoplasmic reticulum Ca2+

ATPase ortholog [140]. The special feature of Artemisinin is an endoperoxide
group which can be cleaved or dissociated by interaction with iron ions or
light [141]. Therefore, the synthesis of new drugs with endoperoxide groups
plays an important role in the development of new prodrug prototypes to
treat malaria [138].

Molecules with endoperoxide groups are also interesting for photodynamic
therapy (PDT) [139]. In traditional PDT, a photosensitive drug is excited by
light in the presence of ground state molecular oxygen, which is abundant in
tissues/cells, to produce singlet molecular oxygen, 1O2, as well as other cyto-
toxic agents. These, and 1O2 cause severe physiological damage in selected cell
subunits, such as cell membranes, and lead subsequently to cell death [142].
In the first step of PDT the dye is administered to the patient, where it accu-
mulates in the tumor tissues [143]. Next, the target area is irradiated directly
by a light source of a wavelength where the photosensitizer absorbs. Upon
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Fig. 9.29. Disorder averaged chromophore populations in the FMO complex at
the target site mtar = 7 (and at all other sites). Upper panel: use of a linearly
polarized control pulse, lower panel: the optimization covered the independent two
polarization directions of the field. An ensemble of 10 complexes with randomly
chosen spatial orientation and fluctuating on–site energies Ee (σ = 100 cm−1) has
been considered. The temporal evolution of the field components is shown in the
upper part of both panels.
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light absorption, (see Fig. 9.30), the photosensitizer is excited to the first ex-
cited singlet state S1, from where it can again return to the ground state S0 or
alternatively reach the first excited triplet state T1 through intersystem cross-
ing (ISC). Once the first triplet excited state is formed, two different types
of interaction mechanisms might occur between the photosensitizer and the
target substrate [144]. Photodynamic reactions of type I are those where the
photodynamic damage is mainly caused by radical photosensitizer intermedi-
ates. Reactions of type II, on the other hand, involve energy transfer (ET)
from the triplet state of the photosensitizer to ground state triplet oxygen
3O2, resulting in 1O2 and other reactive oxygen species (ROS).

Fig. 9.30. Scheme for singlet oxygen generation [142]. The initial step is the excita-
tion of the photosensitizer (S0 → S1). By intersystem crossing (ISC) the triplet T1

is populated (S1 → T1). Deactivation of the triplet photosensitizer state is followed
by conversion of the oxygen triplet ground state 3O2 into the singlet oxygen state
1O2 and the generation of other reactive oxygen species (ROS).

Necessary properties for drugs to be used as photosensitizers are high and
selective accumulation in target tissues, absorption in the phototherapeutic
window 600-1200 nm, high yields in generation of the excited triplet state T1,
and of course minimal adverse effects. The use of PDT in biological tissues is
limited to a few millimeters depth, due to strong scattering and photon loss
I = I0 exp (−σt x). Here, I0 and I are the light intensities in front of and
inside the biological tissue, σt is the total damping cross section, which is a
sum of the scattering cross section σs and the absorption cross section σa, and
x is the depth in the sample. Typically, the scattering coefficient σs decreases
from 120 mm−1 at 400 nm to 20 mm−1 at 1800 nm, whereas the absorption
coefficient varies between 40 mm−1 and 0.01 mm−1 in the same spectral re-
gion. Thus, the transmitted light intensity in 1 mm depth of biological tissue
is only 0.027 % at 600 nm and 4.07 % at 1600 nm. Since the intensity of the
transmitted light increases for longer wavelengths, an ideal photosensitizer
should preferably absorb at long wavelengths. However, the generation of sin-
glet oxygen from abundant ground state oxygen requires an energy of more
than 1270 nm, restricting the absorption of photosensitizers to wavelengths
shorter than 1270 nm. As a consequence, for single photon excitation the
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phototherapeutic window ranges from 600 nm to 1200 nm. An alternative
approach in PDT is the use of two-photon excitation processes with shaped
laser pulses of longer wavelengths, and concomitantly higher light transmis-
sion in biological tissues. This could accomplish better excitation and higher
selectivity in the presence of molecules with similar one-photon absorption,
e.g. the melanin pigment [145].

A special kind of photosensitizers are those which contain an endoperoxide
group, so-called oxygen-carrier photosensitizers. These photosensitizers are
able to generate 1O2 directly upon irradiation, contrary to conventional ones.
One such case is anthracene-9,10-endoperoxide, (APO), which has been chosen
in the present study as a model to understand the photochemical behavior of
aromatic oxygen-carrier photosensitizers.

Oxygen-carrier photosensitizers, such as APO, can show different pho-
tochemical behaviors and reaction mechanisms depending on the excitation
wavelength. As shown in Fig. 9.31, two competing photodissociation mech-
anisms can take place in APO upon ultraviolet (UV) irradiation: a) O-O
homolysis, resulting in oxygen biradical rearrangement products, and b) cy-
cloreversion, either concerted or stepwise, producing singlet oxygen and the
parent hydrocarbon.

Fig. 9.31. Photodissociation products of APO by: (a) O-O homolysis (b) cyclore-
version.

Much has been published on APO and related derivatives; however, the de-
tailed photodissociation mechanism is still unclear. In the following we present
new experimental and theoretical data on APO’s photochemistry attempting
to increase the understanding of the APO photochemical mechanisms.

The first studies dealing with the photochemistry of endoperoxides date
from 1969. Through orbital and state correlation diagrams obtained from ther-
mochemical/spectroscopical data and symmetry/spin selection rules, Kearns
and Khan [146] postulated that the excitation of small size endoperoxides to
their first excited singlet or triplet states leads to the cleavage of the O-O
endoperoxide bond, and therefore to the formation of oxygen biradicals, (see
Fig. 9.31a), while the excitation to higher-lying excited states, which imply
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promotion of an electron from a π∗
OO orbital to a σ∗

CO orbital, induces the
endoperoxide photodissociation into the parent hydrocarbon and singlet oxy-
gen, (see Fig. 9.31b). This can be easily rationalized taking into account that
the population of antibonding σ∗

OO and σ∗
CO orbitals leads to a weakening

of the O-O and C-O bonds, respectively, and therefore favors the cleavage of
these respective bonds.

Some time later, in 1984 Brauer and coworkers [147] recorded experimental
absorption spectra of APO in CH2Cl2 and studied its UV photolysis. In agree-
ment with Kearns and Khan’s predictions [146], they assigned the first excited
singlet state S1 at 384-300 nm to the π∗

OO → σ∗
OO transition, which they found

leads to rearrangement products with origin in the homolytic rupture of the
endoperoxide bridge. They also found cycloreversion products, with origin in
higher energy excited states, Sn ≥ 2, at λ ≤ 278 nm, characterized by πCC →
π*CC transitions.

Experimental wavelength-dependent photodissociation studies on pheny-
lated and methylated derivatives of anthracene-9,10-endoperoxides, were per-
formed by Eisenthal et al. [148] and Rigaudy et al. [149]. They found the
same general photodissociation trends as reported by Brauer and cowork-
ers [147]. The picosecond time-resolved measurements carried out by Eisen-
thal et al. [148] allowed, in addition, to postulate a nonconcerted mechanism
for the loss of molecular oxygen, based on the unusual long rise times (50-75
ps) observed for the cycloreversion process.

More recent Ar-matrix experiments supported by semiempirical CNDO/S
and INDO/S calculations carried out by Klein and coworkers [150] suggested,
however, that the well-accepted assumption of cycloreversion occurring from
the S2 excited state was wrong. Excitation to the S1 state at 275 nm led
to cycloreversion products and their calculations predicted a πCC → π∗

CC

character for the S1 state, concluding that O-O homolysis products may have
their origin in the triplet manifold.

These controversial results clearly call for further experiments as well as
for high level ab initio quantum chemical calculations, beyond semiempirical
and state correlation diagrams. In the following, results obtained by using
multiconfigurational ab initio theory and femtosecond polarization resolved
UV pump IR probe spectroscopy are presented. This combined theoretical
and experimental study contributes to clarifying the mechanisms behind both
cycloreversion and O-O homolysis reactions, with the long term goal to un-
derstand and optimize drugs with endoperoxide groups.

Computational Details

All the calculations on APO were done at the ab initio (see Chapter 3, Sect.
3.2.1) multiconfigurational Complete Active Space Self Consistent Field [151]
(CASSCF) level of theory in combination with the Small Atomic Natural
Orbital Basis Set [152] (ANO-S) as implemented in the quantum chemistry
package MOLCAS 6.0 [153]. The calculations were performed on the C2v
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equilibrium geometry optimized at MP2 level of theory with the 6-311G(d,p)
Pople Split Valence Triple Zeta Basis Set, supplemented with d and p dif-
fuse functions on heavy and hydrogen atoms, respectively. In order to include
dynamic correlation effects, the CASSCF electronic energies were corrected
using Multi-State Complete Active Space Perturbation Theory to the Second
Order [154] (MS-CASPT2).

The full active space for the description of the system in its equilibrium
geometry consists of 6 pairs of πCC and π∗

CC orbitals belonging to the an-
thracene moiety, together with the πOO, π∗

OO, σOO and σ∗
OO orbitals localized

in the endoperoxide bridge. This amounts to a total of 18 electrons in 16
orbitals, resulting in 27810640 configurations, impracticable from the com-
putational point of view. Our effective active space for describing the equi-
librium structure of APO is therefore reduced to 14 electrons in 12 orbitals,
CAS(14,12), disregarding the two lowest and highest energy πCC and π∗

CC

occupied and virtual orbitals, respectively. To describe the C-O dissociation
problem, the σCO and σ∗

CO orbitals are additionally included in the active
space.

In order to assess the performance of the chosen theoretical procedure
and basis set, other basis sets and active spaces were as well employed. The
comparison of MS-CASPT2(14,12)/ANO-S//CASSCF(14,12)/ANO-S verti-
cal excitation energies for the first singlet excited states with those obtained
with the Large Atomic Natural Orbital basis set [155] (ANO-L) and with a
(16,14) active space, shows differences of 2-3 kcal/mol, that lie within the
error inherent of the employed methods, justifying our choice.

Experimental Details

APO was dissolved in deuterated chloroform (CDCl3) at a concentration of
70 mM (sample thickness 0.1 mm, temperature 293 K). The APO absorp-
tion spectrum exhibits clear absorption peaks at 271 nm and 279 nm in the
UV spectrum as shown in Fig. 9.32 and gives rise to the infrared absorption
bands shown in Fig. 9.33. Femtosecond pump and probe pulses at 273 nm
and 1170 cm−1, respectively, were generated with a cross correlation time
between the pump and probe pulses of 300 fs (FWHM). Measurements were
performed with parallel and perpendicular linear polarization of pump and
probe pulses. The absorbance change was derived from measurements with
parallel ∆A‖(tD) = − log (T‖(tD)/T‖0); ( T‖(tD), T‖0: sample transmission
with and without excitation (respectively), tD: delay time), and perpendic-
ular (∆A⊥(tD)) polarization. The relative angle of the electronic transition
dipole moment to the vibrational transition dipole moment was derived using
the formulas: D = ∆A‖(tD)/∆A⊥(tD) and ϑ = arccos

√
2D−1
D+2 . The orienta-

tions of the calculated electronic transition dipole moments within the APO
molecule are shown in Fig. 9.32. The orientations of the vibrational dipole mo-
ments in the electronic ground state were calculated on the geometry given in
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Fig. 9.32. Absorption spectrum of APO in chloroform (CDCl3) (circles); Multiple
Lorentzian Fit: green line; individual peaks: blue lines; calculated transitions: red
bars. The inset shows the APO optimized geometry used in the calculations. The
arrows indicate the orientations of transition dipole moments. S0 → S1 and S0 → S2

transition dipole moment (yellow arrow); vibrational transition dipole moment of the
C-H bending vibrations of APO (black arrow); S0 → S4 transition dipole moment
(blue arrow).

Fig. 9.32 using Density Functional Theory (DFT) at B3LYP/6-31G* level of
theory, as implemented in Gaussian03 [156].

9.5.1 Assignment of the absorption spectrum

In Fig. 9.32 the lowest energy part of the linear absorption spectrum of APO
in deuterated chloroform (circles) is plotted together with the gas phase cal-
culated spectrum (red bars). In the experimental absorption spectrum two
distinct bands appear at 271 nm and 279 nm. The band at 271 nm has an
oscillator strength 4.5 times higher than the band at 279 nm. A third very
weak band around 300 nm can only be found at higher concentrations (data
not shown). To gain deeper insight into the origin of these absorption bands
quantum chemistry calculations were performed on the gas phase optimized
geometry given in Fig. 9.32. Gas phase MS-CASPT2 vertical excitation en-
ergies are presented in Table 9.1. The first singlet excited state S1 of APO
is found to have B1 symmetry and is assigned to a π∗

OO → σ∗
OO transition
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Table 9.1. MS-CASPT2/CASSCF vertical singlet excitation energies (∆E in nm),
corresponding assignments, oscillator strengths f, and x,y,z transition dipole moment
(TDM) components. Most intense bands are highlighted in color.

State Symmetry Assignment ∆E f TDM (x/y/z)

S0 11A1 — 0.00 — —

S1 11B1 π∗
OO → σ∗

OO 327 0.0003 (0.06/0/0)

S2 21B1 πCC → π∗
CC 290 0.0021 (-0.14/0/0)

S3 11A2 π∗
OO → π∗

CC 286 0.0000 —

S4 11B2 π∗
OO → π∗

CC 284 0.0220 (0/-0.45/0)

S5 21A2 πCC → π∗
CC 267 0.0000 (0/0/0.10)

S6 21A1 πCC → π∗
CC 266 0.0011 —

absorbing at 327 nm with a very weak oscillator strength. The second sin-
glet state S2 displays also B1 symmetry and corresponds to a πCC → π∗

CC

transition. This band is centered at 290 nm and according to the computed
oscillator strength it should be about 7 times more intense than the S1 band.
The transition from the ground to the fourth singlet state S4 with B2 sym-
metry is the next band with nonzero oscillator strength. The excitation is
assigned to a π∗

OO → π∗
CC transition absorbing at 284 nm with a 10 times

higher oscillator strength than the S0 → S2 transition.
The comparison of theoretically and experimentally determined absorption

bands (cf. Fig. 9.32) shows a good agreement of the experiment and the gas
phase calculations, if taking into account a small shift due to the solvent. The
experimental absorption bands of APO in chloroform are located at 271 nm,
279 nm, and about 305 nm with decreasing oscillator strengths. The calculated
ab initio MS-CASPT2 excitation energies (red bars) are located red shifted
at 284 nm, 290 nm, and 327 nm, also with decreasing oscillator strengths (see
Table 9.1). Taking into account the blue shifting of the experimental bands
due to solvent effects with respect to the gas phase theoretical calculations,
the following tentative assignment of the experimental spectrum is made: the
experimental band centered at 271 nm is assigned to the π∗

OO → π∗
CC transi-

tion, and the band at 279 nm is assigned to the πCC → π∗
CC transitions. Both

are red-shifted compared to the gas phase theoretical calculations. Finally, the
spectral tail lying between 290-320 nm is attributed to the π∗

OO → σ∗
OO tran-

sition, which is theoretically predicted at 327 nm with a very low oscillator
strength.

These results are also consistent with the early theoretical work of Kearns
and Khan [146]. Furthermore, they are in reasonable agreement with the ex-
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Fig. 9.33. Upper panel: Infrared absorption spectrum of APO in chloroform; Lower
panel: Absorbance difference 25 ps after APO excitation with 273 nm. Black line:
Lorentzian fit of the bleaching signal (solid circles) with perpendicular polarized
light pulses. Blue line: Lorentzian fit of the bleaching signal (open squares) with
parallel polarized light pulses. The ratio of the bleach amplitudes correspond to a
relative angle of 28 ± 20◦ between electronic and vibrational TDM.

perimental APO absorption spectrum recorded in solutions of CH2Cl2 and
CH3CN, reported by the groups of Brauer [147], Rygaudy [149], and Eisen-
thal [148], respectively.

On the other hand, our results differ significantly from the semiempirical
calculations and experimental work of Gudipati and coworkers [150] who did
not find any low-lying transitions involving a significant contribution of en-
doperoxide orbitals, and reported, instead, anthracene and 1O2 cycloreversion
products as the only reaction products observed upon UV irradiation.

In order to confirm the theoretical assignments, the character of the ex-
cited states are probed experimentally by determining the orientation of the
electronic transition dipole moment (TDM) within the molecule. This is done
by measuring the relative angle between the orientations of the electronic
TDM and a specific vibrational transition dipole moment, whose orientations
are related to the geometry of the molecule.

Comparison of the calculated and measured relative angles between the
electronic and vibrational transition dipole moments can help elucidating the
character of the excited state transition. In APO, the orientations of the elec-
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tronic TDMs are the same for S0 → S1 and S0 → S2 transitions: parallel to
the x-axis (orange arrow in Fig. 9.32). However, the S0 → S4 transition is per-
pendicular to these, and parallel to the y-axis (blue arrow in Fig. 9.32). The
investigated C-H bending vibration δ(CH) of APO (black arrow in Fig. 9.32)
around 1170 cm−1 has a vibrational dipole moment oriented parallel to the
y-axis. Excitation at 273 nm results in a bleaching of the δ(CH) absorption
band. The bleaching signal of the vibrational δ(CH) transition at 1170 cm−1

is plotted in Fig. 9.33 for different relative polarization directions of the pump
and the probe beam. The bleaching for probing with perpendicular polarized
light is weaker than for probing with parallel polarized light indicating a rel-
ative angle of less than 54.7. Analysis of the bleaching signal gives an angle
of 28± 20, indicating an orientation of the electronic TDM excited at 273 nm
more parallel to the y-axis than to the x-axis. Thus, the absorption band at
273 nm can be assigned to the S0 → S4 transition, and not to the S0 → S1

or S0 → S2 transitions. These findings support the above assignment of the
absorption bands and the calculated character of the transitions. To summa-
rize: on the basis of the new data we assign the absorption band at 271 nm
to the S0 → S4 transition, the band at 279 nm to the S0 → S2 transition and
the band around 300 nm, which exhibits a very low oscillator strength, both
in the experiment as well as in the calculations, to the S0 → S1 transition.

9.5.2 Analysis of Photodissociation Mechanisms

In order to get more insight into the dual photodissociation mechanism of
APO, the dissociation curves for its ground and lowest energy excited states
along the two relevant coordinates leading to oxygen biradical rearrange-
ment, ROO, and cycloreversion products, RCO, were calculated at the MS-
CASPT2/ANO-S//CASSCF/ANO-S level of theory. The potential energy
curves for homolytic O-O endoperoxide bond breaking are plotted in Fig.
9.34, while the potentials for the concerted and step-wise photodissociation
mechanism associated to the C-O cleavage are shown in Figs. 9.35a and 9.35b,
respectively.

From the S1 energy profile plotted in Fig. 9.34, which shows a π∗
OO → σ∗

OO

character, it can be observed that the electronic energy decreases as the ROO

distance is increased, reaching its minimum around 2.1 Å. From there, it starts
to increase again, showing thereby a binding character. As already stated be-
fore, electron excitation into σ∗

OO orbitals would significantly weaken the O-O
endoperoxide bridge favoring its homolytic rupture. This way, APO molecules
excited into the S1 state would be “trapped” in this potential. Preliminary
wave packet simulations in this one-dimensional model indicate vibrational
oscillations of ca. 80 fs (full period); at longer time scales, the vibrational
energy is expected to be dissipated into other normal modes, leading to re-
laxed oxygen diradical molecules that would finally evolve to lower energy re-
arrangement products. This is consistent with the photolysis results published
in the works of Brauer [147] and Eisenthal, [148] who obtain rearrangement
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Fig. 9.34. Potential energy curves for the ground and the lowest energy B1 sin-
glet excited states of APO along the ROO dissociation coordinate. The red arrow
indicates the experimental irradiation frequency, which results in the observation of
oxygen diradical rearrangement products [147].

products and the parent aromatic hydrocarbon, upon irradiation of APO or
1,4-dimethyl-9,10-diphenyl-9,10-anthracene-endoperoxide at λ ≥ 270nm.

In order to study the mechanism behind cycloreversion processes, the low-
est B1 states along the C-O dissociation coordinate for the concerted and
step-wise singlet oxygen loss were also computed. The concerted dissociation
of the two C-O bonds in APO is described by considering the stretching of both
C-O distances, while keeping the rest of the degrees of freedom frozen. The
potential’s profile of Fig. 9.35a points to the existence of a conical intersection
between the πCC → π∗

CC (S2) excited state, populated upon irradiation, and
the π∗

OO → σ∗
CO dissociative state. The population of σ∗

CO orbitals through
the conical intersection is consistent with the weakening of the CO bond and
the subsequent oxygen loss. However, this process is highly unlikely to occur
as the curve crossing is located significantly above the experimental irradia-
tion energy [147]. These findings, therefore, indicate that the possibility that
the cycloreversion process takes place through a concerted mechanism should
be ruled out a step-wise cycloreversion is more favourable.

In order to model the step-wise mechanism for the molecular singlet oxygen
loss, we considered the cleavage of a single C-O bond, keeping the second C-O
distance as well as the other reaction coordinates frozen. Figure 9.35b displays
schematically the diabatic potential energy curves for the ground electronic
state and the lowest energy states of B1 symmetry of APO. Similar to the
concerted cycloreversion mechanism, several singlet/singlet crossings also can
be observed for the nonconcerted mechanism. Starting from the πCC → π∗

CC
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Fig. 9.35. Diabatic potential energy curves for the ground and the lowest energy
B1 singlet excited states of APO along the RCO dissociation coordinate, assuming
a concerted (a) and a step-wise mechanism (b) for 1O2. The red arrow represents
the experimental irradiation energy that results in the observation of cycloreversion
products [147].

S2 excited state, which is the only accessible state for irradiation at λ ≥
279nm, the system would be able to overcome the S2/S1 and S2/S3 crossings
through vibronic couplings, finally reaching the π∗

OO → π∗
CC S3 excited state,

which in turn presents a crossing around a RCO distance of 1.70 Å with the
π∗

OO → σ∗
CO dissociative state, directly associated with singlet oxygen loss.

The main difference to the concerted mechanism is that in this case all the
calculated singlet/singlet crossings, including the π∗

OO → π∗
CC/ π∗

OO → σ∗
CO

curve crossing lie below the energy stored by the system upon irradiation;
therefore, through nonadiabatic dynamics fragmentation can occur. Once
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more, these results are consistent with the experimental cycloreversion quan-
tum yields ranging from 0.25-0.35, reported in Brauer’s [147] and Eisen-
thal’s [148] work when they irradiated at the wavelength region assigned to
the S2 band.

As seen in Fig. 9.35, a second crossing for a RCO distance of 2.35 Å, is also
found between the dissociative π∗

OO → σ∗
CO and APO’s ground. This would

account for the portion of the quantum yield returning back to the ground
state.

Finally, it is worth mentioning that our high-level quantum mechanical
description of the photodissociation mechanisms of APO agrees well with
the theoretical calculations made by Kearns and Khan, [146] who predicted
cycloreversion and O-O homolysis products from π∗

OO → σ∗
CO and π∗

OO →
σ∗

OO transitions, respectively.

9.5.3 The role of triplet excited states

Until here, only the role of singlet excited states in O-O homolysis and cyclore-
version reactions has been discussed. However, some authors [146, 148, 150]
have pointed to the possible role of excited triplet states in the homolytic
O-O bond rupture. Our MS-CASPT2/CASSCF vertical triplet state energies
show that the first triplet excited state, similar to the first singlet excited
state, has a π∗

OO → σ∗
OO character. The next higher energy triplet states ex-

hibit πCC → π∗
CC and π∗

OO → π∗
CC character and show different symmetry.

There are three triplet states lying in between the S0 and S1 state and four
triplet states in between the S1 and S2 state. From these facts, one could
expect the occurrence of a nonnegligible probability for intersystem crossing.
Nevertheless, no definitive conclusions can be drawn without computing po-
tential energy surfaces along the ROO and RCO dissociation coordinates and
corresponding spin-orbit couplings.

In summary, anthracene-9,10-endoperoxide has been chosen as a model to
understand the photochemical behavior of aromatic oxygen carrier photosen-
sitizers with endoperoxide groups. These are able to directly release singlet
oxygen upon light irradiation, which is the main cytotoxic agent used in pho-
todynamic therapy for the treatment of cancers and against viral/bacterial
diseases.

Upon UV irradiation, endoperoxides exhibit at least two different pho-
todissociation processes: i) cycloreversion reactions that lead to molecular
singlet oxygen and the parent aromatic hydrocarbon, and ii) O-O homolysis
reactions that lead to oxygen diradical rearrangement products. Using nonlin-
ear femtosecond polarization resolved spectroscopy and ab initio multiconfig-
urational MS-CASPT2/CASSCF calculations the linear absorption spectrum
and the character of the low energy excited states of APO has been assigned.
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9.6 Metastable conformational structure and dynamics:
Peptide between gas phase via clusters and aqueous
solution

E. Meerbach, C. Schütte, I. Horenko, and B. Schmidt

The dynamics of biomolecular systems is characterized by the existence of bio-
molecular conformations which can be understood as metastable geometrical
large scale structures [157]. On the longest time scales, biomolecular dynam-
ics is dominated by flipping processes between these conformations, while on
shorter time scales, the dynamical behavior is governed by flexibility within
these conformations, resulting in a rich temporal multiscale structure of time-
dependent observables. An approach to characterize biomolecular dynamics is
to construct reduced models reflecting the “effective dynamics” of the system.

It is a promising idea to describe the effective dynamics of a biomolecular
systems by means of a Markov chain with discrete states D1, . . . , Dm, rep-
resenting the metastable conformations, and a transition matrix P = (pkj),
describing the “flipping dynamics” between these states. Efficient algorithmic
identification of the metastable conformations is a challenging problem, which
has recently been tackled by set-oriented approaches [158–160]. In the context
of the present work Hidden Markov Models (HMM) are used to extract the
effective dynamics between hidden metastable molecule conformations from
observable time series. e.g. the torsional angles of the backbone of biopoly-
mers obtained by MD simulations [161]. In addition, the flexibility within con-
formations can be modeled by stochastic differential equations (SDE), thus
comprising the HmmSde model [162–164]. As the description of internal flexi-
bility by SDEs also accounts for relaxation from one metastable conformation
to another, this approach narrows the gap between “flipping dynamics” and
transition path computation, as described in, e.g., [165].

9.6.1 Metastability and the transfer operator approach

In the following we shortly summarize the algorithmic idea of the transfer
operator approach, omitting most of the theoretical background. Instead we
concentrate on the question how to set up an effective dynamics from a given
time series, e.g., trajectory data. The reader interested in a mathematically
more rigorous description is referred to [159, 166–169], readers not familiar
with the basic notations of Markov chain theory are referred to [170]. First
we explicate the concept of metastability of a Markov chain and the key idea
for the identification of metastable states. Note that the transfer operator is
an object in continuous state space, while we present the concept on discrete
state space. Therefore only the discretized equivalent of the transfer operator,
the transition matrix, appears in the following.
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Consider a Markov chain {Xk}k∈N on a discrete state space X =
{1, 2, . . . , n} specified by a stochastic transition matrix P = (pkj), with

pkj = P [Xl+1 = j|Xl = k],

denoting the conditional probability to jump from k to j within one time
step. Furthermore, assume that the Markov chain is irreducible, aperiodic and
reversible, i.e. a unique and strictly positive stationary distribution π = (πk)
exists with πkpkj = πjpjk for all k, j ∈ X. A subset B ⊂ X is called metastable
if

P [Xl+1 ∈ B|Xl ∈ B] ≈ 1,

i.e., if the process is in subset B it is very likely to stay there within the next
time step.

A decomposition d = {D1, . . . , Dm} of the state space X is defined as
a collection of disjoint subsets Dk ⊂ X covering X, i.e. ∪m

k=1Dk = X. The
metastability of a decomposition d is defined as the sum of the metastabilities
of its subsets, i.e. for each arbitrary decomposition dm of the state space X
into m sets its metastability measure is defined as

M(dm) =
m∑

j=1

P [Xl+1 ∈ Dj |Xl ∈ Dj ].

For given m, the optimal metastable decomposition into m sets maximizes the
functional M . In particular the appropriate number m of metastable subsets
must be identified. Both the determination of m and the identification of
the metastable subsets can be achieved via spectral analysis of the transition
matrix P , as the following holds:

Due to reversibility, all eigenvalues of the transition matrix P are
real. Metastable subsets can be detected via eigenvalues close to the
maximal dominant eigenvalue λ = 1, i.e., the number of metastable
subsets in the metastable decomposition is equal to the number of
eigenvalues close to 1, including λ = 1 and accounting for multiplicity,
while the rest of the spectrum is separated through a spectral gap from
1. Among other possibilities, the sign structure of the eigenfunctions
allows the identification of the metastable subsets [159,168,171].

Therefore the road map to determine metastable states on basis of a time
series reads as follows:

1. Discretize the state space of the time series and extract a transition matrix
by counting transitions between the discrete states.

2. Use the spectral properties of the transition matrix to obtain metastable
sets, yielding a coarse-grained description.

There are two remarks to be made on this road map.
First: Discretizing the state space is a nontrivial task, as typical biomolecular
systems contain hundreds or thousands of degrees of freedom. Fortunately,
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chemical observations reveal that—even for larger biomolecules—the curse
of dimensionality can be circumvented by exploiting the hierarchical struc-
ture of the dynamical and statistical properties of biomolecular systems: only
relatively few essential degrees of freedom may be needed to describe the con-
formational transitions.
Second: After discretizing the state space there is a choice in the lag time τ
used to obtain the transition matrix. If τ∗ is the time step between subsequent
data points then the lag time τ can be set to rτ∗ by evaluating transitions
from every kth sampled step to every (k + r)th, r ≥ 1, sampled step. Taking
r > 1 corresponds to a coarser discretization of the time domain of the origi-
nally continuous dynamics. Different values of r give rise to different transition
matrices. Therefore, subsets of the state space are metastable with respect to
a certain timescale. By choosing r sufficiently large one can decrease corre-
lations between subsequent time steps and therefore ensure that the Markov
description is a proper description.

9.6.2 Illustrative example

We give a short and simplistic example to highlight the procedure outlined
above. Consider the one dimensional time series (Yt)t=t1,...,tN

, with constant
sampling time τ∗ = tj+1 − tj , shown in Fig. 9.36, which clearly exhibits
metastable behavior. We discretize the state space [−180 180] into 9 equidis-
tant boxes, the numbering of the boxes randomly chosen. If Nr(j, k) denotes
the number of transitions from box j to box k in r steps and Nr(k) the number
of data points in box k, we obtain a reversible transition matrix P = (pkj),
with respect to the time lag τ = r ∗ τ∗, by setting

pkj =
Nr(j, k) + Nr(k, j)

Nr(j) + Nr(k)
. (9.11)

The obtained matrix seems to exhibit no special structure, but computing the
spectrum, for r = 1, yields

σ(P ) = {1, 0.98, 0.55, 0.34, . . .},

indicating two metastable states. The information contained in the eigen-
vector belonging to the second eigenvalue is used to identify the metastable
subsets, i.e. boxes with the same eigenvector sign are assigned to the same
metastable state. Permuting the matrix such that boxes belonging to the same
metastable set are neighbors, results in a dominantly blockdiagonal structure.
Aggregating the states in each metastable set results in a two state “effective
dynamics” with transition matrix

(
0.989 0.011
0.013 0.987

)
,

and a stationary distribution π = (0.56 0.44)T .
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Fig. 9.36. Top left: A time series of circular data. The equidistant space discretiza-
tion in 9 randomly numbered boxes is indicated with dashed lines. Bottom left: The
obtained stochastic transition matrix, blue (dark) color represents entries near zero,
while red (light) entries are corresponding to entries close to one. Bottom middle:
The sign structure of the second eigenvector allows assignment to metastable states.
Bottom right: The matrix permuted according to the eigenvector structure exhibits
a block structure. Top right: Aggregating the discretization boxes belonging to the
same metastable state yields a two state model.

9.6.3 The hidden Markov model approach

Assume that we extracted a time series Yt from, e.g., MD-simulation, which
do not necessarily completely specify the state of the molecule at time t,
but rather some low-dimensional observable, for example, some or all torsion
angles or a set of essential degrees of freedom. As the Markov property does not
hold for projections of Markov processes in general, we have to be aware that
the process on the (torsion angles) subspace might no longer be Markovian.
Nevertheless, we assume that there is an unknown metastable decomposition
into m sets D1, . . . , Dm, in the full dimensional system. We then can premise
that, at any time t, the system is in one of the metastable states Djt

to which
we simply refer by jt in the following. However, the time series (jt) is hidden,
i.e., neither known in advance nor observed, while the series (Yt) is called the
output series or the observed sequence.

This scenario can be represented by a Hidden Markov Model (HMM). A
HMM abstractly consists of two related stochastic processes: a hidden process
jt, that fulfills the Markov property, and an observed process Yt, that depends
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on the state of the hidden process jt at time t. A HMM is fully specified by the
initial distribution π, the transition matrix P of the hidden Markov process
jt, a rate matrix in continuous time, and the probability distributions that
govern the observable Yt depending on the respective hidden state jt.

In the standard versions of HMMs the observables are assumed to be iden-
tically and independent distributed (i.i.d.) random variables with stationary
distributions that depend on the respective hidden states [161]. Within the
scope of molecular dynamics this setting corresponds to the simple case where
the (sampling) time lag τ is comparable with the relaxation times within the
metastable states, while being are sufficiently smaller than the mean exit times
of the metastable states. In other words one expects the process to sample
the restricted invariant density before exiting from a metastable state, and
the sampling time of the time series is long enough to assume statistical in-
dependence between steps. Nevertheless, if this is not the case, only a slight
modification of the model structure is required to include the relaxation be-
havior: Instead of i.i.d. random variables, an Ornstein-Uhlenbeck (OU) process
serves as a model for the output behavior in each hidden state. The HMM
then takes the form [162]:

Ẏt = −∇V (jt)(Yt) + σ(jt)Ẇt, (9.12)
jt : R1 → {1, 2, . . . ,m}, (9.13)

where jt are the realizations of the hidden Markov process with discrete state
space, Wt is standard “white noise”, and σ(j) the state dependent diffusion
matrix. V (j) is assumed of the form

V (j)(Y ) =
1
2
(Y − µ(j))TD(j)(Y − µ(j)) + V

(j)
0 , (9.14)

i.e., to be harmonic potentials with µ(j) and D(j) denoting equilibrium position
and Hesse-matrix of the OU process within conformation j. This process is
therefore specified by the parameters Θ(j) = (µ(j),D(j), σ(j)). Since the output
process is given by a stochastic differential equation we will refer to this model
modification as HmmSde . Its entire parameter set is Θ = (Θ(1), . . . , Θ(m), P ),
where P denotes the transition matrix of the Markov chain in (9.13).

The parameter set of this model can be estimated from a time series
via a modified EM (expectation-maximation) algorithm [172], as described
in [162, 163, 173]. Once the model parameters are estimated one can use the
Viterbi algorithm [174] to compute the most probable path of hidden states,
the Viterbi path, given an observation sequence. So both can be obtained,
a dynamical model and the assignment of data points to the hidden, not
observed, states. In contrast to the transfer operator approach, where the
number of metastable states is extracted from the spectral properties of the
transition matrix, we have to specify the number of metastable states as an
input parameter for the EM algorithm. Since this number is in general un-
known, a combination of both algorithms is used: First, guess a sufficiently
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large number of metastable sets, compute a Viterbi path and, second, reduce
the number of states by set up a transition matrix from the (discrete) Viterbi
path and cluster with the transfer operator approach.

9.6.4 Conformation analysis of a glycine dipeptide analogue
(GLDA)

As an example we investigate the dynamics of glycine dipeptide analogue
(CH3–CO–NH–CH2–CO–NH–CH3), which is one of the smallest (artificial)
peptides containing two peptide bonds (CO–NH). Thus the essential degrees
of freedom are the torsional rotations of the individual peptide units (–CO–
NH–) about the backbone of the chain, where Φ and Ψ describe the torsion
of the N-terminus (CH3–CO–NH–) and the C-terminus (–CO–NH–CH3),
respectively, with regard to the central CH2 group, see Fig. 9.37. The plane
spanned by the two angles Φ, Ψ is referred to as Ramachandran plane [175],
with values of (±180◦,±180◦) corresponding to a fully extended conformation
of the chain. For longer polypeptide chains these angles serve to characterize
typical secondary structural motifs such as helices and sheets.

9.6.4.1 GLDA in the gas phase

We used an empirical force field (Gromos 53a6 [176,177]) to obtain a potential
energy surface in the two essential degrees, i.e., varying the Ramachandran
angles and minimizing the potential energy wrt. the other degrees of freedom.

Φ
Ψ

C5

C7

OO

HH

(rep.)

(rep.)

Φ[°]

Ψ
[°

]

Fig. 9.37. Left: Glycine dipeptide analogue. The two marked torsion angles are
the essential degrees of freedom as the peptide units are essentially planar. Right:
Potential energy surface with respect to the two torsion angles. The local minima
are due to the formation of hydrogen bonds between the peptide groups, the local
maxima are due to repulsion.
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The potential energy surface shown in Fig. 9.37, reflects the symmetry of
the peptide. Local minima correspond to energetically favorable formations
of ringlike structures, including seven or five atoms (C5 and C7), closed by
(strongly) frustrated intramolecular hydrogen bonds. The maximal regions
are corresponding to intramolecular repulsion of –O O– and –H H–. The ac-
curacy of the potential energy surface is of course limited by the quality of
the empirical force field used, but comparison with the potential energy sur-
face computed by quantum chemical calculations yields a qualitatively similar
picture [178–182].

Performing a finite temperature MD-simulation at 300K using a Berendsen
thermostat of the dipeptide in vacuum, samples the low energy regions of C5
and C7 in the Ramachandran plane, see Fig 9.38E. As these regions are sepa-
rated by a barrier of approx. 9 kJ/mol one would expect a metastable behavior
at a reasonable timescale. To confirm this assumption, we use HmmSde to
extract a Viterbi path, assuming 4 (hidden) states, for each of the Ramachan-
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Fig. 9.38. A) A sample of the two dimensional torsion angle time series extracted
from a 300K MD-simulation. The data points are colored according to the allocation
to hidden states by HMM-SDE. B) Superposition of the two Viterbi paths yields
into a joint Viterbi path with 11 hidden states. C) Using the transfer operator
approach lumps the 11 hidden states to 3 metastable hidden states. D) A transition
network for the 3 hidden states with a time lag of τ = 0.1ps, red numbers denote the
conditional transition probabilities, numbers in brackets the weight of each state. E)
The data points of the torsion angle time series in the Ramachandran plane colored
according to their allocation to metastable states.
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dran angles Φ, Ψ . Superposition of these two Viterbi paths yields a Viterbi
path with 11 states. As the number of hidden states is only determined by
our initial guess, we use the transfer operator approach to further reduce the
number of states. Setting up the stochastic transition matrix P with time lag
τ = 0.1ps, and computing the first five eigenvalues:

σ(P ) = {1, 0.9948, 0.9296, 0.8152, 0.6540 . . .},

indicates 3 metastable sets. Using the information coded in the three dom-
inant eigenvectors we aggregate the 11 states to 3 states. In Fig. 9.38E the
assignment of the data points to these metastable (hidden) states is shown,
the plot reveals, that we identified the (symmetric) C7 conformations and the
C5 conformation. Transition probabilities between these hidden states can
be obtained by using (9.11), Fig. 9.38D. Thus we have obtained a detailed
dynamical picture of the effective finite temperature dynamics of GLDA in
vacuum.

9.6.4.2 GLDA in aqueous solution

To compare these results with the dynamics in solution phase we consider
GLDA in a (3.5nm)3 box filled with 1405 rigid water molecules. Using a cutoff
for electrostatic interactions of 1.1 nm and a Berendsen-temperature coupling
to the solvent of 300K, we performed an MD-simulation over 2.5 ns with
an integration timestep of 2 fs using again the Gromos 53a6 force field and
recording the atom positions every 20 fs. After discretizing the Ramachandran
plane in 5◦ × 5◦ boxes, the free energy for each box Bi can be calculated
by [183,184]

This free energy surface, see Fig. 9.39, has, due to intermolecular interactions
(water-GLDA), a considerably richer structure than the potential energy sur-
face in gas phase, Fig. 9.37. Analyzing the torsion angle time series with the
HmmSde approach, assuming 24 metastable sets, perfectly distinguishes re-
gions belonging to different local minima in the free energy surface, Fig. 9.39.
As these local minima are separated by low energy barriers, compared with
thermally available energies, it is not a priori clear that they correspond to
metastable states on timescales of e.g. 1 ps. An instructive picture is obtained
by setting up the transition matrix, based on the 24 states of the obtained
Viterbi path, and plotting the eigenvalues against the time lag used, Fig. 9.40.
It can be clearly seen that 4 metastable states are persistent even for larger
time lags, as there is an obvious gap after the first 4 eigenvalues.

The cause of the metastable states can be revealed by taking the intermole-
cular interactions into account. These interactions are mainly due to H-bond
bridges between the peptide groups (–CO–NH–) and neighboring water mole-
cules. Each peptide group provides a donor pair (NH) and an acceptor (O) for

∆G(Bi) = −kBT (log(P [Bi]) − log(max
i

P [Bi])).
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Fig. 9.39. Left: The free energy surface obtained from MD-Simulation with water
has a considerably richer structure than the potential energy surface in vacuum.
Right: Coloring the data points according to state allocation obtained by HmmSde

perfectly distinguishes the local minima in the free energy surface (for 24 metastable
sets assumed).

H-bond bridges attracting solvent molecules. If we restrict to microsolvation
structures, i.e. GLDA with 1 or 2 waters, it is clear that ring like structures,
as shown in Fig. 9.41, are energetically favorable, as each water molecule can
participate in two H-bond bridges [185]. Besides the possible extension of the
C7 and C5 structure to C7+2 (atoms), C7+2+2, C5+2 and C5+2+2 struc-
tures, H-bond bridges can stabilize structures that do not occur in vacuum,
namely the C6 structures shown, where the –O O– and –H H– repulsion is
overcome by inserting water molecules to form a ring structure. In the follow-
ing we denote by C7+X the C7+2+2 and C7+2 structures collectively (with
analogous meaning of C6+X and C5+X).

These microsolvation ring structures can also be identified in the fully
solvated system. Comparison of the plots in Fig. 9.40 reveals the nature of
the four metastable states. They correspond to regions where C7+X/C5+X
or C6+X ring structures occur.

The assumption that microsolvation structures cause metastability can be
further supported by redoing the analysis based on six metastable states,
see Fig. 9.42. Even though there are regions in the Ramachandran plane
allowing different microsolvation structures, e.g. regions allowing C7+X or
C5+X structures have an overlap, the plots of the data points belonging to
a metastable state and the plots of data points with certain microsolvation
structures show an obvious similarity. Again, this indicates that the origin
of the metastable conformational structures is related to the formation of
different microsolvation environments of the solute molecule.

In conclusion, we demonstrated the ability of the HmmSde approach to
reflect structural properties of the complete simulated system by analysis of
only two essential degrees of freedom. The effective reduction of dimension-
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Fig. 9.40. Left: Dependence of the eigenvalues of the transition matrix obtained
from the Viterbi path on different time lags. Middle: Data points are colored ac-
cording to a clustering of the Viterbi path in 4 metastable sets. Right: Data points
exhibiting a C6 microsolvation structure (magenta) and data points exhibiting a C7
or C5 microsolvation structure (cyan).

ality achieved for the GLDA example is due to the capability of HmmSde to
distinguish different dynamical behavior in time series. Although the system
investigated here is of moderate size, HmmSde appears to be a promising
approach to beat the curse of dimensionality in more complex systems. Cur-
rently conformational analysis of DNA fragments containing 15 base pairs has
been pursued in our laboratory [173]. Hence, it is believed that this approach
is much more general and can be used beyond the context of MD-simulations.
Possible applications range, e.g., from transient spectroscopy to the analysis
of climate or financial data.
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Fig. 9.41. Energetically favorable microsolvation structures with one or two water
molecules.
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Fig. 9.42. Top: Data points belonging to different metastable states after clustering
in 6 states, two symmetric equivalent states are shown in one plot. Bottom: Data
points exhibiting C6+X (left), C7+X (middle) or C5+X (right) ring structures.
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9.7 Detection and identification of bacteria in air using
femtosecond spectroscopy

J.-P. Wolf

Rapid detection and identification of pathogenic aerosols such as Bacillus an-
thracis (anthrax) and variola major (smallpox) from potential bioterrorism
release, as well as infectious diseases such as severe acute respiratory syn-
drome (SARS) or legionellosis, are urgent safety issues. However, in order
to efficiently protect populations from bioterrorism in public locations or to
prevent nosocomial infections in hospitals (e.g. Methicillin resistant Staphylo-
coccus aureus) or epidemic spread, bioaerosol detectors need to be very fast
(typ. minutes) and very selective (to discriminate pathogen from nonpathogen
particles and minimize false alarm rates). Unfortunately such detectors are to-
day sorely lacking.

One can roughly distinguish two research tracks that were followed these
latter years in order to reach this important but difficult objective: [186] bio-
chemical identification procedures, which are selective but slow, and [187]
optical devices, which are fast but not specific enough.

The currently available biochemical techniques, such as polymerase chain
reaction (PCR) [186–189], fluorescence in situ hybridization (FISH) [186,187,
190], antibiotic resistance determination [191,192], or chip matrix of biochem-
ical microsensors [193,194], can identify the genus and species of the bacteria
or virus. However, after the alarm has sounded, these biochemical assay pro-
cedures require time (many hours or even days). Even the recently developed
ultrafast B cell adaptive immune-based sensor [195] and real-time PCR [188]
will require more than an hour [195] for the total assay.

Several groups have developed sophisticated optical systems to distinguish
bioaerosols from nonbioaerosols based on fluorescence [196–199] and/or elastic
scattering [200,201]. The most advanced experiments address each individual
aerosol particle, which is spectrally analyzed [196,202,203]. These instruments
can run continuously, in-situ, and in real-time to provide rapid warning/alarm
for the existence of a few potentially life threatening bio-aerosols in the midst
of a vast number of nonbio-aerosols. The major flaw inherent in these instru-
ments is frequent false alarms because the UV-Visible fluorescence systems
are incapable of distinguishing different molecules with similar fluorescence
peaks (such as tryptophan and diesel particles or cigarette smoke) [202,204].
Fig 9.43 shows, as an example, the similitude in the fluorescence spectra of
diesel fuel, tryptophan and Bacillus subtilis, which is a biosimulant for Bacil-
lus anthracis. It is even more elusive using LIF to expect identifying different
kinds of harmless from pathogen microorganisms. In this latter case, extensive
studies based on principle components analysis of the excitation vs fluores-
cence spectral matrix have been performed to distinguish the spectrum from
one type of bacteria from another, without success [205].
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Fig. 9.43. Comparison of the fluorescence spectra of Tryptophan, B. Subtilis and
Diesel fuel.

However, an attractive capability of optical techniques is remote sensing,
and especially Lidar (Light Detection and Ranging). The Lidar technique [206]
allows mapping aerosols in 3D over several kilometers, similar to an optical
Radar. It might be able to detect the release and spread of potentially harmful
plumes (such as bioterrorism release or legionella from industrial cooling tow-
ers) at large distance and then provide time to take the necessary measures to
protect populations or identify sources. So far, Lidar detection of bioaerosols
has been demonstrated either using elastic scattering [206] or LIF [206, 207].
However, the distinction between bioaerosols and nonbio-aerosols was either
impossible (elastic scattering only) or very unsatisfactory for LIF-Lidars (for
the same reason as point monitors, e.g. interference with pollens and organic
particles like traffic related soot or polycyclic aromatic hydrocarbons (PAHs)).

To overcome these difficulties, there is an interest in exciting the fluo-
rescence with ultrafast laser pulses in order to access specific molecular dy-
namical features. Recent experiments using coherent control and multipho-
ton ultrafast spectroscopy have shown the ability of discriminating between
molecular species that have similar one-photon absorption and emission spec-
tra [208, 209]. Two-photon excited fluorescence (2PEF) and pulse shaping



9 Biological systems: Applications and perspectives 809

techniques should allow for selective enhancement of the fluorescence of one
molecule versus another that has similar spectra. Optimal dynamic discrimi-
nation (ODD) [210] of similar molecular agent provides the basis for generating
optimal signals for detection.

9.7.1 Multiphoton excited fluorescence (MPEF) and multiphoton
ionization (MPI) in aerosol microparticles

Femtosecond laser pulses provide very high pulse intensity at low energy, which
allows inducing nonlinear processes in particles without deformation due to
electrostrictive and thermal expansion effects.

The most prominent feature of nonlinear processes in aerosol particles is
strong localization of the emitting molecules within the particle, and subse-
quent backward enhancement of the emitted light [211,212]. This unexpected
behavior is extremely attractive for remote detection schemes, such as Lidar
applications. Localization is achieved by the nonlinear processes, which typi-
cally involve the n-th power of the internal intensity In(r) (r for position inside
the particle). The backward enhancement can be explained by the reciprocity
(or time reversal) principle: Re-emission from regions with high In(r) tends
to return toward the illuminating source by essentially retracing the direc-
tion of the incident beam that gave rise to the focal points. This backward
enhancement has been observed for both spherical and non spherical [213]
microparticles. More precisely, we investigated, both theoretically and experi-
mentally, incoherent multiphoton processes involving n = 1 to 5 photons [212].
For n = 1, 2, 3, MPEF occurs in bioaerosols because of natural fluorophors
such as amino acids (tryptophan, tyrosin), NADH (nicotinamide adenine din-
ucleotide), and flavins. Figure 9.44 shows the LIF spectra of various bacteria,
and the contribution of each fluorophor in the fluorescence spectrum under 266
nm excitation. The strongly anisotropic MPEF emission was demonstrated on
individual microdroplets containing tryptophan, riboflavin, or other synthetic
fluorophors [211–213]. The experiment was performed such that each individ-
ual microparticle was hit by a single laser shot. The aerosol source was based
on a piezo driven nozzle, which precisely controlled the time of ejection of
the microparticles. Figure 9.45 shows the MPEF angular distribution and the
comparison between experimental and theoretical (Lorentz-Mie calculations)
results for the one- (400 nm) (Fig. 9.45a), two- (800 nm) (Fig. 9.45b) and
three-photon (1, 2µm) (Fig. 9.45c) excitation process. They show that the flu-
orescence emission is maximum in the direction toward the exciting source.
The directionality of the emission is dependent on the increase of n, because
the excitation process involves the nth power of the intensity In(r). The ratio
Rf= P(180◦)/P(90◦) increases from 1.8 to 9 when n changes from 1 to 3 (P is
the emitted light power). For 3PEF, fluorescence from aerosol microparticles
is therefore mainly backwards emitted, which is ideal for Lidar experiments.
For n = 5 photons we investigated laser induced breakdown (LIBS) in water
microdroplets, initiated by multiphoton ionization. The ionization potential
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Fig. 9.44. Fluorescence spectra of bacteria and respective contributions of amino
acids, NADH and flavins [202].

of water molecules is Eion=6.5 eV, so that 5 photons are required at a laser
wavelength of 800 nm to initiate the process of plasma formation. The growth
of the plasma is also a nonlinear function of In(r). We showed that both local-
ization and backward enhancement strongly increases with the order n of the
multiphoton process, exceeding Rf = U(180◦)/U(90◦) = 35 for n = 5 [214]. As
for MPEF, LIBS has the potential of providing information about the aerosols
composition.

9.7.2 MPEF-Lidar detection of biological aerosols

The first multiphoton excited fluorescence Lidar detection of biological aerosols
was performed using the Teramobile system. The Teramobile
(www.teramobile.org) is the first femtosecond-terawatt laser based Lidar [215],
and was developed by a French-German consortium, formed by the Universi-
ties of Jena, Berlin, Lyon, and the Ecole Polytechnique (Palaiseau).

The bioaerosol particles, consisting of 1 µm size water droplets containing
0.03 g/l Riboflavin (typical for bacteria), were generated at a distance of 50
m from the Teramobile system. Riboflavin was excited by two photons at
800 nm and emitted a broad fluorescence around 540 nm. This experiment
[215, 216] is the first demonstration of the remote detection of bioaerosols
using a 2PEF-femtosecond Lidar. The broad fluorescence signature is clearly
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Fig. 9.45. Backward enhancement of the fluorescence from aerosol microparticles
in the case of nonlinear excitation (MPEF) [211].

observed from the particle cloud (typ. 104p/cm3), with a range resolution of a
few meters (Fig. 9.46). As a comparison, droplets of pure water do not exhibit
any parasitic fluorescence in this spectral range. However, a background is
observed for both types of particles, arising from the scattering of white light
generated by filaments in air.
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Fig. 9.46. Two-photon excited fluorescence (2PEF)-Lidar detection of bioaerosols
[215,216].

Primarily, MPEF might be advantageous as compared to linear LIF for
the following reasons: (1) MPEF is enhanced in the backward direction and
(2) the transmission of the atmosphere is much higher for longer wavelengths.
For example, if we consider the detection of tryptophan (another typical bio-
tracer that can be excited with 3 photons of 810 nm), the transmission of
the atmosphere is typically 0.6 km−1 at 270 nm, whereas it is 3 · 10−3 km−1

at 810 nm (for a clear atmosphere, depending on the background ozone con-
centration). This compensates the lower 3-PEF cross-section compared to the
1-PEF cross-section at distances larger than a couple of kilometers. The most
attractive feature of MPEF is, however, the possibility of using pump-probe
techniques, as described hereafter in order to discriminate bioaerosols from
background interferents such as traffic related soot or PAHs.

9.7.3 Pump-probe spectroscopy to distinguish bioaerosols from
background organic particles in air

As mentioned before, a major drawback inherent in LIF instruments is the
frequency of false identification because UV-Vis fluorescence is incapable of
discriminating different molecules with similar absorption and fluorescence
signatures. While mineral and carbon black particles do not have strong fluo-
rescence signals, aromatics and polycyclic aromatic hydrocarbons (PAH) from
organic particles and Diesel soot strongly interfere with biological fluorophors
such as amino acids [202,204]. The similarity between the spectral signatures
of organic and biological molecules under UV-Vis excitation lies in the fact
that similar π-electrons from carbonic rings are involved. Therefore, aromatics
or PAHs (such as naphthalene) exhibit absorption and emission bands similar
to those of amino acids like Tyrosine or Trp. Some shifts are present because of
differences in specific bonds and the number of aromatic rings, but the broad
featureless nature of the bands renders them almost indistinguishable. More-
over, the different environments of Trp in bacteria (e.g., they are contained
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in many proteins) and the mixtures of PAHs in transportation generated par-
ticles, blur their signatures. As shown before in Fig. 9.43, the fluorescence
spectra (resulting from excitation at 270 nm) of Trp, Bacillus Subtilis and
Diesel fuel are almost identical.

A novel femtosecond pump-probe depletion (PPD) concept was recently
developed [217], based on the time-resolved observation of the competition
between excited state absorption (ESA) into a higher lying excited state and
fluorescence into the ground state. This approach makes use of two physical
processes beyond that available in the usual fluorescence spectrum: (1) the
dynamics in the intermediate pumped state and (2) the coupling efficiency to
a higher lying excited state. More precisely, as shown in Fig. 9.47, a femtosec-
ond pump pulse ( τ=120fs) at 270 nm transfers a portion of the ground state
S0 population of Trp to its S1({v’}) excited state (corresponding to a set of
vibronic levels, i.e., {v’}). The vibronic excitation relaxes by internal energy
redistribution to lower {v’} modes, associated with charge transfer processes
(CT), conformational relaxation, and intersystem crossing with repulsive πσ∗
states [218]. After vibronic energy redistribution, fluorescence is emitted from
S1({v’}) within a lifetime of 2.6 ns. By illuminating the amino acid with a

Trp+ 

λf 
)(t

pumpλ

)( tt

probe

∆+λ

 
( )..uaTrp

absσ

Fig. 9.47. Femtosecond pump-probe depletion (PPD) technique to distinguish bio-
molecules from organic interferents.
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second pulse (probe) at 800 nm after a certain time delay from the pump
pulse, the S1 population is decreased and the fluorescence depleted. The 800
nm femtosecond laser pulse induces a transition from S1 to an ensemble of
higher lying Sn states, which are likely to be autoionizing [219], but also un-
dergo radiationless relaxation into S0 [220]. By varying the temporal delay
between the pump and probe, the dynamics of the internal energy redistri-
bution within the intermediate excited potential surface S1 is explored. In
principle, as different species have distinct S1 surfaces, discriminating signals
can be enhanced in this fashion.

Figure 9.48 shows the pump-probe depletion dynamics of the S1 state
in Trp as compared to a circulation of Diesel fuel and Naphthalene in cyclo-
hexane, one of the most abundant fluorescing PAHs in Diesel. While depletion
reaches as much as 50% in Trp for an optimum delay of ∆t = 2 ps, Diesel fuel
and Naphthalene appear almost unaffected (within a few percent), at least on
these timescales. This remarkable difference allows for efficient discrimination
between Trp and organic species, although they exhibit very similar linear

Fig. 9.48. Femtosecond pump-probe depletion PPD applied to the distinction of
Trp from traffic related PAH’s [217].



9 Biological systems: Applications and perspectives 815

excitation/fluorescence spectra (Fig. 9.43). Two reasons might be invoked to
understand this difference: (1) the intermediate state dynamics is predomi-
nantly influenced by the NH- and CO- groups of the amino acid backbone
and (2) the ionization potential and other excited states are higher for the
PAHs contained in Diesel than for Trp by about 1 eV so that excitation in-
duced by the probe laser is much less likely in the organic compounds. The
particular dynamics of the internal energy redistribution in the S1 state of
Trp (Fig. 9.48), and in particular the time needed to start efficient depletion,
is not fully interpreted as yet. Further electronic structure calculations are
required to better understand the process, especially on the higher lying Sn

potential surfaces.
In order to more closely approach the application of detecting and discrim-

inating bioagents from organic particles in air, we repeated the experiment
with bacteria, including Escherichia coli, Enterococcus and Bacillus subtilis
(BG). Artefacts due to preparation methods have been avoided by using a
variety of samples, i.e. lyophilized cells and spores, suspended either in pure
or in biologically buffered water (i.e. typically 107 − 109 bacteria per cc). The
observed pump-probe depletion results are remarkably robust (Fig. 9.49), with
similar depletion values for all the considered bacteria (results for Enterococ-
cus, not shown in the figure, are identical), although the Trp microenviron-
ment within the bacteria proteins is very different from water. These unique
features can be used for a novel selective bioaerosol detection technique that
avoids interference from background traffic related organic particles in the
air: The excitation shall consist of a pump-probe sequence with the optimum
delay ∆t = 2ps, and the fluorescence emitted by the mixture will be mea-
sured as the probe laser is alternately switched on and off. This pump-probe
two-photon differential fluorescence method will be especially attractive for
an active remote detection technique such as MPEF-Lidar, where the lack
of discrimination between bioaerosols and transportation related organics is
currently most acute.

These results, based on very simple pump-probe schemes, are very encour-
aging and open new perspectives in the discrimination capability of bioaerosols
in air. We intend to extend the technique by applying more sophisticated ex-
citation schemes (e.g., optimally shaped pulses), related to coherent control,
in order to better distinguish bioaerosols from non-bioaerosols, but also to
gain selectivity among the bacteria themselves. Theoretical calculations were
recently performed, which show that under some conditions, optimal dynamic
discrimination (ODD) can lead to efficient distinction between 3 species that
exhibit almost the same spectral characteristics [210].

9.7.4 Toward LIBS identification of bacteria in air

As mentioned above, laser induced plasma line emission is also enhanced in the
backward direction when microparticles are excited by a femtosecond laser.
Although nanosecond-laser LIBS (nano-LIBS) has already been applied to the
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Fig. 9.49. Femtosecond pump-probe depletion of in vivo bacteria [217].

study of bacteria [221,222], femtosecond lasers open new perspectives in this
respect. The plasma temperature is, indeed, much lower in the case of fem-
tosecond excitation, which strongly reduces the blackbody background and
interfering lines from excited N2 and O2 from the air. This allows perform-
ing time gated detection with very short delays, and thus observing much
richer and cleaner spectra from the biological sample. This crucial advantage
is shown in Fig. 9.50, where the K line emitted by a sample of Escherichia
coli is clearly detected in femto-LIBS and almost unobservable under ns-laser
excitation [223]. Thanks to the low thermal background in fs-LIBS, 20-50 lines
are recorded for each bacterial sample considered in the study (Acinetobac-
ter, Escherichia coli, Erwinia, Shewanella and Bacillus subtilis) . A system-
atic sorting with sophisticated algorithms is in progress in order to evaluate
whether the spectra are sufficiently different to unambiguously identify each
species [224]. The results are already promising and we show (Fig. 9.51), as an
example, the difference between Escherichia coli and Bacillus subtilis for the
Li line intensity (also observed for the Ca line). This observation can be un-
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Fig. 9.50. Comparison of ns-LIBS (blue) and fs-LIBS (red) results on the K line
(Kl) of Escherichia coli [224].

derstood by the typical difference of the cell wall structure between a Gram+
and a Gram- bacterium. The ratio of these lines as compared to Na for exam-
ple constitutes an “all optical Gram test”. Low temperature plasma is not the
only advantage of fs-LIBS: the ablation process itself seems different. fs-LIBS
acts more as a direct bond-breaking and evaporation process instead of ther-
mal vaporization. This particular ablation process could be put into evidence
as not only atoms and ions lines were observed but also molecular signatures
such as CN or C2 [225]. It was shown in particular that these molecular species
are directly ablated from the sample, and not created by recombination of C
atoms or ions with Nitrogen from the air (which occurs for ns excitation).
Obtaining molecular signatures in addition to trace elements is a significant
improvement of the method. The presence of CN molecules is, for instance, a
good indicator for a biological material.

In conclusion, femtosecond spectroscopy opens new ways for the optical
detection and identification of bioaerosols in air. Its unique capability of distin-
guishing molecules that exhibit almost identical absorption and fluorescence
signatures is a key feature for identifying bacteria in a background of ur-
ban aerosols. The technique can also be applied for the remote detection of
the microorganisms, if a nonlinear Lidar based configuration is chosen, as for
the Teramobile. A more difficult task will be the distinction of one bacteria
species from another, and in particular the identification of pathogen from
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Fig. 9.51. Distinction of Escherichia coli (blue) from Bacillus subtilis (red) through
their different Li-line emission (Li l) [224].

nonpathogen bioaerosols. A possible way to reach this difficult goal might
be ODD. Another option could be provided by LIBS, as the wealth of emis-
sion lines under femtosecond excitation might allow to target some biological
process that is characteristic from one type of bacteria. Moreover, it was re-
cently demonstrated that LIBS could also be performed with a femtosecond-
Lidar [226] and thus allow remote identification of particles in air.

9.8 Outlook

The investigation of biological systems with laser spectroscopic techniques re-
mains a vibrant field. In particular, the strength of femtosecond spectroscopy
for characterization of key reactive events and relaxation pathways, and iden-
tification of important inter- and intramolecular interactions has been illus-
trated in this chapter. Another avenue of growing importance is the use of
femtosecond laser spectroscopies to obtain structure information in real-time
on changes induced by optical excitation. For example, the monitoring of
time-dependent absorption band shifts of tryptophan residues, induced by ex-
citation of nearby bacteriorhodopsin was shown as a tool to this end. These
experiments established the connection between translocation of charge [27]
and the skeletal changes of the conjugate chain [23]. In addition, it also stressed
the role of the dynamic electric force fields, which drive structural dynamics
and govern enzymatic reactions. The capacity of infrared probing for deter-
mine the orientations of molecular electronic transition dipole moments within
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the molecular frame was moreover demonstrated on anthracene-endoperoxide,
and in combination with quantum mechanical calculations a definitive assign-
ment of reactive electronic states could be made. For more complex biological
systems and for tackling both the fast and the slower dynamics, Molecu-
lar Dynamics simulations, such as presented in Sect. 9.6, will prove to be a
powerful tool for singling out crucial 3-dimensional conformations that can
be connected to key events. Methods such as these, are expected to greatly
contribute in the near future to enhancing our knowledge of 3-dimensional
structural details in complex biological systems and their connection to the
mechanisms that govern essential biological processes.

Insightful demonstrations were also presented of the use of creative mul-
tiple pulse manipulation schemes for separating overlapping spectral bands,
manipulating excited and ground state populations, and knocking the inves-
tigated system out of equilibrium in biological systems of varying complexity,
Sect. 9.3. These inherently multiphoton techniques can also be used to investi-
gate excitation interactions in multichromophore systems [59,60]. These new
abilities allow significant new insights into fundamental biological events gov-
erning photosynthetic light harvesting [49,59,60,82], biological proton transfer
reactions [69] and primary photoreception events [48, 48]. The fact that the
control is achieved by manipulating electronic state populations allows the
clear and concise interpretations of the experimental data.

On the theoretical front calculations of time-dependent wave packet prop-
agations can provide information on time scales and branching ratios for com-
peting reaction channels. These calculations also provide essential input for
simulations based on a quantum dynamical Optimal Control Theory formu-
lation, that can be used to predict the possibilities of experimentally manip-
ulating the quantum yields of different reaction channels, or steering or even
suppressing energy transfer and delocalization, by the use of shaped pulses.
Input parameters for control possibilities are the amplitude (intensity), the
phase, and the polarization of the different applied electromagnetic frequen-
cies. We are only standing at the beginning of the tremendously exciting road
of experimentally testing the possibilities optically altering the natural out-
come biological processes.

Last but not least, femtosecond spectroscopy has led to new ways for
outdoor detection and identification of airborne bioaerosols. The unique ca-
pability of distinguishing molecules with almost identical absorption and flu-
orescence signatures is a key feature for identifying bacteria in a background
of urban aerosols, which will lead to clearly outlined applications.

The state-of-the-art achievements in laser technology, together with the
continuously increasing computing power, due to the persisting validity of
Moore’s law, has clearly led to new spectroscopic and theoretical tools that
continue to open up the possibilities of bringing the understanding of light-
induced biological reactions to a higher levels.
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condensed matter systems, Lecture Notes in Physics, vol. 703 (2006), Lecture
notes in Physics, vol. 703, pp. 475–497
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216. G. Méjean, J. Kasparian, J. Yu, S. Frey, E. Salmon, J.P. Wolf, Appl. Phys. 78,
535 (2004)

217. F. Courvoisier, V. Boutou, V. Wood, J.P. Wolf, A. Bartelt, M. Roth, H. Rabitz,
App. Phys. Lett. 87, 063901 (2005)

218. A.L. Sobolewski, W. Domcke, C. Dedonder-Lardeux, C. Jouvet, Phys. Chem.
Chem. Phys. 4, 1093 (2002)

219. J. Teraoka, P.A. Harmon, S.A. Asher, J. Am. Chem. Soc. 112, 2892 (1989)
220. H.B. Steen, J. Chem. Phys. 61, 3997 (1974)
221. S. Morel, N. Leon, P. Adam, J. Amouroux, Appl. Opt. 42, 6184 (2005)
222. P.B. Dixon, D.W. Hahn, Anal. Chem. 77, 631 (2005)
223. M. Baudelet, L. Guyon, J. Yu, J.P. Wolf, T. Amodeo, E. Fréjafon, P. Laloi, to
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gas phase 25, 33, 812
in vivo bacteria 816
polarization resolved 787
solution phase 632, 648, 653, 663,

742, 750, 767, 787
ultracold molecules 132
vibrational 632, 648, 653, 663

pump-pump depletion (PPD) spec-
troscopy 813, 814

quadrupole mass spectrometer (QMS)
30

quantum back-reaction problem 469
quantum fluctuation variables 469
quantum master equation 661
quantum Zeno effect 469
quantum-classical approximation 464
quantum-mechanical many-body theory

466

radial distribution function 726
Raman type excitations of vibrations

373
Rb2 125
reaction rate theory 466
recollision process 489
recombination time for injected

electrons 460
REMPI see resonance-enhanced

multiphoton ionization
reorganization energy 441, 449, 456,

459
resonance-enhanced multiphoton

ionization 401

rotating wave approximation (RWA)
92

rotational population 400
Ru dye 436
rutile TiO2 438, 440, 449, 451, 453

scanning tunneling microscopy 388,
405, 416, 432

second fluctuation-dissipation theorem
403, 419

second harmonic generation 405, 407
second order differencing method (SOD)

163
selection rules 265, 276
self-energy 446, 459
SHG see second harmonic generation
shock wave 325, 336
site, in matrix

double substitutional 272
single substitutional 272

solar cell 433, 437, 460
voltage 465

solvated electron 154, 155, 177, 182
solvation 155, 181
solvent bath 625
solvent coordinate 690
spectral contribution to nonlinear

response
coherent 701, 708
sequential 701, 708

spectral diffusion 625, 644
spectrometer

electron-ion coincidence 171
spin-flip, ultrafast 275, 334, 363, 365,

367, 369
spin-orbit coupling 319, 334, 354, 362,

364
split operator method (SPO) 163
state-resolved detection 401
steady-state absorption spectra 454,

458
step coverage 407
stimulated emission 699, 702
stimulated Raman 703
STM see scanning tunneling

microscopy
stochastic differential equation 796
strong laser fields

multiphoton regime 487
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nonadiabatic coupling model 518
quasi-static regime 489
Rabi frequency in 575
shifting of eigenstates 514

substrate-adsorbate coupling 391, 408
subsurface adsorption 424
supercontinuum 694
surface femtochemistry 389
surface hopping 330, 332, 469

fewest switches criterion 332
surface reaction 387

electron-mediated mechanism 389,
395

phonon-mediated mechanism 389,
395

yield of 392
surface reconstruction 454
synchrotron 722

Tannor-Rice scheme 69
TDS see thermal desorption spec-

troscopy
thermal desorption spectroscopy 395
Ti-O bond 470
tight-binding model 448
time resolved photoelectron spec-

troscopy 179, 198
time-dependent Kohn-Sham theory

466
time-dependent Schrödinger equation

322, 355, 420, 435, 445, 448
time-independent Schrödinger equation

160
vibrational 424

time-of-flight measurements 395
time-resolved photoelectron spec-

troscopy 166, 183
time-resolved reflectivity measurements

415
time-resolved sum-frequency generation

405
TiO2

colloids 433, 450
nanocrystals 456

TOF see time-of-flight measurements
transfer integral 457
transfer operator 796
transient absorption spectroscopy 433,

437, 449, 451, 458, 691

transition dipole moment 162, 625,
791

transition state theory 465
transition-metal/ligand complexes 464
translational barrier 399
translational energies of desorbing

molecules 395, 400, 428
translational temperature 399, 401
translocation of charge 741, 749
transport time of injected electrons

460
tripod bridge–anchor group 440
TRPES see time resolved photoelec-

tron spectroscopy
tungsten cluster 198, 199, 201
tunneling 209, 232, 313
two-photon photoemission 433, 438,

448, 451
two-pulse correlation (2PC) 395, 410

dip in 415
two-temperature model 390, 396, 411,

419, 430

ultracold molecules 27, 122
unimolecular decay 34
UPS see UV photoelectron spec-

troscopy, 440
UV photoelectron spectroscopy 438

valence band 434
variational method 75
vibrational

barrier 399
damping 411
degrees of freedom 443
energy relaxation 391, 420, 422, 426
hybrid state 357, 368, 372, 373
ladder climbing 389, 420
progression 456

vibrational energy relaxation 645
vibrational self-consistent field (VSCF)

207, 627
vibrational spectroscopy 787

dephasing 644
double-resonance 637
dynamic hole burning 637
echo peak shift 636, 641
hydrogen bond 620
libration 643
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multidimensional infrared 636, 644,
650, 669, 676

photon echo 635, 638, 641, 668, 676
pulsed Fourier transform 2D 638,

644, 669
pump-probe 632, 648, 653, 663
spectral diffusion 644
ultrafast infrared 630

vibrationally mediated chemistry 423

W−
4 199, 201

water 155, 169, 176–178, 181, 182, 640
wave packet

dispersion 294
dynamics 268
dynamics in reduced dimensionality

352
focusing 296
gas phase 27
interference 288
interferometry 85
nuclear 658
oscillatory motion 201
propagation techniques 427
relief reflections 361, 363
revival 296
revival, fractional 299
round trip time 266
states of matrix-isolated molecules

349
vibrational 503, 623, 653, 666

wide-band
approximation 444, 446, 447, 457,

458

limit 453, 461

wide-band gap semiconductor 433

Wigner

-Moyal representation 35

-Ville representation 96

distribution 38

representation 232, 234, 241

transform 37, 234, 237

X-ray absorption near-edge structure
719

X-ray absorption spectroscopy 719

absorption coefficient 721

fine structure (EXAFS) 719

multiple scattering 721

near-edge structure (XANES) 719

photoelectrons 719

single scattering 721

X-ray photoelectron spectroscopy 438

XANES see X-ray absorption
near-edge structure

XAS see X-ray absorption spec-
troscopy

XFROG see cross-correlation
frequency-resolved optical gating

XPS see X-ray photoelectron
spectroscopy

yield-weighting procedure 395, 409

ZEKE see zero electron kinetic energy

zero electron kinetic energy 41, 50, 215
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