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The study of granular materials has always been a topic of considerable importance in
engineering. Historically, the mathematical formulation of the subject dates back to the
pioneering work of C.A. Coulomb in 1776 [1]. In his now famous memoir, Coulomb
postulated the conditions that should be satisfied for failure to occur in a granular mate-
rial. This postulate for failure still stands as a defining point in the mathematical study of
mechanics of granular materials. Coulomb largely focused on a topic of importance to that
time, namely the design of earth structures to avoid collapse. As a result, the study of the
deformations that lead to failure received less emphasis [2]. Recently, however, several sci-
entific disciplines, including geomechanics, mechanical, civil and chemical engineering, phys-
ics and applied mathematics, have shown renewed interest in accurately modelling granular
materials to examine, concurrently, both failure and deformations. The study of how gran-
ular materials or bulk solids flow and deform is also of practical importance for a num-
ber of industries, including mining and minerals processing, agricultural materials processing,
the construction industry, foodstuff production, pharmaceutical development and nanotech-
nology. In these applications the granular materials involved could be as diverse as crushed
ore, cereal grains, sugar, flour, tablets and nano-particulates. In each case, granular materials
frequently flow through devices such as bins, hoppers and chutes and a clear knowledge of
how they behave under these circumstances is invaluable for the efficient design and applica-
tion of related devices.

Granular materials form an important component in modern developments in geomechan-
ics. For the most part, geotechnical engineers are less interested in fully developed granular
flows, but the deformational aspects of granular materials are highly relevant in situations
that require assessment of settlements of foundations on granular media. The development of
mathematically correct and physically admissible theories to describe and predict the complex
behaviour of granular materials or bulk solids is therefore a topic of fundamental importance
to both the engineering sciences and applied mathematics.

Modelling the flow of granular materials has been extensively studied through the use of
continuum mechanics. Using this approach, one formulates governing equations for the stress
and velocity fields by coupling the equations of conservation of mass and linear momentum
with appropriate constitutive laws that govern the initiation of failure and the rules applica-
ble to the flow of the granular material subsequent to its failure. For rapid granular flows
that accompany a reduction in the bulk density, the behaviour of each granular particle is
determined primarily by inelastic collisions with neighbouring particles, in a way analogous
to colliding molecules in dense gases. In contrast, for slow dense granular flows, the dominant
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mechanisms are quite different; here, the neighbouring particles continually slide and roll past
each other, and friction between these particles becomes the dominant force.

The problem of modelling fully developed slow granular flows using continuum mechanics
is, and continues to be, both complex and challenging. There is general agreement that stress
fields within granular flows can be described by coupling the equations of linear momen-
tum with the Coulomb–Mohr yield condition, or other forms of yield condition applicable
to the myriad of granular materials that are encountered in engineering practice. However,
there is little or no agreement as to how the equations for the velocity fields, that describe the
deformations of fully developed flows, should be formulated, or even whether these equations
should be mathematically well-posed or ill-posed. The constitutive assumption that is perhaps
most widely employed by the engineering community is Saint-Venant’s hypothesis, which is
also referred to as the coaxiality condition. This condition states that the principal axes of
the stress and strain-rate tensors should coincide. Drucker and Prager [3] were the first to for-
mally adopt this hypothesis for the study of the mechanics of granular materials. They used
the Coulomb–Mohr yield condition as a plastic potential to derive an associated flow rule.
The condition of coaxiality must hold by virtue of material isotropy, and the rate-of-strain
tensor depends only on the Cauchy stress tensor.

While the work of Drucker and Prager [3] marks the resurgence of the application of
plasticity theories to mechanics of soils, these developments have limitations. Firstly, the the-
ory predicts that all granular flows are accompanied by dilation or volume change, notably
volume expansion, whereas in fact loose granular materials contract upon shearing, and oth-
ers undergo isochoric or volume-preserving deformations. Even in situations for which dila-
tion is appropriate, the predicted magnitude of volume increases is far in excess of those
observed in most real materials. The second limitation is that for cohesionless materials;
the theory predicts that the rate of specific mechanical energy dissipation is zero, which is
clearly unrealistic. More sophisticated approaches attempt to overcome these difficulties by
either including work-hardening/softening theories, similar to those proposed and developed
by Drucker et al. [4], Jenike and Shield [5], Schofield and Wroth [6] or the incorporation
of flow rules that are non-associated. In the former category of models, the yield condition
varies with a state parameter, such as the density. For the work-hardening/softening models,
the mathematical characteristics for the stress and velocity fields do not coincide, contrary to
what is commonly observed experimentally; this leads to the adoption of non-associated flow
rules. The subject matter in this area is extensive and no attempt will be made to provide an
exhaustive review of non-associated plasticity. It is worth noting that Hill [7] proposed veloc-
ity equations for incompressible materials based on the Saint-Venant hypothesis, but, again,
this theory has the undesirable property that the predicted stress and velocity characteristics
do not coincide.

By abandoning the assumption of coaxiality, an alternative family of models has been
derived based on a kinematic hypothesis involving the concepts of shearing motion paral-
lel to a surface, rotation of that surface, and dilation or contraction normal to the sur-
face. One such model is the double-shearing theory, originally proposed by Spencer [8, 9] for
incompressible flows, and extended to dilatant materials by Mehrabadi and Cowin [10] and
Butterfield and Harkness [11]. In this theory, the characteristic curves for the stresses and
velocities coincide, and every deformation is assumed to consist of simultaneous shears along
the two families of stress characteristics. These ideas build upon those of the double sliding,
free rotating model, developed by de Josselin de Jong [12–14], by fixing the rotation rate as
the temporal rate of change of the stress angle. To reiterate, an important advantage of the
double-shearing theory over the previous coaxial theories is that it retains the assumption of
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slip occurring along the stress characteristics, but does not give rise to unusually high levels
of dilatancy. Spencer’s [8, 9] original double-shearing theory is for incompressible materials,
which in the context of fully developed granular flow is often a reasonable and a realistic
assumption. Furthermore, when applied to gravity-driven flow problems [15, 16], the coaxial
theory is shown to yield physically unacceptable predictions in the velocity field, whereas the
double-shearing theory predicts results that are certainly reasonable. On the other hand, there
are experiments, which are not consistent with predictions of Spencer’s double-shearing the-
ory, but tend to support the double-sliding, free-rotating model of de Josselin de Jong [12–14].
Research in this area must recognize the fact that there is little possibility for developing a
mathematical theory of granular media for all eventualities: the materials are real and the cir-
cumstances diverse. A theory that shows promise for a given set of experimental conditions
can fail for others. In any event, at this moment no single theory is clearly most applicable for
describing the behaviour of fully developed flow of real granular materials. While the subject
requires more reproducible non-conventional experiments to help resolve these issues, there is
a serious need for in-depth mathematical and numerical analysis of the theories involved. This
might include the solution of relevant boundary-value problems and initial-boundary-value
problems that can allow the continuous transformation of a deformation-dominated process
to a flow-dominated one, the exploration of exact and numerical solutions to the equations,
and the comparison and contrasting of existing theories that will guide critical experiments of
the future.

In addition to the issues raised above, a major unresolved question with Spencer’s [8, 9]
double-shearing theory, and most other plasticity-based theories for fully developed granu-
lar flow, is that the equations are linearly ill-posed in the sense that small perturbations to
existing solutions may result in solutions that grow exponentially with time (see e.g. [17–
19]). This characteristic places doubt on whether or not steady solutions to the governing
equations actually describe real granular flows, and also leads to serious implications for
numerical schemes, which do not converge in the limit as the size of a mesh discretization
approaches zero. However, ill-posedness in itself is not necessarily an undesirable property for
equations that describe granular deformations. In fact, it is well known that under certain
circumstances granular materials exhibit unstable behaviour, in which case it is quite plau-
sible that ill-posedness should be the norm. An example is the onset of shear-banding. Per-
haps the ideal situation, as advocated by Harris [19], is a theory that contains a domain of
well-posedness, in which solutions may be stable or unstable, and also a domain of ill-posed-
ness, which corresponds to a definite physical instability. This motivation has led Harris [20,
21] to derive a single-slip model, which belongs to the class of models based upon the physi-
cal and kinematic considerations discussed above. This single-slip model is indeed well-posed
under well-defined conditions and ill-posed when these conditions fail [19]. In this case the ill-
posedness corresponds to the physical instability of grain separation, a process that invalidates
the assumption that friction between particles is the dominant mode of momentum transfer,
as opposed to inelastic collisions. There is much scope for further research in this complex
and challenging field.

We note that there have been several recent attempts to model the transitional region
between dense, slow granular flows and rapid, collisional flows (see, for example, [22–25].
These models combine traditional plasticity ideas with notions borrowed from the kinetic
theory of gases [26]. In general, the condition of coaxiality is enforced, and again it is not
entirely clear whether these theories are well-posed or ill-posed. Often in fully developed slow
granular flow, there are narrow layers, referred to as shear layers, in which the material experi-
ences intense shearing. While the models mentioned previously capture many features of fully
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developed flow to varying degrees, none have the ability to accurately predict the thickness
of the layers over which such intense shearing materializes. A reason for this limitation has
been attributed to the fact that classical continuum models have no intrinsic length scale built
into the constitutive equations. Attempts to rectify this deficiency probably date back to the
work of Voigt [27] and later expanded by Cosserat and Cosserat [28] who introduced the con-
cept of couple stresses for examining the mechanics of deformable media (see e.g. [29]). Here,
the Cauchy stress tensor is no longer symmetric, and the conservation of angular momentum
is no longer automatically satisfied but becomes a set of field equations that need to be sat-
isfied explicitly. There are two extra field variables for Cosserat materials, namely the angu-
lar velocity and the couple-stress tensor. As a consequence of the notion of couple stresses, a
length parameter or an intrinsic length scale naturally arises in the definition of constitutive
relationships. The work on both micromorphic and couple-stress theories was an active area
of research from the mid-1960s to the mid-1970s and the developments are summarized in
[30]. A number of authors have applied these concepts to the examination of problems associ-
ated with granular media and references to recent works are given by Vardoulakis and Sulem
[31]. The investigations by Mühlhaus [32], Tejchman and Wu [33], Bauer [34], Tejchman and
Bauer [35], Tejchman and Gudehus [36] and others also deal with the application of higher-
order formulations in elastoplasticity, in the context of the theory of hypoplasticity, which is
described below, and by Mohan et al. [37, 38] who use more traditional ideas from plastic-
ity. In each case, this improvement is achieved by modelling the granular material as a Coss-
erat (or micropolar) continuum. Mohan et al. [37, 38] apply an extended-associated flow rule,
with the yield condition depending on the bulk density, and apply the equations to model
flow through vertical channels and cylindrical Couette flow. These studies are successful in
that they predict the main qualitative features of the shear layers; however, the yield condition
and flow rule were chosen purely for illustrating the effectiveness of this approach.

In many civil and geotechnical engineering applications the constrained response of a
granular material, such as a soil or sand, under loading is most important [29]. Exam-
ples of such situations occur with the analysis of foundations, excavations and underground
structures, or simply in elemental tests. Here, the deformation of the material is contained by
a surrounding material, which prevents the development of a state of plastic flow or collapse.
Traditionally, a variety of elastoplastic models have been applied to problems of this nature.
The history of development of theories of geomaterial behaviour that account for contained
deformations of granular materials is quite extensive, and no attempt will be made here to
provide an all-encompassing review. More recently, however, the constitutive theory of hypo-
plasticity has been developed, and has proven to be an attractive alternative to the elastoplas-
tic models. Hypoplasticity is a natural extension of the theories of hypoelasticity developed
by Truesdell [40] and the connection between the theories of hypoelasticity and theories of
plasticity and of elastic-plastic flow has been discussed and investigated by Green [41, 42],
Truesdell and Noll [43] and Jaunzemis [44]. Hypoplasticity in a formal sense was extensively
investigated by Kolymbas [45] and many co-workers (see [46–48]). The characterizing feature
of all hypoplastic theories is that the constitutive law can be written in a single nonlinear
tensorial equation for the stress-rate as a function of the stress and the rate-of-deformation
tensor, without reference to a yield condition or a flow rule. With hypoplasticity there is no
need to decompose deformations into elastic and plastic regimes a priori, or to distinguish
between loading and unloading; all these notions are automatically built into the theory, and
arise as a consequence. Excellent reviews of hypoplasticity and its development are contained
in Kolymbas [49] and Wu and Kolymbas [50].
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The popularity of hypoplasticity among researchers and practitioners can be attributed to
its elegance and the fact that the theory is deeply rooted in experimental observations. It is,
nonetheless, a sophisticated constitutive theory, which involves complicated nonlinear constit-
utive relationships. When combined with the governing equations of continuum mechanics,
there are little prospects for the analytical solution of real-life boundary-value problems, and
progress is usually made via numerical schemes. As a result, it is often difficult to grasp the
underlying mathematical structure of the equations (see [51–54]).

As mentioned previously, for each particular hypoplastic law there is a yield surface and
a flow rule, but rather than being assigned in advance, they are consequences of the origi-
nal constitutive relationships. Thus hypoplasticity as a theory can, in principle, be used to
model fully developed granular flow. The explicit equations describing the yield condition
and the flow rule can be derived from the given hypoplastic law, as illustrated by Wu and
Niemunis [55] and von Wolffersdorff [56]. Von Wolffersdorff [56] has derived particular hypo-
plastic models that give the yield surfaces of Drucker and Prager [3] and Matsuoka and
Nakai [57] as limiting cases. It is not immediately clear whether a similar derivation can be
made to link hypoplasticity with other plasticity theories such as the double-shearing the-
ory [8–10] described above. This possibility is of considerable interest, especially in light of
the recent work of Spencer [58], who shows that in a strict sense, the double-shearing theory
can be regarded as a special form of hypoplasticity. There is an absence of understanding of
the strict connection between hypoplasticity and theories of plasticity that describe granular
flow.

Shear layers often occur in the vicinity of solid boundaries, but this is not generally
the case. An important property of granular materials is that shear-banding or shear lay-
ers can also occur within the bulk of the material. Shear bands are usually accompanied
by localised strains, spanning several grain diameters in thickness, and as discussed above,
classical continuum approaches fail to account for the dimensions of the shear bands due
to the absence of an intrinsic length-scale. Furthermore, although the onset of shear-band-
ing can be predicted [59], the ill-posedness of the governing equations prevents a complete
analysis. As discussed previously, the subject of layers with intense shearing or shear-band-
ing has received much attention by investigators who have developed approaches that incor-
porate Cosserat-type effects, and this is most prominent in hypoplasticity (see e.g. [34–36,
60]). Various hypoplastic theories have been developed and validated using finite-element tech-
niques. The topic of mechanics and mathematics of granular materials has a rich history of
involvement of researchers in the engineering sciences as well as those in the mechanics and
applied-mathematics communities. These contributions are too numerous to cite as a compre-
hensive and complete review; readers are referred to the following Edited volumes of Sympo-
sia and Conference Proceedings for more in-depth reviews of the historical developments and
the current state of advanced mathematical and mechanics approaches to the study of gran-
ular materials [61–78].

This Special Issue on the Mathematics and Mechanics of Granular Materials presents a
mix of mathematical and engineering contributions to the discipline. Some of the papers, but
not all, originate from four Mini-Symposia held at the 2003 ICIAM (International Congress
of Industrial and Applied Mathematics) in Sydney, Australia, June 7–11, 2003. This meet-
ing was jointly organised by the Guest Editors together with Drs. Claudio Tamagnini and
Antoinette Tordesillas. The papers presented in this Special Issue cover the full range of cur-
rent research activity in the area, and include general, analytical, hypoplastic, numerical and
engineering contributions, but appear as follows according to the alphabetical listing of the
first-named author:
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Abstract. The incremental stress-strain relation of dense packings of polygons is investigated by using molecular-
dynamics simulations. The comparison of the simulation results to the continuous theories is performed using
explicit expressions for the averaged stress and strain over a representative volume element. The discussion of the
incremental response raises two important questions of soil deformation: Is the incrementally nonlinear theory
appropriate to describe the soil mechanical response? Does a purely elastic regime exist in the deformation of
granular materials? In both cases the answer will be “no”. The question of stability is also discussed in terms
of the Hill condition of stability for non-associated materials. It is contended that the incremental response of
soils should be revisited from micromechanical considerations. A micromechanical approach assisted by discrete
element simulations is briefly outlined.

Key words: elastoplasticity, granular materials, hypoplasticity, incremental response

1. Introduction

For many years the study of the mechanical behavior of soils was developed in the framework
of linear elasticity [1, Chapter 1] and the Mohr-Coulomb failure criterion [2]. However, since
the start of the development of the nonlinear constitutive relations in 1968 [3], a great variety
of constitutive models describing different aspects of soils have been proposed [4]. A crucial
question has been brought forward: What is the most appropriate constitutive model to inter-
pret the experimental results, or to implement a finite-element code? Or more precisely, why
is the constitutive relation I am using better than that one of the fellow in the next lab?

In the last years, the discrete-element approach has been used as a tool to investigate the
mechanical response of soils at the grain level [5]. Several averaging procedures have been pro-
posed to define the stress [6–8] and the strain tensor [9,10] in terms of the contact forces and
displacements at the individual grains. These methods have been used to perform a direct cal-
culation of the incremental stress-strain relation of assemblies of disks [11] and spheres [12],
without any a priori hypothesis about the constitutive relation. Some of the results lead to the
conclusion that the nonassociated elastoplasticity theory is sufficient to describe the observed
incremental behavior [11]. However, some recent investigations using three-dimensional load-
ing paths of complex loading histories seem to contradict these results [12,13]. Since the sim-
ple spherical geometries of the grains overestimate the role of rotations in realistic soils [13],
it is interesting to evaluate the incremental response using arbitrarily shaped particles.

In this paper we investigate the incremental response in the quasistatic deformation of
dense assemblies of polygonal particles. The comparison of the numerical simulations with the
constitutive theories is performed by introducing the concept of Representative Volume Ele-
ment (RVE). This volume is chosen the smear out the strong fluctuations of the stress and the
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deformation in the granular assembly. In the averaging, each grain is regarded as a piece of
continuum. By supposing that the stress and the strain of the grain are concentrated at the
small regions of the contacts, we obtain expressions for the averaged stress and strain over
the RVE, in terms of the contact forces, and the individual displacements and rotations of
the grains. The details of this homogenization method are presented in Section 2. A short
review of incremental, rate-independent stress-strain models is presented in Section 3. We em-
phasize particularly the classical Drucker-Prager elastoplastic models and the recently elabo-
rated theory of hypoplasticity. The details of the particle model are presented in Section 4.
The interparticle forces include elasticity, viscous damping and friction with the possibility of
slip. The system is driven by applying stress-controlled tests on a rectangular framework con-
sisting of four walls. Some loading programs will be implemented in Section 5, in order to
deal with four basic questions on the incremental response of soils: (1) The existence of ten-
sorial zones in the incremental response, (2) the validity of the superposition principle, (3) the
existence of a finite elastic regime and (4) the question of stability according to the Hill condi-
tion. A micromechanical approach for soil deformation is outlined in the concluding remarks.

2. Homogenization

The aim of this section is to calculate the macromechanical quantities, the stress and strain
tensors, from micromechanical variables of the granular assembly such as contact forces, rota-
tions and displacements of individual grains.

A particular feature of granular materials is that both the stress and the deformation gra-
dient are very concentrated in small regions around the contacts between the grains, so that
they vary strongly over short distances. The standard homogenization procedure smears out
these fluctuations by averaging these quantities over a RVE. The diameter d of the RVE must
be such that δ� d�D, where δ is the characteristic diameter of the particles and D is the
characteristic length of the continuous variables.

We use this procedure here to obtain the averages of the stress and the strain tensors over
a RVE in granular materials, which will allow us to compare the molecular dynamics simu-
lations to the constitutive theories. We regard stress and strain to be continuously distributed

Figure 1. Representative volume element (RVE) used to calculate the incremental response.
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through the grains, but concentrated at the contacts. It is important to note that this aver-
aging procedure would not be appropriate to describe the structure of the chain forces or
the shear band because typical variations of the stress correspond to few particle diameters.
Different averaging procedures involving coarse-grained functions [8], or cutting the space in
slide-shaped areas [10,14] allow to perform averages, and at the same time maintain these
features.

We will calculate the averages around a point x0 of the granular sample taking a RVE cal-
culated as follows: at the initial configuration, we select the grains whose centers of mass are
less than d from x0. Then the RVE is taken as the volume V enclosed by the initial configu-
ration of the grains; see Figure 1. The diameter d is taken such that the averaged quantities
are not sensible to an increase of the diameter by one particle diameter.

2.1. Micromechanical stress

The Cauchy stress tensor is defined using the force acting on an area element situated on or
within the grains. Let f be the force applied on a surface element a whose normal unit vector
is n. Then the stress is defined as the tensor satisfying [1, pp. 12–35]:

σkjnk= lim
a→0

fj/a, (1)

where the Einstein summation convention is used. In absence of body forces, the equilibrium
equations in every volume element lead to [1]:

∂σij /∂xi =0. (2)

We will calculate the average of the stress tensor σ̄ over the RVE:

σ̄ = 1
V

∫
V

σdV. (3)

Since there is no stress in the voids of the granular media, the averaged stress can be written
as the sum of integrals taken over the particles [7]

σ̄ = 1
V

N∑
α=1

∫
Vα

σijdV , (4)

where Vα is the volume of the particle α and N is the number of particles of the RVE. By
use of the identity

∂(xiσkj )

∂xk
=xi

∂σkj

∂xk
+σij , (5)

Equation (2), and the Gauss theorem, Equation (4) leads to [6]

σ̄ij = 1
V

∑
α

∫
Vα

∂(xiσkj )

∂xk
dV = 1

V

∑
α

∫
∂Vα

xiσkjnkda. (6)

The right-hand side is the sum over the surface integrals of each grain. Further, ∂Vα rep-
resents the surface of the grain α and n is the unit normal vector to the surface element da.

An important feature of granular materials is that the stress acting on each grain
boundary is concentrated in the small regions near to the contact points. Then we can use
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the definition given in (1) to express this stress on particle α in terms of the contact forces
by introducing Dirac delta functions:

σkjnk=
Nα∑
β=1

f
αβ
j δ(x−xαβ), (7)

where xαβ and fαβ are the position and the force at the contact β, and Nα is the number of
contacts of the particle α. Inserting (7) into (6), we obtain

σ̄ij = 1
V

∑
αβ

x
αβ
i f

αβ
j . (8)

Now we decompose xαβ=xα+�αβ , where xα is the position of the center of mass and �αβ

is the branch vector, connecting the center of mass of the particle to the point of application
of the contact force. Imposing this decomposition in (8), and using the equilibrium equations
at each particle

∑
β fαβ =0, we have

σ̄ij = 1
V

∑
αβ

�
αβ
i f

αβ
j . (9)

From the equilibrium equations of the torques
∑

β(�
αβ
i f

αβ
j −�

αβ
j f

αβ
i )=0 one obtains that

this tensor is symmetric, i.e.,

σ̄ij − σ̄j i =0. (10)

Then, the eigenvalues of this matrix are always real. This property leads to some simplifi-
cations, as we will see later.

2.2. Micromechanical strain

In elasticity theory, the strain tensor is defined as the symmetric part of the average of the dis-
placement gradient with respect to the equilibrium configuration of the assembly. Using the
law of conservation of energy, one can define the stress–strain relation in this theory [1, Sec-
tion 2.2]. In granular materials, it is not possible to define the strain in this sense, because any
loading involves a certain amount of plastic deformation at the contacts, so that it is not pos-
sible to define the initial configuration to calculate the strain. Nevertheless, one can define a
strain tensor in the incremental sense. This is defined as the average of the displacement ten-
sor taken from the deformation during a certain time interval.

At the micromechanical level, the deformation of the granular materials is given by a dis-
placement field u= r′ − r at each point of the assembly. Here r and r′ are the positions of a
material point before and after deformation. The average of the strain and rotational tensors
are defined as [15]:

ε̄= 1
2
(F +FT ), (11)

ω̄= 1
2
(F −FT ). (12)

Here FT is the transpose of the deformation gradient F , which is defined as [6]

Fij = 1
V

∫
V

∂ui

∂xj
dV . (13)
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Using the Gauss theorem, we transform it into an integral over the surface of the RVE

Fij = 1
V

∫
∂V

uinjda, (14)

where ∂V is the boundary of the volume element. We express this as the sum over the bound-
ary particles of the RVE

Fij = 1
V

Nb∑
α=1

∫
∂Vα

uinjda, (15)

where Nb is the number of boundary particles. It is now convenient to make some approx-
imations. First, the displacements of the grains during deformation can be considered rigid,
except for small deformations near to the contacts, which can be neglected. Then, if the dis-
placements are small in comparison with the size of the particles, we can write the displace-
ment of the material points inside particle α as:

ui(x)≈	xαi + eijk	φ
α
j (xk−xαk ), (16)

where 	xα, 	φα and xα are displacement, rotation and center of mass of the particle α which
contains the material point x, and eijk is the antisymmetric unit tensor. Setting a parameteri-
zation for each surface of the boundary grains over the RVE, we can calculate the deformation
gradient explicitly in terms of grain rotations and displacements by substituting (16) in (15).

In the particular case of a bidimensional assembly of polygons, the boundary of the RVE
is given by a graph {x1,x2, . . . ,xNb+1=x1} consisting of all the edges belonging to the exter-
nal contour of the RVE, as shown in Figure 1. In this case, Equation (15) can be transformed
into a sum of integrals over the segments of this contour.

Fij = 1
V

Nb∑
β=1

∫ xβ+1

xβ

[
	x

β
i + eik	φ

β(xk−x
β
k )
]
n
β
j ds, (17)

where eik≡ei3k and the unit vector nβ is perpendicular to the segment
−−−−→
xβxβ+1. Here β corre-

sponds to the index of the boundary segment; 	xβ , 	φβ and xβ are displacement, rotation
and center of mass of the particle which contains this segment. Finally, by using the param-
eterization x=xβ + s(xβ+1−xβ), where (0<s<1), we can integrate (17) to obtain

Fij = 1
V

∑
β

(
	x

β
i + eik	φ

β�
β
k

)
N

β
j , (18)

where N
β
j =ej,k

(
x
β+1
k −x

β
k

)
and �= (xβ+1−xβ)/2−xα. We can calculate the stress tensor by

taking the symmetric part of this tensor using Equation (11). Contrary to the strain tensor
calculated for spherical particles [8,16], the individual rotations of the particles are included
in the calculation of this tensor. This is borne out by the fact that for nonspherical particles
the branch vector is not perpendicular to the contact normal vector, so that eik�

β
k N

β
j �=0.
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3. Incremental theory

Since the stress and the strain are symmetric tensors, it is advantageous to simplify the nota-
tion by defining these quantities as six-dimensional vectors:

σ̃ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

σ̄11

σ̄22

σ̄33√
2σ̄23√
2σ̄31√
2σ̄13

⎤⎥⎥⎥⎥⎥⎥⎥⎦
and ε̃=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ε̄11

ε̄22

ε̄33√
2ε̄23√
2ε̄31√
2ε̄13

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (19)

The coefficient
√

2 allows us to preserve the metric in this transformation: σ̃kσ̃k = σ̄ij σ̄ij .
The relation between these two vectors will be established in the general context of the rate-
independent incremental constitutive relations. We will focus on two particular theoretical
developments: the theory of hypoplasticity and the elastoplastic models. The similarities and
differences of both formulations are presented in the framework of the incremental theory
that follows.

3.1. General framework

In principle, the mechanical response of granular materials can be described by a func-
tional dependence of the stress σ̃ (t) at time t on the strain history {ε̃(t ′)}0<t ′<t . However,
the mathematical description of this dependence turns out to be very complicated due to the
nonlinearity and irreversible behavior of these materials. An incremental relation, relating the
incremental stress dσ̃ (t)= σ ′(t)dt to the incremental strain dε̃(t)= ε′(t)dt and some internal
variables κ that account for the deformation history, enable us to avoid these mathematical
difficulties [17]. This incremental scheme is also useful for solving geotechnical problems, since
the finite-element codes require that the constitutive relation be expressed incrementally.

Due to the large number of existing incremental relations, the necessity of a unified the-
oretical framework has been pointed out as an essential necessity to classify all the existing
models [18]. In general, the incremental stress is related to the incremental strain as follows:

Fκ(dε̃,dσ̃ ,dt)=0. (20)

Let us look at the special case where there is no rate-dependence in the constitutive rela-
tion. This means that this relation is not influenced by the time required during any loading
tests, as corresponds to the quasistatic approximation. In this case F is invariant with respect
to dt , and (20) can be reduced to:

dε̃=Gκ(dσ̃ ) (21)

In particular, the rate-independent condition implies that multiplying the loading time by
a scalar λ does not affect the incremental stress-strain relation:

∀λ, Gκ(λdσ̃ )=λGκ(dσ̃ ) (22)

The significance of this equation is that Gκ is an homogeneous function of degree one. In
this case, the application of the Euler identity shows that (21) leads to

dε̃=Mκ(σ̂ )dσ̃ , (23)
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where Mκ = ∂Gκ/∂(dσ̃ ) and σ̂ is the unitary vector defining the direction of the incremental
stress

σ̂ = dσ̃
|dσ̃ | . (24)

Equation (23) represents the general expression for the rate-independent constitutive rela-
tion. In order to determine the dependence of M on σ̂ , one can either perform experiments
by taking different loading directions, or postulate explicit expressions based on a theoretical
framework. The first approach will be considered in the Subsection 5.2, and the discussion
about some existing theoretical models will be presented in the following.

3.2. Elastoplastic models

The classical elastoplasticity theory was established by Drucker and Prager in the context if
metal plasticity [19]. Some extensions have been developed to describe sand, clays, rocks, con-
crete, etc. [2,20]. Here we present a short review of these developments in soil mechanics.

When a granular sample, subjected to a confining pressure, is loaded in the axial direction,
it displays a typical stress-strain response as shown in the left part of Figure 2. A continuous
decrease of the stiffness (i.e., the slope of the stress-strain curve) is observed during loading. If
the sample is unloaded, an abrupt increase in the stiffness is observed, leaving an irreversible
deformation. One observes that, if the stress is changed around some region below σA, which
is called the yield point, the deformation is almost linear and reversible. The first postulate of
the elastoplasticity theory establishes a stress region immediately below the yield point where
only elastic deformations are possible.
Postulate 1: For each stage of loading there exists a yield surface which encloses a finite region
in the stress space where only reversible deformations are possible.

The simple Mohr-Coulomb model assumes that the onset of plastic deformation occurs
at failure [2]. However, it has been experimentally shown that plastic deformation develops
before failure [21]. In order to provide a consistent description of these experimental results
with the elastoplasticity theory, it is necessary to assume that the yield function changes
with the deformation process [21]. This condition is schematically shown in Figure 2. Let
us assume that the sample is loaded until it reaches the stress σA upon which it is slightly
unloaded. If the sample is reloaded, it is able to recover the same stress-strain relation of the
monotonic loading once it reaches the yield point σA again. If one increases the load to the
stress σB , a new elastic regime can be observed after a loading reversal. In the elastoplasticity

StrainA B
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B

St
re

ss

Elastic regime

New elastic regime
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2

1

(a) (b)

Figure 2. Evolution of the elastic regime (a) stress-strain relation (b) elastic regime in the stress space.
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theory, this result is interpreted by assuming that the elastic regime is expanded to a new
stress region below the yield point σB .
Postulate 2: The yield function remains when the deformations take place inside of the elastic
regime, and it changes as the plastic deformation evolves.

The transition from the elastic to the elastoplastic response is extrapolated for more gen-
eral deformations. Part (b) of Figure 2 shows the evolution of the elastic region when the
yield point moves in the stress space from σ̃A to σ̃B . The essential goal in the elastoplasticity
theory is to find the correct description of the evolution of the elastic regime with the defor-
mation, which is called the hardening law.

We will finally introduce the third basic assumption from elastoplasticity theory:
Postulate 3: The strain can be separated in an elastic (recoverable) and a plastic (unrecover-
able) component:

dε̃=dε̃e+dε̃p, (25)

The incremental elastic strain is linked to the incremental stress by introducing an elastic
tensor as

dσ̄ =D(σ̃ )dε̃e. (26)

To calculate the incremental plastic strain, we introduce the yield surface as

f (σ, κ)=0, (27)

where κ is introduced as an internal variable, which describes the evolution of the elastic
regime with the deformation. From experimental evidence, it has been shown that this var-
iable can be taken as a function of the cumulative plastic strain εp given by [2,20]

εp≡
∫ t

0

√
dεkdεkdt (28)

When the stress state reaches the yield surface, the plastic deformation evolves. This is
assumed to be derived from a scalar function of the stress as follows:

dεpj =
∂g

∂σj
, (29)

where g is the so-called plastic potential function. Following the Drucker-Prager postulates
we can show that g= f [19]. However, a considerable amount of experimental evidence has
shown that in soils the plastic deformation is not perpendicular to the yield surfaces [22]. It
is necessary to introduce this plastic potential to extend the Drucker-Prager models to the so-
called non-associated models.

The parameter  of (29) can be obtained from the so-called consistence condition. This
condition comes from the second postulate, which establishes that, after the movement of the
stress state from σ̃A to σ̃B = σ̃A+ d̃σ , the elastic regime must be expanded so that df =0, as
shown in Part (b) of Figure 2. Using the chain rule one obtains:

df = ∂f

∂σi
dσi + ∂f

∂κ

∂κ

∂ε
p
j

dεpj =0. (30)

Inserting (29) into (30), we obtain the parameter , viz.

=−
(
∂f

∂κ

∂κ

∂ε
p
j

∂g

∂σj

)−1
∂f

∂σi
dσi. (31)
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We define the vectors N
y
i =∂f/∂σi and N

f
i =∂g/∂σi and the unit vectors φ̂=Ny/|Ny | and

ψ̂ =Nf /|Nf | as the flow direction and the yield direction. In addition, the plastic modulus is
defined as

h=− 1
|Ny ||Nf |

∂f

∂κ

∂κ

∂ε
p
i

∂g

∂σi
. (32)

Substituting (31) in (29) and using (32), we obtain:

dε̃p= 1
h
φ̂ ·dσ̃ ψ̂ . (33)

Note that this equation has been calculated in the case where the stress increment takes
place outside the yield surface. If the stress increment occurs inside the yield surface, the sec-
ond Drucker-Prager postulate establishes that dε̃p=0. Thus, the generalization of (33) is given
by

dε̃p= 1
h
〈φ̂ ·dσ̃ 〉 ψ̂, (34)

where 〈x〉 = x when x > 0 and 〈x〉 = 0 otherwise. Finally, the total strain response can be
obtained from (25) and (34):

dε̃=D−1(σ̃ )dσ̃ + 1
h
〈φ̂ ·dσ̃ 〉 ψ̂. (35)

From this equation one can distinguish two zones in the incremental stress space where
the incremental relation is linear. They are the so-called tensorial zones defined by Darve
and Laouafa [17]. The existence of two tensorial zones and the continuity of the incremental
response at the boundary confirm that these two zones are essential features of the elastoplas-
tic models.

Although the elastoplasticity theory has been proved to work well for monotonically
increasing loading, it shows some deficiencies in the description of complex loading histories
[23, pp. 230–262]. There is also an extensive body of experimental evidence that shows that
the elastic regime is extremely small and that the transition from elastic to an elastoplastic
response is not as sharp as the theory predicts [24].

The bounding surface models have been introduced to generalize the classical elastoplastic
concepts [25]. Apart from the critical-state line, these models introduce the so-called bound-
ing surface in the stress space. For any given stress state within the surface, a proper mapping
rule associates a corresponding image stress point on this surface. A measure of the dis-
tance between the actual and the image stress points is used to specify the plastic modulus
in terms of a plastic modulus at the image stress state. Besides the versatility of this theory
to describe a wide range of materials, it has the advantage that the elastic regime can be con-
sidered as vanishingly small, so that this model can be used to give a realistic description of
unbounded granular soils. In the authors’ opinion, the most striking aspect of the bounding-
surface theory with vanishing elastic range is that it establishes a convergence point for two
different approaches of constitutive modeling: the elastoplastic approaches originated from the
Drucker-Prager theory, and the more recently developed hypoplastic theories.

3.3. Hypoplastic models

In recent years, an alternative approach for modeling soil behavior has been proposed, which
departs from the framework of the elastoplasticity theory [26–28]. The distinctive features of
this approach are:
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– The absence of the decomposition of strain in plastic and elastic components.
– The statement of a nonlinear dependence of the incremental response with the strain rate

directions.
The most general expression has been provided by the so-called second-order incremental
nonlinear models [27]. A particular class of these models which has received special atten-
tion in recent times is provided by the theory of hypoplasticity [26,28]. A general outline of
this theory was proposed by Kolymbas [26], leading to different formulations, such as the K-
hypoplasticity developed in Karlsruhe [29], and the CLoE-hypoplasticity originated in Greno-
ble [28]. In hypoplasticity, the most general constitutive equation takes the following form:

dσ̃ = L(σ̃ , ν)dε̃+ Ñ(σ̃ , ν)|dε̃|, (36)

where L is a second-order tensor and Ñ is a vector, both depending on the stress σ̃ and
the void ratio ν. Hypoplastic equations provide a simplified description of loose and dense
unbounded granular materials. A reduced number of parameters are introduced, which are
very easy to calibrate [30].

In the theory of hypoplasticity, the stress-strain relation is established by means of an
incremental nonlinear relation without any recourse to yield or boundary surfaces. This non-
linearity is reflected in the fact that the relation between the incremental stress and the incre-
mental strain given in (36) is always nonlinear. The incremental nonlinearity of the granular
materials is still under discussion. Indeed, an important feature of the incremental nonlinear
constitutive models is that they break away from the superposition principle:

dσ̃ (dε̃1+dε̃2) �=dσ̃ (dε̃1)+dσ̃ (dε̃2), (37)

which is equivalent to:

dε̃(dσ̃1+dσ̃2) �=dε̃(dσ̃1)+dε̃(dσ̃2) (38)

An important consequence of this feature is addressed by Kolymbas [31, pp. 213–223] and
Darve et al. [27]. They consider two stress paths; the first one is smooth and the second
results from the superposition of small deviations as shown in Figure 3. The superposition
principle establishes that the strain response of the stair-like path converges to the response
of the proportional loading in the limit of arbitrarily small deviations. More precisely, the
strain deviations 	ε and the steps of the stress increments 	σ satisfy lim	σ→0 	ε=0. For the
hypoplastic equations, and in general for the incremental nonlinear models, this condition is
never satisfied. For incremental relations with tensorial zones, this principle is satisfied when-
ever the increments take place inside one of these tensorial zones. It should be added that
there is no experimental evidence disproving or confirming this rather questionable superpo-
sition principle.

p

q

e

Figure 3. Smooth and stair-like stress paths and corresponding strain responses. p and q represent the pressure and
the deviatoric stress. e and γ are the volumetric and deviatoric strain components.
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4. Discrete model

We present here a two-dimensional discrete-element model which will be used to investigate
the incremental response of granular materials. This model consists of randomly generated
convex polygons, which interact via contact forces. There are some limitations in the use
of such a two-dimensional code to model physical phenomena that are three-dimensional in
nature. These limitations have to be kept in mind in the interpretation of the results and its
comparison with the experimental data. In order to give a three-dimensional picture of this
model, one can consider the polygons as a collection of bricks with randomly-shaped polyg-
onal basis. Alternatively, one could consider the polygons as three-dimensional grains whose
centers of mass all move in the same plane. In the authors’ opinion, it is more sensible to
consider this model as an idealized granular material that can be used to check the constitu-
tive models.

The details of the particle generation, the contact forces, the boundary conditions and the
molecular-dynamics simulations are presented in this section.

4.1. Generation of polygons

The polygons representing the particles in this model are generated by using the method of
Voronoi tessellation [32]. This method is schematically shown in Figure 4. First, a regular
square lattice of side � is created. Then, we choose a random point in each cell of the rect-
angular grid. Subsequently, each polygon is constructed by assigning to each point that part
of the plane that is nearer to it than to any other point. The details of the construction of
the Voronoi cells can be found in the literature [33,34].

By use of the Euler theorem, it has been shown analytically that the mean number of
edges of this Voronoi construction must be 6 [34, pp. 295–296]. The number of edges of
the polygons is distributed between 4 and 8 for 98·7% of the polygons. The orientational
distribution of edges is isotropic, and the distribution of areas of polygons is symmetric
around its mean value �2. The probabilistic distribution of areas follows approximately a
Gaussian distribution with variance of 0·36�2.

Figure 4. Voronoi construction used to generate the convex polygons. The dots indicate the point used in the tes-
sellation. Periodic boundary conditions were used.
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4.2. Contact forces

In order to calculate the forces, we assume that all the polygons have the same thickness L.
The force between two polygons is written as F= fL and the mass of the polygons is M=mL.
In reality, when two elastic bodies come into contact, they have a slight deformation in the
contact region. In the calculation of the contact force we assume that the polygons are rigid,
but we allow them to overlap. Then, we calculate the force from this virtual overlap.

The first step towards the calculation of the contact force is the definition of the line repre-
senting the flattened contact surface between the two bodies in contact. This is defined from
the contact points resulting from the intersection of the edges of the overlapping polygons.
In most cases, we have two contact points, as shown in the left part of Figure 5. In such
a case, the contact line is defined by the vector C=−−→C1C2 connecting these two intersection
points. In some pathological cases, the intersection of the polygons leads to four or six con-
tact points. In these cases, we define the contact line by the vector C=−−→C1C2+−−→C3C4 or C=−−→
C1C2+−−→C3C4+−−→C5C6, respectively. This choice guarantees a continuous change of the contact
line, and therefore of the contact forces, during the evolution of the contact.

The contact force is separated as fc= fe+ fv, where fe and fv are the elastic and viscous
contribution. The elastic part of the contact force is decomposed as fe=f e

n n̂
c+f e

t t̂
c. The cal-

culation of these components is explained below. The unit tangential vector is defined as t̂ c=
C/|C|, and the normal unit vector n̂c is taken perpendicular to C. The point of application
of the contact force is taken as the center of mass of the overlapping polygons.

As opposed to the Hertz theory for round contacts, there is no exact way to calculate the
normal force between interacting polygons. An alternative method has been proposed in order
to model this force [35]. The normal elastic force is given by f e

n =−knA/Lc, where kn is the
normal stiffness, A is the overlapping area and Lc is a characteristic length of the polygon
pair. Our choice of Lc is 1/2(1/Ri+1/Rj ) where Ri and Rj are the radii of the circles of the
same area as the polygons. This normalization is necessary to be consistent in the units of
force [32].

In order to model the quasistatic friction force, we calculate the elastic tangential force
using an extension of the method proposed by Cundall-Strack [5]. An elastic force f e

t =
−kt	xt proportional to the elastic displacement is included at each contact, where kt is the
tangential stiffness. The elastic displacement 	xt is calculated as the time integral of the tan-
gential velocity of the contact during the time when the elastic condition |f e

t |<µf e
n is sat-

isfied. The sliding condition is imposed, keeping this force constant when |f e
t | = µf e

n . The

C
C

t+1t

1
4

C3

C2

1C

C2

Figure 5. Contact points Ci before (left) and after the formation of a pathological contact (right). The vector
denotes the contact line; t represents the time step.
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straightforward calculation of this elastic displacement is given by the time integral starting
at the beginning of the contact:

	xet =
∫ t

0
vct (t

′)�(µf e
n −|f e

t |)dt ′, (39)

where � is the Heaviside step function and vct denotes the tangential component of the rela-
tive velocity vc at the contact:

vc= vi − vj +ωi×�i −ωj ×�j . (40)

Here vi is the linear velocity and ωi is the angular velocity of the particles in contact. The
branch vector �i connects the center of mass of particle i with the point of application of
the contact force.

Damping forces are included in order to allow for rapid relaxation during the preparation
of the sample, and to reduce the acoustic waves produced during the loading. These forces
are calculated as

fcv =−m(γnvcnn̂c+γtv
c
t t̂
c), (41)

m= (1/mi + 1/mj )
−1 being the effective mass of the polygons in contact; n̂c and t̂ c are the

normal and tangential unit vectors defined before, and γn and γt are the coefficients of vis-
cosity. These forces introduce time-dependent effects during the cyclic loading. However, we
will show that these effects can be arbitrarily reduced by increasing the loading time, which
corresponds to the quasistatic approximation.

4.3. Molecular-dynamics simulation

The evolution of the position xi and the orientation ϕi of the ith polygon is governed by the
equations of motion:

mi ẍi =
∑
c

fci +
∑
b

fbi ,

Ii ϕ̈i =
∑
c

�ci × fc
i +

∑
b

�bi × fbi . (42)

Here mi and Ii are the mass and moment of inertia of the polygon i. The first summation
goes over all particles in contact with this polygon. According to the previous section, these
forces fc are given by

fc=−(knA/Lc+γnmv
c
n)n

c− (	xct +γtmv
c
t )t

c, (43)

The second summation on the right hand of (42) goes over all the vertices of the polygons
in contact with the walls. This interaction is modeled by using a simple visco-elastic force.
First, we allow the polygons to penetrate the walls. Then, for each vertex of the polygon α

inside of the walls we include a force

fb=−knδn−γbmαvb, (44)

where δ is the penetration length of the vertex, n is the unit normal vector to the wall, and
vb is the relative velocity of the vertex with respect to the wall.

We use a fifth-order Gear predictor-corrector method for solving the equation of motion
[36, pp. 340–342]. This algorithm consists of three steps. The first step predicts position and



24 F. Alonso-Marroquı́n and H.J. Herrmann

velocity of the particles by means of a Taylor expansion. The second step calculates the forces
as a function of the predicted positions and velocities. The third step corrects the positions
and velocities in order to optimize the stability of the algorithm. This method is much more
efficient than the simple Euler approach or the Runge-Kutta method, especially for problems
where very high accuracy is a requirement.

The parameters of the molecular-dynamics simulations were adjusted according to the fol-
lowing criteria: (1) guarantee the stability of the numerical solution, (2) optimize the time of
the calculation, and (3) provide a reasonable agreement with the experimental data.

There are many parameters in the molecular-dynamics algorithm. Before choosing them, it
is convenient to make a dimensional analysis. In this way, we can maintain the scale invari-
ance of the model and reduce the parameters to a minimum of dimensionless constants. First,
we introduce the following characteristic times of the simulations: the loading time t0, the
relaxation times tn=1/γn, tt =1/γt , tb=1/γb and the characteristic period of oscillation ts =√
ρ�2/kn of the normal contact.

Using the Buckingham Pi theorem [37], one can show that the strain response, or any
other dimensionless variable measuring the response of the assembly during loading, depends
only on the following dimensionless parameters: α1= tn/ts , α2= tt /ts , α3= tb/ts , α4= t0/ts , the
ratio ζ = kt/kn between the stiffnesses, the friction coefficient µ and the ratio σi/kn between
the stresses applied on the walls and the normal stiffness.

The variables αi will be called control parameters. They are chosen in order to satisfy the
quasistatic approximation, i.e., the response of the system does not depend on the loading
time, but a change of these parameters within this limit does not affect the strain response.
Parameter values α2= 0·1 and α2= 0·5 were taken large enough to have a high dissipation,
but not too large to keep the numerical stability of the method. The value α3=0·001 is cho-
sen by optimizing the time of consolidation of the sample in the Subsection 4.4. The ratio
α4= t0/ts = 10,000 was chosen large enough in order to avoid rate-dependence in the strain
response, corresponding to the quasistatic approximation. Technically, this is performed by
looking for the value of α4 such that a reduction of it by half results in a change of the
stress–strain relation less than 5%.

The parameters ζ and µ can be considered as material parameters. They determine the con-
stitutive response of the system, so they must be adjusted to the experimental data. In this
study, we have adjusted them by comparing the simulation of biaxial tests of dense polygonal
packings with the corresponding biaxial tests with dense Hostun sand [38]. First, the initial
Young modulus of the material is linearly related to the value of normal stiffness of the con-
tact. Thus, kn=160 MPa is chosen by fitting the initial slope of the stress–strain relation in the
biaxial test. Then, the Poisson ratio depends on the ratio ζ = kt/kn. Our choice kt = 52·8MPa
gives an initial Poisson ratio of 0·2. This is obtained from the initial slope of the curve of
volumetric strains versus axial strain. The angles of friction and the dilatancy are increasing
functions of the friction coefficient µ. Taking µ=0·25 yields angles of friction of 30–40 degrees
and dilatancy angles of 10–20 degrees, which are similar to the experimental data of river sand
[39].

4.4. Sample preparation

The Voronoi construction presented above leads to samples with no porosity. This ideal case
contrasts with realistic soils, where only porosities up to a certain value can be achieved. In
this section, we present a method to create stable, irregular packings of polygons with a given
porosity.
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The porosity can be defined using the concept of void ratio. This is defined as the ratio
of the volume of the void space to the volume of the solid material. It can be calculated as:

ν= Vt

Vf −V0
−1. (45)

This is given in terms of the area enclosed by the walls Vt , the sum of the areas of the poly-
gons Vf and the sum of the overlapping areas between them V0.

Of course, there is a maximal void ratio that can be achieved, because it is impossible to
pack particles with an arbitrarily high porosity. The maximal void ratio νm can be detected by
moving the walls until a certain void ratio is reached. We find a critical value, above which the
particles can be arranged without touching. Since there are no contacts, the assembly cannot
support a load, and even applying gravity will cause it to compactify. For a void ratio below
this critical value, there will be particle overlap, and the assembly is able to sustain a certain
load. This maximal value is around 0·28.

The void ratio can be decreased by reducing the volume between the walls. The drawback
of this method is that it leads to significant differences between the inner and outer parts
of the boundary assembly and hence unrealistic overlaps between the particles, giving rise to
enormous pressures. Alternatively, one can confine the polygons by applying gravity to the
particles and on the walls. Particularly, homogeneous, isotropic assemblies, as shown in Fig-
ure 6 can be generated by a gravitational field g=−gr, where r is the vector connecting the
center of mass of the assembly to the center of the polygon.

When the sample is consolidated, repeated shear-stress cycles are applied from the walls,
superimposed to a confining pressure. The external load is imposed by applying a force [pc+
qc sin(2πt/t0)]W and [pc+qc cos(2πt/t0)]H on the horizontal and vertical walls, respectively.
Here W and H are the width and the height of the sample, respectively. If we take pc=16 kPa
and qc < 0·4pc, we observe that the void ratio decreases as the number of cycles increases.
Void ratios of around 0·15 can be obtained. It is worth mentioning that after some thousands
of cycles the void ratio is still slowly decreasing, making it difficult to identify this minimal
value.

5. Simulation results

In order to investigate different aspects of the incremental response, some numerical sim-
ulations were performed. Different polygonal assemblies of 400 particles were used in the
calculations. The loading between two stress states was controlled by applying forces [σ i1 +
(σ

f

1 − σ i1)r(t)]W and [σ i2 + (σ
f

2 − σ i2)r(t)]H . A smooth modulation r(t)= (1− cos(2πt/t0))/2
is chosen in order to minimize the acoustic waves produced during loading. The initial void
ratio is around ν=0·22.

The components of the stress are represented by p= (σ1+σ2)/2 and q= (σ1−σ2)/2, where
σ1 and σ2 are the eigenvalues of the averaged stress tensor on the RVE. Equivalently, the
coordinates of the strain are given by the sum γ = ε2− ε1 and the difference e=−ε1− ε2 of
the eigenvalues of the strain tensor. We use the convention that e>0 means compression of
the sample. The diameter of the RVE is taken as d=16� . All the calculations were taken in
the quasistatic regime.

5.1. Superposition principle

We start by exploring the validity of the superposition principle presented in Subsection 3.3.
Part (a) of Figure 7 shows the loading path during the proportional loading under constant
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Figure 6. Polygonal assembly confined by a rectangu-
lar frame of walls.
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Figure 7. Numerical responses obtained from MD
simulations of a rectilinear proportional loading
(with constant lateral pressure) and stair-like paths.
(a) Loading stress paths. (b) corresponding strain
responses.

lateral pressure. This path is also decomposed into pieces divided into two parts: one is an
incremental isotropic loading (	p =	σ and 	q = 0), the other an incremental pure-shear
loading (	q=	σ and 	p=0). The length of the steps 	σ varies from to 0·4p0 to 0·001p0,
where p0=640 kPa. Part (b) of Figure 7 shows that, as the steps decrease, the strain response
converges to the response of the proportional loading. In order to verify this convergence, we
calculate the difference between the strain response of the stair-like path γ (e) and the propor-
tional loading path γ0(e) as:

	ε≡max
e
|γ (e)−γ0(e)|, (46)

for different steps sizes. This is shown in Figure 8 for seven different polygonal assemblies.
The linear interpolation of this data intersects the vertical axis at 3×10−7. Since this value is
below the error given by the quasi-static approximation, which is 3×10−4, the results suggest
that the responses converge to that of the proportional load. Therefore we find that, within
our error bars, the superposition principle is valid.

Close inspection of the incremental response will show that the validity of the superposi-
tion principle is linked to the existence of tensorial zones in the incremental-stress space. Prior
to this, a short introduction to the strain envelope responses will be given.
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5.2. Incremental response

A graphical illustration of the constitutive models can be given by employing the so-called
response envelopes. They were introduced by Gudehus [18] as a useful tool to visualize
the properties of a given incremental constitutive equation. The strain-envelope response is
defined as the image {dε̃=G(dσ̃ , σ̃ )} in the strain space of the unit sphere in the stress space,
which becomes a potato-like surface in the strain space.

In practice, the determination of the stress-envelope responses is difficult because it
requires one to prepare many samples with identical material properties. Numerical simula-
tions result as an alternative to the solution of this problem. They allow one to create clones
of the same sample, and to perform different loading histories in each one of them.

In the case of a plane-strain test, where there is no deformation in one of the spatial
directions, the strain-envelope response can be represented in a plane. According to (36), this
response results in a rotated, translated ellipse in the hypoplastic theory, whereas it is given
by a continuous curve consisting of two pieces of ellipses in the elastoplasticity theory, as a
result of (35). It is then of obvious interest to compare these predictions with the stress-enve-
lope response of the experimental tests.

Figure 9 shows the typical strain response resulting from different stress-controlled load-
ings in a dense packing of polygons. Each point is obtained from the strain response in
a specific direction of the stress space, with the same stress amplitude of 10−4p0. We take
q0=0·45p0 and p0=160 kPa in this calculation. The best fit of these results in the envelopes
response of the elastoplasticity (two pieces of ellipses). For comparison the hypoplasticity (one
ellipse) is also shown in Figure 9.

From these results we conclude that the elastoplasticity theory is more accurate in describ-
ing the incremental response of our model. One can draw the same conclusion by tak-
ing different strain values with different initial stress values [40]. These results have shown
that the incremental response can be accurately described using the elastoplastic relation of
Equation (35). The validity of this equation is supported by the existence of a well-defined
flow rule for each stress state [41].

5.3. Yield function

In Subsection 3.2, we showed that the yield surface is an essential element in the formulation
of the Drucker-Prager theory. This surface encloses a hypothetical region in the stress space
where only elastic deformations are possible [19]. The determination of such a yield surface
is essential to determine the dependence of the strain response on the history of the deforma-
tion.

We attempt to detect the yield surface by using a standard procedure proposed in experi-
ments with sand [24]. Figure 10 shows this procedure. Initially the sample is subjected to an
isotropic pressure. Then the sample is loaded in the axial direction until it reaches the yield-
stress state with pressure p and deviatoric stress q. Since plastic deformation is found at this
stress value, the point (p, q) can be considered as a classical yield point. Then, the Druc-
ker-Prager theory assumes the existence of a yield surface containing this point. In order to
explore the yield surface, the sample is unloaded in the axial direction until it reaches the
stress point with pressure p−	p and deviatoric stress q−	p inside the elastic regime. Then
the yield surface is constructed by re-loading in different directions in the stress space. In each
direction, the new yield point must be detected by a sharp change of the slope in the stress-
strain curve, indicating plastic deformations.
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Figure 9. Numerical calculation of the incremental
strain response. The dots are the numerical results.
The solid curve represents the fit to the elastoplas-
ticity theory. The dashed curve is the hypoplastic fit.
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Figure 10. Method to obtain the yield surface. Load-
unload-reload tests are performed taking different
directions in the reload path. In each direction, the
point of the reload path where the yielding begins
is marked. The yield function is constructed by
connecting these points.

Figure 11 shows the strain response taking different load directions in the same sample.
The initial stress of the sample is given by q0=0·5p0 and p0=160 kPa. If the direction of the
reload path is the same as that of the original load (θ=45◦), we observe a sharp decrease of
stiffness when the load point reaches the initial yield point, which corresponds to the origin in
Figure 11. However, if one takes a direction of re-loading different from 45◦, the decrease of
the stiffness with the loading becomes smooth. Since there is no straightforward way to iden-
tify those points where the yielding begins, the yield function, as it was introduced by Drucker
and Prager [19] in order to describe a sharp transition between the elastic and plastic regions,
is not consistent with our results.

Experimental studies on dry sand seem to show that the truly elastic region is proba-
bly extremely small [4]. Moreover, a micro-mechanic investigation of the mechanical response
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Figure 11. Strain responses according to Figure 10. The solid lines show the strain response from different reload
directions. The dashed contours represent the strain envelope responses for different stress increments |	σ |.
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of granular ratcheting under cyclic loading has shown that any load involves sliding con-
tacts, and hence, plastic deformation [41]. These studies lead to the conclusion that the elastic
region, used in the Drucker-Prager theory to give a dependence of the response on recent his-
tory, is not a necessary feature of granular materials.

The absence of elastic regime leads to the following question: Is the hypoplastic the-
ory more appropriate than the elastoplastic models to describe these simulations results? Since
hypoplastic models do not introduce any elastic regime, they seem to provide a good alterna-
tive. However, hypoplasticity departs from the superposition principle, which is not consistent
with our results. An alternative approach to hypoplasticity could be made from the bound-
ing-surface theory, by shrinking the elastic regime to the current stress point [42]. With this
limit one can reproduce the observed continuous transition from the elastic to the elastoplas-
tic behavior and at the same time keep the tensorial zones. However, it has been shown that
this limit leads to a constitutive relation in terms of some internal variables, which in this the-
ory lack physical meaning. In the authors’ opinion, a micro-mechanical interpretation of these
internal variables will be important to capture this essential feature of mechanics of granular
materials, namely that any loading involves plastic deformation.

6. Instabilities

Instability has been one of the classical topics in soil mechanics. Localization from a previ-
ously homogeneous deformation to a narrow zone of intense shear is a common mode of
failure of soils [21,39,43]. The Mohr-Coulomb criterion is typically used to understand the
principal features of the localization [43]. This criterion was improved by the Drucker condi-
tion, based on the hypothesis of the normality, which results in a plastic flow perpendicular to
the yield surface [19]. This theory predicts that the instability appears when the stress of the
sample reaches the plastic limit surface. This surface is given by the stress states where the
plastic deformation becomes infinite. In previous work, it is shown that the normality pos-
tulate is not fulfilled in the incremental response of this model, because the flow and yield
directions given by (34) are different [40]. Thus, it is interesting to see if the Drucker stability
criterion is still valid.

According to the flow rule of (34), the plastic-limit surface can be found by looking for
the stress values where the plastic modulus vanishes. The dependence of this modulus on the
stress fits the following power law relation [40]:

h=h0

[
1− q

q0

(
p0

p

)ϑ]η
. (47)

This is given in terms of the following four parameters: the plastic modulus h0= 14·5± 0·05
at q= 0, the constant q0= 0·85± 0·05, and the exponents η= 2·7± 0·04 and ϑ = 0·99± 0·02.
Then, the plastic-limit surface is given by the stress states with zero plastic modulus:

qp

q0
=
(
p

p0

)ϑ
. (48)

On the other hand, the failure surface can be defined by the limit of the stress values
where the material becomes unstable. It has been shown that this is given by the following
relation [40]

q

qc
=
(
p

p0

)β
. (49)
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Here p0=1·0 MPa is the reference pressure, and qc=0·78±0·03 MPa. The power-law depen-
dence on the pressure, with exponent β=0·92±0·02 implies a small deviation from the Mohr-
Coulomb theory where the relation is strictly linear.

By comparing (49) and (48) one observes that during loading the instabilities appear
before reaching the plastic-limit surface. Theoretical studies have also shown that in the case
of nonassociated materials, i.e., where the flow direction does not agree with the yield direc-
tion, the instabilities can appear strictly inside of the plastic-limit surface [17]. In this context,
the question of instability must be reconsidered beyond the Drucker condition.

The stability for nonassociated elastoplastic materials has been investigated by Hill, who
established the following sufficient stability criterion [44].

∀dε̃, dσ̃ ·dε̃ >0. (50)

The analysis of this criterion of stability will be presented here based on the constitutive
relation given by (35). The stability condition of this constitutive relation can be evaluated by
introducing the normalized second-order work [17]:

d2W ≡ dσ̃ ·dε̃
|dσ̃ |2 (51)

The Hill condition of stability can now be obtained by substituting (35) in this expression.
This results in

d2W = σ̂D−1σ̂ + 〈cos(θ +φ)〉
h

cos(θ +ψ)>0, (52)

where σ̂ is defined in (24). In the case where the Drucker normality postulate ψ=φ is valid,
Equation (52) is strictly positive and, therefore, this stability condition would be valid for all
the stress states inside the plastic-limit surface. Indeed, for a nonassociated flow rule as in our
model, the second-order work is not strictly positive for all the load directions, and can take
zero values inside the plastic-limit surface (i.e., during the hardening regime where h>0).

To analyze this instability, we adopt a circular representation of d2W shown in Figure 12.
The dashed circles in these figures represent those regions where d2W < 0. For stress ratios
below q/p=0·7 we found that the second order work is strictly positive. Thus, according to
the Hill stability condition, this region corresponds to stable states. For the stress ratio q/p=
0·8, the second-order work becomes negative between 27◦<θ <36◦ and 206◦<θ <225◦. This
leads to a domain of the stress space that is strictly inside the plastic-limit surface where the
Hill condition of stability is not fulfilled, and therefore the material is potentially unstable.

Numerical simulations of biaxial tests show that strain localization is the most typical
mode of failure [7,45,46]. The fact that it appears before the sample reaches the plastic-limit
surface suggests that instability is not completely determined by the current macroscopic
stress of the material, as predicted by the Drucker-Prager theory. More recent analytic [47]
and experimental [38,39] works have focused on the role of the micro-structure on the local-
ized instabilities. Frictional slips at the particles have been used to define additional degrees of
freedom [47]. The introduction of the particle diameter in the constitutive relations results in a
correct prediction of the shear-band thickness [15, pp. 334–381]. The new degrees of freedom
of these constitutive models are still not clearly connected to the micro-mechanical variables
of the grains, but with the development of numerical simulations this aspect can be better
understood.
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Figure 12. The solid lines show the second order work as a function of the direction of load for three different
stress ratios q/p= 0 · 6 (left), 0 · 7 (center), and 0 · 65 (right) with pressure p= 160 KPa. The dashed circles enclose
the region where d2W <0.

7. Concluding remarks

In this paper we have obtained explicit expressions for the averaged stress and strain tensors
over a RVE, in terms of the micro-mechanical variables, contact forces and the individual dis-
placements and rotations of the grains. A short review on the incremental models has been
given. The most salient aspects of both elastoplastic and hypoplastic models has been verified
using molecular dynamics simulations on a polygonal packing. The results are summarized as
follows:
– The elastoplasticity theory, with two tensorial zones, provides a more accurate description

of the incremental response than the hypoplastic theory.
– In contradiction to the incremental nonlinear models, the simulation results show that the

superposition principle is accurately satisfied.
– It is not possible to detect the finite elastic regime predicted by the elastoplasticity theory.

This is due to the fact that the transition from elasticity to elastoplasticity is not as sharp
as the Drucker-Prager theory predicts, but a smooth transition occurs.

– The calculation of the plastic-limit condition and the failure surface shows that the failure
appears during the hardening regime h>0. Using the Hill condition of stability, we may
interpret the resulting instability as an effect of the non-associated flow rule of the plastic
deformations.

These conclusions appear to contradict both the Drucker-Prager theory and the hypoplas-
tic models. In future work, it would be important to revisit the question of the incremental
nonlinearity of soils from micro-mechanical considerations. The recent improvements in dis-
crete-element modeling allow one to perform this investigation. We are now ready to develop
a micromechanical model giving the internal variables of the constitutive models in terms of
the microstructural information, such as polydispersity of the grains, fabric coefficients, and
force distributions.

To start the micromechanical investigation of those internal variables, it would be neces-
sary to introduce an explicit relation between the incremental stress-strain relation and some
statistics measuring the anisotropy of the granular assembly and the fluctuations of the con-
tact forces. One way to do that is to introduce the statistic distribution �(�,ϕ, f) of the mi-
cromechanical variables. Here � and ϕ are the magnitude and the orientation of the vector
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connecting the center of mass of the grain with the point of application of the contact force f .
In the most general case, the incremental stress-strain relation can be given by

dσij =
∫

λ

dλ�(λ)Rijkl(λ)dεkl . (53)

Here λ= (�, ϕ, fn, ft ) and Rijkl is a tensorial quantity, taking into account the local fluc-
tuations of the deformation at the contacts with respect to the principal value of the averaged
incremental strain tensor dε [48]. Note that the marginal distribution of � contains the basic
statistics which have been intensively investigated in the microstructure of granular material:
the size distribution �(�) [38,49,50], anisotropy of the contact network �(ϕ) [10,16,51–53]
and the contact-force distribution �(f) [54–57]. A great challenge is to find explicit expres-
sions for the incremental stress-strain response in terms of internal variables, given as a func-
tion of this distribution �. This investigation would be an extension of the ideas which have
been proposed to relate the fabric tensor to the constitutive relation [16,51–53].

The traditional fabric tensor, measuring the distribution of the orientation of the contacts,
cannot fulfill a complete micromechanical description, because it does not make a distinction
between elastic and sliding contacts [16]. New structure tensors, taking into account the statis-
tics of the subnetwork of the sliding contacts, must be introduced to give a micromechanical
basis to the plastic deformation. The identification of these internal variables, the determina-
tion of their evolution equations, and their connection with the macroscopic variables would
be a key step in the development of an appropriate continuous description of granular mate-
rials.

The evolution equation for these internal variables could be determined from the evolution
equation of � during loading. This can be obtained from the conservation equations of the
contacts [58,59]:

∂�

∂t
+vi

∂�

∂λi
=Q(λ). (54)

The velocity field v(λ)=dλ/dt can be investigated from DEM by following the evolution
of the contacts during the simulation. The source term Q takes into account the contacts
arising or disappearing during the deformation of the granular assembly, as a consequence
of the rearrangement of the granular skeleton and the eventual fragmentation of the grains.
In future work, an important goal would be to determine the role of such micromechanical
rearrangements in the overall mechanical response of granular materials.
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Abstract. The behavior of an infinite strip of a micro-polar hypoplastic material located between two parallel
plates under plane shearing is investigated. The evolution equation of the stress tensor and the couple-stress tensor
is described using tensor-valued functions, which are nonlinear and positively homogeneous of first order in the
rate of deformation and the rate of curvature. For the initial response of the sheared layer an analytical solu-
tion is derived and discussed for different micro-polar boundary conditions at the bottom and top surfaces of
the layer. It is shown that polar quantities appear within the shear layer from the beginning of shearing with the
exception of zero couple stresses prescribed at the boundaries.
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1. Introduction

The objective of the present paper is to investigate the initial response of an infinite granular
layer located between two parallel plates under plane shearing using a continuum approach.
The grains of the dry and frictional material are assumed to be incompressible as usual in
the constitutive modeling of granular materials like sand or powder. Consequently, the vol-
ume change of the void space equals the volume change of the granular body and the gran-
ular body with empty voids can be modeled based on a single-component continuum. For
incompressible grains inelastic deformations of the granular body are caused by sliding and
rotating of particles against each other. The slide and rotation resistance is mainly determined
by the shape, size, and surface roughness of the particles, the packing density, the orientation
of the contact planes and the pressure level. Constitutive models based on a local or so-called
classical continuum fail to describe micro-polar properties of granular materials, which are
evident when shear deformation takes place. For instance, in a ring shear apparatus [1] the
displacement field across the height of a granular layer under shearing is nonlinear and
related to the micro-rotations of particles, which are different from the macro-rotations.
Under large monotonic shearing the deformation is located within a zone of a thickness
that is approximately 10–20 grain diameters [2–5]. In order to model such properties, an
expanded continuum theory which reflects certain changes in the micro-structure of the mate-
rial is needed. Non-local continuum models are characterized by internal length scales, addi-
tional kinematic degrees of freedom and/or higher order deformation gradients as outlined for
instance in [6,7], [8, pp. 4–24], [9–12]. In the present paper a micro-polar or so-called Cosserat
continuum within the framework of hypoplasticity is used, which allows relating the charac-
teristic length to the mean grain size in a physically natural manner.

Originally, the concept of hypoplasticity was developed based on a local or so-called classi-
cal continuum [13,14]. The term hypoplasticity was introduced by Dafalias [15] for a certain
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type of hardening plasticity and was subsequently adopted for a class of nonlinear constitu-
tive models of the rate type, which can be understood as a generalization of the theory of
hypoelasticity [16,17]. In the present paper the hypoplastic concept as proposed by Kolym-
bas [13] is considered, which differs fundamentally from the concept of elastoplasticity, as
no decomposition of the rate of deformation into reversible and irreversible parts is needed.
Inelastic material properties are modeled in hypoplasticity with inherently nonlinear isotropic
tensor-valued functions depending on the rate of deformation and the rate of curvature. For
instance, in the case of a non-polar hypoplastic material, the evolution of the stress tensor is
represented by the sum of a tensor function which is linear in the rate of deformation, and a
tensor function which is nonlinear in the rate of deformation. A flow rule and a stress limit
condition are not described by separate functions in hypoplasticity but instead are included
in the evolution equation for the state quantities. The advantage of the hypoplastic concept
lies not only in the formulation of the constitutive equation, but also in an easy adaptation
of the constitutive constants to experiments. Within the last two decades various hypoplastic
material models for frictional granular materials have been proposed, predominantly within
the framework of a classical continuum; see e.g. [13,14,18–21]. A comprehensive review of the
historical development, performance and limitation of hypoplastic models is given in [19,22–
24]. Extensions of the local hypoplastic model with quantities which are relevant for a micro-
polar continuum, i.e., rotational degrees of freedom in addition to translational degrees of
freedom, non-symmetric shear stresses, couple stresses and the mean grain diameter as the
internal length, are outlined in [25–31]. Both the non-polar hypoplastic model and the micro-
polar model were implemented into a finite-element program and applied to different practical
problems; see e.g. [32–35].

Analytical solutions are rare and can only be derived for certain boundary-value problems
using simplified versions of hypoplastic models as shown for a non-polar hypoplastic model
by Hill [36] and for a micro-polar hypoplastic model by Bauer and Huang [37], Hunag [38,
pp. 71–78]. The latter was the first analytical solution given for an infinite layer of a micro-
polar hypoplastic material at the onset of plane shearing. In the present paper this solution is
extended to the full set of state quantities involved, and is discussed for different micro-polar
boundary conditions. In contrast to earlier micro-polar hypoplastic versions by Tejchman and
Gudehus [30] and Huang et al. [31], a simplified micro-polar hypoplastic model is employed
for the present study, where the influence of the rate of deformation and rate of curvature is
decoupled. In particular, the evolution equation for the non-symmetric stress tensor and the
couple-stress tensor is described by tensor-valued functions which are nonlinear and homo-
geneous of first order only in the rate of deformation and the rate of curvature, respectively.
Compared to earlier versions, an additional constitutive constant is included in the present
model to refine the calibration of the volume-strain behavior.

The paper is organized as follows: In Section 2 the concept of hypoplasticity is briefly out-
lined for a non-polar continuum. Section 3 describes the extension to a micro-polar hypoplas-
tic continuum which is used in Section 4 to model the plane shearing of an infinite granular
layer under a constant vertical pressure. In Section 5 an analytical solution is derived for the
initial response of the sheared layer and discussed for different micro-polar boundary condi-
tions. Concluding remarks are presented in Section 6.

2. The concept of hypoplasticity

In the following the mechanical behavior of dry and cohesionless granular materials with
simple grain skeletons [27] is considered under quasi-static and isothermal conditions. The
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void-space between the grain skeleton is assumed to be empty and continuously connected.
The ratio of the volume of the voids to the volume of solid particles is called the void ratio
e, which is related to the bulk density ρ of the granular material as:

e= ρs

ρ
−1, (2.1)

where ρs denotes the mass density of the solid grains. If the change of ρs under load can be
neglected, the volume change of the granular material is determined by the volume change
of the void space. With Equation (2.1) and ρs= constant the balance relation of mass, i.e.,
ρ̇+ρ div ẋ=0 , can be rewritten as:

ė= (1+ e)div ẋ, (2.2)

where ẋ denotes the mean field velocity of the grain assembly. It follows from relation (2.2)
that the void ratio e is not an independent process variable, and that for an empty void space
with ρs= constant a granular body can be treated as a single-component continuum.

Within the framework of a classical hypoplastic continuum, the evolution of a stress state
is described by an isotropic tensor-valued function H depending in the simplest case on the
current Cauchy stress T and the symmetric part of the velocity gradient or so-called rate of
deformation D, i.e., T̊=H(T, D) . In order to specify the function H, several requirements
must be fulfilled which are based on basic continuum mechanics and on the general mechan-
ical behavior of granular materials detected in experiments. For a rate-independent material
behavior the function H must be positively homogeneous of first order in D, i.e., H(T, λD)=
λH(T, D) holds for any scalar λ>0. In order to describe an inelastic behavior, the function
H must be a nonlinear function of D , i.e., H(T, D) �=−H(T, −D). In hypoplasticity both the
homogeneity of the first order in D and the nonlinearity in D are satisfied by a decomposition
of the tensor function H(T, D) into the sum of the following two parts [13]:

H(T, D)=L(T) : D+�(T)‖D‖ . (2.3)

Herein the tensor function L(T) : D is linear in D, and the tensor function �(T)‖D‖ is non-
linear in D with respect to the Euclidean norm of D, i.e. ‖D‖=√D : D . It is easy to prove
that, with the basic concept of hypoplasticity in the form of the constitutive equation (2.3),
inelastic material properties are modeled. For two particular strain rates Da and Db with the
same norm, i.e., ‖Da‖ = ‖Db‖, but opposite principal directions, i.e., Db =−Da , the corre-
sponding responses of Equation (2.3) are H(T, Da) �= −H(T, Db). Therefore an inherently
inelastic material behavior is described with a single constitutive equation and there is no need
to decompose the deformation into elastic and plastic parts. Limit states are also included
in the constitutive equation (2.3) for particular T and D fulfilling the condition: L(T) :
D+�(T)‖D‖ = 0; see e.g. [13,39]. For a refined modeling of the mechanical properties of
granular materials the tensor functions L and � in (2.3) may also depend on additional
scalar- and tensor-valued state variables. For instance, the influence of pressure and on the
incremental stiffness can be taken into account by scaling L and � with a pressure-depen-
dent stiffness factor and densityfactor [19,20,40,41]; rate-dependent properties can be intro-
duced in the nonlinear part of the constitutive relation [42,43], and with additional structure
tensors initial anisotropy [44,45], cohesion [46] and a so-called inter-granular strain [47] can
be modeled. In order to also take into account particle rotation and couple stresses the non-
polar constitutive relation (2.3) was extended to a micro-polar continuum [28,30,31], which is
discussed in more detail in the next section.
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3. Micro-polar hypoplastic model

In a micro-polar continuum, e.g. [8], the kinematics are characterized by the velocity vector
ẋ and the micro-spin vector or so-called Cosserat spin vector ω̇c . The micro-spin tensor Wc ,
the rate of deformation Dc and the rate of curvature K are defined as:

Wc=−ε ω̇c , Dc=L−Wc , K=grad ω̇c . (3.1)

Herein the third-order tensor ε denotes the permutation tensor. The velocity gradient L=
grad ẋ in (3.1) is related to the macro-motion and can be decomposed into the symmetric
part D= (L+LT )/2 and the skew-symmetric part W= (L−LT )/2 . The definition of tensor
D is the same as for the rate of deformation in a non-polar continuum. The macro-spin ten-
sor W can also be represented by the rate of the macro-spin vector ω̇ , i.e., W=−ε ω̇ . Hence
definition (3.1) for the rate of deformation can alternatively be written as

Dc=D+W−Wc. (3.2)

Representation (3.2) indicates that, in the case where the macro-spin is equal to the micro-
spin, i.e., ω̇= ω̇c , the rate of deformation Dc reduces to the tensor D of the classical non-
polar continuum. The kinematic quantities Dc and K are associated with the stress tensor
T and the couple-stress tensor M defined for the current configuration. For quasi-static pro-
cesses the local-equilibrium equations read:

divT+ρ b̃=0, (3.3)

divM− ε : T+ρ m̃=0. (3.4)

Herein ρ denotes the bulk density of the material, b̃ and m̃ represent the body force and
body couple, respectively. Equation (3.4) indicates that the stress tensor in a micro-polar con-
tinuum is usually non-symmetric with the exception of states with divM= 0 and m̃= 0 . In
order to have objective measures for the stress rate and couple-stress rate, the time derivative
given by Green and Naghdi [48] is adopted, i.e.,

T̊= Ṫ−�T+T �, (3.5)

M̊=Ṁ−�M+M �. (3.6)

Herein the angular velocity tensor � is related to the rotation tensor R and to the rate of
rotation tensor, Ṙ, as �= Ṙ RT . In the present paper the following evolution equations for
the stress tensor and couple-stress tensor are considered:

T̊=fc trT
[
â2 (Dc+ c

3
(I : Dc ) I )+ (T̂ : Dc) T̂+ â (T̂+ T̂∗)‖Dc‖

]
, (3.7)

M̊=d50 fc trT
[
a2
mK̄+ (M̂ : K̄)M̂+2am M̂ ‖K̄‖

]
. (3.8)

Herein T̂= T/trT, T̂∗ = T̂− I/3 , M̂=M/(d50trT) , K̄= d50K are normalized quantities
with trT= I : T and fc, â, c, am and d50 are scalar factors. The mean grain diameter d50

enters the constitutive equations as the internal length. In contrast to earlier micro-polar
hypoplastic models a certain simplification is assumed in the present constitutive relations
(3.7) and (3.8). In particular, the non-symmetric stress rate is homogeneous of first order in
the rate of deformation only and the couple-stress rate is homogeneous of first order in the
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rate of curvature only, which is not assumed in the more sophisticated micro-polar hypoplastic
models discussed for instance by Tejchman and Gudehus [30], Huang et al. [31]. As outlined
by Bauer [20] and Gudehus [19], factor fc with the dimension of stress is usually related to
the pressure and density-dependent stiffness under isotropic compression. Here a specific rep-
resentation of fc will not be discussed in more detail as it is not relevant to the investigations
outlined in Section 5. While in earlier hypoplastic versions the transverse-strain sensitivity of
the material was a pure prediction of the constitutive model, a new constant c allows a scal-
ing of the influence of the volume strain rate I : Dc , which is included as an additional term
in the constitutive equation (3.7). It can be concluded from Equation (3.7) that the constant c
has no influence for isochoric deformations. In particular for critical states, which are defined
for monotonic isochoric deformations without changes of the stress and couple stress state,
i.e., I : Dc = 0 , T̊= 0 and M̊= 0 , the constitutive relations (3.7) and Equation (3.8) yield:
‖T̂∗‖= â and ‖M̂‖=am . Thus, the factor â is related to the stress limit condition, and factor
am is related to the couple-stress limit condition in critical states. Factors â and am reflect the
intergranular slide resistance and rotation resistance of particles, respectively [49]. However,
for stress states which deviate from critical states, the quantity â is not only related to ‖T̂∗‖
because the requirement â > 0 must be also fulfilled for isotropic stress states. A consistent
adaptation of â to the stress limit condition by Matsuoka and Nakai [50] was, for instance,
shown by Bauer [51] for a non-polar continuum, which yields for critical states under plane
strain conditions:

â=
√

8 sin2 ϕc

9 (3+ sin2 ϕc)
,

and for isotropic stress states:

â=
√

8
3

(
sinϕc

3− sinϕc

)
,

Herein ϕc denotes the intergranular friction angle defined for the critical state under triaxial
compression. In contrast to a non-polar continuum the stress tensor in a micro-polar contin-
uum is usually non-symmetric, which may lead to a different representation of â [37]. For
the sake of simplicity â and am are assumed to be constant in the present paper.

Based on the simplified micro-polar hypoplastic model, an analytical solution for the ini-
tial response of plane shearing can be derived for the full set of state quantities involved as
outlined in Section 5. In this context it can be noted that the solution for the macro- and
micro-spins, the rate of shear stresses and rate of the couple stresses is the same for the sim-
plified micro-polar hypoplastic model and the models proposed by Tejchman and Gudehus
[30], Huang et al. [31]. However, a different response is obtained for the rate of the normal
stresses and the volume strain rate. The analytical solution is restricted to the initial response
at the beginning of shearing. For larger shearing the underlying set of differential equations
can only be solved numerically and the results are no longer the same for different models.

4. Modeling of plane shearing with dilatancy

For plane shearing of an infinite layer the field quantities are independent of the co-ordinate
in the direction of shearing, i.e., ∂(.)/∂x1=0 with respect to the co-ordinate system shown in
Figure 1. For plane-strain conditions the field quantities are also independent of the co-ordi-
nate x3. Then the macro-motion can be described by x1=X1+f1(X2, t) , x2=X2+f2(X2, t)

and x3=X3 , where the spatial co-ordinates xi (i=1,2,3) represent the current position of a
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(a) (b) (c)

Figure 1. Modeling of plane shearing under constant vertical pressure p0=−σ22: (a) section of the infinite granu-
lar layer between parallel plates with rough surfaces, (b) kinematics of plane shearing with dilatancy and degrees of
freedom u1, u2 and ω3, (c) stress components σ11, σ22, σ33, σ12, σ21 and couple-stress components M31 and M32

with respect to the Cartesian co-ordinate system.

particle and Xi (i=1,2,3) are the corresponding co-ordinates in the initial configuration. The
functions fi(X2, t) (i=1,2) are time-dependent functions with respect to fi(X2, t =0)=0 in
the initial configuration at time t=0 . The only possible micro-motion is the micro-rotation or
so-called Cosserat rotation ωc

3 which is orientated perpendicular to the (x1, x2) plane as shown
in Figure 1. The displacements ui = xi −Xi read: u1=f1(X2, t) , u2=f2(X2, t) and u3= 0 .
Since u2 depends on X2, the kinematics of shearing with dilatancy is taken into account. With
respect to

gi(X2, t)= ∂fi(X2, t)

∂X2
and ġi (X2, t)= d gi(X2, t)

d t
(i=1,2), (4.1)

for any field variable φ defined in the infinite layer, the following relations are valid:

∂φ

∂X1
= ∂φ

∂x1
=0,

∂φ

∂X2
= (1+g2)

∂φ

∂x2
,

∂φ

∂X3
= ∂φ

∂x3
=0. (4.2)

Therefore the non-vanishing components of the velocity gradient and macro-spin read:

L12= ∂u̇1

∂x2
= ġ1

1+g2
, L22= ∂u̇2

∂x2
= ġ2

1+g2
, W12= 1

2
∂u̇1

∂x2
=−ω̇3. (4.3)

It follows from L22 in (4.3) that ġ2/(1+g2) is equal to the volume strain rate and therefore
a measure of the dilatancy behavior of the granular layer. As body forces, body couples and
inertia forces are neglected, the equilibrium equations (3.3) and (3.4) reduce to:

∂Tij

∂xj
=0,

∂Mij

∂xj
− εikl Tkl=0. (4.4)

With respect to the relations in (4.2) the time derivative of Equations (4.4) reads:

∂Ṫij

∂xj
− ∂Tij

∂xm

∂u̇m

∂xj
=0, (4.5)

and

∂Ṁij

∂xj
− ∂Mij

∂xm

∂u̇m

∂xj
− εikl Ṫkl=0. (4.6)
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For the infinite sheared layer Equations (4.5) and (4.6) yield:

∂Ṫ12

∂x2
=0,

∂Ṫ22

∂x2
=0, (4.7)

∂Ṁ32

∂x2
− ġ2

1+g2
(T12−T21)− (Ṫ12− Ṫ21)=0. (4.8)

The material derivatives Ṫij and Ṁij in (4.7) and (4.8) are related to the constitutive equations
using the corresponding objective derivatives defined in (3.5) and (3.6). For plane shearing the
components of the objective stress rate and couple stress rate read:

T̊11=fc

[
â2 (c/3)Dc

22+ψ1 T̂11+ â (2 T̂11−1/3)
√
ψ2

]
,

T̊22=fc

[
â2 (Dc

22+ (c/3)Dc
22)+ψ1 T̂22+ â (2 T̂22−1/3)

√
ψ2

]
,

T̊33=fc

[
â2 (c/3)Dc

22+ψ1 T̂33+ â (2 T̂33−1/3)
√
ψ2

]
,

T̊12=fc

[
â2 Dc

12+
(
ψ1+2 â

√
ψ2

)
T̂12

]
, (4.9)

T̊21=fc

[
â2 Dc

21+
(
ψ1+2 â

√
ψ2

)
T̂21

]
,

M̊31=d50 fc

[(
M̂32 K̄32+2am

√
K̄2

32

)
M̂31

]
,

M̊32=d50 fc

[
a2
m K̄32+

(
M̂32 K̄32+2am

√
K̄2

32

)
M̂32

]
,

with the abbreviations.

ψ1= T̂12 D
c
12+ T̂21 D

c
21+ T̂22 D

c
22, ψ2=Dc 2

12 +Dc 2
21 +Dc 2

22 ,

and the kinematic quantities

Dc
12= ω̇c

3+
ġ1

1+g2
, Dc

21=−ω̇c
3 , Dc

22=
ġ2

1+g2
, K̄32=d50

∂ω̇c
3

∂x2
.

While the symmetry condition for the infinite shear layer was already considered above, the
boundary conditions at the bottom and top of the layer are still to be specified. Apart from
the displacement and stress boundary conditions of the classical continuum, micro-rotation
and couple-stress boundary conditions occur in a micro-polar continuum. Herein the micro-
polar boundary conditions allow the modeling of the influence of the rotation resistance of
particles in contact with a rough bounding structure, as has been discussed in more detail,
for instance by Tejchman [28] and Bauer and Huang [34]. For the present investigation the
bottom of the layer is assumed to be fixed so that neither sliding nor rotation may occur,
i.e.,

x2=0 : u̇1=0, u̇2=0, ω̇c
3=0. (4.10)
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At the top of the layer a vertical pressure is applied and kept constant, i.e., Ṫ22=0. The hor-
izontal velocity u̇1T and the rate of the micro-rotation ω̇c

3T are prescribed, i.e.,

x2=h : u̇1= u̇1T , ω̇c
3= ω̇c

3T , Ṫ22=0 . (4.11)

5. Analytical solution for the initial response

For the investigation of the initial response of an infinite sheared layer the following homo-
geneous and initially isotropic state is considered:

Tij =−p0 δij , Mij =0, (5.1)

where p0 denotes the isotropic initial pressure. It follows from the relations in (5.1) that in
the initial state the shear stresses and couple stresses are assumed to be zero; thus, the mate-
rial time derivatives of the stresses and the couple stresses coincide with the objective rates
at the beginning of shearing. When this property is taken into account and with respect to
g1= g2= 0 and the initial state assumed in (5.1), the relations for the non-zero rate of the
stress and couple-stress components by (4.9) reduce to:

Ṫ11= T̊11=fc

[
â2 c

3
ġ2+ ġ2

9
+ â

3

√
ġ2

2+ (ω̇c
3+ ġ1)

2+ ω̇c 2
3

]
, (5.2)

Ṫ22= T̊22=fc

[
â2

(
1+ c

3

)
ġ2+ ġ2

9
+ â

3

√
ġ2

2+ (ω̇c
3+ ġ1)

2+ ω̇c 2
3

]
, (5.3)

Ṫ33= T̊33= Ṫ11, (5.4)

Ṫ12= T̊12=fc â
2 (ω̇c

3+ ġ1), (5.5)

Ṫ21= T̊21=−fc â2 ω̇c
3, (5.6)

Ṁ32= M̊32=fc a
2
m d

2
50 K32. (5.7)

Herein the quantities:

ġ1= du̇1

dx2
=−2 ω̇3, ġ2= du̇2

dx2
, ω̇c

3 and K32=
dω̇c

3

dx2
(5.8)

have to be determined for the given boundary value problem as outlined in the following
section.

5.1. General solution

With respect to the requirement in (4.7) the quantity Ṫ12 in (5.5) is constant across the height
of the layer, i.e.,

Ṫ12=fc â
2 (ω̇c

3+ ġ1)=χ, (5.9)

where χ denotes a constant. By substituting the relations (5.5–5.7) in (4.8), one obtains

∂

∂x2

(
fc a

2
m d

2
50
∂ω̇c

3

∂x2

)
−fc â

2 (2 ω̇c
3+ ġ1)=0. (5.10)
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For an initially homogeneous layer, fc, â and d50 are independent of the co-ordinates xi (i=
1,2,3) so that (5.10) and (5.9) lead to the following differential equation for ω̇c

3

η2 d2ω̇c
3

dx2
2

− ω̇c
3=C1, (5.11)

with the abbreviations

η= am

â
d50 and C1= χ

fc â2
= ω̇c

3+ ġ1.

The general solution to the second-order differential equation (5.11) reads

ω̇c
3=C2 cosh(x2/η)+C3 sinh(x2/η)−C1, (5.12)

where C2 and C3 are integration constants. The derivative of ω̇c
3 yields the rate of curvature,

i.e..,

K32=
dω̇c

3

dx2
= 1
η

[C2 sinh(x2/η)+C3 cosh(x2/η) ] . (5.13)

Inserting ġ1=−2 ω̇3 in (5.9), one obtains for the rate of the macro-spin

ω̇3= 1
2

[
ω̇c

3−C1
]= 1

2
[C2 cosh(x2/η)+C3 sinh(x2/η) ]−C1, (5.14)

and for the quantity ġ1

ġ1=−2 ω̇3=2C1− [C2 cosh(x2/η)+C3 sinh(x2/η) ] . (5.15)

With respect to (5.8) the integration of du̇1=−2 ω̇3 dx2 yields the initial rate of the horizon-
tal displacement u1 as a function of the co-ordinate x2, i.e.,

u̇1=2C1 x2−C2 η sinh(x2/η)−C3 η cosh(x2/η)+C4. (5.16)

Taking into account a constant vertical pressure applied at the top of the layer, and the
requirement for equilibrium across the height of the layer, one observes that Ṫ22 is zero within
the shear layer. Inserting Ṫ22=0 and ω̇c

3 from (5.12) in (5.3) yields an equation for ġ2 with
the solution

ġ2=−
√
C2

1 + [C2 cosh(x2/η)+C3 sinh(x2/η)−C1]2

[ â(3+ c)+1/(3 â) ]2−1
. (5.17)

The initial rate of the vertical displacement u2 can be obtained by integration of du̇2= ġ2 dx2, i.e.,

u̇2=−
∫ √

C2
1 + [C2 cosh(x2/η)+C3 sinh(x2/η)−C1]2

[ â(3+ c)+1/(3 â) ]2−1
dx2+C5. (5.18)
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By inserting ω̇c
3, K32, ġ1 and ġ2 into (5.2) to (5.7), one obtains the following relations for the

initial rate of the normalized quantities of the stress and couple stress components

Ṫ11

fc â2
=
[
c

3
− 1

9 â2

][
C2

1 + [C2 cosh(x2/η)+C3 sinh(x2/η)−C1]2

[ â(3+ c)+1/(3 â) ]2−1

]
+

+ 1
3 â

[
C2

1 + [C2 cosh(x2/η)+C3 sinh(x2/η)−C1]2

1−1/[ â(3+ c)+1/(3 â) ]2

]1/2

, (5.19)

Ṫ33

fc â2
= Ṫ11

fc â2
,

Ṫ12

fc â2
=C1, (5.20)

Ṫ21

fc â2
=−C2 cosh(x2/η)−C3 sinh(x2/η)+C1, (5.21)

Ṁ32

fc â am d50
=C2 sinh(x2/η)+C3 cosh(x2/η) (5.22)

with η= (am/â)d50 . The general solution shows that, even for the case of an initially isotro-
pic stress state and zero couple stresses, the initial rate of the state quantities under shearing
is different from the classical non-polar continuum in the case of non-vanishing constants C2

and C3. With the exception of Ṫ12 the rates of the state quantities are nonlinear functions of
the co-ordinate x2 as a result of the micro-polar quantities contained in the present micro-
polar hypoplastic model. Furthermore, it follows from relation (5.17) that a transverse-strain
sensitivity, which is controlled by the constitutive constant c, influences the volume strain rate
I : Dc= ġ2, and consequently also the velocity u̇2 and the stress rates Ṫ11 and Ṫ33. It can also
be noted that, for real solutions for ġ2, the denominator of the expression (5.17) must be
greater than zero, which yields a lower bound for the calibration of the value of c.

Across the height of the sheared layer the distribution of the quantities (5.12) to (5.22)
is strongly influenced by the interface behavior between the granular layer and the rough
bounding plates. The interface behavior can be taken into account by specifying the constants
Ci (i=1·5) as outlined in the next section.

5.2. Influence of the micro-polar boundary conditions

The boundary conditions at the bottom and top surfaces specified in (4.10) and (4.11) yield
for the constants Ci (i=1·5):

C1=
u̇1T /η+ ω̇c

3T tanh(h/(2η))

2 [h/η− tanh(h/(2η))]
, C2=C1, (5.23)

C3=
ω̇c

3T [(2h/η)/ sinh(h/η)−1]− (u̇1T /η) tanh(h/(2η))

2 [h/η− tanh(h/(2η))]
, (5.24)

C4=ηC3 , C5=
[∫

ġ2 dx2

]
x2=0

, with: η= am

â
d50. (5.25)

In the following the influence of the micro-polar boundary conditions on the initial response
will be discussed for a shear layer with a height of h= 1 cm, a prescribed horizontal shear
velocity of u̇1T = 1 cm/s , a constant vertical pressure and the constitutive constants: d50 =
0·05 cm, â=0·33, am=1 and c=0 which are relevant for a medium quartz sand with a crit-
ical friction angle of ϕc=30◦. For the present discussion the value of the constant fc is not
relevant as the rates of the stress- and couple stress components can be normalized by fc .
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(a) (b)

(c) (d)

(e) (f)

Figure 2. Initial response of a sheared layer for the boundary conditions at the bottom x2=0 : u̇1= u̇2=0, ω̇c
3B =0,

and at the top x2=h : u̇1= u̇1T , Ṫ22=0, ω̇c
3T =0 (solid curve) and Ṁ32T =0 (dotted curve). Distribution of: (a) hor-

izontal velocity u̇1, (b) vertical velocity u̇2, (c) micro-rotation rate ω̇c
3, (d) macro-rotation rate ω̇3, (e) difference

of macro- and micro-rotation rates ω̇3− ω̇c
3, and (f) curvature rate K32 .

Figures (2) and (3) show the initial response of the shear layer for two different micro-polar
boundary conditions prescribed at the top surface. The solid curves show the results obtained
for ω̇c

3(x2=h)= ω̇c
3T =0 and the dotted curves are obtained for the assumption of a zero cou-

ple stress rate Ṁ32(x2=h)= Ṁ32T =0.
The special case ω̇c

3T = 0 reflects the behavior of a very rough top surface without par-
ticle rotation along the interfaces. The same assumption was introduced in (4.10) for the
bottom surface, so that the micro-polar boundary conditions are symmetric for this case.
Figure 2a and 2b shows that the velocities u̇1(x2) and u̇2(x2) are nonlinearly distributed
across the height of the shear layer. Thus, in a micro-polar continuum the deformation is
inhomogeneous from the beginning of shearing. The distribution of the rate of micro-rotation
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(a) (b)

(c) (d)

Figure 3. Initial response of a sheared layer for the boundary conditions at the bottom x2=0 : u̇1= u̇2=0, ω̇c
3B =0,

and at the top x2=h : u̇1= u̇1T , Ṫ22=0, ω̇c
3T =0 (solid curve) and Ṁ32T =0 (dotted curve). Distribution of the nor-

malized: (a) shear stress rate Ṫ12, (b) shear-stress rate Ṫ21, (c) normal-stress rate Ṫ11 = Ṫ33, and (d) couple-stress
rate Ṁ32 .

(Figure 2c) and the rate of macro-rotation (Figure 2d) are also nonlinear and they are differ-
ent from each other (Figure 2e). With respect to the rule of signs in Figure 1a negative micro-
rotation rate means clockwise rotation for a movement of the top surface to the right. The
extreme values of ω̇c

3 and of ω̇3 occur in the middle of the layer. The gradient of the micro-
rotation is termed rate of curvature, K32 , and shown in Figure 2f. From Figure 2e it can be
concluded that, at the beginning of shearing, the influence of micro-polar properties is more
pronounced close to the bottom and top boundaries of the layer. The shear-stress rate Ṫ12 is
constant as is necessary for equilibrium (Figure 3a) and it is different from the shear stress
rate Ṫ21 (Figure 3b). Therefore, the stress tensor also becomes non-symmetric in the case of
an initially isotropic stress state. The distribution of the normal stress rate Ṫ11 is nonlinear
(Figure 3c) and it is equal to the normal stress rate Ṫ33. The normalized quantity of the
couple-stress rate Ṁ32 (Figure 3d) coincides with the normalized curvature rate K32 shown
in Figure 2f which is due to relation (5.7). Although the couple-stress rate is zero in the
middle of the layer for symmetric micro-polar boundary conditions, i.e., Ṁ32(x2 = h/2)= 0,
the shear stress rate Ṫ12(x2=h/2) is different from the shear-stress rate Ṫ21(x2=h/2). Thus,
∂Ṁ32/∂x2 �=0 holds for x2=h/2 and depends on the height h of the shear layer according to[

∂Ṁ32

∂x2

]
x2=h/2

= fc â
2 u̇1/(h/η)

2 [(h/η) cosh(h/(2η))− sinh(h/(2η))]
. (5.26)

The results indicate that micro-polar effects appear across the entire height of the shear
layer and a localization of the deformation is not manifested at the beginning of shearing.
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Figure 4. Distribution of initial rate of the micro-polar rotation, ω̇c
3, for the boundary conditions at the bottom

x2 = 0 : u̇1 = u̇2 = 0, ω̇c
3B = 0, and at the top x2 = h : u̇1 = u̇1T , Ṫ22 = 0 , m= 0 (solid curve), m=m0 (dotted curve)

and m>m0 (chain-dotted curve).

Numerical simulations of large shearing show that shear localization takes place with
advanced shearing in the area of the maximum magnitude of the rate of the micro-rotations;
see e.g. [38, pp. 79–85], [30,49,52]. Thus, the extreme value of the rate of micro-rotations
obtained for the initial response (Figure 2c) is an indicator of where shear-strain localization
may develop under continuous shearing.

Another case of interest arises for a zero couple-stress rate along the top surface. The
boundary condition Ṁ32(x2=h)=Ṁ32T =0 can alternatively be expressed by the correspond-
ing micro-rotation:

ω̇c
3(x2=h) = ω̇c

3T = −m0
u̇1T

η
, (5.27)

with:

m0= 1−1/ cosh(h/η)
2 [h/η− tanh(h/η) ]

, η= am

â
d50.

Together with ω̇c
3B=0 prescribed at the bottom of the layer the micro-polar boundary condi-

tions are no longer symmetric. By inserting relation (5.27) for ω̇c
3T in (5.23–5.25), one obtains

the initial response of the shear layer for the boundary conditions ω̇c
3B = 0 and Ṁ32T = 0

(dotted curves in Figure 2 and Figure 3). At the beginning of shearing the distribution of the
velocities u̇1(x2) (Figure 2a) and u̇2(x2) (Figure 2b) is again nonlinear and almost the same
as for the case of ω̇c

3T = 0. The further evolution of these quantities, however, can be quite
different when shear localization appears under larger shearing, as can be shown by numeri-
cal simulations; see e.g. [49]. In contrast with the results obtained for the boundary condition
ω̇c

3T = 0, the extreme value of the micro-rotation (Figure 2c) and macro-rotation (Figure 2d)
occurs at the top of layer. Both dω̇3/dx2 and dω̇c

3/dx2 are zero at the top of the layer, which
underlines the meaning of Ṁ32T =0 as a special boundary condition, where the curvature rate
K32=dω̇c

3/dx2 changes sign (Figure 4). The normalized quantity of the couple-stress rate Ṁ32

(Figure 3d) again coincides with the curvature rate K32 and the initial shear-stress rate Ṫ12

(Figure 3a) is a little lower than for the symmetric boundary conditions, ω̇c
3B = ω̇c

3T = 0. In
contrast with the results obtained for symmetric boundary conditions, the maximum shear
stress rate Ṫ21 (Figure 3b) and the maximum normal-stress rates Ṫ11= Ṫ33 (Figure 3c) occur
at the top of the layer when a zero couple-stress rate is prescribed.
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It follows from relation (5.27) that, for Ṁ32T =0, the micro-rotation rate ω̇c
3T along the top

boundary is proportional to the prescribed horizontal shear displacement u̇1T . The evolution
of the state quantities are also determined by the height of the shear layer because the factor
m0 depends on h. By replacing m0 with an arbitrary factor m relation (5.27) agrees with the
empirical formula proposed by Tejchman [28] to model the influence of a rough bounding sur-
face on the rotation resistance of particle in contact with the bounding structure. Numerical
simulations by Huang et al. [52] show that the location and thickness of shear-strain localiza-
tion is strongly influenced by the value of the factor m. In particular for m=0 the case of a
very rough top surface without particle rotations is modeled which shows an extreme value of
micro-rotations in the middle of the shear layer. For 0<m<m0 the extreme value of micro-
rotations and consequently the location where shear-strain localization takes place is located
within the upper part of the shear layer. For m>m0 shear-strain localization takes place very
close to the top boundary and the thickness of the localized zone is smaller than for m<m0 .
The influence of m on the initial response of the micro-rotations is demonstrated in Figure
4 for different values for m. It is obvious that m determines the sign of the curvature rate
K32=dω̇c

3/dx2 and the location of maximum micro-rotation. At the top of the layer the cur-
vature rate is positive for m<m0 , negative for m>m0 and zero for m=m0 . The latter is
related to Ṁ32T =0.

For prescribed zero couple-stress rates along the bottom and top surfaces the response
of the shear layer coincides with the results obtained for the classical non-polar contin-
uum. In particular the constants C2 and C3 become zero by inserting the boundary con-
ditions Ṁ32(x2 = 0)= Ṁ32(x2 = h)= 0 in relation (5.22). Consequently relation (5.16) yields
C4 = 0 for the bottom boundary condition u̇1(x2 = 0) = 0 , and with respect to the pre-
scribed horizontal shear velocity u̇1(x2 = h) = u̇1T at the top of the layer one obtains
C1= u̇1T /(2h). For the bottom boundary condition u̇2(x2=0)=0 relation (5.18) yields C5=0.
Then the couple stresses are zero, the micro-rotation rate corresponds to the macro-rotation
rate, the shear stresses are symmetric and the velocity profile is linear across the height of the
layer, i.e.,

ω̇c
3= ω̇3=− u̇1T /(2h) , K32=0, (5.28)

ġ1= u̇1T /h , u̇1= (u̇1T /h) x2, (5.29)

ġ2=−
√

2 [u̇1T /(2h)]2/[[ â(3+ c)+1/(3 â) ]2−1], (5.30)

u̇2=−
√

2 [u̇1T /(2h)]2/[[ â(3+ c)+1/(3 â) ]2−1]x2, (5.31)

Ṫ11= Ṫ33=fc

√
2 â2/[[ â(3+ c)+1/(3 â) ]2−1] u̇1T /(2h), (5.32)

Ṫ12= Ṫ21=fc â
2 u̇1T /(2h) , Ṁ32=0. (5.33)

It follows from (5.28) to (5.33) that for the couple-stress boundary conditions Ṁ32(x2= 0)=
Ṁ32(x2 = h)= 0 no polar properties appear within the shear layer. Numerical simulations
show, however, that for continued shearing the non-polar solution is unstable. Any pertur-
bation immediately leads to the polar solution. This phenomenon was termed “spontaneous
polarisation” by Gudehus [53].
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6. Conclusion

The influence of particle rotation and couple stresses in granular materials has been mod-
eled with a micro-polar hypoplastic continuum approach. The evolution equations for the
non-symmetric stress tensor and the couple-stress tensor are nonlinear isotropic tensor-val-
ued functions, which are homogeneous of first order in the rate of deformation and rate of
curvature. For an infinite strip of a micro-polar hypoplastic material located between two
parallel plates under plane shearing an analytical solution has been derived. The general solu-
tion shows that polar quantities appear within the shear layer from the beginning of shearing.
In contrast with the classical non-polar continuum the shear velocity and dilatancy veloc-
ity are nonlinearly distributed across the height of the shear layer, even if the material is
homogeneous and non-polarized in the initial state. The macro-rotation rate is not constant
and differs from the micro-rotation rate. Shear stresses are non-symmetric and the stress and
couple-stress rates are distributed nonlinearly. The distribution of the state quantities within
the shear layer strongly depends on the prescribed micro-polar boundary conditions which
reflect the rotation resistance of the particles against the surface of the bounding structure.
This is demonstrated for two different wall boundary conditions at the top of the shear layer.
For the interaction with a very rough wall particle rotations are prevented, which can be mod-
eled with locked micro-rotations along this boundary. Then the corresponding couple-stress
rate shows an extreme value at this boundary. The results for the rate of the state quantities
obtained for zero couple-stress rates prescribed along one of the boundaries show a non-sym-
metric distribution within the shear layer. The same result as for the non-polar continuum is
obtained for the special case of zero couple-stress rates prescribed at both the bottom and the
top boundaries. For an initially homogeneous and isotropic state, an analytical solution for
the present micro-polar hypoplastic material model under plane shearing is restricted to the
initial response. In general, the underlying set of differential equations for continuous shear-
ing can only be solved numerically.
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3. H.B. Mühlhaus and I. Vardoulakis, The thickness of shear bands in granular materials. Geotechnique 37
(1987) 271–283.

4. M. Oda, Micro-fabric and couple stress in shear bands of granular materials. In: C.C. Thornton (ed.),
Powders and Grains, 3. Rotterdam: Balkema (1993) pp. 161–167.

5. J. Desrues, R. Chambon, M. Mokni and F. Mazerolle, Void ratio evolution inside shear bands in triaxial
sand specimens studied by computed tomography. Géotechnique 46 (1996) 529–546
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Physics III/c. Heidelberg: Springer press (1965) pp. 1–602.
17. D. Kolymbas, A generalized hypoelastic constitutive law. Proc. 11th Int. Conf. Soil Mechanics and Foundation

Engineering 5. Rotterdam: Balkema (1988) p. 2626.
18. W. Wu and E. Bauer, A simple hypoplastic constitutive model for sand. Int. J. Num. Anal. Methods Geo-

mech. 18 (1994) 833–862.
19. G. Gudehus, A comprehensive constitutive equation for granular materials. Soils and Foundations 36 (1996)

1–12.
20. E. Bauer, Calibration of a comprehensive hypoplastic model for granular materials. Soils and Foundations 36

(1996) 13–26.
21. P.A. von Wolffersdorff, A hypoplastic relation for granular materials with a predefined limit state surface.

Mech. Cohesive-Frictional Materials 1 (1996) 251–271.
22. W. Wu and D. Kolymbas, Hypoplasticity then and now. In: D. Kolymbas (ed.), Constitutive Modelling of

Granular Materials. Berlin, Heidelberg, Newyork: Springer (2000) pp. 57–105.
23. C. Tamagnini, G. Viggiani and R. Chambon, A review of two different approaches to hypoplasticity. In:

D. Kolymbas (ed.), Constitutive Modelling of Granular Materials. Berlin, Heidelberg, Newyork: Springer
(2000) pp. 107–145.

24. E. Bauer and I. Herle, Stationary states in hypoplasticity. In: D. Kolymbas (ed.), Constitutive Modelling of
Granular Materials. Berlin, Heidelberg, Newyork: Springer (2000) pp. 167–192.

25. J. Tejchman and E. Bauer, Numerical simulation of shear band formation with a polar hypoplastic constit-
utive model. Comp. Geotech. 19 (1996) 221–244.

26. G. Gudehus, Shear localization in simple grain skeleton with polar effect. In: T. Adachi, F. Oka and
A. Yashima (eds.), Proc. of the 4th Int. Workshop on Localization and Bifurcation Theory for Soils and Rocks.
Rotterdam: Balkema (1998) pp. 3–10.

27. G. Gudehus, Attractors, percolation thresholds and phase limits of granular soils. In: R.P. Behringer and
J.T. Jenkins (eds.), Powders and Grains. Rotterdam: Balkema (1997) pp. 169–183.

28. J. Tejchman, Modelling of shear localisation and autogeneous dynamic effects in granular bodies. Veröffent-
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Abstract. When they are studied as continuum media, granular materials and other soils and rocks exhibit a com-
plex behavior. Contrary to metals, their isotropic and deviatoric behavior are coupled. This implies some math-
ematical difficulties concerning boundary-value problems solved with constitutive equations modelling the salient
features of such geomaterials. One of the well-known consequences is that the so-called second-order work can
be negative long before theoretical failure occurs. Keeping this in mind, the starting point of this work is the
pioneering and illuminating work of Nova (1994), who proved that using an isotropic hardening elasto-plastic
model not obeying the normality rule, it is possible to exhibit either loss of uniqueness or loss of existence of
the solution of a boundary-value problem as soon as the second-order work is negative. Because the geomaterial
behavior is quite difficult to model, in practice many different constitutive equations are used. It is then impor-
tant to study the point raised by Nova for other constitutive equations. In this paper, his result is generalized
for any inelastic rate-independent constitutive equation. Similarly the link between localization and controllability
proved by Nova (1989) is extended to some extent to a general inelastic model.

Key words: existence, geomaterials, localization, non-normality, second-order work, uniqueness

1. Introduction

The behavior of geomaterials (granular materials, soils, and rocks) has some specific proper-
ties which create certain mathematical difficulties when constitutive equations modelling this
behavior are used in a boundary-value problem. One of these properties can be experienced
in everyday life. Walking on a beach after the last wave has filled up all the pores of the sand
shows clearly that each footprint drains out the surrounding sand. This means that there is
an increase in the pore volume in the surrounding sand, even though it is likely that the mean
(effective) pressure increases. This phenomenon clearly shows that granular-material behav-
ior exhibits a coupling between the isotropic volume change and the deviatoric stress. This
behavior is rather different from that of metals. This complex behavior explains why so many
constitutive equations are elaborated in order to model granular materials and other geoma-
terials. These constitutive equations are now often based on the well-known framework of
classical plasticity (which here means isotropic hardening obeying a normality rule). Many of
these depart strongly from classical plasticity theory such as, for instance, multi-mechanism
plasticity models [1], bounding-surface plasticity models [2] hypoplasticty models – see [3] for
a review – or multi-laminate [4] and microplane [5] models.

These inelastic constitutive equations are used in numerical computations assuming implic-
itly the well-posedness of the underlying boundary-value problem. It is our opinion that there
is a need for knowledge about existence and uniqueness of solutions of boundary-value prob-
lems involving such general inelastic models. Except for classical elasto-plasticity constitutive
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equations (see [6]), for non-associative plasticity (see [7]) and for hypoplasticity (see [8]), there
is no simple and general (here general means independent of the geometry and the boundary
conditions of the problem) results about existence and uniqueness of solutions of boundary-
value problems involving inelastic constitutive equations. A common result can be deduced
from the results quoted above. Considering problems solved with the so-called small-strain
assumption, we observe that the positiveness of the second-order work (everywhere and for
any strain rate) ensures the uniqueness of the solution for classical elastoplastic [9] and hypo-
plastic [8] models.

On the other hand, it has been proved by Nova for isotropic hardening elastoplastic mod-
els [10] – see also [11] – that, if the second-order work can be negative, then it is possible to
construct a problem (starting from an homogeneous state) such that, for some specific bound-
ary conditions, the uniqueness of (in this case) the homogeneous solution is lost. This result
has been extended to particular cases of hypoplasticity by El Hassan [12]. More recently Nie-
munis gave a general proof for hypoplastic theories [13]. One of the objectives of this paper is
to generalize this result to a wide class of constitutive equations. It is necessary to emphasize
that, even if the constitutive equations are rather general, the problem solved is quite partic-
ular because it is related to homogeneous states only. This problem has to be related to what
is often called material instability [14,9]. It is necessary to quote here the work of Petryk con-
cerning problems similar to the one addressed here for the multi-mechanism plasticity theory.
Within this specific framework his work goes beyond the scope of this paper, since he takes
into account geometrical nonlinearities [15].

The second objective is to give a sufficient localization condition – i.e., a condition which
implies that all the equations of a Rice localization analysis [16] are fulfilled – for any rate-
independent materials and to prove that this condition implies the negativeness of the second-
order work.

The paper presentation is as follows. In the first part we present the problem under con-
sideration. In particular, the controllability as defined by Nova is recalled. Next we prove that
the loss of positiveness of the second-order work implies loss of controllability. The third part
deals with the shear-band analysis. A conjecture is explained in a concluding-remarks section.

The following notations are used: a tensor is denoted by an underlined symbol like σ , the
component of a tensor (or vector) is denoted by the name of the tensor (or vector) accom-
panied by lower indices. Other indices and among them upper indices have specific meanings
defined in the text. The summation convention with respect to repeated tensorial indices is
used.

2. The problem under consideration

2.1. The basic assumptions

We are dealing with inelastic materials not exhibiting viscous effect in the small-strain range.
The constitutive equation can thus be written in rate form as follows:

σ̇ =F(ε̇), (1)

where σ̇ is the stress rate, ε̇ the strain rate and F a tensorial function depending on the state
of the material. It is assumed first that F is invertible which means defining G as the inverse
of F so that:

ε̇=G(σ̇ ). (2)
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If this assumption does not hold, it is clear that controllability is lost. Loss of invertibility
means: given σ̇ , either G(σ̇ ) does not exist or at least there are two different ε̇ such that Equa-
tion (1) holds. Consequently a boundary-value problem corresponding to the boundary condi-
tions compatible with the given value of σ̇ either has no homogeneous solution or has several
solutions. In both cases controllability defined hereafter is lost.

As we are studying non-viscous materials, F and G are homogeneous of the degree one
with respect to their respective arguments. We will add other assumptions when this is neces-
sary. The quantities σ̇ and ε̇ belong to the six-dimensional space of symmetric second-order
tensors. In the following it will be useful to define an orthonormal basis for this set which
means a set of six second-order tensors denoted in the following by ie such that

∀i, ‖ie‖=1, ∀i, j, i �= j, ie · j e=0, (3)

where · denotes the usual scalar product of two second-order tensors (for instance the scalar
product σ̇ · ε̇= σ̇ ij ε̇ij defines the second-order work).

2.2. Controllability

In his paper Nova [10] defined controllability as follows. First he noticed that in some exper-
iments, like the classical triaxial tests, some components of the strain and the other compo-
nents of the stress are prescribed. He pointed out the practical importance of being able to
perform such a test, i.e., to get one (existence) and only one (uniqueness) response for such
a test. He noticed then, that in some tests like the undrained ones, a linear combination of
the classical strain components is prescribed. Generalizing this remark he defined a new set of
strain (and stress) variables related to the strain (or stress) components via a product with a
non-singular matrix the inverse of which is equal to its transpose (which means orthonormal
change of basis). He proceeded by defining controllability as the ability of a material (or a
model) to provide one and only one (existence and uniqueness) response to any loading path
for which some strain components (in this new basis) and the other stress components are
prescribed.

Finally, for a constitutive equation, controllability in other words is, existence and unique-
ness of the solution of the following problem. In a given orthonormal basis some components
of the strain rate and the other components of the stress rate are prescribed, and we try to
solve the corresponding boundary-value problem. If there exists one and only one solution for
the non-prescribed components (of the stress and the strain rates) satisfying the constitutive
equation (1) or (2), then the model is said to be controllable. Otherwise it is not controllable.

3. Consequences of the non-positiveness of the second-order work

3.1. The non-positiveness of the second-order work implies non-uniqueness

Rephrasing the problem as in the previous section allows us to prove that, if the sec-
ond-order work is equal to zero for some strain direction, then the constitutive equa-
tion is non-controllable. As already seen in Section 2.1, it is assumed that the constitutive
Equation (1) is invertible or else the model is clearly non-controllable. If the second-order
work can be equal to zero, there exists some strain rate denoted by ε̇0 �=0 such that:

if σ̇ 0=F(ε̇0), then σ̇ 0 · ε̇0=0. (4)
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This means that the second-order work is not strictly positive. Now we choose the orthonor-
mal basis such that:

1e = ε̇0

‖ ˙ε0‖
(5)

and

2e= σ̇ 0

‖σ̇ 0‖ . (6)

Denoting in the following by ia and ib the components of ε̇ and σ̇ , respectively, we have

ε̇=1a 1e+2a 2e+3a 3e+4a 4e+5a 5e+6a 6e (7)

and

σ̇ =1b 1e+2b 2e+3b 3e+4b 4e+5b 5e+6b 6e. (8)

For instance, the components of ε̇0 are

ε̇0,0,0,0,0,0, (9)

defining ε̇0 and the components of σ̇ 0 are

0, σ̇ 0,0,0,0,0, (10)

defining σ̇ 0.
Controllability means that for some prescribed components ia, and the prescribed comple-

mentary components j b (which then define a mixed loading path), it is possible to find one
and only one set of the non-prescribed values of ia and j b, such that the corresponding strain
rate and stress rate meet the constitutive equation (1) or (2). Now let us consider the follow-
ing problem: 1b, 2a, 3a, 4a, 5a and 6a are prescribed equal to zero, that is,

1b= 2a= 3a= 4a= 5a= 6a=0. (11)

Clearly a solution is given by

1a=0, 2b=0, 3b=0, 4b=0, 5b=0, 6b=0. (12)

However, another solution is:

1a= ε̇0, 2b= σ̇ 0, 3b=0, 4b=0, 5b=0, 6b=0. (13)

Moreover, due to the positive homogeneity of degree one of the constitutive equation,
other solutions are

1a=λε̇0, 2b=λσ̇ 0, 3b=0, 4b=0, 5b=0, 6b=0, (14)

where λ is any positive number. For the same boundary conditions, the ones corresponding
to the prescribed values defined in Equation (11), there exists not only the solution given by
Equation (12), but also all the solutions given by Equation (14). Clearly, first uniqueness and
then controllability is lost.
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3.2. The non-positiveness of the second-order work implies either non-existence or
instability of the solutions

In the previous section, we proved that uniqueness is lost which is sufficient to prove loss
of controllability. In the current section, adding some assumptions about the differentiability
of the constitutive equation will allow us to prove moreover, either the loss of existence or
the fact that two closed prescribed inputs give two rather different solutions. This means in
the latter case discontinuity of the (mixed) response of the constitutive equation with respect
to the (mixed) input loading conditions. In some sense this property is more important. In
numerical computations, it is not so easy to detect non-uniqueness for a fully nonlinear prob-
lem like the one we are studying here; see, however, the algorithm proposed by Chambon [17].
On the contrary, it is easy to detect the non-existence or instability of the solution which is
often related to non-convergence when a full Newton-Raphson method is used to solve accu-
rately the nonlinear boundary-value problem.

3.2.1. New assumptions
We assume now that the functions F and G are continuous and differentiable, except in the
vicinity of the null tensor. This is not so strong a restriction. However, the flow theory of
plasticity does not meet this condition for a strain (or stress) rate direction corresponding to
neutral loading. On the other hand, if ε̇0 is not within this (very) restricted set of strain rates,
the following applies also to elasto-plasticity. Towards the end of Section 3.2.3, we will extend
the proof to constitutive equations involving several mechanisms (several means here two or
more than two), but for the beginning we assume the following. Constitutive Equation (1) or
(2) can be rewritten in the following form.

ib= iϕ(ja), (15)

where i, j ∈ {1,2,3,4,5,6} and iϕ are functions that are positively homogeneous of degree
one, continuous and differentiable, except for ja=0, ∀j . Let us write

ijA= ∂ iϕ

∂ ja
, (16)

which are only defined in the vicinity of a given strain direction.

3.2.2. Proof of the property
We are now looking at the constitutive equation in the vicinity of ε̇0.

A variation of 1a= ε̇0 means only a variation of the magnitude of ε̇0. Since the constit-
utive equation is positively homogeneous and since σ̇ 0=F(ε̇0), a variation of the magnitude
of ε̇0 implies only a variation of the magnitude of σ̇ 0. This implies that:

i1A(ε̇0)=0 ∀i �=2 (17)

and

21A(ε̇0)= σ̇ 0

ε̇0
. (18)

Let us now look for a solution of the following problem where

1b=α 2a=0 3a=β 4a=5a=6a=0 (19)
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are prescribed. The parameters α and β are assumed to be small with respect to ε̇0. When
α=β=0, we have the following solutions

∀λ, 1a=λε̇0 2b=λσ̇ 0 3b=0 4b=0 5b=0 6b=0. (20)

Thus, if 0 �=α �=β �=0, and if we are looking for a solution close to a previous one, such that
λ �=0, then we can use the derivatives of the constitutive equation defined in (16) in the vicin-
ity of ε̇0 or in the vicinity of λε̇0 (Owing to positive homogeneity these derivatives are the
same). This implies that necessarily

1a=λε̇0+γ (21)

with γ being of the same order as α and β. So finally this implies:

1b=α= 11Aγ + 13Aβ= 13Aβ. (22)

Then α=13Aβ, which contradicts the fact that α and β are chosen independently, and so gen-
erally a solution of our problem does not exist in the vicinity of the direction of ε̇0.

Let us summarize this result. There is no solution for the problem just defined in the vicin-
ity of the direction of ε̇0 ∀λ �=0. Thus, either there is no solution at all (non existence) or, if
there is a solution, it will not be in the vicinity of the direction of ε̇0. This means in this
case that for two close inputs given, respectively, by Equations (11) and (19) the correspond-
ing solutions are not close to each other, which concludes the proof.

3.2.3. Extension of the proof
Let us now relax the assumptions of the beginning of Section 3.2.1 in order to apply our
result to multi-mechanism plasticity. We assume that for some strain direction it is possible to
define a finite number (say n) of zones Zk, k ∈ 1, . . . , n in the strain space. When ε̇0 belongs
to the boundary of these zones and for every zone Zk, we can define

ijAk= ∂ iϕ

∂ ja
, (23)

which are all defined in the vicinity of ε̇0.
In this case, according to Section 3.2.2, if we are looking for a solution close to ε̇0, we get

α= 13Akβ for at least one k, which still contradicts the fact that α and β are chosen indepen-
dently. So it is possible to generalize the previous proof.

4. Shear-band analysis

4.1. The problem of shear banding

It is often claimed that shear banding corresponds to a zero value of the determinant of the
acoustic tensor. The problem is that such a tensor can be defined using a dynamic analysis
only for incrementally linear models. Generally speaking, a shear band can be generated if
the following conditions hold [16]. We consider the problem of an initially homogeneous solid
strained up to the current state. It is then submitted to a load rate on a straight loading path.
A solution of the resulting rate-equilibrium problem corresponds to an homogeneous strain
rate denoted by ε̇out. Another solution involving the existence of a shear band is considered.
It is assumed that the strain rate is equal to ε̇out outside a shear band and equal to

ε̇in= ε̇out+g⊗n (24)



Second order work and controllability 59

inside the shear band. The vector n is normal to the shear band and g is some vector. Let σ̇ in

be the Cauchy stress rate with respect to a fixed frame inside the shear band and σ̇ out outside.
Along the boundaries of the band, equilibrium equations in a rate form can be written:

σ̇ in · n= σ̇ out · n. (25)

Moreover the constitutive Equation (1) or (2) has to be satisfied inside and outside the band.

4.2. General criterion and consequences

For any constitutive equation shear bands are possible if there exist some n and some g such
that

F(
1
2
(g⊗n+n⊗g)) ·n=0, (26)

which means that

σ̇ ·n=0, (27)

for the stress rate corresponding to the strain rate 1
2 (g⊗ n+ n⊗ g). In Equations (26) and

(27), 0 like n or g is a vector.
It is easy to prove that if it is assumed that ε̇out=0, which means physically negligible with

respect to g⊗n, then Equation (26) implies Equation (24) and Equation (25). Then we have
obtained a sufficient localization criterion available for any constitutive equation. Moreover,
as pointed out by Nova [18] for elasto-plastic models and by Chambon [19] for hypoplastic
models, shear-band localization implies that the corresponding second-order work is equal to
zero, since by writing Equation (27) in component form, we have

σ̇ ij nj =0, (28)

which implies

σ̇ ij njgi =0, (29)

which is the second-order work written for the strain rate 1
2 (g⊗n+n⊗g), since σ ij is sym-

metric.

5. Concluding remarks

In Section 3, we studied homogeneous problem. This means that it is possible to put on an
homogeneous sample, with boundary conditions corresponding to the prescribed components
(in the basis defined above) of the strain or of the stress. Physically, this implies only the use
of control devices and this can be actually encountered (for instance in undrained tests), as
pointed out by Nova [18]. But we have to keep in mind that this kind of boundary condi-
tions, as seen at the end of Section 2.2, linking different components, is not usually taken into
account in classical existence and uniqueness theorem.

However, usually, existence uniqueness and controllability are proved for very particular
constitutive equations. Indeed, the theorems proved here are almost independent of the con-
stitutive equation.

Since we have proved recently that, for materials not obeying the normality rule, the
second-order work can become negative strictly inside the limit surface [20], it is then pos-
sible to lose the well-posedness of the rate boundary-value problem far in advance of what is
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classically seen as rupture. Let us emphasize that it is possible to define normality in a gen-
eral manner without reference to a particular constitutive equation; see [20, Section 4.3.2]. So
the previous proposition is true irrespective of the constitutive equation.

Al these discussions are very important for geomaterials which are well known not to obey
normality rules, again without any reference to a particular law.

Clearly the loss of controllability of some homogeneous problem, when the second-order
work can be negative, does not imply that uniqueness (or existence) is lost if the second-order
work can be equal to zero or even negative in a subset of a studied domain. This statement
is sustained by the stability study of Dascalu et al. [21] which proved for a linear system that
the system can remain stable (which implies existence and uniqueness of the static system) if
a limited fault undergoes softening provided that the corresponding (negative) softening mod-
ulus has a small absolute value.

We have studied only a rate problem here. It would be desirable to deal with the more
interesting initial-boundary-value problem; however, the latter problem is more difficult to
tackle.

Finally let us conclude by stating a conjecture. For a reasonable constitutive equation
(continuous and smooth enough), when the second order is positive everywhere, and for any
strain rate, then, independently of the boundary conditions (with the same restrictions as for
classical elastic computations) and of the shape of the studied domain, the small-strain-rate
boundary-value problem is well-posed. If, on the contrary, for some points of the domain and
some strain directions, the second-order work is negative, it is possible that the corresponding
small-strain-rate boundary-value problem is ill-posed.
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Abstract. Under certain circumstances, an industrial hopper which operates under the “funnel-flow” regime can
be converted to the “mass-flow” regime with the addition of a flow-corrective insert. This paper is concerned
with calculating granular flow patterns near the outlet of hoppers that incorporate a particular type of insert, the
cone-in-cone insert. The flow is considered to be quasi-static, and governed by the Coulomb–Mohr yield condition
together with the non-dilatant double-shearing theory. In two-dimensions, the hoppers are wedge-shaped, and as
such the formulation for the wedge-in-wedge hopper also includes the case of asymmetrical hoppers. A perturba-
tion approach, valid for high angles of internal friction, is used for both two-dimensional and axially symmetric
flows, with analytic results possible for both leading order and correction terms. This perturbation scheme is com-
pared with numerical solutions to the governing equations, and is shown to work very well for angles of internal
friction in excess of 45◦.

Key words: asymmetric hoppers, Coulomb-Mohr yield condition, granular flow, hopper inserts, perturbation
solution

1. Introduction

Granular materials are used extensively throughout the world in most industrial processes,
where these materials are stored in hoppers (or silos), which are large containers designed
to provide easy retrieval. Disruptions to the flow of the material from a hopper often arise
due to phenomena such as arching (see [1] for a thorough review) and rat-holing (see [2–4]).
For both phenomena the underlying mechanisms of initiation and formation are not properly
understood, and to gain a better understanding of these situations, improved models are nec-
essary. The ability to accurately predict the flow distribution of material from a hopper is of
great importance, especially when disruptions to flow reduce the productivity and profitability
of the industrial process concerned. Ideally, hoppers should be designed to operate in a pre-
scribed manner, giving reliable flow-rates, which in turn leads to an increase in both the profit
and viability of the industrial process.

In general, the desired flow pattern in an industrial hopper is where the entire material in
the hopper is simultaneously in motion, commonly referred to as “mass-flow”. Conversely, an
undesired flow pattern is where flow occurs only in a central region that is surrounded by a
stagnant region, and is referred to as “funnel-flow”. Parameters that contribute to whether the
flow pattern is mass-flow or funnel-flow include the slope and smoothness of the walls and the
cohesiveness and the inter-particle friction of the material. As such, studying the flow behav-
iour for varying parameters should lead to a deeper understanding of hopper flow of granular



64 G.M. Cox et al.

materials, enabling improved predictions as to whether a particular hopper with a particular
material will give rise to mass-flow or funnel-flow.

One of the methods of converting a funnel-flow hopper into a mass-flow hopper is to use
an insert (for experimental studies, see: [5–8]; and for numerical simulations, see: [9,10]). An
insert is an apparatus (usually metal), which is fastened at a fixed position in a silo or hop-
per, in order to influence the flow of granular material in such a way as to prohibit the for-
mation of funnel-flow. The three most common types of inserts are “cone-in-cone”, “inverted
cone” and “double cone”, as shown in Figure 1. Here we are primarily interested in inves-
tigating the effect of the cone-in-cone inserts [5,9,10]. As described by Dantoin et al. [11],
funnel-flow hoppers can cause serious problems to industrial processes. In [11], a situation is
described where due to the build-up of stagnant material in a coal funnel-flow bunker at a
power plant, an explosion occurred that caused in excess of $US 4 million in damages and
loss production. Further, after the event, another $US 1·2 millon was spent in upgrading the
funnel-flow bunker to a mass-flow bunker. Accordingly, any improvement in our understand-
ing of the flow patterns of hoppers with inserts has the potential to provide the particulate
industries with a much cheaper option in regard to converting a funnel-flow hopper into a
mass-flow hopper.

Gravity flow of granular material from a hopper has been studied extensively throughout
the literature, with a review of some developments given in [12], and some more recent studies
in [13,14], for example. Early progress for this problem was made in [15–18], where the so-
called “radial stress field” solutions are studied for quasi-static flow of incompressible materi-
als which obey the Coulomb–Mohr yield condition. These solutions are similarity solutions,
and are valid in the neighbourhood of the hopper outlet. In this case the equilibrium equa-
tions and the Coulomb–Mohr yield condition reduce to two highly non-linear coupled ordi-
nary differential equations, which in general can only be solved numerically. Recently, some
exact parametric solutions to these equations have been determined by Cox and Hill [19] and
Hill and Cox [20] for the limiting case of sinφ= 1, where φ is the angle of internal friction
of the material. Furthermore, these exact solutions have been recently used by Thamwattana
and Hill [21] as leading order terms in a regular perturbation valid for 1− sinφ� 1. There
do exist granular materials that possess angles of internal friction around 60 to 65◦, as sup-
ported by the experimental data given in [22, p. 23], [23–25]. Such materials give rise to values
of sinφ around 0·87 to 0·91, and we refer to materials with 1− sinφ�1 as being “highly fric-
tional”. Of course, we must be cautious when studying high-friction granular materials, as the
physics involved in taking the limit φ→π/2 is not well-understood (and could be the subject
of experimental investigations). However, in the present study, as with [21], we are interested
in deriving solutions for 1− sinφ small but finite, so the question of the validity of setting
φ=π/2 is not relevant here.

hopper outlet

hopper wallhopper wall

cone-in-cone
insert

granular
material

granular
material

granular
material

hopper outlet hopper outlet

hopper wall hopper wall hopper wall hopper wall

inverted
cone insert

double
cone insert

(a) (b) (c)

granular
material

granular
material

granular
material

Figure 1. Schematic diagram of conical hopper with a cone-in-cone insert (a), an inverted cone insert (b), and a
double-cone insert (c).
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The use of the Coulomb–Mohr yield condition to predict stress fields in quasi-static gran-
ular flows is quite widely accepted, and produces results that are well in accord with experi-
mental data. However, the correct formulation of the accompanying velocity equations is still
controversial. To accompany the radial stress fields described above, [15,17] use the coaxial
flow rule to describe the velocity fields. This approach assumes the principal axes of stress
and strain-rate coincide. An alternate flow rule comes from the double-shearing theory, orig-
inally proposed by Spencer [26,27]. In this theory, every deformation is assumed to consist
of simultaneous shears along the two families of stress lines, and (for quasi-static flow) the
characteristic curves for the stresses and velocities coincide. For the flow of material near the
outlet of a hopper, [28,29] show the coaxial theory used in [15,17] yields physically unaccept-
able predictions in the velocity field, whereas the double-shearing theory predicts results which
are certainly reasonable. Further, [30] compares the double-shearing theory with experimental
results for this problem, and the agreement is excellent. Exact velocity fields for the limiting
case of φ=π/2 have been calculated in [31] using the double-shearing theory. These solutions
have yet to be employed as leading-order terms in a perturbation series, and this is one of
the goals of the present study.

In this paper, we consider the two-dimensional problems of quasi-static granular flow
through asymmetrical wedge hoppers and hoppers with wedge-in-wedge inserts, as well as the
axially symmetric problem of flow through conical hoppers with cone-in-cone inserts. In the
following section we formulate the governing ordinary differential equations which apply near
the outlet of the hoppers, and derive the appropriate boundary conditions in each case. In
Sections 3 and 4 we attack the problems by considering a regular perturbation series, follow-
ing [21], by assuming that the quantity 1− sinφ�1, remembering that φ is the angle of inter-
nal friction. The first two terms of the expansion are found parametrically, and it is shown
that these analytic results provide excellent approximations to the exact numerical solutions
for values of φ in excess of 45◦, particularly for steep hoppers, and the necessary physical con-
dition of the rate of work being non-negative is examined in Section 5. Finally, in Section 6
we make some concluding remarks.

2. Mathematical formulation

In this section we briefly state the governing equations for steady quasi-static granular flow
through two-dimensional and axially symmetric hoppers under gravity. In two-dimensions,
boundary conditions are given for hoppers whose walls have unequal slopes, a situation which
includes the case of a wedge-in-wedge insert. For axially symmetric flows, boundary condi-
tions are given for the case in which there is a cone-in-cone insert.

2.1. Governing equations in two-dimensions

We consider here steady flow of a granular material in two dimensions, and use cylindrical
polar coordinates (r, θ) as defined by Figures 2(a) and (b). By assuming the flow is quasi-
static, the inertia terms in the momentum equations may be neglected, so that the compo-
nents of the Cauchy stress tensor σrr , σθθ and σrθ satisfy the equilibrium equations

∂σrr

∂r
+ 1
r

∂σrθ

∂θ
+ σrr −σθθ

r
=ρg sin θ,

∂σrθ

∂r
+ 1
r

∂σθθ

∂θ
+ 2σrθ

r
=ρg cos θ, (2.1)

where ρ is the bulk density and g is acceleration due to gravity. In this study the material is
taken to be incompressible, so that the density ρ is constant. We note the stress components
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Figure 2. Coordinate system for a two-dimensional asymmetrical wedge hopper (a), and a two-dimensional hopper
with a wedge-in-wedge insert (b).

are assumed to be positive in tension, so that a positive force will produce a positive exten-
sion.

To close the system of equations, we assume the material yields according to the Cou-
lomb–Mohr yield condition. Thus, for every surface through an arbitrary point within the
material, the magnitude of the tangential component of the traction vector τn is bounded by
the critical value

|τn|≤ c−σn tanφ, (2.2)

where σn is the normal component of tensive traction on the surface. Here, c≥0 denotes the
cohesion of the material, while 0≤φ≤π/2 is the angle of internal friction, both assumed con-
stant. We note if equality holds in (2.2), then the material yields at that point along the par-
ticular surface whose tangential and normal components of traction are given by τn and σn,
respectively.

Now, to utilize the above equations, we introduce the stress angle ψ defined by

tan 2ψ= 2σrθ
σrr −σθθ

, (2.3)

where physically ψ corresponds to the angle between the direction corresponding to the max-
imum principal stress and the r-axis, in the direction of increasing θ . Next, upon introducing
the generally positive stress invariants p and q defined by

p=−1
2
(σI +σIII )=−1

2
(σrr +σθθ ), q= 1

2
(σI −σIII )= 1

2

{
(σrr −σθθ )

2+4σ 2
rθ

}1/2
, (2.4)

the usual stress decomposition arises

σrr =−p+q cos 2ψ, σθθ =−p−q cos 2ψ, σrθ =q sin 2ψ, (2.5)

where σI and σIII denote the maximum and minimum principal stresses respectively, and
physically speaking, p represents an average pressure, while q is the maximum magnitude of
the shear stress. This stress decomposition enables the equilibrium equations to be expressed
in terms of an equivalent formulation using p, q and ψ .

To express the Coulomb–Mohr yield condition using these three variables, we note that
for an arbitrary surface whose unit normal n makes an angle of δ with the positive x-axis,
the normal tensive component and the magnitude of the tangential component of traction are
given by

σn=−p+q cos 2(δ−ψ), |τn|=q| sin 2(δ−ψ)|. (2.6)
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As the quantity |τn|+σn tanφ attains its maximum possible value when

δ=ψ±
(
π

4
− φ

2

)
, (2.7)

then from (2.2), yield only occurs along surfaces whose normal n makes an angle of δ given
by (2.7). Further, we denote the normal tensive component and the magnitude of the tangen-
tial component of traction of such surfaces by σ and τ , respectively, so that from (2.6) and
(2.7) we find

σ =−p+q sinφ, τ =q cosφ. (2.8)

As a result, for yielding material, we can express the Coulomb–Mohr yield condition in the
more useful form of

q=p sinφ+ c cosφ. (2.9)

Now, [16,17] show that a radial stress field solution is a reasonable approximation for the
stress distribution near the outlet of a hopper. This involves a radial wedge field solution of
the form

ψ=ψ(θ), q=ρgrF (θ), (2.10)

so from (2.5) and (2.9) we find that the equilibrium Equations (2.1) give rise to two non-lin-
ear coupled ordinary differential equations, namely

dF
dθ
= F sin 2ψ−β cos(θ +2ψ)

β+ cos 2ψ
, 1+ dψ

dθ
= F(β−1−β)+ sin θ +β sin(θ +2ψ)

2F(β+ cos 2ψ)
, (2.11)

where here and throughout the paper we use the notation β= sinφ. We can eliminate F from
the governing Equations (2.11), and deduce the single second-order ordinary differential equa-
tion for ψ(θ)

(β+ cos 2ψ)[sin θ +β sin(θ +2ψ)]ψ ′′ =2(1+ψ ′){sin 2ψ [sin θ +β sin(θ +2ψ)]ψ ′ +
+2β cos(θ +2ψ)(β+ cos 2ψ)ψ ′ + (3β2+2β cos 2ψ−1) cos(θ +2ψ)}, (2.12)

where the primes denote differentiation with respect to θ . With ψ determined, the function F

can be recovered from

F = β[sin θ +β sin(θ +2ψ)]
2β(β+ cos 2ψ)(1+ψ ′)+β2−1

. (2.13)

As mentioned in the Introduction, the above equations are generally accepted as a reason-
able basis for the determination of the plane-strain stress field for gravity flow from a hopper;
however, the prescription of the governing equations for the determination of the velocity field
is not as readily agreed upon. In this study we assume the velocity profile is governed by the
non-dilatant double-shearing theory derived by Spencer [26,27], which is based on the idea
that deformation arises as a result of shear along the surfaces defined by (2.7) on which the
critical shear stress is mobilized, and which coincide with the slip-lines in quasi-static flows.
In particular, if vr(r, θ) and vθ (r, θ) are the components of velocity in the r and θ , directions,
respectively, then the double-shearing theory provides that they satisfy the following equations

∂vr

∂r
+ 1
r

∂vθ

∂θ
+ vr

r
=0,

(
∂vθ

∂r
+ 1
r

∂vr

∂θ
− vθ

r

)
cos 2ψ−

(
∂vr

∂r
− 1
r

∂vθ

∂θ
− vr

r

)
sin 2ψ=β

(
∂vθ

∂r
− 1
r

∂vr

∂θ
− vθ

r
−2�

)
,

(2.14)
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where the quantity � is defined to be

�=vr
∂ψ

∂r
+ vθ

r

∂ψ

∂θ
. (2.15)

Following [15], for hopper flow we assume the particular velocity profile

vr(r, θ)= u(θ)

r
, vθ (r, θ)=0, (2.16)

which ensures that flow can only occur in the radial direction, and (2.14)1 is automatically
satisfied. In this case, recalling that ψ=ψ(θ), then (2.14)2 becomes simply

du
dθ

(β+ cos 2ψ)=−2u sin 2ψ, (2.17)

which implies that

u= ū exp
{

2
∫ θc

θ

sin 2ψ
β+ cos 2ψ

dθ
}
, (2.18)

for some constants θc and ū such that ū= u(θc). We note that ū is the arbitrary constant
of integration arising from solving (2.17), while θc is a constant that has been introduced
to ensure that u/ū= 1 at some specific angle θ = θc (which is done in order to facilitate the
comparison of the perturbation solution with a numerical solution). In particular, we choose
θc = π/2 for the asymmetrical wedge hopper, and θc = γ2 for the hopper with a wedge-in-
wedge insert.

2.2. Boundary conditions for two-dimensional flow

In this subsection we specify appropriate boundary conditions for the problems of flow in an
asymmetrical wedge hopper and flow in a hopper with a wedge-in-wedge insert, as shown in
Figure 2(a) and (b). For the latter problem we need only consider half of the hopper, since
the flow field is symmetric. The two mathematical problems are essentially the same, with the
exception being the physical range of values of γ1 and γ2. In particular, for the asymmetrical
wedge hopper we have 0<γ1 <π/2<γ2 <π , while for the hopper with an insert we instead
have 0<γ1 <γ2 <π/2 (with the other half of the flow given by reflection). We note that the
problem of an asymmetrical wedge hopper is in some respects similar to the non-axially sym-
metric hopper flows considered recently in [14].

In all the problems we are considering in this study, it is assumed that the cohesion is zero
(c= 0), and as the material flows along the sidewalls of the hopper and the sidewalls of the
insert, it is reasonable that a Coulomb friction condition should apply along these walls. In
this case, upon examining the geometry of the problems as depicted in Figure 2, we find that
the two-dimensional Cauchy stress components must satisfy the boundary conditions

σrθ =σθθ tanµ1 at θ =γ1, σrθ =−σθθ tanµ2 at θ =γ2, (2.19)

where µ1 and µ2 denote the angles of wall friction of the sidewall of the hopper along θ=γ1

and θ=γ2, respectively. Thus, from (2.5) and (2.9) we find for a cohesionless material that the
two-dimensional boundary conditions (2.19) become

sin[µ1+2ψ(γ1)]=− sinµ1

sinφ
at θ =γ1, sin[µ2−2ψ(γ2)]=− sinµ2

sinφ
at θ =γ2, (2.20)

which are valid provided µ1 <φ and µ2 <φ. If the material is such that µ1 ≥ φ or µ2 ≥ φ,
then the material will slip on itself at the wall, and here the wall is referred to as being “per-
fectly rough”. We do not consider this case in the present study. We note that if we assume
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the cohesion is non-zero, then the Coulomb friction conditions cannot be satisfied (unless φ=
π/2), as detailed in [32].

In summary, the problem of computing the stress and velocity fields near the outlet of
a two-dimensional asymmetrical wedge hopper reduces to solving the non-linear ordinary
differential equation (2.12) subject to the boundary conditions (2.20), with F(θ) and u(θ)

then given by (2.13) and (2.18), respectively. In general, this can only be achieved by solving
(2.12) numerically, with a finite-element scheme, for example. However for large values of
the angle of internal friction φ we seek analytic progress in Section 3 using perturbation
analysis.

2.3. Governing equations with axial symmetry

For axially symmetric flows through conical hoppers it is appropriate to use spherical coordi-
nates (R,�,�), as defined by Figure 3. In this case the four independent components of the
stress tensor, denoted by σRR,σ��,σ�� and σR�, are independent of the variable �. We will
employ the usual stress decomposition

σRR=−P +Q cos 2�, σ��=−P −Q cos 2�, σR�=Q sin 2�, (2.21)

where P and Q are the stress invariants given by

P=−1
2
(σI+σIII )=−1

2
(σRR+σ��), Q=1

2
(σI−σIII )=1

2

{
(σRR−σ��)2+4σ 2

R�

}1/2
, (2.22)

with σI and σIII denoting the maximum and minimum principal stresses, respectively. Fur-
ther, � is the stress angle defined by

tan 2�= 2σR�
σRR−σ��

, (2.23)

where physically � corresponds to the angle between the direction corresponding to the
maximum principal stress and the R-axis, in the direction of increasing �.

R

Z

gravity granular
material

X
r

y

Figure 3. Coordinate system for a three-dimensional hopper with a cone-in-cone insert.
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For quasi-static flow, the stress components satisfy the equilibrium equations

∂σRR

∂R
+ 1
R

∂σR�

∂�
+ 2σRR−σ��−σ��

R
+ σR�

R
cot�=ρg cos�,

∂σR�

∂R
+ 1
R

∂σ��

∂�
+ σ��−σ��

R
cot�+ 3σR�

R
=−ρg sin�,

(2.24)

which can be rewritten in terms P , Q, � and σ��, but we leave out the details here. In addi-
tion, we have the Coulomb–Mohr yield condition (2.2), which is written in terms of P and
Q as

Q=P sinφ+ c cosφ. (2.25)

We therefore have three Equations (2.24) and (2.25) to describe the stress field, with the four
unknowns P , Q, � (or σRR, σ��, σR�) and σ��.

To close the system of equations we need to make an assumption about the hoop stress, in
order to determine an expression for σ�� in terms of P,Q and �. It has been stated in [33]
that the plastic regimes which agree with the Haar-von Kármán hypothesis will give rise to
solutions that are most likely to be of the greatest significance to axially symmetric problems
of interest. In particular, the heuristic Haar-von Kármán principle states that under an axially
symmetric condition the hoop stress is equal to either the maximum or minimum principal
stress. This condition gives rise to the idea of Haar-von Kármán regimes, and in particular,
either σI =σ��=σII >σIII or σI >σII =σ��=σIII , where σII denotes the intermediate prin-
cipal stress, and in both cases the hoop stress σ�� is assumed to be a principal stress. Here,
we choose the former, from which we may deduce

σ��=−P +Q. (2.26)

We note that this choice differs from the traditional view (see [15,16,28]), in which more phys-
ically realistic results for the converging conical hopper problem are believed to be produced
by choosing σ��=σIII , leading to

σ��=−P −Q, (2.27)

while (2.26) is believed as being more applicable for diverging flow. However, with (2.27) we
have been unable to determine an exact parametric solution for the limiting case of φ=π/2,
and as such, analytic progress with a perturbation scheme for 1− sinφ�1 has not been pos-
sible. We therefore adopt (2.26) and we keep in mind that the results obtained may not be as
physically applicable as those obtained when σ�� is given by (2.27).

Now, following [15–17], we assume a stress field solution of the form

�=�(�), Q=ρgRG(�), (2.28)

so from (2.21), (2.25) and (2.26) we find that the equilibrium Equations (2.24) give rise to two
non-linear coupled ordinary equations, namely

dG
dθ
= 2G cos�{sin�−βcosec� cos(�+�)}+β sin(�+2�)

β+ cos 2�
,

1+d�
d�

= G(1−β){β−1(1+2β)−cosec� sin(�+2�)}+cos�+β cos(�+2�)

2G(β+ cos 2�)
,

(2.29)

where again we adopt the notation β= sinφ. We can eliminate G from the governing Equa-
tions (2.29), and deduce the single second-order ordinary differential equation for �(�)
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2(β+ cos 2�)[cos�+β cos(�+2�)]� ′′

=2(1+� ′)
{

cosec�
[
β(β+ cos 2�)[1+ cos{2(�+�)}]−

−[cos�+β cos(�+2�)][2 sin� sin 2�+ (1−β) cos(�+2�)]+
+2(1−β) sin(�+2�)[(1+2β) sin�−β sin(�+2�)]

]
+

+2(1+� ′)
[

sin 2�[cos�+β cos(�+2�)]−2β sin(�+2�)(β+ cos 2�)
] }
+

+(1−β)cosec2�
{

sin{2(�+�)}[cos�+β cos(�+2�)]−
−[1+ cos{2(�+�)}][(1+2β) sin�−β sin(�+2�)]

}
, (2.30)

where prime denotes differentiation with respect to �. With � determined, the function G

can be recovered from

G= β[cos�+β cos(�+2�)]
2β(β+ cos 2�)(1+� ′)− (1−β)[1+2β−βcosec� sin(�+2�)]

. (2.31)

We note the choice of the Haar-von Kármán regime (2.27) leads to a system of coupled non-
linear ordinary differential equations analogous to (2.29), where the only differences involve
sign changes (see [19] for full details). For this case, [34] identify a simple exact solution that
provides an envelope for solutions in (�,�) space for the problem of converging flow through
a conical hopper without an insert. This envelope can be very useful, as it provides a bound
for the hopper angle. If the hopper angle is larger than that given by the envelope curve, then
the material must be in funnel-flow. Unfortunately, for the choice of (2.26), the correspond-
ing exact solution (see Equation (2.29) in [19]) does not take real values, and hence cannot
be used as an envelope curve. We therefore do not have a simple criterion for mass-flow when
adopting (2.26).

Now, upon assuming the velocity profile is governed by the non-dilatant double-shearing
theory, and if VR(R,�) and V�(R,�) are the components of velocity in the R and � direc-
tions respectively, we obtain

∂VR

∂R
+ 1
R

∂V�

∂�
+ 2VR

R
+ V�

R
cot�=0,

(
∂V�

∂R
+ 1
R

∂VR

∂�
−V�

R

)
cos 2�−

(
∂VR

∂R
− 1
R

∂V�

∂�
−VR

R

)
sin 2�=β

(
∂V�

∂R
− 1
R

∂VR

∂�
−V�

R
−2�

)
,

(2.32)

where the quantity � is defined to be

�=VR
∂�

∂R
+ V�

R

∂�

∂�
. (2.33)

Following [15], we assume the velocity profile

VR(R,�)= U(�)

R2
, V�(R,�)=0, (2.34)

which ensures that flow can only occur in the radial direction and (2.32)1 is automatically
satisfied. In this case, recalling that �=�(�), then (2.32)2 becomes simply

dU
d�

(β+ cos 2�)=−3U sin 2�, (2.35)

which implies that

U = Ū exp
{
−3

∫ �

�c

sin 2�
β+ cos 2�

d�
}
, (2.36)
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for some constants �c and Ū such that Ū =U(�c). We note that Ū is the arbitrary constant
of integration arising from solving (2.35), while �c is a known constant that has been intro-
duced to ensure that U/Ū =1 at some specific angle �=�c. In particular, we choose �c=α2

for the hopper with a cone-in-cone insert.

2.4. Boundary conditions for axially symmetric flow

In this subsection we specify appropriate boundary conditions for the problem of flow in a
hopper with a cone-in-cone insert, as shown in Figure 3. We note that the physical range of
values of α1 and α2 must satisfy 0<α2 <α1 <π/2.

As with the two-dimensional problem, we assume that the cohesion is zero (c= 0), and
that a Coulomb friction condition applies along the hopper walls. It follows from the prob-
lem geometry (see Figure 3) that the axially symmetric Cauchy stress components must satisfy

σR�=−σ�� tanµ1 at �=α1, σR�=σ�� tanµ2 at �=α2, (2.37)

where µ1 and µ2 denote the angles of wall friction of the sidewall of the hopper along �=α1

and �=α2, respectively. Thus, from (2.21) and (2.25) we find for a cohesionless material that
the axially symmetric boundary conditions (2.37) become

sin[µ1−2�(α1)]=− sinµ1

sinφ
at �=α1, sin[µ2+2�(α2)]=− sinµ2

sinφ
at �=α2, (2.38)

which are valid provided µ1 <φ and µ2 <φ. As with the two-dimensional case, we mention
that, if either µ1≥φ or µ2≥φ, then the material will slip on itself at the appropriate wall, the
wall being referred to as “perfectly rough”. Since we are primarily concerned with materials
with high angles of internal friction, we do not consider this case here.

In summary, the problem for computing the stress and velocity fields near the outlet of an
axially symmetric hopper with a cone-in-cone insert reduces to solving the non-linear ordi-
nary differential equation (2.30) subject to the boundary conditions (2.38), with G(�) and
U(�) then given by (2.31) and (2.36), respectively. In general, this can only be achieved by
solving (2.30) numerically, however, in Section 4 we derive analytic solutions via a perturba-
tion scheme valid when the quantity 1− sinφ�1.

3. Highly frictional limit in two-dimensions

In this section we seek analytic solutions to the two-dimensional problems formulated in Sec-
tion 2 by considering the asymptotic limit φ→π/2. For φ=π/2 there has been a great deal
of success recently in deriving exact solutions for gravity-driven quasi-static flow (see [35], for
example), and for the particular case of the similarity solutions described by (2.10) and (2.16),
these solutions have been used as leading-order terms in perturbation series for 1− sinφ�1
in [21]. Here we extend this analysis to hold for asymmetrical wedge hoppers and hoppers
with wedge-in-wedge inserts.

3.1. Perturbation analysis

We analyse the governing Equations (2.12), (2.13) and (2.18) by writing out the solutions in
the form

ψ=ψ0(θ)+ εψ1(θ)+O(ε2), F =F0(θ)+ εF1(θ)+O(ε2), u=u0(θ)+ εu1(θ)+O(ε2), (3.1)
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where ε=1−β=1− sinφ and ε�1. To leading order we find that ψ0 satisfies the non-linear
ordinary differential equation

ψ ′′0 =2(1+ψ ′0)
{
cot(θ +ψ0)(1+ψ ′0)− tanψ0

}
, (3.2)

and F0 and u0 are given in terms of ψ0 by

F0= sin(θ +ψ0)

2(1+ψ ′0) cosψ0
, u0= ū exp

{
2
∫ θc

θ

tanψ0 dθ
}
. (3.3)

The leading-order terms ψ0, F0 and u0 are evidently the solutions for the ideal limit φ=π/2.
These equations were first solved by Hill and Cox [20], and the solution procedure is briefly
described here. We make the transformation

h(ξ)= cot(θ +ψ0), ξ = tan θ, (3.4)

and (3.2) becomes

(h+ ξ)h′′ +2h′ =0, (3.5)

where the primes here indicate derivatives with respect to ξ . This equation can be solved by
introducing the substitutions ν(ξ)=h+ ξ , ω(ν)= 1− ν′(ξ), for some intermediate variable ν,
the result being that the solution is given parametrically by

h= cot(θ +ψ0)= I (ω)

C2
, ξ = tan θ = 2ω−1/2eω/2− I (ω)

C2
, (3.6)

where ω acts as a parameter, I (ω) is the integral defined by

I (ω)=
∫ ω

0
t−1/2et/2dt+C1, (3.7)

and C1 and C2 are arbitrary constants. It follows that the solutions for F0 and u0 are given
parametrically by

F0= 1
4

ω−1/2e−ω/2[C2
2 + I 2(ω)]{

C2
2 + [2ω−1/2eω/2− I (ω)]2

}1/2
, u0=

ū ω
{
C2

2 + [2ω−1/2eω/2− I (ω)]2
}

ωc

{
C2

2 + [2ω−1/2
c eωc/2− I (ωc)]2

} , (3.8)

where the parameter value ω=ωc corresponds to θ= θc.
The correction term for the stress angle ψ1 is found to satisfy the linear equation

ψ ′′1 =2ψ ′1
{
2(ψ ′0+1) cot(θ +ψ0)− tanψ0

}+ψ1{ψ ′′0 [3 tanψ0− cot(θ +ψ0)]−
−2(ψ ′0+1)2[1+3 tanψ0 cot(θ +ψ0)]+2(ψ ′0+1)[2 tan2 ψ0− tanψ0 cot(θ +ψ0)−1]}+
+(ψ ′0+1)2[tanψ0cosec2(θ+ψ0)+sec2ψ0(tanψ0−cot(θ+ψ0)]−(ψ ′0+1) sec2ψ0 cot(θ+ψ0),

(3.9)
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where ψ0 is given by the leading-order solution (3.6). The method for solving this ordinary
differential equation is presented in Appendix A, along with the analysis for determining F1

and u1. The result is that the correction terms are given by

ψ1= 1

C2
2 + I 2(ω)

{
C4(1−ω)+ 1

4 [2ω1/2eω/2+ (1−ω)I (ω)]
[∫ ω

0
(1− t)K(t)dt+C3

]
−

− 1
4 (1−ω)

∫ ω

0
[2t1/2et/2+ (1− t)I (t)]K(t)dt

}
,

F1=F0
ω1/2e−ω/2

8C2
2

[C2
2 + I 2(ω)]

{
8C2

dψ1

dω
+4C2ψ1+ (1+ω)ω−1/2e−ω/2[C2

2 + I 2(ω)]− (3.10)

−6I (ω)+ 8ω−1/2eω/2I 2(ω)

C2
2 + I 2(ω)

}
,

u1= u0

8C2
2

{
e−ωc [C2

2 + I 2(ωc)]2− e−ω[C2
2 + I 2(ω)]2

+2
∫ ω

ωc

t−1/2e−t/2[C2
2 + I 2(t)][2C2ψ1+ I (t)]dt

}
,

where C3 and C4 are constants of integration, F0 given by (3.8)1, u0 given by (3.8)2, and the
function K given by the expression

K(ω)=− 1
2C2

ω−1/2e−ω/2I (ω)[C2
2 + I 2(ω)]− 2

C2
ω−1/2eω/2[2ω−1/2eω/2− I (ω)]+

+ 1
4C2

ωe−ω[C2
2 + (2ω−1/2eω/2− I (ω))2]2. (3.11)

3.2. Application of boundary conditions

By substituting the perturbation series (3.1)1 in the boundary conditions (2.20), we find that

ψ0=−µ1, ψ1=− 1
2 tanµ1 on θ =γ1,

ψ0=µ2, ψ1= 1
2 tanµ2 on θ =γ2. (3.12)

In this subsection we use these conditions to determine the values of the constants C1 and
C2 in the leading-order solution ψ0 given by (3.6)–(3.7), and the constants C3 and C4 in the
correction term ψ1 in (3.10)1. Throughout this section we will use the integral

J (ω)=
∫ ω

0
t−1/2et/2 dt, (3.13)

so that from (3.7) we have I (ω)=J (ω)+C1.

3.2.1. Wedge-in-wedge insert
For the case of a wedge-in-wedge insert (see Figure 2) we need only consider the domain γ1≤
θ ≤ γ2, since the flow is symmetric about θ =π/2. We suppose that the parameter ω in (3.6)
takes the values ω=ω1 and ω=ω2 at θ=γ1 and θ=γ2, respectively. By applying the boundary
conditions (3.12)1 and (3.12)3, we find the constants C1 and C2 are given in terms of these
parameter values by

C1=C2 cot(γ2+µ2)−J (ω2), C2=
2ω−1/2

1 eω1/2−J (ω1)+J (ω2)

tan γ1+ cot(γ2+µ2)
,
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while the values of ω1 and ω2 are determined by the pair of transcendental equations

1
2ω

1/2
1 e−ω1/2[J (ω1)−J (ω2)]= cot(γ1−µ1)− cot(γ2+µ2)

tan γ1+ cot(γ1−µ1)
,

(
ω2

ω1

)1/2

e(ω1−ω2)/2= tan γ1+ cot(γ1−µ1)

tan γ2+ cot(γ2+µ2)
.

The other two boundary conditions (3.12)2 and (3.12)4 provide the following equations for
C3 and C4

C3= 1
mM(ω2)−M(ω1)

{
2(mtanµ2[C2

2+I 2(ω2)]+tanµ1[C2
2+I 2(ω1)])+

+(1−ω1)

∫ ω2

ω1

M(t)K(t)dt−mM(ω2)

∫ ω2

0
(1−t)K(t)dt+M(ω1)

∫ ω1

0
(1−t)K(t)dt

}
,

C4= 1
mM(ω2)−M(ω1)

{
− 1

2(1−ω2)
(tanµ1M(ω2)[C

2
2+I 2(ω1)]+tanµ2M(ω1)[C

2
2+I 2(ω2)])−

−M(ω1)M(ω2)

4(1−ω2)

∫ ω1

ω2

(1−t)K(t)dt+ 1
4

[
mM(ω2)

∫ ω1

0
M(t)K(t)dt−M(ω1)

∫ ω2

0
M(t)K(t)dt

]}
,

where M(ω) and m are defined by

M(ω)=2ω1/2eω/2+ (1−ω)I (ω), m= 1−ω1

1−ω2
,

respectively.

3.2.2. Asymmetrical wedge hopper
For the case of an asymmetrical wedge hopper, the application of the boundary conditions
is not as straightforward. Here we must split up the domain into two parts, namely γ1≤ θ ≤
π/2 and π/2≤ θ ≤ γ2, and treat each region separately. The solutions in each part are then
matched by ensuring that the stress angle ψ and its first derivative ψ ′ are continuous at θ =
π/2.

For the first region, γ1 ≤ θ ≤ π/2, we suppose the relevant solutions are given by (3.6)–
(3.8)2 and (3.10)1–(3.11), with ω= 0 corresponding to θ =π/2 and ω=ω1 corresponding to
θ =γ1. In this case, from (3.6) and (3.12)1, we find

C2 tan γ1=2ω−1/2
1 eω1/2−J (ω1)−C1, C2 cot(γ1−µ1)=J (ω1)+C1, (3.14)

which upon solving for C1 and C2, gives

C1=
2ω−1/2

1 eω1/2 cot(γ1−µ1)

tan γ1+ cot(γ1−µ1)
−J (ω1), C2=

2ω−1/2
1 eω1/2

tan γ1+ cot(γ1−µ1)
. (3.15)

The other condition on θ =γ1 (3.12)2 provides the equation

− 1
2 tanµ1[C2

2 + I 2(ω1)]=C4(1−ω1)− 1
4 (1−ω1)

∫ ω1

0
[2t1/2et/2+ (1− t)I (t)]K(t)dt

+ 1
4 [2ω1/2

1 eω1/2+ (1−ω1)I (ω1)]
[∫ ω1

0
(1− t)K(t)dt+C3

]
, (3.16)

which we will come back to.
For the other region in the hopper π/2≤ θ ≤ γ2, we suppose that the general solutions

are also given by (3.6)–(3.8)2 and (3.10)1–(3.11), except now we assign different labels to the
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parameter and the constants of integration. Instead of the parameter ω we shall use s, and
instead of the constants C1,C2,C3,C4 we shall use D1,D2,D3,D4, respectively. So for π/2≤
θ ≤γ2 by I (s) we mean J (s)+D1, where J (s) is defined in (3.13). For reference, these solu-
tions are listed by Equations (B.1)–(B.4) in Appendix B. Note that in this region the param-
eter s takes the value s=0 at θ=π/2. We denote the value at θ=γ2 to be s= s2. From (B.1)
and (3.12)3, we find

D2 tan γ2=2s−1/2
2 es2/2−J (s2)−D1, D2 cot(γ2+µ2)=J (s2)+D1, (3.17)

which upon solving for D1 and D2, gives

D1=
2s−1/2

2 es2/2 cot(γ2+µ2)

tan γ2+ cot(γ2+µ2)
−J (s2), D2=

2s−1/2
2 es2/2

tan γ2+ cot(γ2+µ2)
. (3.18)

Thus, once ω1 and s2 are known, (3.15) and (3.18) constitute four expressions for the arbi-
trary constants C1,C2,D1 and D2. The condition (3.12)4 on θ =γ2 becomes

1
2 tanµ2[D2

2+ I 2(s2)]=D4(1− s2)− 1
4 (1− s2)

∫ s2

0
[2t1/2et/2+ (1− t)I (t)]K(t)dt+

+ 1
4 [2s1/2

2 es2/2+ (1− s2)I (s2)]
[∫ s2

0
(1− t)K(t)dt+D3

]
. (3.19)

Next, we need to ensure that ψ(θ) and ψ ′(θ) remain continuous throughout the entire
domain. Clearly, these quantities are continuous within the two regions γ1 ≤ θ < π/2 and
π/2<θ ≤γ2, and as such, we need only examine the boundary between the two the solutions
at θ =π/2. From (3.6) and (B.1), we find at θ =π/2 (ω= s=0) that

cot[π/2+ψ0(π/2)]= C1

C2
= D1

D2
, (3.20)

so it must be that

C1= C2D1

D2
. (3.21)

Further, we want dψ0/dθ to also be continuous at θ =π/2. To do this, we first note that

dψ0

dθ
+1= 4eω+C2

2ω−4ω1/2eω/2 (J (ω)+C1)+ω (J (ω)+C1)
2

C2
2 cosec2(θ0+ψ0)

, γ1≤ θ ≤π/2,

dψ0

dθ
+1= 4es +D2

2s−4s1/2es/2 (J (s)+D1)+ s (J (s)+D1)
2

D2
2cosec2(θ +ψ0)

, π/2≤ θ ≤γ2,

so that at θ =π/2 (ω= s=0) we find

dψ0

dθ

∣∣∣∣
θ=π/2

+1= 4

C2
2 cosec2[π/2+ψ0(π/2)]

= 4

D2
2cosec2[π/2+ψ0(π/2)]

. (3.22)

Clearly, for dψ0/dθ to be continuous, from (3.22) we require C2
2 =D2

2, so that

C2=−D2, (3.23)

and consequently, from (3.21) we find

C1=−D1. (3.24)
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Similarly, by taking the limits ω→0 and s→0 in (3.10)1 and (B.3)1 we find

ψ1(π/2)= 4C4+C1C3

4(C2
1 +C2

2 )
= 4D4+D1D3

4(D2
1+D2

2)
,

dψ1

dθ

∣∣∣∣
θ=π/2

=−2(C3−4C1C4−C3C
2
1 )

C2(C
2
1 +C2

2 )
=−2(D3−4D1D4−D3D

2
1)

D2(D
2
1+D2

2)
,

so that by making use of (3.23) and (3.24), we have

C3=−D3, C4=D4. (3.25)

Hence, from (3.15)2, (3.18)2 and (3.23), we get

ω
−1/2
1 eω1/2=−

[
tan γ1+ cot(γ1−µ1)

tan γ2+ cot(γ2+µ2)

]
s
−1/2
2 es2/2, (3.26)

and from (3.15)1, (3.18)1 and (3.24), we obtain

J (ω1)+J (s2)=2
[

cot(γ2+µ2)− cot(γ1−µ1)

tan γ2+ cot(γ2+µ2)

]
s
−1/2
2 es2/2, (3.27)

and as such, (3.26) and (3.27) constitute as two transcendental equations for ω1 and s2. Fur-
thermore, together with (3.25), the conditions (3.16) and (3.19) provide simultaneous equa-
tions for C3,C4,D3,D4.

3.3. Results

In this subsection, we compare the analytic results obtained from the perturbation scheme
(3.1) with the numerical results for the problem of two-dimensional flow from a hopper with
a wedge-in-wedge insert, as depicted in Figure 2(b). In what follows, we choose γ1=π/3 and
γ2=5π/12, noting from [5] that the angle π/2−γ1 is generally chosen to be twice the angle
π/2− γ2. Furthermore, we assume the typical values µ1=µ2=π/12, so that both the insert
and the hopper are assumed to be made of the same material.

Figures 4, 5 and 6 show, respectively, plots of ψ , F and u/ū versus the angle π/2− θ for
the four values of the angle of internal friction φ=7π/18, π/3, π/4 and π/6. In each case the
solid curves correspond to the leading-order terms (3.6) and (3.8) (which are also the solu-
tions for the limiting case φ=π/2), while the dotted curves correspond to the first two terms
in the perturbation expansion (3.1), with the correction terms given by (3.10). Finally, the
dashed curves denote the full numerical solution of the governing Equations (2.12), (2.13) and
(2.17). Here, the numerical solution to the second-order ordinary differential Equation (2.12)
is solved using a non-linear finite-difference scheme, as described in [36, page 601], while u

is found by applying a fourth-order Runge–Kutta scheme, as given is [36, page 259]. From
Figure 6 we see that the material is flowing the fastest near the middle of the material, while
it slows down towards both the insert and the hopper walls, due to the material being “held
up” on the walls. Further, we note that due to gravity the material is moving faster at the
insert wall than the hopper wall.

From these three figures, it is clear that the perturbation scheme performs extremely well
for high angles of internal friction such as φ= 7π/18 and φ=π/3, which is to be expected.
However, somewhat surprisingly, the scheme still provides an excellent approximation for the
moderately high value φ=π/4, and even provides a reasonable estimate for φ=π/6, which is
by no means a high angle of internal friction. We comment that qualitatively similar results
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Figure 4. Comparison of the numerical, the zeroth-order and the full perturbation solutions for ψ(π/2−θ) for φ=
7π/18, π/3, π/4 and π/6.

are found for different sets of α1, α2, µ1 and µ2, with the general trend being that the per-
turbation scheme works better for steeper hoppers.

For the sake of brevity we do not provide figures for the two-dimensional asymmetrical
wedge hopper. The results are, not surprisingly, qualitatively similar to those found for the
symmetric hopper, and we refer the reader to [21].

4. Highly frictional limit with axial symmetry

This section is dedicated to analysing the axially symmetric problem formulated in Sections
2.3 and 2.4 under the asymptotic limit φ→π/2. It is the analog of Section 3. We extend the
analysis of Thamwattana and Hill [21] to hold for hoppers with cone-in-cone inserts, and we
also determine the associated velocity profile according to the non-dilatant double-shearing
theory.

4.1. Perturbation analysis

We seek solutions to (2.30), (2.31) and (2.36) of the form

�=�0(�)+ ε�1(�)+O(ε2),G=G0(�)+ εG1(�)+O(ε2),U =U0(�)+ εU1(�)+O(ε2),

(4.1)
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Figure 5. Comparison of the numerical, the zeroth-order and the full perturbation solutions for F(π/2− θ) for φ=
7π/18, π/3, π/4 and π/6.

where ε=1−β=1− sinφ and ε�1. To leading order, �0 satisfies the equation

� ′′0 = (1+� ′0){cot�−3 tan�0−2(1+� ′0) tan(�+�0)}, (4.2)

while G0 and U0 are given by

G0= cos(�+�0)

2(1+� ′0) cos�0
, U0= Ū exp

{
−3

∫ �

�c

tan�0d�
}
. (4.3)

The leading-order terms �0,F0 and U0 represent solutions for the ideal limit φ=π/2, with
(4.2) and (4.3) first solved by Cox and Hill [19]. The solution procedure is analogous to that
described earlier for (3.2) and (3.3), and produces the parametric result

H = tan(�+�0)= I (ω)

C2
, ξ = cot�= 3ω−1/3eω/3− I (ω)

C2
, (4.4)

where ω is the parameter, I (ω) the integral defined by

I (ω)=
∫ ω

0
t−1/3et/3 dt+C1, (4.5)
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Figure 6. Comparison of the numerical, the zeroth-order and the full perturbation solutions for u(π/2− θ)/ū for
φ=7π/18, π/3, π/4 and π/6.

and C1 and C2 constants of integration. Furthermore, G0 and U0 are given parametrically by

G0= 1
6

ω−2/3e−ω/3[C2
2 + I 2(ω)]

{C2
2 + [3ω−1/3eω/3− I (ω)]2}1/2

, U0=
Ūω{C2

2 + [3ω−1/3eω/3− I (ω)]2}3/2

ωc{C2
2 + [3ω−1/3

c eωc/3− I (ωc)]2}3/2
, (4.6)

where the parameter value ω=ωc corresponds to �=�c.
The correction term for the stress angle �1 is found to satisfy the linear equation

2� ′′1=2� ′1{−4(1+� ′0) tan(�+�0)+cot θ−3 tan�0}+2�1{� ′′0 [tan(�+�0)+3 tan�0]

2(1+� ′0)[(1+� ′0)(3 cos� sec�0 sec(�+�0)−4)+ tan(�+�0)(2 tan�0− cot�)+
+3 tan2 �2

0 − cot� tan�0−1]}+� ′′0 [2− tan�0 tan(�+�0)+ tan2 �0]+
+2(1+� ′0)

2[tan(�+�0)(3+2 tan2 �0)+ tan�0(2+ tan2 �0)]+
+(1+� ′0)[−2(2+tan2 �0)(cot�−tan�0)−(tan�0+tan(�+�0))(1+cot� tan�0)+
+ tan�0(5+3 tan2 �0)+ tan(�+�0)(3+ tan2 �0)]+2 tan�0(cot�− tan�0)

2,

(4.7)
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where �0 is given by the leading-order solution (4.4). The method for solving this ordinary
differential equation is presented in Appendix C, along with the analysis for determining G1

and U1. The result is that the correction terms are given by

�1= 1

C2
2 + I 2(ω)

{
C4(1−ω)+ 1

9
[3ω2/3eω/3+ (1−ω)I (ω)]

[∫ ω

0
(1− t)K(t)dt+C3

]
−1

9
(1−ω)

∫ ω

0
[3t2/3et/3+ (1− t)I (t)]K(t)dt

}
,

G1=−ω−1/3e−2ω/3G0

18C2
2

{
18C2ω

2/3eω/3[C2
2 + I 2(ω)]

(
d�1

dω
+ �1

3

)
− [C2

2 + I 2(ω)]2

−[3ω−1/3eω/3I (ω)−C2
2 − I 2(ω)][6ω2/3eω/3I (ω)− (1+ω)[C2

2 + I 2(ω)]]

}
,

U1=− U0

6C2
2

∫ ω

ωc

t−2/3e−t/3[C2
2 + I 2(t)][2C2�1+ I (t)]dt

+ U0

18C2
2

∫ ω

ωc

t−1/3e−2t/3[C2
2 + I 2(t)]2dt, (4.8)

where C3 and C4 are constants of integration, G0 given by (4.6)1, U0 given by (4.6)2, and the
function K given by the expression

K(ω)= C2

ω
+ [2I (ω)−3ω−1/3eω/3]2

C2ω
+ 3
C2

ω−1/3eω/3[3ω−1/3eω/3− I (ω)]+

+ 1
9C2

ω−4/3e−2ω/3[C2
2 + I 2(ω)][3ω−1/3eω/3I (ω)−C2

2 − I 2(ω)]−

− 1
9C2

ω−1/3e−2ω/3(1+ω)[C2
2 + (3ω−1/3eω/3− I (ω))2]2. (4.9)

4.2. Application of boundary conditions

From (4.1)1 and (2.38) we see that the appropriate boundary conditions are

�0=µ1, �1= 1
2 tanµ1, on �=α1,

�0=−µ2, �1=− 1
2 tanµ2, on �=α2,

(4.10)

which are used to determine the values of the constants C1 and C2 in the leading-order solu-
tion �0 given by (4.4)–(4.5), and the constants C3 and C4 in the correction term �1 in (4.8)1.
The analysis for this procedure is given in Appendix D.

4.3. Results

In order to examine the accuracy and applicability of the full perturbation solution given by
(4.1) of an axially symmetric hopper with a cone-in-cone insert, as depicted in Figure 3, we
choose α1=π/6 and α2=π/12 (α1= 30◦ and α2= 15◦), noting from [5] that the angle that
the sidewall of the hopper makes with the z-axis is generally assumed to be twice the angle
that the insert makes with the z-axis. Further, we assume µ1=µ2=π/12, so that the surface
on both sidewalls possess the same level of friction, and for four values of the angle of inter-
nal friction, namely φ=7π/18, π/3, π/4 and π/6, Figures 7, 8 and 9, respectively, show the
comparison of �(�), G(�) and U(�)/Ū as determined from a full numerical solution of the
governing Equations (2.30), (2.31) and (2.35), the zeroth-order approximation given by (4.4)
and (4.6), and the full perturbation solution given by (4.1) and (4.8). We note that ψ is a
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Figure 7. Comparison of the numerical, the zeroth-order and the full perturbation solutions for �(�) for φ =
7π/18, π/3, π/4 and π/6.

decreasing function of π/2− θ in Figure 4, while � is an increasing function � in Figure 7.
This behaviour arises since ψ is measured from the r-axis in the direction of increasing θ (not
π/2−θ ), while � is measured from the R-axis in the direction of increasing �. From Figure 9
we again find that near the middle of the material the magnitude of the velocity is greatest,
while due to the material being “held up” on the walls, the velocity decreases towards both
the insert and the hopper walls. Finally, due to gravity the material is again moving faster at
the insert wall than the hopper wall.

From the figures, we see that the full perturbation solution gives an excellent estimate to
the full numerical solution for values of angle of internal friction as low as φ= π/4, while
still providing a reasonable estimate for an angle of internal friction equal to φ= π/6. For
all cases considered, the full perturbation solution gives a much improved estimate than the
zeroth-order solution, and we note that the steeper the sidewall of the hopper, the better the
estimate from the full perturbation solution.

5. Rate of work

In this section we check the necessary physical condition of the rate of work being non-neg-
ative for both the two-dimensional and axially symmetric perturbation solutions presented in
Sections 3 and 4, respectively.
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Figure 8. Comparison of the numerical, the zeroth-order and the full perturbation solutions for G(�) for φ =
7π/18, π/3, π/4 and π/6.

5.1. Rate of work for the two-dimensional problem

To examine the rate of work for steady quasi-static plane strain gravity flow through a two-
dimensional hopper with a wedge-in-wedge insert, we find from [37, page 482] that for the
solution to be physical, the rate of plastic work is required to remain non-negative, resulting
in the inequality

dW
dt
= tr(σd)≥0, (5.11)

where dW/dt denotes the rate of plastic work, tr denotes the usual trace of a tensor, σ is the
Cauchy stress tensor and d is the strain-rate tensor. In terms of cylindrical polar coordinates
(r, θ) for two-dimensional plane strain flow, as defined by Figure 2(b), the non-zero compo-
nents of σ are σrr , σrθ , σθθ and σzz, while the non-zero components of d are given by

drr = ∂vr

∂r
, drθ = 1

2

[
1
r

∂vr

∂θ
+ ∂vθ

∂r
− vθ

r

]
, dθθ = 1

r

∂vθ

∂θ
+ vr

r
. (5.12)
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Figure 9. Comparison of the numerical, the zeroth-order and the full perturbation solutions for U(�)/Ū for φ =
7π/18, π/3, π/4 and π/6.

Thus, from (2.5), (5.11)–(5.12), we require

dW
dt
=σrr

∂vr

∂r
+σrθ

[
1
r

∂vr

∂θ
+ ∂vθ

∂r
− vθ

r

]
+σθθ

[
1
r

∂vθ

∂θ
+ vr

r

]
=−p

[
∂vr

∂r
+ 1
r

∂vθ

∂θ
+ vr

r

]
+q

{[
∂vr

∂r
− 1
r

∂vθ

∂θ
− vr

r

]
cos 2ψ+

[
∂vθ

∂r
+ 1
r

∂vr

∂θ
− vθ

r

]
sin 2ψ

}
≥0, (5.13)

so that from (2.14)1 and (2.16), the inequality (5.13) becomes

sin 2ψ
du
dθ
−2u cos 2ψ ≥0, (5.14)

noting that q≥0. Further, from (2.17), (5.14) simplifies to give

1+ sinφ cos 2ψ
sinφ+ cos 2ψ

≥0,
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since u≤ 0 (the flow of material is towards the apex of the hopper). We can immediately
see that for the extreme case φ=π/2 the rate of working is always positive. Given we have
restricted ourselves to the range −π ≤ψ ≤π , for φ<π/2 it follows that we must have

|ψ |< π

4
+ 1

2
φ (5.15)

for the rate of energy dissipation to remain non-negative.
For the two-dimensional problem considered in this paper, it is straightforward to test the

rate of working condition (5.15). All that is required is to check the plots of ψ versus θ , like
those presented in Figure 4. In fact, given the boundary conditions (2.20), we know that

ψ(γ1)>−
(
π

4
+ 1

2
φ

)
, ψ(γ2)<

π

4
+ 1

2
φ,

so a sufficient condition for (5.15) to hold is that there are no local minima or maxima over
the range γ1 <θ <γ2. We have checked that the condition (5.15) holds true for a variety of
parameter values, as required.

5.2. Rate of work for axially symmetric problem

For axially symmetric flow in terms of spherical polar coordinates (R,�,�) as defined by
Figure 3, the non-zero components of σ are denoted by σRR, σR�, σ�� and σ�� while the
non-zero components of the rate-of-deformation tensor d are given by

dRR= ∂VR

∂R
, dR�= 1

2

[
1
R

∂VR

∂�
+ ∂V�

∂R
− V�

R

]
, d��= 1

R

∂V�

∂�
+ VR

R
, d��= V�

R
cot�+ VR

R
.

Thus, from (2.21), (2.26) and (5.11), we require

dW
dt
=σRR

∂VR

∂R
+σR�

[
1
R

∂VR

∂�
+ ∂V�

∂R
− V�

R

]
+σ��

[
1
R

∂V�

∂�
+ VR

R

]
+σ��

[
V�

R
cot�+ VR

R

]
=−P

{
∂VR

∂R
+ 1
R

∂V�

∂�
+ 2VR

R
+ V�

R
cot�

}
+Q

{[
∂VR

∂R
− 1
R

∂V�

∂�
− VR

R

]
cos2� +

+
[

1
R

∂VR

∂�
+ ∂V�

∂R
− V�

R

]
sin2�+ V�

R
cot�+ VR

R

}
≥0,

which, after substituting (2.32)1 and (2.34), becomes

sin 2�
dU
d�

+U(1−3 cos 2�)≥0, (5.16)

noting that Q≥0. Further, from (2.35), (5.16) simplifies to give the rate of work inequality

3− sinφ+ (3 sinφ−1) cos 2�
sinφ+ cos 2�

≥0. (5.17)

We again note that for the special case of sinφ=1, the rate of work inequality (5.17) is always
satisfied. For all other values of φ, we must have

|�|< π

4
+ 1

2
φ. (5.18)

This condition has been checked for a variety of parameter values for the problem considered
in Section 4, and was found to hold true in each case. We conclude that the choice of hoop
stress (2.26) is not inconsistent with the important requirement (5.11).
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We mention that if the alternate condition (2.27) for the hoop stress was chosen, then
(5.17) would be replaced with the similar condition

3+ sinφ+ (3 sinφ+1) cos 2�
sinφ+ cos 2�

≥0.

However, this inequality also implies (5.18), so the necessary condition for non-negative
energy dissipation would remain unchanged.

6. Conclusions

We have considered the problem of gravity flow of granular materials both in symmetrical
hoppers with inserts and asymmetrical hoppers. These inserts are primarily used to influ-
ence the flow of the material to ensure that mass-flow occurs, rather than funnel-flow. For
flow near the outlet of the hopper, we have applied the radial field stress similarity solutions,
which give rise to highly non-linear coupled ordinary differential equations, while the flow
fields have been determined using the non-dilatant double-shearing theory. We have analyti-
cally calculated the first two terms of a perturbation scheme valid for 1− sinφ�1, for both
the stress and velocity fields, which are then applied to the problems considered. The pertur-
bation results are in excellent agreement with a full numerical solution for large values of φ,
as expected, and also gives reasonable predictions for values of φ as low as 45◦.

We note here that the dynamic equations for Spencer’s double-shearing theory are known
to be linearly ill-posed (as are many other plasticity-type theories for granular flow), in the
sense that small perturbations to existing solutions may grow exponentially in time (see [38],
for example). This property puts some doubt on whether the steady solutions examined in
this study actually describe real granular flows, although, as mentioned in the Introduction,
there is experimental evidence (see [30], for example) that suggests the double-shearing theory
is indeed appropriate for flows in the neighbourhood of a hopper outlet. This topic is still a
matter for debate, and we have not pursued it here.

One of the goals of this study was to ascertain whether or not the perturbation solutions
for highly frictional granular materials could be utilized for asymmetrical hoppers and sym-
metrical hoppers with inserts, in order to calculate the granular flow patterns near the outlet
of the hopper. This has been achieved, and with the use of the non-dilatant double-shearing
theory we have confirmed that the solutions presented satisfy the physically necessary require-
ment that the rate of working be non-negative. At present it is not precisely clear under what
conditions an insert will convert a funnel-flow hopper into a mass-flow hopper (a simple idea
involves the use of an envelope curve as discussed in Subsection 2.3) page 12, but with any
future developments the results presented here may prove useful.

Appendix A. Correction terms in two-dimensions

Here we consider the ordinary differential Equation (3.9). With use of the change of variables
(3.4), we can transform this equation into

(1+h2)(h+ ξ)
d2ψ1

dξ2
+2[1+h2+2h(h+ ξ)h′]

dψ1

dξ
+2

[
(h+ ξ)h′2− 1+h2

h+ ξ
h′
]
ψ1

=h′2
[
(1+ ξ2)2

(h+ ξ)2
− ξ(h+ ξ)

]
+ h(1+h2)

h+ ξ
h′,
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which, after substituting the parametric solutions for h and ξ (3.6), can be transformed into

2ω[C2
2 + I 2(ω)]

d2ψ1

dω2
+{8ω1/2eω/2I (ω)+ (1−ω)[C2

2 + I 2(ω)]
} dψ1

dω
+{4eω+ I 2(ω)+C2

2 }ψ1

=− 1
2C2

I (ω)[C2
2 + I 2(ω)]− 2

C2
eω[2ω−1/2eω/2− I (ω)]+ 1

4C2
ω3/2e−ω/2[C2

2 + (2ω−1/2eω/2− I (ω))2]2,

where ω is the parameter. Progress can be made by noting the left-hand side of this equation
is simply

2ω
d2�

dω2
+ (1−ω)

d�
dω
+�,

where the variable � is defined by �= [C2
2 + I 2(ω)]ψ1, so that we can integrate twice to find

�=C4(1−ω)+ 1
4 [2ω1/2eω/2+ (1−ω)I (ω)]

[∫ ω

0
(1− t)K(t)dt+C3

]
−

− 1
4 (1−ω)

∫ ω

0
[2t1/2et/2+ (1− t)I (t)]K(t)dt,

where C3 and C4 are constants and K(t) is given by (3.11).
Now, by substituting the perturbation expansions (3.1)1 and (3.1)2 in (2.13), we find that

F1 = F0

2(1+ψ ′0)
{−2ψ ′1+2ψ1(1+ψ ′0)[tanψ0+ cot(θ +ψ0)]+

+(1+ψ ′0) tanψ0[tanψ0− cot(θ +ψ0)]+ sec2 ψ0},
where F0 is given by (3.3)1. After making the transformations in (3.4), we arrive at the expres-
sion

F1= F0

2(h+ ξ)2

{
2
(1+h2)(h+ ξ)2

h′
dψ1

dξ
+2(1+h2)(h+ ξ)ψ1 +

+(1−hξ)(1−2hξ −h2)− (1+h2)2

h′

}
,

which can be simplified further to (3.10)2 with use of the parametric solutions (3.6).
Finally, from (2.18), (3.1)1, (3.1)3, (3.4) and (3.6) we find that u1 is

u1 =u0

∫ θc

θ

(2ψ1+ tanψ0) sec2 ψ0dθ

= u0

8C2
2

{
e−ωc [C2

2 + I 2(ωc)]2− e−ω[C2
2 + I 2(ω)]2 +

+2
∫ ω

ωc

t−1/2e−t/2[C2
2 + I 2(t)][2C2ψ1+ I (t)]dt

}
,

where u0 is the leading-order solution (3.8)2, and ψ1 is the correction term (3.10)1. This
expression may be simplified to give (3.10)3.

Appendix B. General solution for asymmetrical wedge hopper

For an asymmetrical wedge hopper, the general solutions for the leading-order and correction
terms in the region π/2≤ θ ≤γ2 are given here. The leading-order solution for ψ0 is

cot(θ +ψ0)= I (ω)

D2
, tan θ = 2s−1/2es/2− I (s)

D2
, (B.1)
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where s acts as a parameter, I (s)= J (s)+D1, and D1 and D2 are arbitrary constants. The
solutions for F0 and u0 are given parametrically by

F0= 1
4

s−1/2e−s/2[D2
2+ I 2(s)]{

D2
2+ [2s−1/2es/2− I (s)]2

}1/2
, u0=

ū s
{
D2

2+ [2s−1/2es/2− I (s)]2
}

sc

{
D2

2+ [2s−1/2
c esc/2− I (sc)]2

} , (B.2)

where the parameter value s= sc corresponds to θ = θc. The correction terms are given by

ψ1= 1

D2
2+I 2(s)

{
D4(1−s)+ 1

4
[2s1/2es/2+(1−s)I (s)]

[∫ s

0
(1−t)K(t)dt+D3

]
−

−1
4
(1−s)

∫ s

0
[2t1/2et/2+(1−t)I (t)]K(t)dt

}
,

F1=F0
s1/2e−s/2

8D2
2

[D2
2+I 2(s)]

{
8D2

dψ1

ds
+4D2ψ1+(1+s)s−1/2e−s/2[D2

2+I 2(s)] (B.3)

−6s−1/2es/2I (s)+ 8s−1esI 2(s)

D2
2+I 2(s)

}
,

u1= u0

8D2
2

{
e−sc [D2

2+I 2(sc)]2−e−s [D2
2+I 2(s)]2+2

∫ s

sc

t−1/2e−t/2[D2
2+I 2(t)][2D2ψ1+I (t)]dt

}
,

where D3 and D4 are constants of integration, F0 given by (B.2)1, u0 given by (B.2)2, and the
function K given by the expression

K(s)=− 1
2D2

s−1/2e−s/2I (s)[D2
2+ I 2(s)]2− 2

D2
s−1/2es/2[2s−1/2es/2− I (s)]

+ 1
4D2

se−s [D2
2+ (2s−1/2es/2− I (s))2]2.

(B.4)

These expressions are equivalent to (3.6)–(3.8)2 and (3.10)1–(3.11), except we have assigned
different labels to the parameter and the constants of integration.

Appendix C. Correction terms in axial symmetry

Here we consider the ordinary differential equation (4.7). With use of the change of variables
(4.4), we can transform this equation into

(1+H 2)(ξ +H)
d2�1

dξ2
+ [4H(ξ +H)H ′ +3(1+H 2)]

d�1

dξ
+
[

2(ξ +H)H ′2− 3(1+H 2)

ξ +H
H ′
]
�1

=
[
ξ(ξ +H)− (1+ ξ2)2

(ξ +H)2

]
H ′2−

[
1+ (H − ξ)2− (1+ ξ2)2

(ξ +H)2

]
H ′ + (1+H 2)(Hξ −1)

(ξ +H)2
,

which, after substituting the parametric solutions for H and ξ (4.4), can be transformed into

3ω[C2
2+I 2(ω)]

d2�1

dω2
+{12ω2/3eω/3I (ω)+(1−ω)[C2

2+I 2(ω)]}d�1

dω
+{6ω1/3e2ω/3+C2

2+I 2(ω)}�1

=C2ω
−1/3eω/3+ 3

C2
ω1/3e2ω/3[3ω−1/3eω/3−I (ω)]− 1

9C2
ω1/3e−ω/3(1+ω)[C2

2+(3ω−1/3eω/3−I (ω))2]2+

+ 1
C2

ω−1/3eω/3[2I (ω)−3ω−1/3eω/3]2+ 1
9C2

ω−2/3e−ω/3[C2
2+I 2(ω)][3ω−1/3eω/3I (ω)−C2

2−I 2(ω)],
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where ω is the parameter. Progress can be made by noting that the left-hand side of this equa-
tion is simply

3ω
d2�

dω2
+ (1−ω)

d�
dω
+�,

where the variable � is defined to be �= [C2
2 + I 2(ω)]�1, so that we can integrate twice to

find

�=C4(1−ω)+ 1
9

[3ω2/3eω/3+ (1−ω)I (ω)]
[∫ ω

0
(1− t)K(t)dt+C3

]
−1

9
(1−ω)

∫ ω

0
[3t2/3et/3+ (1− t)I (t)]K(t)dt,

where C3 and C4 are constants and K(t) is given by (4.9).
Now, by substituting the perturbation expansions (4.1)1 and (4.1)2 in (2.31), we find that

G1=−G0

2

{
2� ′1+ cot� tan�0−2 tan2 �0−1

1+� ′0
+2�1[tan(�+�0)− tan�0]

− tan�0[tan(�+�0)+ tan�0]

}
,

where G0 is given by (4.3)1, and can be simplified to (4.8)2 with the use of the parametric
solutions (4.4).

Finally, from (2.36), (4.1)1, (4.1)3 and (4.4), we find that U1 is

U1=−3U0

2

∫ �

�c

(2�1+tan�0)sec2�0 d�,

=− U0

6C2
2

∫ ω

ωc

t−2/3e−t/3[C2
2+I 2(t)][2C2�1+I (t)]dt+ U0

18C2
2

∫ ω

ωc

t−1/3e−2t/3[C2
2+I 2(t)]2dt,

where U0 is the leading-order solution (4.6)2, and �1 is the correction term (4.8)1. This
expression may be simplified to give (4.8)3.

Appendix D. Constants of integration for axial symmetry

In the following, we will use the integral

J (ω)=
∫ ω

0
t−1/3et/3dt, (D.1)

so that from (4.5) we have I (ω)=J (ω)+C1. Now, for the case of a cone-in-cone insert (see
Figure 3) we need only consider the domain α2≤�≤α1, since the flow is symmetrical around
�=0. We suppose that the parameter ω in (4.4) takes the values ω=ω1 and ω=ω2 at �=�1

and �=�2, respectively. By applying the boundary conditions (4.10)1 and (4.10)3, we find the
constants C1 and C2 are given in terms of these parameter values by

C1=C2 tan(α1+µ1)−J (ω1), C2=
3ω−1/3

2 eω2/3−J (ω2)+J (ω1)

cotα2+ tan(α1+µ1)
, (D.2)

while the values of ω1 and ω2 are determined by the pair of transcendental equations

1
3
ω

1/3
2 e−ω2/3[J (ω1)−J (ω2)]= tan(α1+µ1)− tan(α2−µ2)

cotα2+ tan(α2−µ2)
,(

ω2

ω1

)1/3

e(ω1−ω2)/3= cotα1+ tan(α1+µ1)

cotα2+ tan(α2−µ2)
.
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The other two boundary conditions (4.10)2 and (4.10)4 provide the following equations for
C3 and C4

C3= 1
M(ω1)−mM(ω2)

{
9
2
(m tanµ2[C2

2 + I 2(ω2)]+ tanµ1[C2
2 + I 2(ω1)])+

+(1−ω1)

∫ ω1

ω2

M(t)K(t)dt+mM(ω2)

∫ ω2

0
(1− t)K(t)dt−M(ω1)

∫ ω1

0
(1− t)K(t)dt

}
,

C4= 1
M(ω1)−mM(ω2)

{
− 1

2(1−ω2)
(tanµ1M(ω2)[C

2
2+I 2(ω1)]+tanµ2M(ω1)[C

2
2+I 2(ω2)])+

+M(ω1)M(ω2)

9(1−ω2)

∫ ω1

ω2

(1−t)K(t)dt− 1
9

[
mM(ω2)

∫ ω1

0
M(t)K(t)dt−M(ω1)

∫ ω2

0
M(t)K(t)dt

]}
,

where M(ω) and m are defined by

M(ω)=3ω2/3eω/3+ (1−ω)I (ω), m= 1−ω1

1−ω2
,

respectively.
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Abstract. Micromechanical constitutive equations are developed which allow for the broad range of interparticle
interactions observed in a real deforming granular assembly: microslip contact, gross slip contact, loss of contact
and an evolution in these modes of contact as the deformation proceeds. This was accomplished through a syn-
ergetic use of contact laws, which account for interparticle resistance to both sliding and rolling, together with
strain-dependent anisotropies in contacts and the normal contact force. By applying the constitutive model to the
bi-axial test it is demonstrated that the model can correctly predict the evolution of various anisotropies as well
as the formation of a distinct shear band. Moreover, the predicted shear-band properties (e.g. thickness, prolonged
localisation, void ratio) are an even better fit with experimental observations than were previously found by use
of previously developed micromechanical models.

Key words: anisotropy, fabric evolution, granular media

1. Introduction

Tordesillas and Walsh [1] developed a framework for constructing micropolar constitutive
models for dry monodisperse granular materials. Their method is based on averaging the
interactions within a particle cluster, which consists of a single particle and its immediate
neighbours (see Figure 1). By considering only a small number of particles in its representa-
tive volume element, their method diverges from many previous micromechanical models, with
the subsequent advantage that this high-resolution technique should be capable of capturing
microstructures consisting of only a few particles e.g. shear bands. The generalised constitu-
tive relations derived in their paper were as follows:

σαβ = 1−υ

πR

∫
Ω

fαnβΦdn, (1.1)

µα= 1−υ

πR

∫
Ω

[
Mnα+ReβΦ3fβnαnφ

]
Φdn, (1.2)

where σαβ is the αβ-component of stress, µα is the α-component of couple stress, R is the
particle radius, υ is the void ratio of the Voronoi cell (ratio of the void volume to the total
volume of the cell), fα is the α-component of the contact force, nβ is the β-component of
the outward unit vector n from the particle centre in the direction of contact, M is the roll-
ing resistance, eβφ3 is the permutation symbol, and Ω represents all possible orientations in
space. A repeated subscript signifies a summation over the range of the repeated subscript (in
a two-dimensional model the summation is from 1 to 2). The weighting function Φ represents
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(a) (b)

(c)

Figure 1. The homogenisation process employed by Tordesillas and Walsh [1]: (a) a Voronoi tessellation of the dis-
crete assembly yields a Voronoi cell for each particle and its immediate void space, (b) interactions between a parti-
cle and its contacting neighbours (i.e., forces and moments at contacts) are averaged over the particle’s Voronoi cell,
(c) corresponding micropolar continuum element of the same area as that of the Voronoi cell.

the angular-contact-density distribution function, and describes the probability of finding a
contacting particle for a given direction. Hence, for a particle with N neighbouring contacts,
it follows that

∫
Ω

Φdn=N.

The function Φ may be used to introduce contact anisotropy. The form of this angular-
contact-density distribution function, however, remains an open problem and is an area in
need of further investigation. It has been established experimentally that particle arrangements
(fabric) and rearrangements (fabric evolution) govern bulk behaviour of granular media. A
summary of key experimental findings on fabric evolution is given in [2, Chapter 4]. In par-
ticular, it has been observed that contacts within a granular material tend to align themselves
in the direction of maximum compressive strain [3]. To account for this experimental result,
Walsh and Tordesillas [4] adopted a bipolar contact-density distribution function in which the
highest probability of finding a contact was aligned with the direction of maximum compres-
sive strain. The form of their contact-density distribution function is shown in Figure 2 and
defined by

Φ (n,m, χ, ν)= N

2π
(1+χ cos (2θ)) , (1.3)
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m

Figure 2. The contact density distribution function Φ, in
polar coordinates, for the isotropic case χ = 0, and the
anisotropic case 0<χ ≤1.

gross slip gross slip microslip

f t

∆u t 

µf n 

-µf n 

Figure 3. Graphical representation of Coulomb’s
law (Equation (2.5)).

where χ , the degree of the initial contact anisotropy, can take values in the range 0<χ ≤ 1.
The symbol θ is defined by cos θ =m · n, where the ‘dot’ denotes the scalar product and
m is the unit vector pointing in the direction of greatest probability of finding a contact-
ing neighbour. The drawback of this approach is that it limits the fabric evolution to a
predefined mode of deformation, which may compromise a model’s ability to predict the
development of certain anisotropies arising in the formation and evolution of highly local-
ised structures like shear bands (e.g. see [2, Chapter 4], [5]). In contrast, Tordesillas and
Walsh [1] use an angular contact-density distribution function in which the maximum prob-
ability of finding a contact is aligned with the direction of highest density increase. This
direction is given by the negative of the gradient of the void-ratio distribution function.
In such a case, the contact anisotropy is able to evolve as the assembly deforms, since
the void ratio is linked with strain; however, in practice the model was difficult to use
without resorting to further simplifying assumptions regarding the evolution of the strain
distribution throughout the whole assembly. Apart from these differences in the form for
Φ, the two constitutive models [1,4], are identical. In particular, they both neglect: (i) gross
slip and loss of contact, (ii) force anisotropy, and (iii) strain-dependent evolution in the
force and contact anisotropy. In contrast with these previous models, this paper presents
constitutive equations that allow for the possibility of microslip, gross slip and loss of con-
tact. Contact laws, which describe these different modes of contact, are used in conjunction
with strain-dependent contact forces, thereby allowing the current model to capture the evo-
lution of these contact forces, the various modes of contact and contact anisotropy.

2. Incorporating gross slip, microslip and loss of contact

Forces and moments between contacting particles were not explicitly expressed in the previous
discussion. Expressions for these contact forces and moments need to be inserted into the gen-
eralised constitutive laws, Equations (1.1) and (1.2), before the constitutive laws can be used.
In this section, expressions are developed for contact forces and moments, which account for
the broad range of interactions arising in real deforming granular media.
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The contact force, appearing in (1.1) and (1.2), can be separated into normal f n and tan-
gential f t components,

fα=f nnα+f t tα, (2.1)

where tα is the α-component of the unit vector tangential to the contact. The normal force at
a contact can be thought of as having two parts: (i) the initial normal force at a contact, and
(ii) the normal force resulting from the relative normal displacement of contacting particles. If
it is assumed that the particle deformation is linear elastic and that contacts are cohesionless,
then the normal force at a contact can be written as

f n=
{
f initial+kn	un if f initial+kn	un<0,
0 if f initial+kn	un≥0,

(2.2)

where f initial is the initial normal contact force, kn is the particle’s normal stiffness coefficient,
and 	un is the relative normal displacement of two contacting particles. The previous models
of Tordesillas and Walsh [1] and Walsh and Tordesillas [4] assumed a constant f n and so did
not allow an evolution or loss of contacts.

It is well-accepted that the normal contact force (and for that matter, the tangential con-
tact force) is not generally equal at all contacts, even prior to deformation. That is, particles
rarely share forces equally amongst all neighbours. A striking demonstration of this normal
contact force anisotropy can be seen in the photo-elastic disk experiments of Howell et al.
[6]. In these experiments, it is clearly seen that particles tend to transmit forces through only
2 or 3 of their contacts, resulting in the so-called force chains. The other contacting particles
can be considered to be spectator particles, as they have little or no contribution to the force
transmission. Preferential force transmission occurs even prior to deformation of a granular
material (e.g. static granular pile). To account for this potential normal force anisotropy, a
weighting function, similar to that used for contact anisotropy (Equation (1.3)), can be com-
bined with f initial, such that the angular dependent normal force at a contact is expressed as

f n (θ)=
{
f initial (1+χ∗ cos (2θ +φ))+kn	un if f initial (1+χ∗ cos (2θ +φ))+kn	un<0,
0 if f initial (1+χ∗ cos (2θ +φ))+kn	un≥0.

(2.3)

In (2.3), χ∗ represents the degree of the initial normal contact-force anisotropy and can take
values in the range 0≤ χ∗ ≤ 1, with χ∗ = 0 corresponding to the isotropic case. Again, θ is
defined by cos θ =m ·n and φ is defined such that cos φ

2 represents the dot product between
m and a unit vector in the direction of the maximum normal contact force. Note that the
integrals, which, respectively, define the stress and couple stress in (1.1) and (1.2), are to be
evaluated with respect to θ . By defining the normal contact force according to (2.3), not only
has a potential initial normal contact-force anisotropy been introduced, but also the normal
contact-force anisotropy is now able to evolve naturally with strain, as the relative normal dis-
placement can be related to strain via:

	un=2Rεαβnαnβ, (2.4)

where εαβ is the αβ-component of strain. Furthermore, an evolving anisotropy in the normal
contact force results in an evolving angular-contact distribution, as contacts are lost in direc-
tions for which f initial (1+χ∗ cos (2θ +φ))+kn	un≥0.
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In Equation (2.1), the tangential contact force can be related to the normal contact force
by following Coulomb’s contact law (see Figure 3) for the various modes of contact (i.e., mi-
croslip and gross slip) and no contact:

f t =
⎧⎨⎩

sign(	ut )µ|f n| if |kt	ut |≥ |µf n| and f n <0 ⇒gross slip,
kt	ut if |kt	ut |< |µf n| and f n <0 ⇒microslip,
0 if f n≥0 ⇒no contact,

(2.5)

where µ is the inter-particle friction coefficient, kt is the particle’s tangential stiffness coeffi-
cient, and 	ut is the tangential component of the relative displacement of the contact points
and is related to strain and curvature (gradient in rotation) κϕ according to

	ut =2R
(
εqrnr tq −Rnϕκϕ

)
, (2.6)

such that

sign
(
	ut

)={1 if εqrnr tq −Rnϕκϕ >0,
−1 if εqrnr tq −Rnϕκϕ <0.

(2.7)

Strictly speaking, the tangential contact force should have an additional term to represent
the initial tangential contact force acting on a particle. However, the application of the cur-
rent model is restricted to cases in which the granular specimen is prepared such that the
expected initial tangential contact force is zero. Unlike the initial normal contact force, the
initial tangential contact force may be either positive or negative, such that the expected initial
tangential contact force in many circumstances will be close to zero. Applications for which
the expected initial normal force may not be zero are, for now, not considered.

Since f n has an evolving anisotropy, and f t depends on f n, it follows that f t also has
an evolving anisotropy. More specifically, not only do these contact laws (Equations (2.3) and
(2.5)) allow the contact mode to be identified, but they also allow the direction of these con-
tact modes to change with deformation, as the inequality constraints in Equation (2.5) con-
tain an angular dependence due to the angular dependence of f n and 	ut . In other words,
the mode of contact will vary with the direction of contact. At any stage in a granular media’s
deformation, a neighbouring particle pair will be sharing only one of the following: a micro-
slip contact, a gross slip contact, or no contact. Therefore, the integration over the angle in
Equations (1.1) and (1.2) can be separated into a sum of integrals, with each integral repre-
senting a contact mode (i.e., gross slip or microslip) or no contact. That is, Equations (1.1)
and (1.2) may be written as

σαβ = 1−υ

πR

x∑
i=1

⎢⎢⎢⎢⎣ ci∫
ai

fG.S.
α nβΦdθ+

di∫
ci

fM.S.
α nβΦdθ

gross slip microslip

⎥⎥⎥⎥⎦ , (2.8)

µα= 1−υ

πR

x∑
i=1

⎢⎢⎢⎢⎣ ci∫
ai

[
MG.S.nα+Reβφ3f

G.S.
β nαnφ

]
Φdθ+

di∫
ci

[
MM.S.nα+Reβφ3f

M.S.
β nαnφ

]
Φdθ

gross slip microslip

⎥⎥⎥⎥⎦,
(2.9)

where the superscripts ‘G.S.’ and ‘M.S.’ denote the gross slip and microslip terms, respectively.
The integrals corresponding to regions of no contact are not shown, as regions of no contact
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do not contribute (directly) to the stress or couple stress. The integration limits and the upper
limit of the summation index x obey the following relationships:

x∑
i=1

[(ci −ai)+ (di − ci)+ (ei −di)]=2π, and a1=0;ai+1= ei; ex =2π. (2.10)

Equation (2.10) is a condition that ensures that all possible contact directions (0→2π ) have
been assigned a contact mode. In (2.10), the quantity (ei −di) corresponds to the range of
angles for which there are no contacts. The gross slip regions (ci −ai) are further separated
into two regions, (bi −ai) and (ci −bi), which are related to sign

(
	ut

)
being positive or neg-

ative, respectively. The limits of integration in (2.8) and (2.9) need to be determined from the
inequality constraints in (2.5) and (2.7). For example, the limits ai , ci and di , demarcating the
regions of gross slip and microslip, must satisfy kt

∣∣	ut ∣∣−µ |f n|=0. The integration limits ai ,
di and ei satisfy f n=0, and the gross-slip integration limit bi must satisfy

(
εqrnr tq −Rnϕκϕ

)=
0. If, for example, with increasing angle a gross slip region (c3−b3) is immediately followed
by a region of no contact (e3−d3), the microslip integration limits are set to have the prop-
erty d3= c3=0. These integration limits will now be referred to as the transition angles. Due
to the form of the constraints in (2.5) and (2.7), involving absolute values of cosine-squared
functions, there exists an upper bound on the value that the summation index x may take.

A linear contact law is used to approximate the rolling resistance for both the microslip
and gross slip contacts, such that

MG.S.=2k′G.S.Rkψnψ, (2.11)

MM.S.=2k′M.S.Rkψnψ, (2.12)

where k′G.S. and k′M.S. are rolling-stiffness coefficients.
In this paper, the bipolar form for the contact-density distribution function Φ used by

Walsh and Tordesillas [4] is adopted (see Equation (1.3) and Figure 2). However, unlike in
[4], no assumption is imposed on the direction of maximum probability of finding a con-
tact m (direction of contact anisotropy) at this stage of the analysis. Hence, the direction of
m can be defined at the point of implementation of the resulting constitutive law. Further-
more, in the present analysis, the form of Φ and the direction of m serve only as initial con-
ditions for the contact anisotropy. Since the contact laws introduced earlier incorporate loss
of contacts, then, as deformation proceeds, the contact-density distribution function will be,
in effect, modified (evolving) as various angles are “switched off” for regions in which particle
contacts are broken.

We note that the bipolar form of Φ is based on a numerical simulation of the direction
of contacts averaged over a large number of particles [3]. Furthermore, the generalised con-
stitutive equations (1.1) and (1.2) are not restricted to a specific particle-cluster configuration,
which was the original reason for Tordesillas and Walsh [1] to introduce the weighting func-
tion Φ. Therefore, when interpreting the contact mode and force anisotropy results in Section
4 of this paper, we emphasize that the results will be an expectation rather than an exact pre-
diction of the contact behaviour within a granular specimen.

The form of Φ in Equation (1.3) is now substituted in Equations (2.8) and (2.9), along
with the expressions for the contact forces and moments (2.3), (2.5), (2.11) and (2.12). With
these substitutions, Equations (2.8) and (2.9) can be integrated to give the following micro-
mechanical constitutive laws:

σαβ =a (υ)
[
Pαβ +Qαβmnεmn+Rαβj εαj +Sαβsj εsj

]
, (2.13)

µα=a (υ)Tαψκψ, (2.14)
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where

a (υ)= 1
2πR

⎡⎣ (1−υ)
[
36−4π

√
3
]
−π2

6−π
√

3

⎤⎦. (2.15)

The coefficients Pαβ , Qαβmn, Rαβj , Sαβsj and Tαψ depend on the transition angles, the various
anisotropy parameters and the physical properties of particles, and are defined in the Appen-
dix. To obtain (2.15) it has been assumed, following Hinrichsen et al. [7], that

N= 1

6−π
√

3

[
36−4π

√
3− π2

1−υ

]
, (2.16)

for 0≤N ≤ 6. Equation (2.16) reflects an expected relationship between the number of con-
tacts per particle and the void ratio and, in a similar manner to (1.3), it was obtained by
averaging over a large number of particles. As such, any results obtained using (2.16) will be
considered to reflect an average or expectation rather than an exact prediction for a specific
particle cluster.

3. Fabric and force evolution in a bi-axial compression test

To demonstrate the capabilities of the micromechanically-based constitutive model, we exam-
ine the formation of shear bands in a bi-axial test, using the method provided by Mühlhaus
and Vardoulakis [8] for micropolar continua. As illustrated in Figure 4, the specimen is com-
pressed in the X2-direction at a constant rate. The vertical boundaries are allowed to deform
such that the normal stress σ11 remains constant along these boundaries. Prior to shear-band
formation, the deformation is assumed to be homogeneous and ε12=ε21=κ1=κ2=0. In addi-
tion to predicting shear-band evolution, specific attention will be given to the model’s predic-
tions of microstructural development (e.g. contact and contact-force evolution).

Briefly, the method originally proposed by Mühlhaus and Vardoulakis [8] involves solving
the rate form of the stress equilibrium equations for a Cosserat/micropolar material, and then
looking for special solutions that may exist within a narrow region (shear band). These spe-
cial solutions correspond to an inhomogeneous deformation that is distinct from the homo-
geneous deformation occurring both prior to the onset of a shear band and outside the shear
band after the band has formed. The onset of the inhomogeneous solution is referred to as
the bifurcation point.

X2

X1

(2)

sh a
angle
ear b nd

xyX2

X1

(1) (3)

Figure 4. Stages in shear-band formation within a bi-axial test: (a) initial specimen, (1) homogeneous deformation
prior to shear band formation, (2) onset of shear band or bifurcation point, and (3) evolution of shear band.
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Adopting the nomenclature employed by Tordesillas et al. [9], we can write the stress-rate
equilibrium equations in shear-band coordinates (x, y) in terms of time rates of displacement

V and rotation
dω
dt

as:

AαηV
′′
η +Aα31

dω′′

dt
+Aα32

dω′

dt
=0, (3.1)

A3η1V
′′
η +A3η2V

′
η+A331

dω′′

dt
+A332

dω′

dt
+A333

dω
dt
=0, (3.2)

where only the gradients across the shear band (the y-coordinate) are nonzero with ( )′=d ( )
dy

;

α = 1, 2; η = 1, 2; and the various coefficients (i.e., the subscripted ‘A’s) come from the rate
form of the constitutive law. That is, by writing〈

dσαβ
dt

〉
=Lαβηλ

dεηλ
dt

, (3.3)

〈
dµλ

dt

〉
=Gλαβ

dεαβ
dt

+Hλα

dκα
dt

, (3.4)

where 〈 〉 represent the Jaumann time derivative, we can be represent the various coefficients
in (3.1) and (3.2) as

A11= sλs1L111λ+ sλs2L121λ− 1
2
s2s2σ, A12= sλs1L112λ+ sλs2L122λ+ 1

2
s1s2σ,

A21= sλs1L211λ+ sλs2L221λ− 1
2
s1s2σ, A22= sλs1L212λ+ sλs2L222λ+ 1

2
s1s1σ,

A132= eηλ3s1L11ηλ+ eηλ3s2L12ηλ, A232= eηλ3s2L22ηλ+ eηλ3s1L21ηλ,

A131=A231=0, A311= sλs1G11λ+ sλs2G21λ,

A321= sλs1G12λ+ sλs2G22λ, A312= sλL211λ− sλL121λ,

A322= sλL212λ− sλL122λ, A331=H1λsλs1+H2λsλs2,

A332= eηλ3s1G1ηλ+ eηλ3s2G2ηλ, A333= eηλ3L21ηλ− eηλ3L12ηλ. (3.5)

In Equation (3.5), σ =σ11−σ22, s1=− sin θb and s2=cos θb, where θb is the shear-band angle
(see Figure 4).

Solutions are then sought for (3.1) which satisfy the following boundary conditions (in
accordance with experimental observations and DEM simulations of Iwashita and Oda [5]
and Oda and Kazama [10]:

(i) across a shear band (i.e., −db≥ y≥ db where 2db is the shear-band thickness), the dis-
placement rate is an even function of y and the rotation rate is an odd function of y;

(ii) continuity of traction and couple stress at the shear-band boundary;
(iii) V1 = V ∗1

2 and V2 = V ∗2
2 at y = db and V1 =−V ∗1

2 and V2 =−V ∗2
2 at y =−db. Since it is

assumed that regions outside the shear band act rigidly after the bifurcation strain is
reached, and that the bi-axial test is strain-controlled, the rate of vertical displacement
of the rigid outer regions of the specimen V ∗2 is prescribed. The horizontal rate of dis-
placement V ∗1 , on the other hand, needs to be determined from the strain within the
shear band.
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Once the displacement and rotation rates are determined, from solving (3.1) and (3.2) subject
to the boundary conditions, an incremental procedure can be adopted to determine the strain
and rotation within a shear band, and therefore the evolution of the shear band. For a more
detailed discussion of the shear-banding problem and the method outlined here, see [9].

4. Results and discussion

Prior to deformation, we assume that the particles are randomly packed under conditions in
which gravity is negligible. Therefore, the expected contact distribution and the expected con-
tact-force distribution are isotropic, i.e., χ=χ∗ =0. Only after deformation occurs would one
expect the contact distribution and the contact-force distribution to become anisotropic and
take on a preferential direction. Model predictions are now presented for the following model
parameters: χ =χ∗ = 0; m2= 1; v0= 0·2; φ= 0; f initial=−(1/20)Rkn; kn= kt = 4× 107 N/m;
R=0·005 m. These parameters reflect a moderate particle-packing density with an initially iso-
tropic contact and contact-force distribution.

Figure 5 shows the change in thickness of a shear band inclined at an angle of 65 degrees
to the X1-axis. The thickness rapidly approaches a value of 4–5 particle diameters. In real
sands for which there is a distribution of particle sizes and shapes, reported shear-band widths
range from around 7–8 particle diameters [10] up to 17 particle diameters [11]. However, two-
dimensional Schneebeli systems, consisting of circular rods, display shear bands that involve
fewer particles (1–4 particle diameters) than those found in real sands [12]. Note that the
thickness predicted by the current model is also consistent with the shear-band analysis based
on the deformation theory of plasticity for frictional materials with internal constraint [8],
[13]. Although not shown, other shear-band inclinations display similar behaviour.

In Figure 6, it can be seen that the expected contact distribution evolves with increasing
strain. Stage 1, the innermost (smallest) ring, corresponds to the initial contact mode distri-
bution. Stage 2, the middle ring, corresponds to the contact-mode distribution at the bifur-
cation point (onset of shear banding). Stage 3, the outside (largest) ring, corresponds to the
contact mode distribution within a shear band at a shear strain of 0·8. Initially, all contacts
are microslip contacts (stage 1). With compression, however, contacts are lost in the direc-
tion perpendicular to the applied compressive strain, and the regions of microslip shrink to a
narrow angle in the direction of the maximum principal strain (stage 2). This pattern of loss
and retention of contacts is consistent with the formation of particle columns at the onset
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Figure 5. The variation of the shear-band thickness with shear strain for a shear band inclined at 65 degrees to the
X1-axis.
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Figure 6. Evolution of contact modes for the three stages
of the bi-axial test.

line of applied 
compressive strain 

Stage 1 
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Stage 3 

X2

X1

Figure 7. A polar plot showing the evolution of
the normal contact force for the three stages of the
bi-axial test.

of shear banding. It is thought that the buckling of these particle columns is the underlying
mechanism responsible for the softening observed during shear banding [10]. With a further
increase in shear strain it is seen that there is a rotation of the direction of contacts (and no
contacts) and the contact modes, which is also consistent with observed microstructural devel-
opment inside shear bands (stage 3).

Figure 7 displays the evolution of the normal contact force for the three stages in shear-
band development presented in Figure 6. Firstly, it is confirmed that normal contact-force
anisotropy can develop from an initially isotropic distribution using this constitutive model.
At the bifurcation point the normal contact force has become highly anisotropic, with a max-
imum direction aligned with the maximum principal strain. Secondly, within the shear band,
the direction of the maximum normal force begins to rotate away from the direction of max-
imum principal strain. The direction and rate of rotation of the normal contact force is the
same as the direction of rotation of the contact modes shown in Figure 6, and the combined
contact mode and normal contact force behaviour is consistent with the rotation of particle
columns and force chains in a shear band.

Figure 8 shows the change in the global void ratio (void ratio averaged across the entire
specimen) for stage 1, and the change in the local void ratio (void ratio averaged across
the band) during stage 3. The initial overall compaction by an applied compressive strain is
expected, given that the initial void ratio is 0·2. The observed decrease in void ratio of 0·05
corresponds to an average gain of only one contact per particle. At first glance this result
would seem to contradict the loss of contacts observed in Figure 6. However, one should
recall that: (i) the contact modes are only expectations, and (ii) a void ratio of 0·2 only cor-
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Figure 8. The variation of void ratio with deformation.
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Figure 9. Total rotation in the region of the shear
band at a shear strain of 0·8.

responds to approximately three contacts per particle, such that a particle can readily accom-
modate an additional contact within the region predicted to have a contact in Figure 6. The
increase in void ratio within a shear band, as shown in Figure 8, is consistent with the experi-
mental observations of dilation and the appearance of large voids within shear bands in sands
(e.g. see [2, Chapter 4]) and assemblies Schneebeli rods [12].

The total rotation in the region of the shear band, as shown in Figure 9, refers to the net
accumulation of rotation ω (see Equation (3.1)) from the start of deformation up to a shear
strain of 0·8. Note that although the shear band thickness at a shear strain of 0·8 is only
4–5 particle diameters (Figure 5), the microstructure beyond 5 particle diameters has been
disturbed (finite rotations) due to prior shear strains for which the shear band thickness was
greater than 5 particle diameters. The shear-band thickness shown in Figure 5 should then be
considered an instantaneous thickness, whereas a shear-band thickness implied by rotations
should resemble that seen in experiments.

Note that the current model predicts rotations to change sign within a shear band. This
would seem to contradict the findings from DEM simulations of Iwashita and Oda [5], in
which particles were seen to rotate in one direction on average. It could be argued that, as
the shear-band thickness in Figure 5 is in the range of 4–5 particle diameters, beyond a shear
strain of 0·8, further rotations will only occur within 4–5 particle radii from the centre of the
shear band, such that the central, unidirectional, peak will begin to dominate the observed
rotations. However, larger shear strains are beyond the small strain limitations of the current
constitutive model.

5. Conclusions

A high-resolution, micromechanically-based, Cosserat constitutive model for the quasi-static
deformation of a dry granular material has been presented. The model incorporates inter-par-
ticle contacts undergoing microslip, gross slip, rolling resistance and loss of contact. Fabric
and contact force anisotropies are also introduced, and the evolution of these anisotropies is
naturally accounted for. When applied to the shear-banding problem, the micromechanically-
based constitutive laws successfully reproduces expected shear-band thicknesses and the con-
tact and force anisotropies evolve in a way consistent with the formation and evolution of
particle columns and force chains within a shear band. Ongoing work is focused on under-
standing the evolution of the anisotropies, through a DEM analysis, in preparation for the
extension of these models to the large deformations encountered in engineering applications.
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Appendix A. Coefficients appearing in Equation (2.13) and (2.14)

The various coefficients in the constitutive equations (2.13) and (2.14) are

Pαβ = f initial

π

x∑
i=1

⎢⎢⎢⎣ w1 (ai, di)Wαβ1+w2 (ai, di)Wαβ2+w3 (ai, di)Wαβ3

+µesα3

[
(w1 (bi, ci)−w1 (ai, bi))Wsβ1+ (w2 (bi, ci)−w2 (ai, bi))Wsβ2
+ (w3 (bi, ci)−w3 (ai, bi))Wsβ3

]⎥⎥⎥⎦ ,

Qαβmn= 2Rkn

π

x∑
i=1

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w4 (ai, di)Wαβ1Wmn1+w5 (ai, di)
(
Wαβ1Wmn2+Wαβ2Wmn1

)
+w6 (ai, di)

(
Wαβ1Wmn3+Wαβ2Wmn2+Wαβ3Wmn1

)
+w7 (ai, di)

(
Wαβ2Wmn3+Wαβ3Wmn2

)+w8 (ai, di)Wαβ3Wmn3

+µesα3

⎡⎢⎢⎢⎢⎣
(w4 (bi, ci)−w4 (ai, bi))Wsβ1Wmn1
+ (w5 (bi, ci)−w5 (ai, bi))

(
Wsβ1Wmn2+Wsβ2Wmn1

)
+ (w6 (bi, ci)−w6 (ai, bi))

(
Wsβ1Wmn3+Wsβ2Wmn2+Wsβ3Wmn1

)
+ (w7 (bi, ci)−w7 (ai, bi))

(
Wsβ2Wmn3+Wsβ3Wmn2

)
+ (w8 (bi, ci)−w8 (ai, bi))Wsβ3Wmn3

⎤⎥⎥⎥⎥⎦

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Rαβj = 2Rkt

π

x∑
i=1

[
w9 (ci, di)Wjβ1+w10 (ci, di)Wjβ2+w11 (ci, di)Wjβ3

]

Sαβsj =−2Rkt

π

x∑
i=1

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w12 (ci, di)Wαβ1Wsj1+w13 (ci, di)

(
ehα3Whβ1Wsj1+ ehs3Wαβ1Whj1
+ehβ3Wαh1Wsj1+ ehj3Wαβ1Wsh1

)
+w14 (ci, di)

(
Wjβ1δsα+Wjs1δβα+Wsβ1δjα+Wαβ1δjs
+Wαj1δβs +Wαs1δβj −6Wαβ1Wsj1

)
+w15 (ci, di)

(
ehβ3Wjh1Wsα3+ ehj3Whβ1Wsα3

+ ehα3Wsh1Wjβ3 + ehs3Whα1Wjβ3

)
+w16 (ci, di)

(
Wαβ1Wsj1+ δjβ δsα −Wjβ1δsα − δjβWαs1

)

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Tαψ = 2R
π

x∑
i=1

⌊
kG.S.

[
w9 (ai, ci)Wαψ1+w10 (ai, ci)Wαψ2+w11 (ai, ci)Wαψ3

]
+ (kM.S.+R2kt

) [
w9 (ci, di)Wαψ1+w10 (ci, di)Wαψ2+w11 (ci, di)Wαψ3

]⌋ ,
where

δαβ =
{

1 if α=β,

0 if α �=β,
,

Wαβ1=mαmβ,

Wαβ2=
[
eφβ3Wαφ1+ eφα3Wφβ1

]
,

Wαβ3=
[
δαβ −Wαβ1

]
,

w1 (x, y)= 1
48

⎛⎜⎜⎝
12 (2+χ + (1+χ)χ∗ cosφ) (y−x)+3 (χ +4) χ∗ sinφ (cos 2y− cos 2x)
+3 (χ +1) χ∗ sinφ (cos 4y− cos 4x)+χχ∗ sinφ (cos 6y− cos 6x)
+3 (4 (χ +1)+ (3χ +4) χ∗ cosφ) (sin 2y− sin 2x)
+3 (χ + (χ +1) χ∗ cosφ) (sin 4y− sin 4x)+χχ∗ cosφ (sin 6y− sin 6x)

⎞⎟⎟⎠ ,

w2 (x, y)= 1
48

⎛⎝ 12χ∗ sinφ (x−y)+3χχ∗ (cos (φ−2x)− cos (φ−2y))
+12 (cos 2x− cos 2y)+3χ (cos 4x− cos 4y)
+3χ∗ (cos (φ+4x)− cos (φ+4y))+χχ∗ (cos (φ+6x)− cos (φ+6y))

⎞⎠ ,
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w3 (x, y)= 1
48

⎢⎢⎢⎢⎢⎣
12 (2−χ + (χ −1) χ∗ cosφ) (y−x)

+12 (χ −1) (sin 2y− sin 2x)+3χχ∗ (sin (φ−2y)− sin (π −2x))
+6χ∗ (2−χ) (sin (φ+2y)− sin (φ+2x))−3χ (sin 4y− sin 4x)
+3χ∗ (χ −1) (sin (φ+4y)− sin (φ+4x))−χχ∗ (sin (φ+6y)− sin (φ+6x))

⎥⎥⎥⎥⎥⎦ ,

w4 (x, y)= 1
96

(
3 (8χ +12) (y−x)+3 (7χ +8) (sin 2y− sin 2x)
+3 (2χ +1) (sin 4y− sin 4x)+χ (sin 6y− sin 6x)

)
,

w5 (x, y)= 1
96

(3 (χ +4) (cos 2x− cos 2y)+3 (χ +1) (cos 4x− cos 4y)+χ (cos 6x− cos 6y)) ,

w6 (x, y)= 1
96

(12 (y−x)+3χ (sin 2y− sin 2x)−3 (sin 4y− sin 4x)−χ (sin 6y− sin 6x)) ,

w7 (x, y)= 1
96

(3 (χ −4) (cos 2y− cos 2x)−3 (χ −1) (cos 4y− cos 4x)+χ (cos 6y− cos 6x)) ,

w8 (x, y)= 1
96

(
3 (−8χ +12) (y−x)−3 (−7χ +8) (sin 2y− sin 2x)
+3 (−2χ +1) (sin 4y− sin 4x)+χ (sin 6y− sin 6x)

)
,

w9 (x, y)= 1
16

(4 (2+χ) (y−x)+4 (1+χ) (sin 2y− sin 2x)+χ (sin 4y− sin 4x)) ,

w10 (x, y)= 1
8
(cos 2x− cos 2y) (2+χ (cos 2x+ cos 2y)) ,

w11 (x, y)= 1
16

(4 (2−χ) (y−x)+4 (χ −1) (sin 2y− sin 2x)−χ (sin 4y− sin 4x)) ,

w12 (x, y)= 1
96

(
(36+24χ) (y−x)+3 (8+7χ) (sin 2y− sin 2x)
+3 (1+2χ) (sin 4y− sin 4x)+χ (sin 6y− sin 6x)

)
,

w13 (x, y)= 1
48

(cos 2x− cos 2y)
(

6+2χ +3 (1+χ) (cos 2x+ cos 2y)+χ (cos 4x+ cos 4y)
+χ cos [2 (x−y)]+χ cos [2 (x+y)]

)
,

w14 (x, y)= 1
96

(12 (y−x)+3χ (sin 2y− sin 2x)−3 (sin 4y− sin 4x)−χ (sin 6y− sin 6x)) ,

w15 (x, y)= 1
96

(
6χ

(
cos2 2x− cos2 2y

)+3 (χ −4) (cos 2y− cos 2x)
+3 (cos 4y− cos 4x)+χ (cos 6y− cos 6x)

)
,

w16 (x, y)= 1
96

(
(36−24χ) (y−x)+3 (7χ −8) (sin 2y− sin 2x)
−3 (2χ −1) (sin 4y− sin 4x)+χ (sin 6y− sin 6x)

)
.

For the incremental procedure outlined in Section 3, the change in the void ratio from an
initial void ratio ν0 is given by

ν−ν0= Area−Area of particles
Area

− Initial Area−Area of particles
Initial Area

= (1−ν)

[
Area− Initial Area

Initial Area

]
,

if ε11 and ε22 are much larger than ε12 and ε21 yet still much smaller than 1, ν0 << 1 and
ν <<1, then the change in void ratio can be approximated by ν−ν0= (1−ν0) [ε11+ ε22].
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Abstract. A plasticity model for the flow of granular materials is presented which is derived from a physically
based kinematic rule and which is closely related to the double-shearing model, the double-sliding free-rotating
model and also to the plastic-potential model. All of these models incorporate various notions of the concept of
rotation-rate and the crucial idea behind the model presented here is that it identifies this rotation-rate with a
property associated with a Cosserat continuum, namely, the intrinsic spin. As a consequence of this identification,
the stress tensor may become asymmetric. For simplicity, in the analysis presented here, the material parameters
are assumed to be constant. The central results of the paper are that (a) the model is hyperbolic for two-dimen-
sional steady-state flows in the inertial regime and (b) the model possesses a domain of linear well-posedness.
Specifically, it is proved that incompressible flows are well-posed.

Key words: granular materials, hyperbolic, rigid-plastic, well-posed

1. Introduction

The last 10 to 15 years have seen a rapid increase in research effort into the study of granular
materials. Such materials, and systems involving them, exhibit complex and interesting behav-
iour. Civil engineers have long had a need to model soils, in which the densely packed grains,
with liquid and gas occupying the interstices, exhibit solid-like behaviour, while chemical engi-
neers have needed to model fluid suspensions, liquid and gas, in which granular material is
dispersed in the fluid. In recent years, these traditional areas involving practical engineering
problems, have attracted the attention of physicists, who have developed an interest in such
systems both to understand their fundamental behaviour and also for the purpose of analogy
when investigating other complex systems. In addition to this, many industries (for example,
the chemical and food industries) handle granular solids and both storage and bulk flow give
rise to problems which have a direct adverse economic effect. One method of trying to solve
these problems is by way of obtaining a better theoretical understanding of the underlying
principles of the physics and mechanics of granular materials.

In this paper we shall consider a mass of granular material occupying a region of space
and undergoing a flow or deformation. The grains are assumed to be densely packed, i.e.,
each grain is in contact with several of its neighbours and contact with a neighbouring grain
is of finite duration and non-impulsive (i.e., contact between grains is not modelled as instan-
taneous impact). The kinematics of such systems have been remarkably resistant to success-
ful mathematical modelling. There are a number of different types of models which may be
summarised as (1) discrete, (2) statistical mechanical and (3) continuum, in which the first
and third appear to be more appropriate for the very densely packed systems considered here.
The statistical–mechanical theories are associated with the work of Jenkins, see for example
[1]. Despite the popularity of discrete modelling based upon Newtonian mechanics in which
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the grains are modelled as small bodies and in which grain interactions may be modelled by
including frictional, elastic and viscous effects in various ways, for large-scale systems comput-
ing power is still not adequate to solve those boundary- and initial-value problems of practi-
cal interest. For large systems the convenience of a continuum approach is a tempting goal,
even though granular systems may appear to be at the borderline, or even beyond, that at
which a continuum model may be considered applicable. Continuum models are also a use-
ful framework within which to propose simple theories which may capture some aspect of
the behaviour of the real material. And herein lies the problem: no continuum model has
gained wide acceptance for its applicability to granular materials. Geotechnical and civil engi-
neers usually use the so-called plastic-potential model, in which a yield condition (an alge-
braic inequality satisfied by the stress components) is assumed to hold in conjunction with the
stress equilibrium equations and the strain increment or deformation-rate tensor is obtained
by differentiation of the plastic potential with respect to the components of stress. If the yield
condition and plastic potential are determined from the same function, the flow rule is called
associated, otherwise it is called non-associated. Such plasticity models are now almost uni-
versal in soil mechanics; see for example the classic paper by Drucker and Prager [2], or,
for a realistic plastic potential based upon careful experimentation, see [3], but they have not
been adopted by researchers in any other field. It should be noted that there are dissenting
voices even in geotechnical engineering, in particular there have been significant contributions
due to G. Gudehus [4] and D. Kolymbas in the development of hypoplastic models; see [5].
An alternative class of models has been based directly upon physical arguments concerning
the manner of flow of granular materials, but these again have not found widespread accep-
tance, finding support mainly from applied mathematicians. Historically, chemical engineers
have studied systems in which the grains are in suspension, either in liquid or in a gas, and
have thus treated the problem as one of fluid mechanics or rheology. Recently, physicists have
conducted experiments on small-scale systems and are attempting to construct new types of
model for such systems. It is also becoming more and more common to conduct computer
simulations in lieu of performing real experiments and although there is something to be said
in favour of such simulations, there is a danger that the distinction between simulation results
and the results of real experiments is becoming blurred, particularly in view of the current
fashion of referring to simulations as experiments! Discrete models, and the attendant simu-
lations, have proponents in all disciplines, a key reference here is the classic paper by Cundall
and Strack [6].

In this paper we wish to consider a unified plasticity theory based upon physical argu-
ments. Such theories have had a number of theoretical problems associated with them, of
which perhaps the most important is the loss of hyperbolicity and ill-posedness. Perhaps this
latter term requires some explanation. The traditional definition of a well-posed problem is
that it is one for which the solution exists, is unique and depends continuously on the bound-
ary and initial data. An ill-posed problem, then, is merely the negation of this, one in which
at least one of the above conditions fails to hold. Understood in this way, the phrase ill-posed
problem can mean any one of a number of things, and in this sense is imprecise and not itself
well (i.e., uniquely) defined. However, we shall use the term in the following specific way. A
set of partial differential equations is linearly ill-posed with respect to initial conditions if,
given a solution to the initial-value problem, a sinusoidal perturbation of the given solution
grows without bound in the limit of vanishingly short wavelengths. The basic facts concerning
ill-posedness with regard to the models of granular materials were established in a num-
ber of important papers by Schaeffer and co-workers, [7–9], in which the method of frozen
coefficients was used; see also, for a related paper, [10]. The implementation of the method
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of frozen coefficients used here is based upon that used in [11]. It may happen that the
mathematical ill-posedness reflects some strong physical instability and in such a case the ill-
posedness may be acceptable. But in the absence of a strong physical instability it seems more
likely that equations admitting such a strong mathematical instability cannot be an accept-
able mathematical model of the physical process. In this case we must look to some prop-
erty in the physics or the mechanics of the problem that will regularise the equations. In the
case of granular materials there appears to be no consensus as to whether ill-posed equa-
tions form an acceptable model. On the one hand, there is reluctance among many research-
ers to accept ill-posed theories, on the other hand the fact that granular materials do exhibit
unstable behaviour gives credence to the possibility that they be modelled in some sense by
an ill-posed theory. There also appear to be many researchers, particularly those working on
quasi-static problems, who are oblivious to, or even ignore, the fact that the model they work
with is ill-posed.

We shall construct a theory which incorporates the following physical properties and attri-
butes. We regard these as the minimum necessary requirements to construct an acceptable the-
ory from the point of view of both theoretical and physical properties. These are:
(a) a pressure-dependent yield condition which introduces the concept of internal friction

and frictionally generated resistive stresses. A yield condition is an essential part of many
plasticity models and seems well-founded physically, taking an analogy with the Cou-
lomb law of dry friction from Newtonian particle and rigid-body mechanics;

(b) packed discrete grains that may deform, but certainly cannot overlap, can only flow by
one grain overtaking another or by being overtaken, and this suggests that the basic con-
tinuum deformation is by shear;

(c) the impenetrability condition for the grains means that the grains have to re-arrange
themselves, riding up and down over each other, to flow past one another. This rear-
rangement gives rise to dilatation, i.e., to volume and bulk density changes;

(d) individual grains may rotate and the rotations combine to affect the macroscopic flow.
This gives rise to a continuum rate of rotation phenomenon distinct from that of the
anti-symmetric part of the velocity-gradient tensor (or vorticity).

Whether or not the above conditions are sufficient for a workable continuum model for
granular materials is an open question but they appear all to be necessary for a complete
theory capable of explaining sufficient physical facts. We regard the ill-posedness of the plas-
tic-potential model as a sign that anything less is insufficient. The ill-posedness of the double-
shearing model is due to the choice of the rate of rotation of the principal axes of stress as
a measure of the rate of rotation described in (d). In this paper we replace this quantity by a
physical angular velocity (intrinsic spin), a primitive kinematic quantity that has a rotational
inertia and stress associated with it: the stress tensor, in general, may be non-symmetric.

As mentioned above, it is sometimes stated that ill-posedness of the governing equations
is merely a reflection of the unstable nature of granular flow. But there has, as yet, been no
convincing demonstration that the mathematical ill-posedness is associated with a particular
physical instability. The nature of the ill-posedness is too strong, too all-pervading to be a
reflection, say, of the growth of a single shear-band. In the authors’ opinion, a more likely
hypothesis is that the models are mathematically ill-posed due to a missing or incorrect phys-
ical law or attribute or due to the various physical laws being combined in an inconsistent
way. We have stated above the physical properties that we wish to introduce into the model;
all that remains is to express these laws in such a manner, and in such a combination, that
the model is well-posed.
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It is, perhaps, necessary to emphasise the following point. Plasticity models are mainly
used in the quasi-static regime. But for an ill-posed plasticity model there is, strictly speaking,
no such thing as a quasi-static regime. The inertia terms may be negligible in many practical
problems, but they are not identically zero. For an ill-posed model, no matter how infinitesi-
mally small the inertia terms are, they will grow increasingly large with time. For this reason,
in this paper, where we demonstrate that our plasticity model is well-posed, it is essential that
we retain the inertia terms in both the translational and rotational equations of motion.

Since no model within the confines of classical continuum mechanics has found general
acceptance, the possibility must be faced that perhaps no such model exists. Indeed, many
researchers have turned to the framework of a Cosserat continuum in order to regularise
the equations, see for example [12]. However, such models are greatly complicated in com-
parison to standard models due to the presence of couple-stress. Further, the standard plas-
tic-potential model and the double-shearing model both appear to capture successfully some
aspects of the behaviour of granular materials. In this paper we wish to preserve as much
as possible the relative simplicity of these latter models and hence wish to use a framework
which extends the classical continuum as little as possible and to obtain equations as simi-
lar as possible to the plastic-potential and double-shearing models. As far as the authors are
aware there is no conclusive experimental evidence for the existence of couple stress in granu-
lar materials and its introduction greatly complicates the equations. Moreover, the existence of
grain rotation in granular materials is very much self-evident and yet researchers seem to have
overlooked the possibility that incorporating some measure of grain rotation may itself be
sufficient to both regularise the equations and to produce a model capable of explaining the
major features of the bulk flow of granular materials. For this reason we introduce a Cosserat
continuum in which there is no couple-stress but there is both rotation and rotational inertia
and refer to this as a reduced Cosserat continuum.

For simplicity we shall consider a perfectly plastic model, i.e., one in which the material
parameters are constants and the conclusions presented here have been proved in this context.
But it should be pointed out that the model may easily be extended to include density-hard-
ening or softening, or indeed any other type of hardening or softening. In fact, since the
material cannot undergo dilatation indefinitely, it is necessary for the parameter governing
dilatation to reduce in magnitude to zero as the deformation or flow proceeds in order to
obtain a realistic model. In this paper we shall ultimately avoid the question of the evolu-
tion of dilatancy and its effect on well-posedness by considering the important special case
of incompressible flows.

2. The mathematical model

Consider a body B comprising a mass of granular material occupying a region R at time
t in three-dimensional space and let F denote an inertial frame from which to observe B. In
the standard continuum model, the following field variables are defined at each spatial point
P of R. Relative to F , let v, σ, ρ denote the velocity, Cauchy stress and bulk density of the
granular material at the material point of B instantaneously occupying the point P . We shall
consider an enhanced continuum model, a type of Cosserat continuum, in which what is usu-
ally termed a material particle, in addition to the above, also possesses some of the attributes
of a rigid body, namely an intrinsic spin ω and a moment of inertia I, and for this reason is
referred to as a material-point body. A standard Cosserat continuum possesses a further phys-
ical quantity, namely the couple-stress. However, couple-stress will not appear in our equa-
tions and so we refrain from introducing it into our continuum, and for this reason we call
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it a reduced Cosserat continuum. The quantity ω is an extra field variable and I represents
a material property. As a result of their introduction the stress tensor will not, in general, be
symmetric. In order to give an intuitive meaning to ω and I, we may note that I is a sec-
ond-order symmetric tensor and, as such, there exist three mutually perpendicular directions
(which will not be unique if the principal values of inertia are not distinct) relative to which
the matrix representation of I is diagonal. This triad of directions is fixed in the material-
point body. During the deformation or flow the orientation of this triad will, in general, vary
and ω is the spin or angular velocity of this triad.

In this paper we shall restrict consideration to planar flows of B. Let 	 denote the veloc-
ity-gradient tensor with components defined by

#ij = ∂vi

∂xj
(1)

and define the deformation-rate tensor, d, and the spin tensor, s, with components

dij = 1
2

(
#ij +#ji

)
, sij = 1

2

(
#ij −#ji

)
(2)

as its symmetric and anti-symmetric parts, respectively. Let Oxi , Ox′i denote two sets of rect-
angular Cartesian co-ordinate axes, in the plane of flow, with the latter inclined at an angle
ϑ (measured anti-clockwise positive) to the former and denote the components of σ by σij ,
σ ′ij relative to each set of axes, respectively, where the subscripts take the values 1 and 2. The
stress components transform as

σ ′11 = 1
2 [σ11+σ22+ (σ11−σ22) cos 2ϑ+ (σ21+σ12) sin 2ϑ ] ,

σ ′12 = 1
2 [σ12−σ21− (σ11−σ22) sin 2ϑ+ (σ21+σ12) cos 2ϑ ] ,

σ ′21 = 1
2 [σ21−σ12− (σ11−σ22) sin 2ϑ+ (σ21+σ12) cos 2ϑ ] ,

σ ′22 = 1
2 [σ11+σ22− (σ11−σ22) cos 2ϑ− (σ21+σ12) sin 2ϑ ] .

(3)

It is convenient to define the invariant quantities

pσ =− 1
2 (σ11+σ22) , rσ = 1

2 (σ12−σ21) , qσ = 1
2

[
(σ11−σ22)

2+ (σ21+σ12)
2
]1/2

(4)

and to define ψσ , the angle that the greater principal direction of the symmetric part of the
stress makes with the x1-axis, by

tan 2ψσ = σ21+σ12

σ11−σ22
(5)

and then

σ11=−pσ +qσ cos 2ψσ , σ22=−pσ −qσ cos 2ψσ ,

σ12= rσ +qσ sin 2ψσ , σ21=−rσ +qσ sin 2ψσ .
(6)

2.1. The stress equations of motion

Let ∂t , ∂i denote partial differentiation with respect to time t , xi , i = 1,2, respectively; then
the stress equations of motion are

ρ∂tv1+ρv1∂1v1+ρv2∂2v1− ∂1σ11− ∂2σ21−ρF1=0,

ρ∂tv2+ρv1∂1v2+ρv2∂2v2− ∂1σ12− ∂2σ22−ρF2=0,
(7)
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where F1,F2 denote the components of the body force per unit mass. From Equations (4) and
(7) we obtain

ρ∂tv1+ρv1∂1v1+ρv2∂2v1+ ∂1pσ − cos 2ψσ∂1qσ +2qσ sin 2ψσ∂1ψσ

+∂2rσ − ∂2qσ sin 2ψσ −2qσ cos 2ψσ∂2ψσ −ρF1=0,

ρ∂tv2+ρv1∂1v2+ρv2∂2v2− ∂1rσ − sin 2ψσ∂1qσ −2qσ cos 2ψσ∂1ψσ

+∂2pσ + ∂2qσ cos 2ψσ −2qσ sin 2ψσ∂2ψσ −ρF2=0.

(8)

The equation of rotational motion for a reduced Cosserat continuum may be written

ρI (∂tω+v1∂1ω+v2∂2ω)+ρ (∂t I +v1∂1I +v2∂2I )ω−2rσ −ρG=0, (9)

where G is the body moment per unit mass. In this paper we assume that the moment-of-
inertia tensor I is prescribed. At each point P , it represents, effectively, the moment of inertia
of a representative volume element in the real material. A lower bound for this volume is the
volume occupied by a single grain, but, in general, it will be a mesoscopic domain containing
several grains and the attendant void space. In a standard Cosserat continuum, the equation
of rotational motion would also contain the couple-stress.

The constitutive equation must be such as to allow the possibility of a non-symmetric state
of stress. In this paper our intention is to propose a theory which is as similar as possible to
standard plasticity models. Here, we shall adopt the simplest method of incorporating a possi-
bly asymmetric stress tensor into the theory, namely, we shall assume that the symmetric and
anti-symmetric parts of the stress may be treated separately, i.e., they are independent of each
other. We shall assume that the symmetric part of the stress satisfies a yield condition of the
form

f (pσ , qσ , ρ)≤0, (10)

where the function f is such that an angle of internal friction

sinφ=−fp/fq (11)

may be defined, and where subscripts p, q indicate partial differentiation with respect to pσ ,

qσ , respectively. The simplest and most important yield condition of this type is the Mohr–
Coulomb criterion, where if τ sn denotes the tangential traction associated with the symmetric
part of the stress; then∣∣τ sn∣∣≤−σn tanφ+k, (12)

where σn denotes the normal component of traction across a surface with normal direction
n and φ, k denote the angle of internal friction and cohesion, respectively. In invariant form
the Coulomb yield condition may be written

qσ ≤pσ sinφ+k cosφ. (13)

In addition, we introduce a rotational yield condition of the form

|rσ |≤m, (14)

where m>0 is a material parameter, which we will call the rotational yield strength. We shall
regard m as a new material parameter, independent of both φ and k. Note that (14) is not
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differentiable at rσ =0. It is possible for the stress tensor to be symmetric, rσ =0, and so we
incorporate this case together with the case of equality in the inequality (14) by writing

rσ = εm, (15)

where ε may take one of the values +1,0,−1 according as to whether rσ is positive, zero or
negative. Introducing a rotational yield condition in a rigid–plastic context brings with it the
usual problem of indeterminacy, albeit in a slightly altered form. In classical plasticity the
stress is indeterminate in the so-called rigid region, i.e., in the region where f (pσ , qσ , ρ) <

0. In the case of a rotational yield condition, the asymmetric part of the stress is zero
in the rotationally quasi-static regime. Whereas the linear momentum equations involve the
divergence of the stress, allowing a multiplicity of solutions to the equilibrium equations, the
balance of angular momentum involves the asymmetric stress directly, so a rotationally quasi-
static flow leads to a symmetric stress tensor and to an indeterminacy, up to a constant, in
the intrinsic spin field and hence also in the velocity field. We may call this the de Josselin
de Jong indeterminacy, since it was first discovered by him in his double-sliding free-rotating
model, [13]. The indeterminacy is removed in cases where there is a boundary condition to be
satisfied by ω, or if physical arguments may be deployed to show that ω= 0. An alternative
way to remove the indeterminacy is to include rotational elasticity (presumably in the context
of a full elastic-plastic model for the symmetric part of the stress as well) or by using rota-
tional viscosity instead of the rotational yield condition. We will not pursue this idea in this
paper and shall consider only the case of a rotational yield condition. Also, we wish to con-
struct a generalisation of classical plasticity that is well-posed, but which is as similar to the
classical case as possible, so we shall concentrate here on regions in which the translational
yield condition is satisfied. Thus, the following regions are considered:
1. the indeterminate region Ri , where one or both of qσ < pσ sinφ + k cosφ and rσ �= εm

hold;
2. the fully deforming region Rd , where qσ =pσ sinφ+k cosφ and rσ = εm.

Henceforth in this paper we shall consider only the region Rd . In this region we may elim-
inate qσ , rσ from the stress equations of motion using the yield conditions (13) and (14) with
equality holding, to obtain the equations

ρ∂tv1+ρv1∂1v1+ρv2∂2v1+ (1− sinφ cos 2ψσ ) ∂1pσ − sinφ sin 2ψσ∂2pσ

+2qσ sin 2ψσ∂1ψσ −2qσ cos 2ψσ∂2ψσ −ρF1=0,
(16)

ρ∂tv2+ρv1∂1v2+ρv2∂2v2− sinφ sin 2ψσ∂1pσ + (1+ sinφ cos 2ψσ ) ∂2pσ

−2qσ cos 2ψσ∂1ψσ −2qσ sin 2ψσ∂2ψσ −ρF2=0.
(17)

Also, the continuity equation governing the evolution of the bulk density reads

∂tρ+v1∂1ρ+v2∂2ρ+ρ∂1v1+ρ∂2v2=0. (18)

3. The kinematic equations

In this section we derive a pair of kinematic equations governing the flow of the ideal mate-
rial, which are formally identical to the double-shearing equations due to Spencer [14] for
incompressible materials and extended by Mehrabadi and Cowin [15] to dilatant materials.
See also [16] for further developments of the model. The double-sliding free-rotating model,
[17], was also extended to dilatant materials in a similar way to that of Mehrabadi and Cowin
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[15]. However, one quantity occurring in the equations is here given a different interpretation
to the above models. For a unified derivation of the double-shearing, double-sliding free-rotat-
ing and plastic-potential models, see [18]. It should be noted that single-shearing models have
also been proposed; see for example [19–21], but it is difficult with such models to admit a
sufficiently wide variety of flows. The derivation of the kinematic equations governing the flow
for the model presented here is based on that of Harris [18].

Define the quantity ε by

ε=π/4+φ/2; (19)

then at each point of Rd , i.e., the region in which the Coulomb yield condition is satisfied,
it is well known that the inequality (12) is satisfied across line segments directed at angles
of ψσ + ε, ψσ − ε to the x1-axis. We shall refer to these two directions, symmetric on either
side of the major principal stress direction, as the α1- and α2-directions, respectively, or as the
Coulomb yield directions associated with the inequality (12). Let tαi denote a unit vector in
the αi-direction.

We shall also define a second pair of (non-coincident) directions which characterise the
dilatancy of the material and which make angles of ψσ − ε+ ν, ψσ + ε− ν with the positive
x1-direction and will be referred to as the β1-, β2-directions, respectively. Thus, the β-direc-
tions are defined in terms of the α-directions and ν, where ν is called the angle of dilatancy
and is to be regarded as a material parameter. In an incompressible material, ν=0 and in this
case the β1-(β2-)direction coincides with the α2-(α1-)direction. Let tβi denote a unit vector in
the βi-direction.

Let P denote a material-point body in Rd and let Q denote a material-point body in an
infinitesimal neighbourhood of P , with Q distinct from P. Let dsQP denote the infinitesimal
position vector of Q relative to P . Let Qαi denote the point of intersection of the αi-direc-
tion through P with the αj -direction through Q, where, here and in the sequel, j = 2 when
i = 1 and j = 1 when i = 2. Consider the material body comprising the set of all material-
point bodies in an infinitesimal neighbourhood of P and also, for fixed but arbitrary Q, con-
sider the material body instantaneously occupying the infinitesimal parallelogram PQα1Qα2Q.

Let dv
Qαi

P denote the velocity of the material point body at Qαi relative to that at P , ds
Qαi

P

denote the position vector of Qαi relative to P and let nαi denote the normal to the αi-direc-
tion (measured anti-clockwise positive from the direction tαi ).

The kinematic model comprises two separate postulates. Firstly, the manner of the instan-
taneous rate of deformation of the material occupying the parallelogram PQα1Qα2Q in terms
of the two adjacent sides PQα1 , PQα2 is specified by prescribing the velocities of the mate-
rial-point bodies at Qα1 and Qα2 relative to P . Secondly, the manner in which the intrinsic
spin gives rise to a velocity of Q relative to P is prescribed. It should be noted that this is a
purely continuum hypothesis, no attempt being made to average the micro-mechanical veloc-
ities and rotations. The model is to be validated, or refuted, by comparison of its predictions
with the properties of real granular materials.

3.1. The proposed kinematic hypothesis

The first postulate is that, relative to the inertial frame F , the velocity of the material-point
body at Qαi relative to P , dv

Qαi

P , is given by

dv
Qαi

P =kβi

∣∣∣ds
Qαi

P

∣∣∣ tβi cosφ, (20)
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where kβi is a proportionality factor called the shear strength in the βi-direction and i takes
the values 1 and 2. We shall call Equation (20) a βi-direction dilatant shear on the αi-direc-
tion, since both material-point bodies P and Qαi lie on the same αi-line segment and their
relative velocity is directed in the βi-direction. For an arbitrary point Q in the neighbourhood
of P the velocity of the material-point body at Q relative to that at P due to the two dilatant
shears of Equation (20) is then postulated to be given by their sum

dvQP
∣∣∣S = dv

Qα1
P +dv

Qα2
P , (21)

relative to the inertial frame F . The α1- and α2-directions are the shear directions and we
shall also refer to them as the slip directions. A fundamental postulate of the model is that
the slip directions coincide with the Coulomb yield directions. It should be carefully noted
that Equations (20) and (21) hold at each instant of time. As the flow proceeds, the vectors
tαi and tβi , i=1,2, will, in general, vary their orientation in space and, at each instant, the
dilatant shears (20) are defined relative to the current orientations of the tαi , tβi .

The second postulate is that, again relative to the inertial frame F , the velocity of the
material-point body at Q relative to that at P due to the intrinsic spin is the local rigid rota-
tion

dvQP
∣∣∣R=ω×dsQP . (22)

Thus, the resultant relative velocity of Q relative to P, relative to the inertial frame F , is

dvQP = dvQP
∣∣∣S + ω×dsQP

∣∣R , (23)

where ω is evaluated at P .
This is the complete kinematic rule for the local rate of deformation. Thus, for any point

Q in the neighbourhood of P the velocity of the material point body at Q relative to that at
P may be written

dvQP =kβ1

∣∣∣ds
Qα1
P

∣∣∣ tβ1 cosφ+kβ2

∣∣∣ds
Qα2
P

∣∣∣ tβ2 cosφ+ω×dsQP , (24)

relative to F .

3.2. The standard double-shearing kinematic hypothesis

It is instructive to compare the kinematic hypothesis given above, with that of the standard
double-shearing model in terms of the method and notation of this paper. In order to state
the hypothesis, a second frame of reference, this time non-inertial, is required. Let G denote
a frame of reference fixed with respect to the principal axes of stress. Since the principal axes
of stress may rotate, these axes form another spinning triad. Let ωψ denote the spin (angular
velocity) of this triad relative to the inertial frame F . The standard double-shearing model
is also based upon Equations (20) and (21) but now we take these equations to be true rel-
ative to the frame G. Since we require our constitutive equations to be expressed relative to
the inertial frame F , we must add the relative velocity dvQP

∣∣∣F =ωψ×dsQP due to the rigid spin
ωψ of the frame G relative to F . The complete kinematic hypothesis for the standard double-
shearing model is then

dvQP =dv
Qα1
P +dv

Qα2
P +ωψ×dsQP (25)

where the dv
Qαi

P are again given by Equation (20). We see that the two kinematic hypotheses
are formally identical, and will hence give rise to formally identical equations. In the planar
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case, where the orientation of the principal axes of stress in the plane of deformation is deter-
mined by ψσ , it is clear that ωψ is expressible in terms of the material time derivative of ψσ

(material derivative since the material spins at this rate). Since the double-shearing equations
have been derived from an equation essentially equivalent to Equation (25) in [18], we shall
refrain from deriving them again here.

Now, the assertion that we observe two dilatant shears relative to axes fixed relative to
the principal axes of the Cauchy stress tensor is equivalent to the assumption that, locally,
the material rotates with these axes. This is an unusual, if not unique, assumption in con-
tinuum mechanics. It is, ultimately, this assumption that renders the double-shearing equa-
tions ill-posed, that causes the instability of a time-dependent simple shear, and is the cause
of the discrepancy between the theory and certain experimental data; see [22] and [23]. The
postulate that (20) and (21) are true relative to the frame G implies that the material rotates
locally with the principal axes of stress and this is tantamount to postulating a physical
law. It is this physical law that the authors identify as causing both the theoretical difficul-
ties of ill-posedness and instability and also the discrepancy with the available experimental
data. It is this physical law that the authors seek to replace with another law, the proposed
kinematic hypothesis (25), which does not suffer from these disadvantages.

3.3. The proposed kinematic equations

We see then, that the essential difference between the standard double-shearing kinematic
hypothesis and the one proposed here is that one spin of a triad, the spin of the principal
axes of stress, is replaced by the spin of another triad, the spin of the principal axes of inertia.
The proposed kinematic hypothesis is more in keeping with the double-sliding free-rotating
model due to de Josselin de Jong [2,17]. However, this latter model is indeterminate, consist-
ing, in one formulation, of a system of equations with more unknowns than equations (the
unknown not matched with an equation being ω) and in a second formulation, of a set of
inequalities. The standard double-shearing model represents one method of closing the dou-
ble-sliding free-rotating equations, by prescribing the rotation to coincide with the rotation of
the principal axes of stress. We may view the model presented here as an alternative closure
of the double-sliding free-rotating equations, in which the rotation is identified with the spin
of the material-point body and the system is closed by the equation of rotational motion. We
turn now to the derivation of the equations arising from the proposed kinematic hypothesis
(24). Now the angle between the α1-direction and the normal to the α2-direction is

ψσ + ε− (ψσ − ε+π/2)=φ, (26)

while the angle between the α2-direction and the normal to the α1-direction is

ψσ − ε− (ψσ + ε+π/2)=−φ−π. (27)

Hence the projections of ds
Qαi

P and dsQP onto the direction nαj are equal and may be written
as ∣∣∣ds

Qα1
P

∣∣∣ cosφ=nα2 ·dsQP ,
∣∣∣ds

Qα2
P

∣∣∣ cosφ=−nα1 ·dsQP . (28)

Hence

dvQP =kβ1

(
nα2 ·dsQP

)
tβ1 −kβ2

(
nα1 ·dsQP

)
tβ2 +ω×dsQP , (29)

i.e.,

dvQP =
[
kβ1

(
tβ1 ⊗nα2

)−kβ2

(
tβ2 ⊗nα1

)+�
] ·dsQP , (30)
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where � denotes the anti-symmetric tensor dual to ω. We now suppose that the velocity and
rotational fields are sufficiently smooth in terms of the velocity-gradient tensor

dvQP =	 ·ds
Q
P (31)

and so

	 =kβ1

(
tβ1 ⊗nα2

)−kβ2

(
tβ2 ⊗nα1

)+�, (32)

where

�=
[

0 −ω
ω 0

]
. (33)

Now,

tβ1=(cos(ψσ−ε+ν),sin(ψσ−ε+ν)), tβ2=(cos(ψσ+ε−ν),sin(ψσ+ε−ν)),
nα1=(−sin(ψσ+ε),cos(ψσ+ε)), nα2=(−sin(ψσ−ε),cos(ψσ−ε)) (34)

and

tβ1 ⊗nα2 =
[− cos (ψσ − ε+ν) sin (ψσ − ε) cos (ψσ − ε+ν) cos (ψσ − ε)

− sin (ψσ − ε+ν) sin (ψσ − ε) sin (ψσ − ε+ν) cos (ψσ − ε)

]
, (35)

tβ2 ⊗nα1 =
[− cos (ψσ + ε−ν) sin (ψσ + ε) cos (ψσ + ε−ν) cos (ψσ + ε)

− sin (ψσ + ε−ν) sin (ψσ + ε) sin (ψσ + ε−ν) cos (ψσ + ε)

]
. (36)

Hence

∂1v1=−kβ1 cos (ψσ − ε+ν) sin (ψσ − ε)+kβ2 cos (ψσ + ε−ν) sin (ψσ + ε) ,

∂2v1=kβ1 cos (ψσ − ε+ν) cos (ψσ − ε)−kβ2 cos (ψσ + ε−ν) cos (ψσ + ε)−ω,

∂1v2=−kβ1 sin (ψσ − ε+ν) sin (ψσ − ε)+kβ2 sin (ψσ + ε−ν) sin (ψσ + ε)+ω,

∂2v2=kβ1 sin (ψσ − ε+ν) cos (ψσ − ε)−kβ2 sin (ψσ + ε−ν) cos (ψσ + ε) ,

from which we obtain

∂1v1+ ∂2v2=
(
kβ1 +kβ2

)
sin ν,

∂1v1− ∂2v2=−kβ1 sin (2ψσ −2ε+ν)+kβ2 sin (2ψσ +2ε−ν)

=kβ1 cos (2ψσ −φ+ν)+kβ2 cos (2ψσ +φ−ν) , (37)

∂2v1+ ∂1v2=kβ1 cos (2ψσ −2ε+ν)−kβ2 cos (2ψσ +2ε−ν)

=kβ1 sin (2ψσ −φ+ν)+kβ2 sin (2ψσ +φ−ν) ,

∂2v1− ∂1v2=
(
kβ1 −kβ2

)
cos ν−2ω.

From Equations (37)ii and (37)iii we may solve for the quantities kβ1 and kβ2 in terms of the
components of the deformation-rate tensor to obtain

(d11−d22) sin (2ψσ +φ−ν)−2d12 cos (2ψσ +φ−ν)=kβ1 sin 2 (φ−ν) ,

(d11−d22) sin (2ψσ −φ+ν)−2d12 cos (2ψσ −φ+ν)=−kβ2 sin 2 (φ−ν) ,
(38)

provided ν �=φ. Subtracting and adding Equations (38) gives(
kβ1 +kβ2

)
sin 2 (φ−ν)= (d11−d22) [sin (2ψσ +φ−ν)− sin (2ψσ −φ+ν)]

+2d12 [cos (2ψσ −φ+ν)− cos (2ψσ +φ−ν)]

=2 [(d11−d22) cos 2ψσ +2d12 sin 2ψσ ] sin (φ−ν) ,
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i.e., (
kβ1 +kβ2

)
cos (φ−ν)= (d11−d22) cos 2ψσ +2d12 sin 2ψσ (39)

and (
kβ1 −kβ2

)
sin 2 (φ−ν)= (d11−d22) [sin (2ψσ +φ−ν)+ sin (2ψσ −φ+ν)]

−2d12 [cos (2ψσ +φ−ν)+ cos (2ψσ −φ+ν)]

=2 [(d11−d22) sin 2ψσ −2d12 cos 2ψσ ] cos (φ−ν) ,

i.e., (
kβ1 −kβ2

)
sin (φ−ν)= (d11−d22) sin 2ψσ −2d12 cos 2ψσ . (40)

Eliminating the quantities kβ1 + kβ2 and kβ1 − kβ2 , between Equations (37)i, (37)iv, (39) and
(40) gives the following pair of equations

d11+d22= sin ν
cos (φ−ν)

[(d11−d22) cos 2ψσ +2d12 sin 2ψσ ] , (41)

2 (ω− s21)= cos ν
sin (φ−ν)

[(d11−d22) sin 2ψσ −2d12 cos 2ψσ ] . (42)

Equations (41) and (42) are the required constitutive equations governing the flow. They
are formally identical to the Mehrabadi–Cowin equations [15]; however, the quantity ω is here
interpreted as the intrinsic spin, whereas in the Mehrabadi–Cowin equations it is interpreted
as the material derivative of the quantity ψσ .

Equations (41) and (42) are frame-indifferent. To see this, we demonstrate that they are
unchanged in form under a superposed rigid-body motion. Consider two velocity and intrinsic
spin fields (v1, v2,ω), (v

(1)
1 , v

(1)
2 ,ω(1)), differing only by a rigid-body spin (0,0,�) , measured

anti-clockwise positive, then substituting

v1=v
(1)
1 −�x2, v2=v

(1)
2 +�x1, ω=ω(1)+�

in Equations (41) and (42) gives the required result.
In the case where φ= ν, the first three of Equations (37) are equivalent to those for an

associated flow rule, see [2],

d11+d22= sinφ [(d11−d22) cos 2ψσ +2d12 sin 2ψσ ] , (43)

(d11−d22) sin 2ψσ −2d12 cos 2ψσ =0. (44)

Equation (44) is the statement of coaxiality of the stress and deformation-rate tensors. Equa-
tions (41) and (42) also reduce to Equations (43) and (44) when φ=ν. In this case the veloc-
ity field is independent of ω and the quantity kβ1 −kβ2 is indeterminate. Equation (37)iv then
also becomes indeterminate unless we make the additional assumption that kβ1=kβ2 and then
(37)iv reduces to

ω= s21, (45)

i.e., the intrinsic spin ω is determined by the velocity field and is equal to half the vortic-
ity. The anti-symmetric part of the stress required to ensure satisfaction of this kinematic
constraint is obtained from the equation of rotational motion; Equation (9) and, in this
case, the yield condition (14) must be omitted from the model, since the material must be
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able to sustain the anti-symmetric stress required in order to ensure satisfaction of Equa-
tion (45). In this sense, the model links, inextricably, the concepts of dilatancy, coaxiality,
intrinsic spin and vorticity. Since it is an experimental fact that the magnitude of the angle
of dilatancy is less than the angle of internal friction, it follows necessarily that the model
predicts both non-coaxiality and non-coincidence of the intrinsic spin with half the vortic-
ity, the rotational yield condition limiting the magnitude of the anti-symmetric part of the
stress.

In summary, the model proposed in this section, expressed mathematically in Equations
(41) and (42), may be described in physical terms by saying that the flow consists of a local
intrinsic spin together with simultaneous dilatant shears on two slip directions and, further,
these slip directions coincide with the Coulomb yield directions. The derivation is essentially
algebraic, depending only on the yield condition and is independent of the equations of
motion. When the full equations of the model are considered as a set of first-order partial
differential equations, the question naturally arises as to the relationship, if any, between the
slip and yield directions on the one hand and the spatial characteristic directions for a steady-
state motion, on the other. We show in the next section that for this model there are three
distinct spatial characteristic directions, two of which coincide with the coincident slip and
yield directions, while the remaining characteristic direction corresponds to the direction of
the streamlines.

It turns out that the well- or ill-posedness of this system of first-order partial differential
equations is dependent upon certain properties of the characteristic directions. In this way,
the mechanical and kinematic concepts of yield and slip directions are directly related to the
mathematical concept of characteristic direction, and hence to the well- or ill-posedness of the
model.

4. The steady-state equations are hyperbolic

For steady-state flows in the Ox1x2-plane, the equations governing the model (9), (16–18),
(41), (42) become,

ρv1∂1v1+ρv2∂2v1+ (1− sinφ cos 2ψσ ) ∂1pσ − sinφ sin 2ψσ∂2pσ

+2qσ sin 2ψσ∂1ψσ −2qσ cos 2ψσ∂2ψσ −ρF1=0,
(46)

ρv1∂1v2+ρv2∂2v2− sinφ sin 2ψσ∂1pσ + (1+ sinφ cos 2ψσ ) ∂2pσ

−2qσ cos 2ψσ∂1ψσ −2qσ sin 2ψσ∂2ψσ −ρF2=0,
(47)

ρI (v1∂1ω+v2∂2ω)+ρ (v1∂1I +v2∂2I )ω−2rσ −ρG=0, (48)

v1∂1ρ+v2∂2ρ+ρ∂1v1+ρ∂2v2=0, (49)

[cos (φ−ν)− sin ν cos 2ψσ ] ∂1v1− (sin ν sin 2ψσ ) ∂2v1− (sin ν sin 2ψσ ) ∂1v2

+ [cos (φ−ν)+ sin ν cos 2ψσ ] ∂2v2=0,
(50)

− (cos ν sin 2ψσ ) ∂1v1+ [sin (φ−ν)+ cos ν cos 2ψσ ] ∂2v1

+ [− sin (φ−ν)+ cos ν cos 2ψσ ] ∂1v2+ (cos ν sin 2ψσ ) ∂2v2+2ω sin (φ−ν)=0.
(51)

Let

zt = (z1, z2, z3, z4, z5, z6)= (v1, v2,ω, ρ,pσ ,ψσ ) , (52)
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where the superscript t denotes transpose; then Equations (46–51) may be written in matrix
form,

B1 (z) ∂1z+B2 (z) ∂2z+ c (z)=0, (53)

where

B1 (z)=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ρv1 0 0 0 b1
15 b

1
16

0 ρv1 0 0 b1
25 b

1
26

0 0 ρIv1 0 0 0

ρ 0 0 v1 0 0

b1
51 b1

52 0 0 0 0

b1
61 b1

62 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (54)

B2 (z)=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ρv2 0 0 0 b2
15 b

2
16

0 ρv2 0 0 b2
25 b

2
26

0 0 ρIv2 0 0 0

0 ρ 0 v2 0 0

b2
51 b2

52 0 0 0 0

b2
61 b2

62 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (55)

c (z)=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−ρF1

−ρF2

ρİω−2rσ −ρG

0
0

2ω sin (φ−ν)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (56)

where the superposed dot denotes the material derivative and where

b1
15=1− sinφ cos 2ψσ , b1

16=2qσ sin 2ψσ ,

b1
25=− sinφ sin 2ψσ , b1

26=−2qσ cos 2ψσ ,

b1
51= cos (φ−ν)− sin ν cos 2ψσ , b1

52=− sin ν sin 2ψσ ,

b1
61=− cos ν sin 2ψσ , b1

62=− sin (φ−ν)+ cos ν cos 2ψσ ,

(57)

b2
15=− sinφ sin 2ψσ , b2

16=−2qσ cos 2ψσ ,

b2
25=1+ sinφ cos 2ψσ , b2

26=−2qσ sin 2ψσ ,

b2
51=− sin ν sin 2ψσ , b2

52= cos (φ−ν)+ sin ν cos 2ψσ ,

b2
61= sin (φ−ν)+ cos ν cos 2ψσ b2

62= cos ν sin 2ψσ .

(58)

Let u=u (x1, x2)= c, where c is a constant, denote a curve in the Ox1x2-plane on which the
solution z is known and define

ξ1= ∂1u, ξ2= ∂2u. (59)

Then z= z (u)= z (x1, x2) and, letting duz denote differentiation with respect to u, we have

∂1z=duz∂1u= ξ1duz, ∂2z=duz∂2u= ξ2duz. (60)
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Since duz=0 on the curve u (x1, x2)= c, we may regard duz as an exterior derivative. Let

E=B1ξ1+B2ξ2; (61)

then

E=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ρe 0 0 0 e15 e16

0 ρe 0 0 e25 e26

0 0 ρIe 0 0 0
ρξ1 ρξ2 0 e 0 0
e51 e52 0 0 0 0
e61 e62 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (62)

where

e=v1ξ1+v2ξ2, eij =b1
ij ξ1+b2

ij ξ2. (63)

Using Equations (60) and (61), we may write Equation (53) as

Eduz+ c=0. (64)

This is a set of equations for the exterior derivative duz which enables the solution z to be
continued into the Ox1x2-plane away from the curve u (x1, x2)=c. Equation (64) fails to have
a solution, i.e., z cannot be continued off the curve u (x1, x2)= c, if

detE=0. (65)

This is the condition that u (x1, x2)= c be a characteristic curve. Expanding the determinant
gives

detE=ρIe2 (e26e15− e16e25) (e51e62− e61e52) , (66)

where

e26e15− e16e25=−2qσA(ξ1, ξ2) , (67)

e51e62− e61e52= cos (φ−2ν)A (ξ1, ξ2) (68)

and

A=A(ξ1, ξ2)= (cos 2ψσ − sinφ) ξ2
1 +2 sin 2ψσ ξ1ξ2− (cos 2ψσ + sinφ) ξ2

2 . (69)

Thus,

detE=−2qσρI cos (φ−2ν) e2A2 (70)

and we note that the contributions to detE from the stress and kinematic equations uncouple
and so we may refer to the two pairs of characteristic curves arising from Equations (67) and
(68) as the stress and velocity characteristic curves, respectively. Further, their contributions
are identical up to a multiplicative factor, and hence these curves coincide. All the character-
istic curves are given by the condition (65) and hence one of the following must hold

v1ξ1+v2ξ2=0, (71)

(cos 2ψσ − sinφ) ξ2
1 + (2 sin 2ψσ ) ξ1ξ2− (cos 2ψσ + sinφ) ξ2

2 =0. (72)

Thus, the system has
1. a repeated characteristic linear in ξ1, ξ2,
2. a repeated pair of characteristic curves, quadratic in ξ1 and ξ2,



122 D. Harris and E.F. Grekova

and, the system is hyperbolic in the sense that all characteristic directions are real, albeit
degenerate in that each characteristic is repeated. Let u= u (x1, x2)= c be a characteristic
curve, then the condition

du= ξ1dx1+ ξ2dx2=0 (73)

gives

dx2

dx1
=−ξ1

ξ2
=mi , (74)

say, where i takes the values 1,2,3. Hence, the root of the linear equation may be written m3=
v2/v1, and the characteristic direction determined by this equation corresponds to the stream-
lines of the flow, while the roots of the quadratic equation

(cos 2ψσ − sinφ)m2
i − (2 sin 2ψσ )mi − (cos 2ψσ + sinφ)=0 (75)

determine the characteristic directions in the Ox1x2 plane given by

m1= tan (ψσ + ε) , m2= tan (ψσ − ε) . (76)

These are the α1- and α2-directions defined after Equation (19) and the angle between them is
1
2π+φ. Thus, the characteristic directions of the system of governing partial differential equa-
tions coincide with the Coulomb yield directions and the slip directions. In fact, for equations
of the form considered here, the condition that the stress and velocity characteristic directions
coincide is a necessary, but not sufficient condition, for the linear well-posedness of the model.
The plastic-potential model for incompressible materials does not have coincident stress and
velocity characteristics and is ill-posed. On the other hand, the incompressible double-shear-
ing model does have coincident stress and velocity characteristics but is also ill-posed. In
the next two sections we demonstrate that the model proposed here, which is closely related
to both the plastic potential and to the double-shearing models does admit a class of flows
for which the model is linearly well-posed, namely the class of flows for an incompressible
material.

5. Linearisation of the equations in the incompressible case

We now begin the proof that the model contains a domain of well-posedness. The calculation
for the full model is extremely lengthy and requires specification of the evolution of the angle
of dilatancy ν, since the standard assumption of perfect plasticity in which ν is considered
constant is not adequate here. The total amount of dilatancy or compressibility must be lim-
ited, for otherwise the model becomes invalid, either as the density reduces below the level
at which the grains can remain in contact, or as it increases above the level which requires
grain overlap. Unlimited dilatancy, in particular, may give rise to a mathematical ill-posed-
ness, in this case valid and caused by a physical instability, namely the phase change from
solid or liquid-like behaviour to gaseous-like behaviour. The model proposed here, of course,
becomes invalid for such dilute flows. Consequently, we consider the special case of incom-
pressible flows and put ν = 0 and omit ρ from the set of dependent variables. In this case,
Equation (41) becomes identical with the continuity equation for an incompressible material
and so we omit the latter. The full time-dependent equations for incompressible flows will be
written as

A∂tz+B1 (z) ∂1z+B2 (z) ∂2z+ c (z)=0, (77)
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where

A=

⎡⎢⎢⎢⎢⎢⎣
ρ 0 0 0 0
0 ρ 0 0 0
0 0 ρI 0 0
0 0 0 0 0
0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎦ (78)

and B1,B2 are as in the previous section but with the fourth row and column omitted. We
now linearise this set of equations. Let Zt= (Z1,Z2,Z3,Z4,Z5)= (V1, V2,�,Pσ ,�σ ) denote a
known solution of Equation (77) and consider a perturbation z′ of Z such that

z=Z+ z′. (79)

Also let Qσ , Rσ denote the known qσ , rσ fields for this solution, q ′σ , r ′σ the corresponding
perturbations of the qσ , rσ fields, then

v1=V1+v′1, v2=V2+v′2, ω=�+ω′, pσ =Pσ +p′σ ,
ψσ =�σ +ψ ′σ , qσ =Qσ +q ′σ , rσ =Rσ + r ′σ , (80)

Finally, let Dij , $ij denote the components of the deformation-rate and stress tensors in the
underlying unperturbed solution. Substituting Equation (79) in Equation (77), linearizing the
resulting equations and using the fact that Z is a solution of (77), we have

A∂tz′ +B1 (Z) ∂1z′ +B2 (Z) ∂2z′ +C (Z) z′ =0, (81)

where

C (Z)=

⎡⎢⎢⎢⎢⎢⎣
c11 c12 0 c14 c15

c21 c22 0 c24 c25

c31 c32 c33 0 0
0 0 0 0 0
0 0 c53 0 c55

⎤⎥⎥⎥⎥⎥⎦ (82)

and

c11=ρ0∂1V1, c12=ρ0∂2V1,

c14=2 sinφ (∂1�σ sin 2�σ − ∂2�σ cos 2�σ ) ,

c15=2 [sinφ (∂1Pσ sin 2�σ − ∂2Pσ cos 2�σ )

+2Qσ (∂1�σ cos 2�σ + ∂2�σ sin 2�σ )] ,
c21=ρ0∂1V2, c22=ρ0∂2V2,

c24=−2 sinφ (∂1�σ cos 2�σ + ∂2�σ sin 2�σ ) ,

c25=−2 [sinφ (∂1Pσ cos 2�σ + ∂2Pσ sin 2�σ )

−2Qσ (∂1�σ sin 2�σ − ∂2�σ cos 2�σ )] ,
c31=ρI∂1�, c32=ρI∂2�, c33=ρ (∂t I +V1∂1I +V2∂2I ) ,
c53=2 sinφ, c55=−2QD cos 2 (�D−�$) ,

(83)

where

QD= 1
2

[
(D11−D22)

2+4D2
12

]1/2
, (84)

tan 2�D= 2D12

D11−D22
, (85)
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i.e., QD and �D are the maximum shear-rate and angle that the greater principal direction
of the deformation-rate tensor makes with the x1-axis, in the underlying unperturbed field,
respectively. Let the entries of B1 (Z), B2 (Z) be denoted by B1

ij , B2
ij , respectively; then, since

ν= 0, and renumbering the rows and columns as necessary, we obtain from Equations (57),
(58)

B1
14=1− sinφ cos 2�$, B1

15=2Q$ sin 2�$,

B1
24=− sinφ sin 2�σ , B1

25=−2Q$ cos 2�$,

B1
41=1, B1

42=0,

B1
51=− sin 2�$, B1

52=− sinφ+ cos 2�$,

B2
14=− sinφ sin 2�$, B2

15=−2Q$ cos 2�$,

B2
24=1+ sinφ cos 2�$, B2

25=−2Q$ sin 2�$,

B2
41=0, B2

42=1,

B2
51= sinφ, B2

52= sin 2�$ ,

(86)

where

Q$= 1
2

[
($11−$22)

2+4$2
12

]1/2
, (87)

tan 2�$= $21+$12

$11−$22
.

6. Method of frozen coefficients for the incompressible case

We now apply the method of frozen coefficients to show that the model is linearly well-posed
for incompressible flows. Consider a perturbation z′ of the original solution Z, with initial
time t0 in the neighbourhood of the point x0 in which z′ is a normal mode solution of the
linearised Equations (81), i.e.,

z′= z0 exp [ς (t− t0)+ ik · (x−x0)] (88)

where

zt
0=

(
v0

1, v
0
2,ω

0, p0
σ ,ψ

0
σ

)
(89)

denotes the initial amplitude of the perturbation, ς denotes the (possibly complex) frequency,
i=√−1, k= (k1, k2) the (real) vector wave-number, x= (x1, x2) , t0 denotes the initial time and
x0 denotes a fixed spatial point in R. Now,

∂tz′ =ςz′, ∂1z′ = ik1z′, ∂2z′ = ik2z′, (90)

and substituting in Equation (81) gives the homogeneous set of algebraic linear equations for
z0,

[Aς +E(k,Z)] z0=0, (91)
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where E denotes the matrix

E(k,Z)= ik1B1 (Z)+ ik2B2 (Z)+C (Z) (92)

=

⎡⎢⎢⎢⎢⎢⎣
e11 c12 0 e14 e15

c21 e22 0 e24 e25

c31 c32 e33 0 0
e41 e42 0 0 0
e51 e52 c53 0 c55

⎤⎥⎥⎥⎥⎥⎦ (93)

and where

e11=ρ0e+ c11, e22=ρ0e+ c22, e33=ρ0Ie+ c33, (94)

e= ik1V1+ ik2V2, (95)

eij = ik1B
1
ij + ik2B

2
ij + cij , i=1,2, j =4,5

eij = ik1B
1
ij + ik2B

2
ij , i=4,5, j =1,2.

(96)

Thus, each eij is linear in ik, while cij is independent of k. Recall that the symbol E was used
for a related, but different, matrix in the section demonstrating hyperbolicity of the steady
state equations. The similarities and differences between the two matrices are worth noting.
The condition that Equation (91) gives rise to non-trivial solutions for z0, is

det [Aς +E(k,Z)]=0. (97)

Now, the matrix A is singular and Equation (91) represents a generalised eigenvalue prob-
lem for ς ,1 and care must be taken to ensure that all possibilities for non-trivial solutions
are found. Accordingly, we first reduce Equation (91) to a standard eigenvalue problem by
using the fourth and fifth equations to eliminate the unknowns p0

σ ,ψ
0
σ . However, it should be

pointed out that a direct expansion of the determinant in Equation (97) gives the same results
concerning well-posedness as those given below, and, moreover, the calculation is shorter.
Now, the fourth row of Equation (91) states

e41v
0
1+ e42v

0
2=0. (98)

Multiplying the first equation by e41, the second by e42 and adding gives

(e11e41+ e42c21) v
0
1+ (e41c12+ e42e22) v

0
2

+ (e41e14+ e42e24)p
0
σ + (e41e15+ e42e25)ψ

0
σ =0. (99)

The fifth row of Equation (91) states

e51v
0
1+ e52v

0
2+ c53ω

0+ c55ψ
0
σ =0.

Multiplying the first equation by e51, the second by e52 and adding gives

(e11e51+ c21e52) v
0
1+ (c12e51+ e22e52) v

0
2−ρ0ςc53ω

0

+ (e15e51+ e25e52)p
0
σ + (e15e51+ e25e52− c55ρ0ς)ψ

0
σ =0. (100)

1One of the authors (DH) is indebted for remarks by Prof. D.G. Schaeffer on this point.
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Equations (99) and (100) may be solved for p0
σ , ψ

0
σ ,

p0
σ =

(f41+g41ρ0ς) v
0
1+ (f42+g42ρ0ς) v

0
2+g43ρ0ςω

0

f +gρ0ς
, (101)

ψ0
σ =

f51v
0
1+f52v

0
2+g53ρ0ςω

0

f +gρ0ς
, (102)

where

f = (e14e25− e15e24) (e42e51− e41e52) , g= c55 (e41e14+ e42e24) (103)

and these are the key quantities in determining the linear well-posedness of the system. Also

f41= (c21e15− e11e25) (e42e51− e41e52) ,

f42= (e15e22− e25c12) (e42e51− e41e52) ,

f51= (e15c21− e25e11) (e41e52− e42e51) ,

f52= (e14e22− e24c12) (e41e52− e42e51) ,

(104)

g41=−c55 (e11e41+ e42c21) , g42=−c55 (e41c12+ e42e22) ,

g43= c53 (e41e14+ e42e24) , g43=−c53 (e41e14+ e42e24) .
(105)

Elimination of p0
σ ,ψ

0
σ from the equations and defining z0

r =
(
v0

1, v
0
2,ω

0
)

reduces the system of
equations to⎡⎣gρ2

0ς
2+h11ρ0ς + i11 h12ρ0ς + i12 h13ρ0ς

h21ρ0ς + i21 gρ2
0ς

2+h22ρ0ς + i22 h23ρ0ς

c31 c32 ρ0Iς + e33

⎤⎦⎡⎣ v0
1
v0

2
ω0

⎤⎦=
⎡⎣0

0
0

⎤⎦ , (106)

where

h11=f + e11g+ e15g41, h12= c12g+ e15g42,

h13= e15g43+ e16g53, h21= c21g+ e25g41,

h22=f + e22g+ e25g42, h23= e25g43+ e26g53,

i11= e11f + e15f41+ e16f51, i12= c12f + e15f42+ e16f52,

i21= c21f + e26f51+ e25f41, i22= e22f + e25f42+ e26f52.

(107)

A direct calculation shows that

i11= i12= i21= i22=0 (108)

and so the equations reduce to

F(ς,k,Z)z0
r =0, (109)

where

F(ς,k,Z)=
⎡⎣gρ2

0ς
2+h11ρ0ς h12ρ0ς h13ρ0ς

h21ρ0ς gρ2
0ς

2+h22ρ0ς h23ρ0ς

c31 c32 ρ0Iς + e33

⎤⎦ . (110)

This is now a standard eigenvalue problem and Equation (109) has non-trivial solutions for
z0
r provided

detF(ς,k,Z)=0 (111)
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and equation (111), the dispersion relation for the model, determines ς in terms of k and Z,

ς =ς (k,Z) . (112)

Bearing in mind Equation (88), the growth rate of the model, for given k, Z is defined to be
the quantity Re (ς) where Re denotes real part. It is convenient to define the wave number
tensor K by

K=k⊗k=
[

k2
1 k1k2

k1k2 k2
2

]
(113)

with invariant k, where

k=
√
k2

1+k2
2, (114)

and the wave tensor angle ψK by

tanψK =k2/k1. (115)

Then

k1=k cosψK, k2=k sinψK . (116)

For k �=0 define

ki =ki/k. (117)

The relations

sin 2ψK = 2k1k2

k2
1+k2

2

=2k1k2, (118)

cos 2ψK =
k2

1−k2
2

k2
1+k2

2

=k
2
1−k

2
2. (119)

will be particularly useful. Then

detF(ς, k,ψK,Z)=0 (120)

and expanding the dispersion relation (120) using Equation (110) gives the following quintic
equation in ς

A3 (ρ0ς)
5+A2 (ρ0ς)

4+A1 (ρ0ς)
3+A0 (ρ0ς)

2=0, (121)

in which the coefficients Ai =Ai (k,ψK,Z) are

A3= Ig2,

A2=g [e33g+ I (h11+h22)] ,

A1= I (h11h22−h12h21)+ e33g (h11+h22)−g (c31h13+ c32h23) ,

A0= e33 (h11h22−h12h21)+ c32 (h13h21−h11h23)+ c31 (h12h23−h13h22) ,

(122)
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where, from Equations (107)

h11+h22=2f + c55 [e42 (e11e24− e14c21)+ e41 (e22e14− e24c12)] , (123)

h11h22−h12h21=f 2+ c55 [e42 (e11e24− e14c21)+ e41 (e22e14− e24c12)]f, (124)

c31h13+ c32h23= c53 (e14e25− e15e24) (c31e42− c32e41) , (125)

c32 (h13h21−h11h23)+ c31 (h12h23−h13h22)

= c53 (c32b41− c31b42) (e14e25− e15e24) f.
(126)

Thus,

A2=2Ifg+ e33g
2+ Ic55 [e42 (e11e24− e14c21)+ e41 (e22e14− e24c12)]g, (127)

A1= If 2+{Ic55 [e42 (e11e24− e14c21)+ e41 (e22e14− e24c12)]+2e33g}f
+{c55e33 [e42 (e11e24− e14c21)+ e41 (e22e14− e24c12)]

−c53 (c31e42− c32e41) (e14e25− e15e24)}g,
(128)

A0={e33 {f + c55 [e42 (e11e24− e14c21)+ e41 (e22e14− e24c12)]}
+c53 (c32e41− c31e42) (e14e25− e15e24)}f. (129)

Now, ς =ς (k,ψK,Z) and we define

ς∞=ς∞ (ψK,Z)= lim
k→∞

ς (k,ψK,Z) . (130)

The quantity Re (ς∞) is called the asymptotic growth rate of the model. The model is called
linearly well-posed if Re (ς∞) is finite for all values of ψK . On the other hand, it is called lin-
early ill-posed if Re (ς∞)→+∞ as k →∞ for some value of ψK . Thus, a well-posed model
may admit unstable solutions but the growth rate ς must be bounded in its dependence on
k. But then, in a linearly ill-posed model, ς is unbounded as a function of k, so, the shorter
the wavelength of the perturbation, the larger its growth rate, pointing to a particularly strong
kind of instability. Of course, these growing perturbations are solutions of only the linearised
equations of the model, which become invalid as the perturbations grow. In the full model,
the strength of the growth of perturbations may be mitigated by the nonlinearities. However,
for the quasi-linear models considered here, a (nonlinearly) ill-posed model cannot give rise
to a well-posed linearisation, and a linearly ill-posed model cannot be the linearisation of a
(nonlinearly) well-posed model; see Strang [24]. It is in this sense that the linearised analysis
presented here gives a valid deduction for the full quasi-linear model. Our goal is to evaluate
Re (ς∞) for all values of ψK and this we will do by finding the asymptotic growth rate of the
roots of Equation (121).

7. Linear well-posedness for normal directions

From Equation (121) either ς = 0 is a repeated root, corresponding to a neutral affect on
growth or decay, or

A3 (ρ0ς)
3+A2 (ρ0ς)

2+A1ρ0ς +A0=0. (131)

By inspection, from Equations (122)1, (127–129), we have

A3 (k,Z)=O
(
k4
)

, A2 (k,Z)=O
(
k6
)

,
A1 (k,Z)=O

(
k8
)

, A0 (k,Z)=O
(
k9
)

.
(132)
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Let the roots of the dispersion relation, Equation (131), be denoted by α,β, γ ; then

α+β+γ =O
(
k2
)
, αβ+αγ +βγ =O

(
k4
)
, αβγ =O

(
k5
)
. (133)

Hence, there are two roots O
(
k2
)

and one root O (k) . We now investigate the asymptotic
behaviour of the roots α, β, γ .

7.1. The roots O
(
k2
)

To investigate the O
(
k2
)

roots, we define

ς̄ = ς̄ (k,ψK,Z)=ς/k2, ēij = eij /k, cij = cij /k. (134)

Also let

f̄ = (ē14ē25− ē15ē24) (ē42ē51− ē41ē52) , ḡ= c55 (ē41ē14+ ē42ē24) . (135)

We now consider the behaviour of Re (ς̄) in the limit k→∞ with ψK held constant. Let ς̄∞=
limk→∞ ς̄ then Re (ς̄∞) determines the asymptotic growth rate of the model since

ς̄∞= lim
k→∞

ς∞/k2. (136)

Clearly, for a O
(
k2
)

root, the model is linearly well-posed if, and only if, ς̄∞≤0. We re-scale
the dispersion relation to render the O

(
k2
)

root finite in the limit k→∞ and use the scaled
dispersion relation to obtain the value of Re (ς∞). Dividing Equation (131) by k10, we may
write the dispersion relation as follows:

Ā3 (ρ0ς̄ )
3+ Ā2 (ρ0ς̄ )

2 + Ā1ρ0ς̄ + Ā0/k=0, (137)

where Ā3= Ā3 (ψK,Z) , all other Āi = Āi (k,ψK,Z) and

Ā3= I ḡ2,

Ā2=2I f̄ ḡ+ 1
k
ē33ḡ

2+ I c̄55 [ē42 (ē11ē24− ē14c̄21)+ ē41 (ē22ē14− ē24c̄12)] ḡ,

Ā1= I f̄ 2+
{
I c̄55 [ē52 (ē11ē24− ē14c̄21)+ ē41 (ē22ē14− ē24c̄12)]+ 2

k
ē33ḡ

}
f̄

+ 1
k
{c̄55ē33 [ē42 (ē11ē24− ē14c̄21)+ ē41 (ē22ē14− ē25c̄12)]

−c̄53 (c̄31ē42− c̄32ē41) (ē14ē25− ē15ē24)} ḡ,
Ā0=

{
ē33

{
f̄ + c̄55 [ē42 (ē11ē24− ē14c̄21)+ ē41 (ē22ē14− ē24c̄12)]

}
+c̄53 (c̄32ē41− c̄31ē42) (ē14ē25− ē15ē24)} f̄ .

(138)

Let k→∞ with ψK held constant and define

ē∞ij = lim
k→∞

eij /k, (139)

f̄∞=
(
ē∞14 ē

∞
25− ē∞15 ē24

) (
ē∞42 ē

∞
51− ē∞41 ē

∞
52

)
, ḡ∞= c55

(
ē∞41 ē

∞
14+ ē∞42 ē

∞
24

)
, (140)

noting that

lim
k→∞

cij =0. (141)

Then the dispersion relation reduces to the following cubic equation, the first reduced asymp-
totic dispersion relation for ς̄∞,

Ā∞3 (ρ0ς̄∞)3+ Ā∞2 (ρ0ς̄∞)2+ Ā∞1 ρ0ς̄∞=0, (142)
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where

Ā∞i = Ā∞i (ψK,Z)= lim
k→∞

Āi (143)

and

Ā∞3 = I ḡ2∞, Ā∞2 =2I f̄∞ḡ∞, Ā∞1 = I f̄ 2∞, Ā∞0 = ē33f̄
2∞. (144)

From Equation (142), either ς̄∞=0 (which corresponds to the O(k) bounded root of Equa-
tion (131)) or(

ρ0ḡ∞ς̄∞+ f̄∞
)2=0, (145)

i.e.,

ς̄∞=−
(
ē∞14 ē

∞
25− ē∞15 ē24

) (
ē∞42 ē

∞
51− ē∞41 ē

∞
52

)
ρ0c55

(
ē∞41 ē

∞
14+ ē∞42 ē

∞
24

) . (146)

Now,

ē∞ij = ik̄1B
1
ij + ik̄2B

2
ij , (147)

and hence, on using Equations (147), (86), (118), (119) and (19), we have

ē∞14 ē
∞
25− ē∞15 ē24=2Q$ [cos 2 (�$−ψK)− sinφ] ,

=4Q$ cos (�$+ ε−ψK) cos (�$− ε−ψK) ,

ē∞42 ē
∞
51− ē∞41 ē

∞
52= [cos 2 (�$−ψK)− sinφ] , (148)

=2 cos (�$+ ε−ψK) cos (�$− ε−ψK) ,

ē∞41 ē
∞
14+ ē∞42 ē

∞
24=−1+ sinφ cos 2 (�$−ψK) .

Thus, using Equation (83)ix yields

ς̄∞=− Q$ [cos 2 (�$−ψK)− sinφ]2

ρ0QD cos 2 (�D−�$) [1− sinφ cos 2 (�$−ψK)]
(149)

=−
4Q$ sin2

(
�$−ψK + 1

4π − 1
2φ
)

sin2
(
�$−ψK − 1

4π + 1
2φ
)2

ρ0QD cos 2 (�D−�$) [1− sinφ cos 2 (�$−ψK)]
. (150)

Now, for all values of ψK

1− sinφ cos 2 (�$−ψK)>0, (151)

provided 0<φ < 1
2π and so ς̄∞ ≤ 0 provided the following bound on non-coaxiality in the

underlying prescribed solution is satisfied:

−π/4<�D−�$ <π/4. (152)

We note from its derivation, that the asymptotic equation (142) fails to be valid when

(ē14ē25− ē15ē24) (ē42ē51− ē41ē52)=0, (153)

since terms in Equation (131) which have been omitted from (142) on the condition that they
may be neglected in comparison with the term on the left-hand side of Equation (153) can no
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longer be so when this term is identically zero. Equation (153) holds when ψK takes one of
the values ψ1

K, ψ
2
K, where

ψ1
K =�$−π/4−φ/2±π/2=�$− ε±π/2, (154)

ψ2
K =�$+π/4+φ/2±π/2=�$+ ε±π/2,

i.e., the directions normal to the coincident stress and velocity characteristic directions of the
underlying prescribed solution. A degenerate direction in the (k1,k2)-plane corresponds to one
of the values ψ1

K, ψ
2
K of ψK given by Equation (154). All other directions in the (k1,k2)-plane

are called normal directions. Thus, we have shown that the two roots O(k2) give a well-posed
contribution in the normal directions.

7.2. The root O(k)

We now consider the remaining root of Equation (131) subject to Equations (132). To investi-
gate this root we again re-scale the dispersion relation, this time to render the O(k) root finite
in the limit k→∞ and use the scaled dispersion relation to obtain the value of ς∞. We now
divide Equation (131) by k9 to obtain the dispersion relation

1
k2
Ā3 (ρ0ς̄ )

3+ 1
k
Ā2 (ρ0ς̄ )

2+ Ā1ρ0ς̄ + Ā0=0, (155)

where the Āi are given by Equation (138). Let k→∞ with ψK held constant then the dis-
persion relation reduces to the following linear equation, the second reduced asymptotic disper-
sion relation for ς̄∞,

Ā∞1 ρ0ς̄∞+ Ā∞0 =0, (156)

where the Ā∞i are given by Equation (144). Thus

ς̄∞=−ē∞, (157)

where

ē∞= i (V1 cosψk+V2 sinψk) , (158)

which is purely imaginary, Re (ς̄∞)= 0, and hence this root cannot contribute to ill-posed-
ness. Again we see that the reduced dispersion relation ceases to be valid in a direction per-
pendicular to the corresponding characteristic, in this case the streamline characteristic, i.e.,
the second reduced asymptotic dispersion relation ceases to be valid in the direction

ψ3
K = tan−1 (−V1/V2) . (159)

7.3. Degenerate directions

We now turn to the values of ψK that correspond to the degenerate directions, ψ1
K,ψ

2
K , and

also to the direction ψ3
K, i.e., the directions normal to each of the three distinct characteristic

directions. As stated above, the asymptotic equations (142) break down for ψk =ψ1
K,ψ

2
K . In

this case

k1=±k sin (�σ ± ε) , k2=±k cos (�σ ± ε) , (160)

and we now derive asymptotic dispersion equations applicable to the degenerate directions. It
seems intuitively clear that in the degenerate directions the terms which give rise to the roots



132 D. Harris and E.F. Grekova

O(k2) are absent, thus leaving only the root O(k) to determine the growth rate. We verify here
that this is indeed the case. Now, let ψK take one of the values given by Equations (154); then

ē∞14 ē
∞
25− ē∞15 ē24= ē∞42 ē

∞
51− ē∞41 ē

∞
52=0, (161)

ē∞41 ē
∞
14+ ē∞42 ē

∞
24=− cos2 φ.

since cos 2 (�σ −ψK)= sinφ. Also, Equations (122)1, (127–129) reduce to

A3= Ig2

A2= e33g
2+ Ic55 [e42 (e11e24− e14c21)+ e41 (e22e14− e24c12)]g,

A1={c55e33 [e42 (e11e24− e14c21)+ e41 (e22e14− e24c12)]
−c53 (c31e42− c32e41) (e14e25− e15e24)}g,

A0=0.

(162)

Hence[
A3 (ρ0ς)

2+A2 (ρ0ς)+A1

]
(ρ0ς)

3=0, (163)

i.e., either ς =0, a triple root, or

A3 (ρ0ς)
2+A2 (ρ0ς)+A1=0, (164)

where

A3=O
(
k4
)
, A2=O

(
k5
)
, A1=O

(
k6
)
. (165)

Denoting the roots of the quadratic equation (164) by α,β,

α+β=O (k) , αβ=O
(
k2
)

(166)

i.e., there are two roots O (k) . Defining

ς̄ =ς/k (167)

and dividing the equation by k6 gives

Ā3 (ρ0ς̄ )
2+ Ā2 (ρ0ς̄ )+ Ā1=0, (168)

where

Ā2= ē33ḡ
2+ Ic55 [ē42 (ē11ē24− ē14c̄21)+ ē41 (ē22ē14− ē24c̄12)] ḡ,

Ā1={c55ē33 [ē42 (ē11ē24− ē14c̄21)+ ē41 (ē22ē14− ē24c̄12)]
−c53 (c̄31ē42− c̄32ē41) (ē14ē25− ē15ē24)} ḡ.

(169)

Letting k→∞ gives

Ā∞3 = I ḡ2
∞, Ā∞2 =2ρ0I ē∞ḡ2

∞, Ā∞1 = Iρ2
0 ē

2
∞ḡ

2
∞

and the third reduced asymptotic dispersion relation is

ς̄2
∞+2ē∞ς̄∞+ ē2

∞=0 (170)

with repeated root

ς̄ =−ē∞=−i
(
V1 cosψj

K +V2 sinψj
K

)
,



A hyperbolic well-posed model for the flow of granular materials 133

where j may take the values 1, 2 and again this purely imaginary root cannot cause ill-po-
sedness.

Finally, we turn to the direction, ψ3
K = tan−1 (−V1/V2) . If ψ3

K does not coincide with one
of ψ1

K,ψ
2
K then ψ3

K is a normal direction and need not be considered further. If ψ3
K does

coincide with one of ψ1
K,ψ

2
K then both f = e=0, and so Equations (122)i, (127–129) reduce

further to

A3= Ig2, A2= c33g
2+ Ic55 [e42 (c11e24− e14c21)+ e41 (c22e14− e24c12)]g,

A1= c55c33 [e42 (c11e24− e14c21)+ e41 (c22e14− e24c12)]g, A0=0,
(171)

but then

A3=A2=A1=O(k4) (172)

and all the roots are bounded and hence cannot contribute to ill-posedness.

8. Conclusions and discussion

We have presented a rigid/perfectly plastic model for the flow of granular materials which is
closely related to the double-shearing model, the double-sliding free-rotating model and the
associated flow rule. The two essential results of the paper are that (a) the model has been
shown to be hyperbolic for steady-state flows in two space dimensions, irrespective of whether
the flow is quasi-static or dynamic, and (b) incompressible flows are well-posed.

We make some further remarks concerning the significance of the model and its properties.
One way to regard the model is that the double-sliding free-rotating model is indeterminate,
containing one more unknown (ω) than equations. The double-shearing model closes this set
of equations by taking ω to be ψ̇σ , the material derivative of the angle, that the algebraically
greater principal stress direction makes with the x1-axis. The present model is an alternative
method of closure, in which the model is augmented by a further unknown (rσ ) and further
equations (the equation of rotational motion and the rotational yield condition).

For the double-shearing model, many of the analytic solutions that have been found are
such that the quantity ψ̇σ , is zero. All of these solutions are also solutions of the present
model in which the intrinsic spin ω is zero. It may be anticipated that these solutions will
be of use in applications of the present model, and work is currently in progress on this.
The model has been constructed purposefully to demonstrate the existence of a model which
contains sufficient mechanical and kinematic properties to describe the major bulk properties
of granular materials, which also contains a domain of well-posedness and which retains the
property of remaining hyperbolic in the inertial regime. This is in contrast to both the dou-
ble-shearing model and the plastic-potential model when a non-associated flow rule is used.

Hyperbolicity in both the quasi-static and inertial regimes is a desirable property. In a real
granular material, the inertial terms can never be identically zero, even though they may be
very small. A model which changes type from hyperbolic to elliptic in the presence of inertia
has the following difficulty. Solutions for a hyperbolic model need not be smooth, discontinu-
ities in the field variables or their spatial derivatives are very common, indeed one of the stan-
dard methods for obtaining solutions to the quasi-static stress field involves patching together
solutions which are continuous in the stresses, but in which the spatial derivatives tangential
to one family of characteristics, are discontinuous. Solutions to elliptic models exhibit much
more smoothness, typically, they must be analytic functions. So for a model which changes
type from hyperbolic to elliptic, it appears that solutions in the inertial regime must be of a
completely different character to solutions in the quasi-static regime, even in the case where
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the inertial terms are arbitrarily small. This difference also holds true for boundary condi-
tions. Solutions of hyperbolic models often exhibit discontinuities in tangential components
of velocity and this describes well the slipping of a granular material over a bounding sur-
face, or an internal slip surface. Elliptic models, on the other hand, cannot readily incorporate
such discontinuities due to the required smoothness of the solution. Hence an elliptic model
must resort to velocity boundary conditions such as the no-slip condition. However, it may
be argued that the no-slip condition can never be assured to apply to granular materials. If
a bounding surface be perfectly rough, so that no relative velocity is allowed (this does not,
of course, preclude rolling) between the material comprising the boundary and the granular
material itself, then the layer of grains in direct contact with the boundary will surely stick
to it, but the next layer of grains further out may indeed slip on the inner layer. In this case
it is often said that the material slips on itself. Since, in a continuum model, the grain size
may be taken as zero, this slip line cannot be distinguished from the boundary itself and a
tangential velocity discontinuity at the boundary is required.

References

1. J.T. Jenkins and M.W. Richman, Kinetic theory for plane flows of a dense gas of idealised, rough, inelastic,
circular disks. Phys. Fluids 28 (1985) 3485–3495.

2. D.C. Drucker and W. Prager, Soil mechanics and plastic analysis or limit design. Q. Appl. Math. 10 (1952)
157–165.

3. P.V. Lade, Elasto-plastic stress–strain theory for cohesionless soil with curved yield surfaces. Int. J. Solids
Structs. 13 (1977) 1019–1035.

4. G. Gudehus, A comprehensive constitutive equation for granular materials. Soils Found. 36 (1996) 1–12.
5. D. Kolymbas, I. Herle and P.A. von Wolffersdorff, Hypoplastic constitutive equation with internal variables.

Int. J. Numer Anal. Meth. Geomech. 19 (1995) 415–436.
6. P.A. Cundall and O.D.L. Strack, A discrete numerical model for granular assemblies. Geotechnique 37 (1979)

47–65.
7. D.G. Schaeffer, Mathematical issues in the continuum formulation of slow granular flow. In: D.D. Joseph

and D.G. Schaeffer (eds), Two Phase Waves in Fluidized Beds, Sedimentation and Granular Flows. Minne-
apolis: Institute of Mathematics and its Applications, University of Minnesota (1990) pp. 118–129.

8. E.B. Pitman and D.G. Schaeffer, Stability of time dependent compressible granular flow in two dimensions.
Comm. Pure Appl. Math. 40 (1987) 421–447.

9. D.G. Schaeffer and E.B. Pitman, Ill-posedness in three-dimensional plastic flow. Comm. Pure Appl. Math.
XLI (1988) 879–890.

10. D.G. Schaeffer, A mathematical model for localization in granular flow. Proc. R. Soc. London A 436 (1992)
217–250.

11. D. Harris, Ill- and well-posed models of granular flow. Acta Mech. 146 (2001) 199–225.
12. S. Diebels and W. Ehlers, On basic equations of multiphase micropolar materials. Tech. Mech. 16 (1996)

77–88.
13. G. de Josselin de Jong, Statics and Kinematics of the Failable Zone of a Granular Material. Doctoral thesis.

Delft: Uitgeverij Waltmann (1959) 119 pp.
14. A.J.M. Spencer, A theory of the kinematics of ideal soils under plane strain conditions. J. Mech. Phys. Solids

12 (1964) 337–351.
15. M.M. Mehrabadi and S.C. Cowin, Initial planar deformation of dilatant granular materials. J. Mech. Phys.

Solids 26 (1978) 269–284.
16. A.J.M. Spencer, Deformation of ideal granular materials. In: H.G. Hopkins and M.J. Sewell (eds), The Rod-

ney Hill 60th. Anniversary Volume. Oxford: Pergamon Press (1981) pp. 607–652.
17. G. de Josselin de Jong, Mathematical elaboration of the double-sliding, free-rotating. Arch. Mech. 29 (1977)

561–591.
18. D. Harris, A unified formulation for plasticity models of granular and other materials. Proc. R. Soc. London

A450 (1995) 37–49.



A hyperbolic well-posed model for the flow of granular materials 135

19. G.A. Geniev, Problems of the dynamics of a granular medium (in Russian). Akad. Stroit Archit. SSSR, Moscow
(1958) 120 pp.

20. D. Harris, Modelling mathematically the flow of granular materials. In: N.A. Fleck and A.C.F. Cocks (eds),
IUTAM Symposium on Mechanics of Granular and Porous Materials. Dordrecht: Kluwer Academic Publishers
(1997) pp. 239–250.

21. D. Harris, Characteristic relations for a model for the flow of granular materials. Proc. R. Soc. London A457
(2001) 349–370.

22. A. Drescher and G. de Josselin de Jong, Photoelastic verification of a mechanical model for the flow of
granular material. J. Mech. Phys. Solids 29 (1972) 337–351.

23. J.C. Savage and D.C. Lockner, A test of the double-shearing model of flow of granular materials. J. Geophys.
Res. 102 (1997) 12287–12294.

24. G. Strang, Necessary and insufficient conditions for well-posed Cauchy problems. J. Diff. Eq. 2 (1966)
107–114.



DOI 10.1007/s10665-004-6010-9
Journal of Engineering Mathematics (2005) 52: 137–146

© Springer 2005

Towards a theory of granular plasticity

SHAUN C. HENDY
Applied Mathematics, Industrial Research Ltd, Lower Hutt, New Zealand

Received 1 July 2003; accepted in revised form 19 July 2004

Abstract. A theory of granular plasticity based on the time-averaged rigid-plastic flow equations is presented. Slow
granular flows in hoppers are often modeled as rigid-plastic flows with frictional yield conditions. However, such
constitutive relations lead to systems of partial differential equations that are ill-posed: they possess instabilities
in the short-wavelength limit. In addition, features of these flows clearly depend on microstructure in a way not
modeled by such continuum models. Here an attempt is made to address both short-comings by splitting variables
into ‘fluctuating’ plus ‘average’ parts and time-averaging the rigid-plastic flow equations to produce effective equa-
tions which depend on the ‘average’ variables and variances of the ‘fluctuating’ variables. Microstructural physics
can be introduced by appealing to the kinetic theory of inelastic hard-spheres to develop a constitutive relation
for the new ‘fluctuating’ variables. The equations can then be closed by a suitable consitutive equation, requir-
ing that this system of equations be stable in the short-wavelength limit. In this way a granular length-scale is
introduced to the rigid-plastic flow equations.

Key words: granular flow, granular temperature, plasticity

1. Introduction

The flow and handling of granular materials is of major importance to many industries. Yet,
despite efforts over several decades, the modeling of such flows has achieved only modest suc-
cess. Dense gravity-driven flows in hoppers have been often modeled as elastic–plastic con-
tinua, for example. In this picture, the granular material flows as a plastic with a frictional
yield condition, and deforms as an elastic solid otherwise. This model has been used to ana-
lyze mass flows, where the material is flowing throughout the hopper, but has failed to provide
adequate agreement with experiment in the prediction of quantities such as discharge rate, for
example [1]. Despite such shortcomings, Jenike’s [2] construction of steady-state incompress-
ible rigid-plastic radial solutions in hoppers with simple geometries has been of considerable
importance in hopper design [3, Chapter 10]. These are solutions for quasistatic flow (inertial
effects are neglected) where grains travel radially in conical or wedge-shaped hoppers. Only
recently have numerical solutions of steady-state quasistatic flows in more complicated geom-
etries been produced [4].

However, it is now clear that there are serious mathematical difficulties with the equations
for time-dependent incompressible rigid-plastic flow (IRPF). In many instances, the equations
for such flows have been shown to be ill-posed, i.e., they possess instabilities with arbitrarily
short wavelengths [5,6]. Hence, it is problematic to interpret the steady-state rigid-plastic
flow equations as long-time solutions of the time-dependent equations. Additionally, both the
steady-state and time-dependent equations have physical shortcomings. There are several fea-
tures of hopper flows where the particle size may be important, such as chute flows [7] and
shear-banding [8] indicating that it may not be appropriate to model such dense granular
flows as continua.



138 S.C. Hendy

Nonetheless, attempts have been made to describe such flow features in continuum theo-
ries in some average sense [9]. Indeed, the development of the shear-banding instability may
be related to ill-posedness in continuum plastic flow models [10]. One approach to dealing
with this in a continuum theory is to model materials with internal structure by the inclusion
of extra terms motivated by physics at the granular scale. These extra terms can damp the
instabilities that lead to ill-posedness and can be used to predict shear-band thickness Muhl-
haus [9]. Including such damping terms which act at a granular length-scale and ‘thickening’
the shear-bands is a practical approach to studying granular flows using continuum equations.

Indeed, such an approach is analogous to including Reynolds stresses in the Navier–Stokes
equations to model turbulence. In granular systems the analog of the Reynolds stresses is
granular temperature. Granular temperature arises naturally in the theory of inelastic gases
[11]. Savage [12] introduced granular temperature into plastic flow equations in order to facili-
tate the introduction of the particle size into the continuum equations for plastic flow. We will
introduce granular temperature for a similar purpose here, appealing to the kinetic theory of
inelastic gases to introduce grain size into the equations.

We begin by examining the IRPF equations in two-dimensions and review the proof that
these equations are ill-posed. We then introduce a granular temperature in a general way,
before building it specifically into the plastic flow equations. We then show that with an
appropriate choice of constitutive relations, the modified IRPF equations are well-posed.

2. Equations for an incompressible rigid-plastic flow

We begin by considering the flow under gravity of an incompressible granular material in a
wedge-shaped hopper under plane strain. We model the flow of this material as a continuum
rigid-plastic flow. The equations for such a flow consist of the incompressibility condition,

∇ ·u=0, (1)

where ui are the components of the velocity field, and the momentum equations:

ρ

(
∂ui

∂t
+u ·∇ui

)
+∇j σij =ρgi, (2)

where σij is the symmetric stress tensor, gi is the acceleration due to gravity and ρ is the den-
sity of the flowing granular material. Note that we define σ to be positive when forces are
compressive.

Here we will consider flows where plastic deformation is occurring everywhere in the hop-
per, i.e., the material is at plastic yield throughout the hopper. We will use an extended von
Mises yield condition. In terms of the principal stresses σi , this condition is written as

(σ1−σ)2+ (σ2−σ)2+ (σ3−σ)2≤k2σ 2, (3)

where k=√2 sinϕ, ϕ is the internal angle of friction of the material and σ = 1
3 (σ1+σ2+σ3) is

the average trace of the stress tensor (we will refer to σ as the average stress). If this inequal-
ity is satisfied exactly then the material is deforming plastically. Under plane strain σ2=σ =
1
2 (σ1+σ3), so in this case we may consider a strictly two-dimensional yield condition:

(σ1−σ)2+ (σ3−σ)2=k2σ 2. (4)

We now assume a non-associated flow rule of the form

σij =σδij +µVij , (5)
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where Vij =∇(iuj)= (∇iuj +∇j ui)/2 and µ is some, as yet unspecified, scalar function of the
normal stress and strain rates. If we compare the flow rule (5) to the yield condition (3), then
we see such a flow will satisfy the yield condition exactly if we choose the function µ to be

µ= kσ

‖V ‖ , (6)

where ‖V ‖= (VijVji)
1/2.

Equations (1), (2), (5) and (6) form a closed system for incompressible rigid-plastic flow
in plane strain. For granular flows in hoppers, these equations are only valid for so-called
mass flows where the material is flowing throughout the hopper. When the hopper is not
sufficiently steep, funnel flows can develop where material flows down a central funnel leav-
ing a stagnant region adjacent to the walls. Indeed, radial solutions have been used to study
the transition between mass and funnel flow which is thought to occur when the rigid-plas-
tic equations become singular as the rate of deformation vanishes [13]. We will restrict our
attention to mass flows where rigid-plastic flow occurs everywhere in a given domain.

Combining Equations (1), (2), (5) and (6) together we obtain the equations:(
∂ui

∂t
+u ·∇ui

)
=ρgi −∇j

(
σ
(
δij −kAij

))
, (7)

∇iui =0, (8)

where Aij =Vij /‖V ‖. We note that Tr(Aij )=0 and that Tr(AikAkj )=1.
The Equations (7) and (8) have been shown to be linearly ill-posed in certain geome-

tries and for certain parameter values [5]. Specifically, the linearized equations of motion that
describe the propagation of a small disturbance in the flow, possess unstable plane-wave solu-
tions in the short wavelength limit. In what follows, we will consider the linearized equations
of motion for a plane-wave disturbances. We restrict ourselves here to 2D flows under plane-
strain (4).

We will begin by writing the two-dimensional rigid-plastic equations ((7) and (8)) in non-
dimensional form as follows:

ûi =ui/u0, σ̂ =σ/ρgL, x̂i =xi/L, t̂= t g/u0, (9)

where u0 is some characteristic velocity and L is some characteristic length-scale of the prob-
lem. The equations for the rigid-plastic flow then become

∂ûi

∂ t̂
+Fr2û · ∇̂ui =gi/g−∇̂j

(
σ̂
(
δij −kAij

))
, (10)

∇̂ · û=0, (11)

where Fr=u0/
√
gL is the Froude number. For the remainder of this section we will drop the

ˆ notation and assume that we are dealing with dimensionless quantities.
The linearized equations of motion for a small disturbance (δu, δσ ) propagating on a

smooth background solution (u, σ ) to Equations (10) and (11) can be shown to be

∂δui

∂t
+Fr2 (u ·∇δui + δu ·∇ui)=∇j

((
kAij − δij

)
δσ +σ δAij

)
, (12)

∇ · δu=0, (13)
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where

δAij = Âijkl

∇kδul
‖V ‖ =

(
δi(kδl)j −AijAkl

) ∇kδul
‖V ‖ .

We now consider plane-wave disturbances (δu, δp)=exp (λt+ iξ ·x)(a, α) propagating with
wavevector ξ . In general α and a will be complex quantities. From the linearized equations,
we obtain the following relations for λ, a and α:

λai =Biα+Cijaj , (14)

ξ ·a=0, (15)

where

Bi =
(
k∇jAij + i

(
kAij − δij

)
ξj
)
, (16)

Cij =−Fr2 (∇j ui + i(ξ ·u)δij
)+ ξl

(−µÂijklξk+ i∇k
(
µÂijkl

))
. (17)

One can solve (14) and (15) for λ for every wavevector ξ . The real part of λ determines the
growth or decay of the plane-wave disturbance with wavevector ξ , and the imaginary part
determines the speed of propagation of the disturbance. If the real part of λ is positive for
any ξ , we refer to this mode as linearly unstable, as this mode will grow rapidly in time. If, for
a unique background solution of the equations, there are unstable modes with growth rates
Re(λ)>0 that diverge in the short-wavelength limit (ξ→∞) then we will call these equations
and the corresponding solutions linearly ill-posed.

Using the condition ξ ·a=0 we can eliminate α from the equation for λ:

λai =Pij aj , (18)

Pij =
(
δik− Biχk

B ·χ
)
Ckj , (19)

α=− Cij

B ·χ χiaj , (20)

where χ= ξ/|ξ |. The eigenvalues of the matrix P (19) determine the growth and propagation
of the infinitesimal plane-wave disturbance.

Since
(
δij − Biχj

B·χ
)
Bj = 0, it follows that Pij has at least one zero eigenvalue λ1= 0. Since

we are working in two dimensions, the remaining eigenvalue is equal to the trace of P: λ2=
Tr(P ). This eigenvalue is thus given by

λ2=Tr(C)− CijχiBj

B ·χ . (21)

We now consider the short wavelength (|ξ |→∞) limit of (21). The leading-order term in
ξ on the right-hand side goes as O(|ξ |2) and is real with coefficient

−µA(A−k/2)
1−kA

, (22)

where A= χiAijχj . This leading order term was considered by Schaeffer [5] in his analysis
of (7) and (8). In two dimensions it is straight-forward to show that |Aijχj |2= 1/2 so that
|A|2=|χiAijχj |2≤1/2. Thus the denominator is always positive for angles of friction ϕ<π/2.
However we see that the numerator is negative for 0<A< k

2 . This occurs when the direction
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of χ lies between the direction of the velocity characteristics (these lie at ±π/4 to the princi-
pal stress directions) and the direction of the stress characteristics (these lie at angles of (±ϕ+
π/2)/2 to the principal stress directions) of the background solution.

We conclude that plane wave disturbances with wavevectors ξ that lie in directions between
the stress and velocity characteristic directions will be unstable in the short wavelength limit
as the real part of λ2 will be positive and is O(ξ2) in this limit. Thus we conclude that the
two-dimensional granular flow equations are linearly ill-posed [5].

3. Granular temperature

Our aim is to introduce microstructural terms in order to regularize the ill-posedness of the
2D IRPF equations. To do this we now introduce a granular temperature by decomposing the
velocity field into a mean, slowly varying part U(x, t) and a rapidly fluctuating part u′(x, t):

u(x, t)=U(x, t)+u′(x, t). (23)

Taking the time-average of u(x, t) then yields

〈u(x, t)〉=U(x, t), (24)

so that 〈u′〉=0. If we then let

Tij =〈u′iu′j 〉, (25)

then the granular temperature is defined by T =Tr(Tij ). The fluctuating velocity field intro-
duces a new scale which we write as T

1/2
0 . Thus, the granular temperature scales as T0. In

what follows we will assume that Tij = 1
n
T δij where n is the number of spatial dimensions.

The incompressibility condition can now be split into a mean and fluctuating part. By
‘fluctuating part’ we mean the difference between the full Equation (1) and the equation
obtained by averaging (1):

∇ ·U =0, (26)

giving the fluctuating part as

∇ ·u′ =0. (27)

Now consider the fluctuating part of the momentum equation (2). This averaged momentum
equation is given by

ρ

(
∂Ui

∂t
+U ·∇Ui

)
+∇j

(〈σij 〉+ρTij
)=ρgi. (28)

Subtracting this from (2) gives the so-called fluctuating part of the momentum equation:

ρ

(
∂u′i
∂t
+U ·∇u′i +u′j∇jUi +u′j∇j u′i

)
+∇j σij =∇j

(〈σij 〉+ρTij
)
, (29)

where we have made use of (1) and (23). Now multiplying (29) by u′k and contracting over
the indices i and k, we obtain an equation for the granular temperature:

ρ

2

(
∂T

∂t
+U ·∇T +∇j 〈u′iu′iu′j 〉

)
+ρ Tij∇jUi =−〈u′i∇j σij 〉, (30)
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A conservation equation for the granular temperature can be developed on general
grounds [12]:

ρ

2

(
∂T

∂t
+U ·∇T +UiTij∇j + 1

2
∇j 〈u′iu′iu′j 〉

)
=−∇jQj −〈σij 〉∇iUj −γ, (31)

where Q is the energy flux vector and γ is the rate of energy dissipation per unit volume.
This form of conservation equation for granular temperature can also be obtained from the
kinetic theory of inelastic spheres [11]. Bocquet et al. [14] applied this kinetic theory to dense
Couette flows, deriving the following expressions for Qi and γ in the dense limit of the kinetic
theory:

Qi =−κ σd

T 1/2
∇iT , (32)

γ = ε
σT 1/2

d
, (33)

where κ > 0 and ε > 0 are dimensionless material constants, and d is a representative grain
diameter. In what follows we will use the conservation equation for temperature (31) with the
energy flux and dissipation terms given by (32) and (33).

Comparing Equation (30) then with (31), we arrive at the following identity:

〈σijVij 〉+ ε
σT 1/2

d
=∇i

(
〈σiju′j 〉+κ

σd

T 1/2
∇iT

)
. (34)

It is useful now to work with non-dimensional quantities. Writing D=d/L, we find that

〈σijVij 〉+ 1
D

(
T

1/2
0

u0

)
εσT 1/2=

(
T

1/2
0

u0

)
∇i
(
Dκ

σ

T 1/2
∇iT +

(
T

1/2
0

u0

)
〈σiju′j 〉

)
. (35)

Now, for smooth flows we expect D�1. In this case, since the first term on the lefthand side
is O(1), we find the following relation for the temperature scale T0 must hold:

T
1/2
0 ∼Du0, (36)

and thus T0�u2
0.

We now consider the fluctuating part of the stress tensor. Returning to the fluctuating part
of the momentum equation we can estimate the relative magnitude of the stress fluctuations,
	∼σ ′/ρgL, that correspond to the velocity fluctuations u′ ∼T

1/2
0 . Rewriting (29) in terms of

non-dimensional quantities and rearranging in terms of the stress fluctuations σij −〈σij 〉 we
find:

	

D
∇j

(
σij −〈σij 〉

)= ∂u′i
∂t
+Fr2

(
Uj∇j u′i +u′j∇jUi

)
+ DFr∇j

(
u′j u

′
i −Tij

)
, (37)

where we have made use of (36) to eliminate T0. We will only consider slow, smooth flows
here where Fr�1 and D�1, so we see that in this case 	∼D. Thus for slow smooth flows,
we expect stress fluctuations of order ρgd to couple to the fluctuating part of the velocity.

This analysis has given us some indication of how the granular temperature and stress
fluctuations may scale in smooth slow flows by appealing to the dense-limit of the kinetic
theory of inelastic gases. As yet we have not specified the stress tensor nor the nature of the
stress fluctuations. This is our goal in the next section.
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4. Mean stress

To relate the velocity and stress fluctuations, we now assume that the flow rule (5) and con-
stitutive law (6) hold for the full stress and velocity fields:

σij =σ
(
δij −kAij

)
. (38)

We can decompose this stress tensor into average and fluctuating parts by expanding σ and
u about their means, 〈σ 〉= σ̄ and 〈u〉=U respectively. To facilitate this we introduce the fol-
lowing notation:

V̄ij =Vij |u=U =∇(iUj),

σ̄ij = σ̄
(
δij −kĀij

)
,

... etc.,

so that the bar denotes evaluation at u=U . Now, expanding σij as indicated, where σ ′ is the
fluctuating part of σ , and continuing to work with non-dimensional quantities, we obtain

σij = σ̄ij +D

(
σ ′
(
δij −k

V̄ij

‖V̄ ‖

)
− kσ

‖V̄ ‖ Âijkl∇ku′l
)

−D2 k

‖V̄ ‖

(
Âijklσ

′ − σ̄

‖V̄ ‖ Ĉijklmn∇mu′n
)
∇ku′l+ O(D3), (39)

where

Âijkl= δi(kδl)j − Āij Ākl, (40)

and

Ĉijklmn= 1
2

(
ÂijklĀmn+ ÂklmnĀij + Âmnij Ākl

)
. (41)

Note that we have assumed that we are dealing with a smooth, slow flow so that (36) holds.
Consequently this expansion produces a power series in D. Further, we can now compute the
mean stress

〈σij 〉= σ̄ij − kD2

‖V̄ ‖

(
Âijkl〈σ ′∇ku′l〉−

σ̄

‖V̄ ‖ Ĉijklmn〈∇ku′l∇mu′n〉
)
, (42)

to order D2. Note that the O(D) terms have vanished as they are linear in the (zero mean)
fluctuating variables. Thus the mean stress 〈σij 〉, which appears in the averaged momentum
equation and the temperature conservation equation, receives contributions of order D2 due
to variances in velocity and stress fluctuations. Specifically these O(D2) contributions to the
average stress involve the variances 〈σ ′∇ku′l〉 and 〈∇ku′l∇mu′n〉. To close this system, we wish
to write these variances as functions of the mean variables (U , σ̄ , T ). Here we propose the
following simple relations:

〈σ ′∇ku′l〉=ψ∇k
(
T 1/2∇l σ̄

)
, (43)

〈∇ku′l∇mu′n〉=2φ∇k∇mTln=φδln∇k∇mT , (44)

where ψ and φ are dimensionless constants. In the next section we will motivate this choice of
closure relations by showing they lead to a well-posed system of equations for smooth, slow
two-dimensional flows.
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The average stress now takes the form:

〈σij 〉= σ̄ij −D2 k

‖V̄ ‖

(
ψÂijkl∇k(T 1/2∇l σ̄ )− φσ̄

‖V̄ ‖δk(iĀj)m∇k∇mT
)
. (45)

We can now write down a set of equations for incompressible rigid-plastic flow involving only
averaged quantities, correct to O(D2):

∇ ·U =0, (46)

(
∂Ui

∂t
+Fr2

(
U ·∇Ui +D2∇j Tij

))
+∇j

(
σ̄ (δij −kĀij )

)
−kD2∇j

(
ψ

‖V̄ ‖ Âijkl∇k(T 1/2∇l σ̄ )− φσ̄

‖V̄ ‖2
δk(iĀj)m∇k∇mT

)
=gi/g, (47)

D2

2

(
∂T

∂t
+Fr2 (Uj∇j T +Tij∇jUi

))
=D2

(
κ∇j

(
σ̄

T 1/2
∇j T

)
− kφσ̄

‖V̄ ‖∇
2T

)
+ σ̄

(
k‖V̄ ‖− εT 1/2

)
. (48)

These constitute a closed set of equations for the averaged variables U , σ̄ and T .

5. Stability

In this section we examine the stability of slow, smooth solutions (i.e., Fr� 1, D�1) to
Equations (48–50). Again we consider plane-wave disturbances (δu, δp, δT )= exp (λt+ iξ ·x)
(a, α, τ ) propagating with wavevector ξ . From the linearized equations, we obtain the follow-
ing equations for a, α and τ :⎛⎝ ξ2µQij +λδij iξ3D2Rri −iξ3D2Ssi

χj 0 0
−iξkσχiAij −iξD2G D2(ξ2H +λ)

⎞⎠⎛⎝aj

α

τ

⎞⎠=0, (49)

where

Qij = Âijklχkχl+O(1/ξ), R= kψ

‖V ‖ , S=µφ,

ri = Âijklχjχkχl+O(1/ξ), si = δk(iAj)mχjχkχm+O(1/ξ),

G= χ ·∇T
T 1/2

+O(1/ξ), H = κσ̄

T 1/2
− kφ

‖V̄ ‖ +O(1/ξ). (50)

It is straightforward to eliminate α and τ to obtain the following eigenvalue problem:(
Wλδik+PijZjk

)
ak=0, (51)

where

W =D2(R(λ+χ2H)ri − iξGSsi)χi, (52)

Pij = δij − riχj

(r ·χ) , (53)

Zjk= ξ2µWQjk−iξ3D2Ssjχl(µGQlk−iξkσRr ·χAlk ). (54)
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Again one can show that the matrix PijZjk has at least one zero eigenvalue (since Pij rj =
0). Thus, in two dimensions the remaining eigenvalue is equal to the trace of PijZjk. This
identity results in a quadratic equation for this eigenvalue λ2, giving two solutions to leading
order in ξ (provided ψ �=0):

λ2= ξ2σ̄

2

(
−�1±

√
�2

1−4�2+O
(

1
ξ

))
, (55)

where

�1= κ

T 1/2
+ k

‖V̄ ‖

(
A2

1−A2
−φ

)
, (56)

�2= 1

2(1−A2)‖V̄ ‖

(
κ

T 1/2
− kφ

2‖V̄ |‖ (1+A2−2A4)

)
. (57)

If we choose φ<0, then we see that both �1 and �2 are positive for k, κ >0 (recall that |A|2≤
1/2). There are then two cases: if �2

1−4�2>0, then the O(ξ2) contribution to λ2 is real and
since �2 > 0, both of the values for λ2 are negative. However, if �2

1− 4�2≤ 0, then the real
part of the O(ξ2) contribution to λ2 is −�1ξ

2/2< 0. We conclude that the real part of the
leading order contribution in ξ to λ2 is negative for φ<0. Thus, smooth, slow flows governed
by Equations (48)–(50) are well-posed provided we choose φ<0 and ψ �=0.

6. Discussion

Equations (48)–(50) give a set of equations for the average variables U, σ̄ and T . In the limit
where d→0, these equations reduce to the equations for incompressible rigid-plastic flow plus
an algebraic relation linking granular temperature and the deformation rate ‖V̄ ‖. We have
shown that the choice of closure relations (45) and (46) lead to a well-posed set of equations
for smooth slow flows under the conditions that φ<0 and ψ �=0. Physically, this first require-
ment corresponds to the condition that the ∇2T term in Equation (50) be dissipative. Thus
the effect of this term in the temperature conservation equation (50) is to conduct granular
temperature from hot regions to cool regions. In addition, the coefficient of the first closure
relation (45) must be non-zero to preserve the coupling between high-order derivatives of the
pressure and temperature in the momentum equation and guarantee well-posedness. This term
in the momentum equation conserves temperature intrinsically and so does not appear in the
temperature conservation equation.

Although we have not provided a clear physical motivation of the closure relations, they
are dimensionally and tensorially consistent. A detailed theory of velocity and stress fluctu-
ations could be developed to extend or replace equations (45) and (46). Another approach
might be to expand the variances in all dimensionally and tensorially consistent terms involv-
ing T and σ̄ and their derivatives. In this case, we suggest that demanding that the result-
ing equations be well-posed would be a useful discrimant to apply to such closure relations.
We have worked in two-dimensional plane-strain conditions here for simplicity. A full theory
would need to address these issues in three dimensions for compressible granular flows.

We have also not examined the question of whether solutions to (48–50) reduce to solu-
tions of the IRPF in this limit. Note that the equations (48–50) involve T and derivatives
of T , which require new boundary conditions over and above those required by the IRPF
equations. Boundary conditions that are placed on the granular temperature will effectively
place new conditions on the velocity derivatives through Equation (50) in the limit d→0. The
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nature of these boundary conditions on the temperature will determine whether solutions to
(48)–(50) reduce to solutions of the IRPF as d→0. For instance, one could demand that any
boundary conditions on T preserve solutions of the IRPF equations in this limit. Whether
this is physically reasonable or not, requires a more detailed examination of granular temper-
ature than we have undertaken here.

An important assumption in deriving the expression for the average stress (41), was that
the full stress tensor obeyed the constitutive laws (5) and (6). This allowed us to relate veloc-
ity fluctuations to the stress fluctuations. Savage [12] relates velocity and stress fluctuations
using a constitutive law developed directly from the kinetic theory of inelastic gases. Savage
also suggests a relationship between the temperature scale and the particle size that is very
similar to (36). Indeed, our analysis in Section 3 can be directly applied to the equations of
Savage.
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Abstract. In this paper, fundamental mathematical concepts for modeling the dissipative behavior of geomaterials
are recalled. These concepts are illustrated on two basic models and applied to derive a new form of the evo-
lution law of the modified Cam-clay model. The aim is to discuss the mathematical structure of the constitutive
relationships and its consequences on the structural level. It is recalled that non-differentiable potentials provide
an appropriate means of modeling rate-independent behavior. The Cam-clay model is revisited and a standard
version is presented. It is seen that this standard version is non-dissipative, which at the same time explains why
a non-standard version is needed. The partial normality is exploited and an implicit variational formulation of
the modified Cam-clay model is derived. As a result, the solution of boundary-value problems can be replaced
by seeking stationary points of a functional.

Key words: convex analysis, Fenchel transform, internal variables, modified Cam-clay model, variational inequality

1. Introduction

Developing a model for the inelastic behavior of geomaterials is usually carried out in a rather
empirical fashion where experimental data are curve-fitted to derive the constitutive relations.
The relevance of the model is then assessed on the basis of its capability to reproduce sev-
eral key characteristics of material behavior. Nowadays, modeling has attained a high degree
of sophistication allowing a fine description of the behavior of materials. As a result complex
constitutive relations have emerged that have to be implemented in finite-element codes. Lately
much attention has been paid to thermodynamic consistency of constitutive models (see [1]
for an application to geotechnical materials). The two principles of thermodynamics are used
to validate or reject models if they fail to pass the thermodynamic test. This aspect is essen-
tial to ensure that constitutive models are physically consistent. However, the mathematical
structure of the constitutive relations is crucial when questions such as existence and unique-
ness of the boundary-value problems (BVP) need to be answered. Furthermore, convergence
of numerical algorithms is closely related to properties of the constitutive operator. Unfortu-
nately this aspect of the problem is rarely addressed, particularly in geomechanics.

Often constitutive relations are provided in a rather explicit form where the stress-like
variables are given as a function of the strain-like variables. For instance, the viscoelastic
strain rates are related to the stresses through a linear operator. This defines a mapping
between the stress space and the strain rate space called constitutive operator. If the constit-
utive operator is invertible then the inverse relationship exists. Another example is the flow
rule in associated plasticity where the plastic strain rates are related to the stresses through
the so-called normality rule and the complementarity conditions. This formulation of the flow
rule does not provide an explicit expression of the constitutive operator. The main difficulty
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stems from the non-smooth (multi-valued) character of this constitutive model. Using Convex
Analysis tools, Moreau [2,3] has shown that, under some conditions, the constitutive operator
can be derived from a scalar-valued function that acts like a potential for the flow rule. The
work of Moreau [2,3] on the mathematical structure of mechanical laws is an important step
in material modeling. The main contribution is probably a unified framework proposed for
mechanical models including the multi-valued ones. The variational structure revealed by the
“potential form” of the constitutive relationship prove to be useful regarding to the numer-
ical and mathematical aspects of boundary-value problems. This property ensures the exis-
tence of stationary principles that becomes minimum principles if the functional is convex.
Another key-step has been accomplished by Nguyen Quoc Son [4,5] who extended Moreau’s
work to more complex multivalued laws (“visco”-plasticity with hardening, damage,· · · ) using
the phenomenological approach with internal variables. However, geomaterials exhibit fric-
tional behavior, they undergo plastic changes of volume and need to be modeled by plastic-
ity theories with ‘non-associated’ (or non-standard) flow rule. It is shown that a non-standard
model for the modified Cam-clay is not avoidable, otherwise it will lead to a non-dissipative
model which contradicts experimental investigations (see [6]). A convenient formulation of
this model based on implicit normality is discussed.

2. The constitutive operator

The phenomenological approach with internal variables provides a unified framework for
developing various models arising in engineering applications. It consists of supplementing the
deformation ε by a set of internal (strain-like) variables κ = (κ i , i= 1, . . . , n) which account
for the internal restructuring taking place during the dissipative process. The number and the
mathematical nature (tensor, vector or scalar) of the internal variables depend on the model
under consideration. The notation used here will be one in which symmetric second-order ten-
sors are represented as six-dimensional vectors and denoted by bold letters. More complex
operator are capital doubled (e.g. D for Hooke’s tensor). For the sake of a compact repre-
sentation, internal variables κ i are grouped together in a unique vector κ ∈R

m made by the
following ordered n-tuples:

κ t= [κ t
1, . . . ,κ

t
i , . . . ,κ

t
n

]
where “t” stands for the usual transposition, R

m is a m-dimensional vector space and κ t
i can

be either a vectorial representation of a tensor, a vector or a scalar. The rate of an internal
variable, also called velocity, is denoted by a superimposed dot. A set of generalized stresses
π = (π i , i=1, . . . , n), responsible for the internal modifications, are defined such that (gener-
alized stresses) × (rate of change of internal variables) gives the rate of dissipation. Grouping
together the generalized stresses in the vector π ∈R

m, one may give the rate of dissipation as
a scalar product in R

m

π · κ̇=π t
1 · κ̇1+· · ·+π i · κ̇ i +· · ·+πn · κ̇n,

where a dot “◦ · ◦” represents the usual scalar product. The m-dimensional linear space R
m,

whose elements are the velocities, is called the velocity space and denoted by V . The bilinear
form generated by the rate of dissipation puts the velocity space V in duality with the force
space F comprising the generalized stresses π :

∀(κ̇,π)∈V×F �→ κ̇ ·π ∈R. (1)
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Figure 1. Dissipative mapping.

It is said that π and κ̇ are conjugated with respect to the dissipation. While the evolution
of the strain can be controlled externally, the internal variables evolve according to some
additional laws called evolution laws which complement the state laws (e.g. elastic law for an
elastic perfectly plastic model). These laws, which describe the evolution of the internal mod-
ifications, establish relationships between the rate of change of each κ i and each generalized
stress π i . From a mathematical viewpoint, the global evolution law defines a certain mapping
between V and F , denoted by A, which maps each κ̇ ∈V to the set, possibly empty, A(κ̇)⊂F
(see Figure 1).

The relationship between κ̇ and π can be expressed in the following explicit form

A : V→F : κ̇ �→π ∈A(κ̇). (2)

The operator A (·) transforms κ̇ defined in the domain D(A)⊂V into π defined in the range
of the operator R(A)⊂F . In the most general case, the dissipative mapping A will be non-
linear. Further, the operator A is said to be single-valued or multi-valued at κ̇ according to
whether A (κ̇) is a singleton or a set containing more than one element (see Figure 1). The
multi-valuedness is a desirable feature for a dissipative law like the flow rule in plasticity. In
what follows, only invertible operators are considered. If the map A is invertible, the inverse
law has the form:

A−1 :F→V :π �→ κ̇ ∈A−1(π). (3)

A class of dissipative materials, interesting from both a mathematical and a computational
point of view, are those for which the dissipative operator can be obtained as a gradient or a
subgradient1 of a function for all its elements of its domain. For a single-valued operator, the
condition ensuring that such a function does, in fact, exist, is the conservativity of the oper-
ator, i.e., the vanishing of the related integral along every closed curve in the domain of the
operator. If the constitutive operator is differentiable, this condition is ensured by the sym-
metry of its first Fréchet derivative D

[DA(κ̇)dκ̇ ]δκ̇= [DA(κ̇)δκ̇ ]dκ̇ (4)

for any vectors dκ̇ and δκ̇ in V . In that case, the constitutive operator can be obtained as the
gradient of a scalar-valued function φ(κ̇) for all its elements of its domain:

π =Dφ(κ̇). (5)

1The subgradient is a generalization of the gradient to non-differentiable functions.
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In order for the potential φ(κ̇) to be convex the operator A must be positive definite. The
“potentiality” condition (4) and the convexity condition must be checked separately before we
can claim that an operator derives from a convex potential. There is no complete answer as
to whether a multi-valued operator corresponds to the subgradient operator of a scalar-val-
ued function which is not necessarily convex. Some partial results exist which make use of the
prox-regularity concept [7, pp. 609–618]. However, if the operator satisfies the maximal cyclic
monotonicity condition, it is proven that this operator can be derived as the subgradient of
a convex scalar-valued function. The operator A is cyclically monotonic if for any family of
pairs (κ̇ i ,π i )∈V×F, i=0,1, . . . , n such that κ̇ i ∈A−1(π i ), the following inequality holds

n∑
i=0

(π i+1−π i ) · κ̇ i ≤0, with n+1≡0. (6)

Therefore the relationship between κ̇ and π takes the following potential structure

κ̇ ∈ ∂φ(π), (7)

where φ(π) is a convex scalar-valued function satisfying

φ(π ′)−φ(π)≥ κ̇ · (π ′ −π). (8)

The relation (7) represents a differential inclusion and the function φ(π) is called a
pseudo-potential where the term “pseudo” is used to emphasize that this function is
non-differentiable. The multi-valued character of the relationship κ̇(π) lies in the non-differ-
entiability of φ(π) which requires the use of the mathematical operator “∈”. The condition
(6) seems to be quite complicated to use in practice and it is preferred to consider two pairs
(κ̇0,π0) and (κ̇1,π1) to obtains the inequality

(π0−π1) · (κ̇0− κ̇1)≥0, (9)

which means that the mapping is monotonically increasing. If we can find two pairs that vio-
late inequality (9), then the mapping is not monotonically increasing. Obviously, if the map-
ping is not monotonically increasing, it is not cyclically monotonic. Practically, the condition
(9) is used as an necessary test. To rule out the existence of a convex pseudo-potential, it is
enough to show that there exist two pairs violating the inequality (9). If we assume the exis-
tence of a convex subset K⊂F

K⊂F ={π ∈F |f (π)≤0} , (10)

such that κ̇ �=0 if f (π)=0, the condition (9) is equivalent to the normality rule. Accordingly,
if the evolution law does not satisfy the normality then there is no convex pseudo-potential.
In the next section more details will be given about rate-independent models.

The primary advantage of having a potential structure for the constitutive relations is that
both analytical and physical insights may be gained. At least for geometrically linear solid
mechanics boundary-value problems, it will result in the possibility of applying the calculus of
variations. This technique consists of replacing the problem with a system of differential or in-
tegro-differential equations (BVP) by the equivalent problem of seeking the stationary points
of a proper functional. The extremal formulations make the qualitative study of the problem
easier, i.e., the study of the existence, uniqueness and regularity of the solution through the
so-called direct methods of variational calculus.
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A broad range of dissipative materials present in engineering have more complex dissipa-
tive laws which can not take the convenient form of a potential law. One of most illustrative
example is the Coulomb frictional-contact law. Other examples are typically those provided
by dissipative laws of geomaterials and cyclic (visco)-plasticity models. In this context, the fol-
lowing question arises naturally: how can one preserve all the benefits of a formulation based
on the definition of a scalar-valued function, i.e., a potential structure of the dissipative law?
An answer to this question is to relax the explicit relation introduced by the potential form
by admitting an implicit one.

3. Potential and pseudo-potential

In this section, fundamental aspects of the material modeling discussed in the introduction
are illustrated by considering two classical models. The first one is the linear viscous model
which under usual symmetry conditions leads to a pair of dual differentiable potentials. The
second example is the rigid-perfectly-plastic model where the associated flow rule (with com-
plementarity relations) defines a multi-valued operator that can be derived from a non-differ-
entiable potential. Further details on potential in constitutive modeling are given by Mróz [8,
pp. 1–37].

3.1. Potential

Among classical dissipative models, the linear viscous material provides probably the most
elementary dissipative law. There is only one internal variable which corresponds to the vis-
cous deformation εv, conjugated to the Cauchy stress tensor σ . The evolution law takes the
following simple form

E �→S : ε̇v �→σ =L ε̇v, (11)

where L is a linear mapping represented by a 6× 6 matrix whose elements are constant.
The spaces E and its dual S merely correspond the six-dimensional space of symmetric
second-order tensors. We suppose that L is symmetric and invertible. Trivially, the scalar-
valued function ψ(ε̇v)

ψ :E �→R : ε̇v �→ 1
2
(ε̇v)tL ε̇v (12)

is a quadratic form on the velocity space E and L ε̇v is its gradient at ε̇v. The potential ψ is
convex only if the operator L is positive definite

(ε̇v)tL ε̇v≥0. (13)

Thus, the relation (11) may be equivalently written as

σ =gradψ(ε̇v). (14)

A nice consequence of the normality rule (14) is the possibility to make use of the
Legendre transform to invert the law (11). If σ is related to ε̇v by means of a potential ψ(ε̇v),
Legendre showed that ε̇v is, in turn, related to σ through a potential ψ∗ such that

ε̇v=gradψ∗(σ ). (15)

The potential ψ∗(σ ) is equal to

ψ∗(σ )= ε̇v ·gradψ(ε̇v)−ψ(ε̇v), (16)
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and its expression in terms of σ is

ψ∗(σ )= (L−1σ ) ·gradψ(L−1σ )−ψ(L−1σ ). (17)

If the operator L is linear then ψ∗ is given by

ψ∗ :S �→R : σ �→ 1
2
σ tL−1σ . (18)

The functions ψ(ε̇v) and ψ∗(σ ) are conjugate (or dual) and related by the following equality

ψ(ε̇v)+ψ∗(σ )=σ · ε̇v. (19)

For any pair (ε̇v ′,σ ′)∈E×S not related by the constitutive relation, we have

ψ(ε̇v ′)+ψ∗(σ ′) �=σ ′ · ε̇v ′. (20)

It is worth mentioning that the Legendre transform does not require that the potential ψ(ε̇v)
is convex. However, if the constitutive operator satisfies (13), the potential ψ(ε̇v) is convex
and ψ∗(σ ), which is also convex, can be obtained using the following maximization proce-
dure

ψ∗(σ )= sup
ε̇v

[σ · ε̇v−ψ(ε̇v)] . (21)

When ψ is concave, the same formula is used where “sup” is replaced by a “inf”. We can
remark that, with these definitions, there is no need for the potential to be differentiable. As
a consequence of (21), we have

ψ(ε̇v ′)+ψ∗(σ ′)≥σ ′ · ε̇v ′, ∀(ε̇v ′,σ ′)∈E×S. (22)

The mathematical properties of the potentials reflect the nature of the behavior. The one-to-one
relation is related to the differentiability of the potential. The convexity of the potentials is a
consequence of the monotonic nature of the behavior. Finally, quadratic form implies a linear
relation between static and kinematic quantities. All information about the behavior is con-
tained in the function ψ(ε̇v). Probably the most attractive property is the existence of varia-
tional principles. Weak formulations of a boundary-value problem involving such materials lead
to differentiable minimum principles. It is found that the term variational may be understood
in different ways. This term can mean: weak formulation (i.e., principle of virtual work), sta-
tionary principle or extremum principle. Although a weak formulation can be associated with
most of the physical problems, a few of them admit a stationary principle and even fewer admit
an extremum principle. Convex or concave potentials lead to extremum principles which are
particularly attractive from both a mathematical and a computational point of view. In fact,
mathematicians have used them to prove existence and eventually uniqueness of the solution to
the corresponding boundary-value problem. Further, the possibility of searching for the solution
of a physical problem as a minimum point of a convex functional on a convex set is especially
relevant from a computational point view.

Consider a perfectly viscous body occupying a bounded domain �⊂R
3 with boundary

#, subjected to imposed body force b̄, imposed surface traction t̄ on the part #t of #, and
imposed velocity ¯̇u on the remaining part of the boundary #u=#−#t . We assume that the
body is fixed on #u, i.e., ˙̄u= 0. Velocities and strain rates are assumed to be small, so that



Non-standard dissipative behavior of geomaterials 153

geometry changes can be neglected and the analysis is performed on the reference configura-
tion. The weak form of equilibrium equations yields to the following functional∫

�

σ · δε̇v d�−
∫
�

b̄ · δu̇d�−
∫
#t

t̄ · δu̇d#=0, (23)

where δu̇∈Vad is defined by

Vad =
{
δu̇∈V | δε̇v=∇S δu̇ in,� , δu̇=0 on#u

} ;
here ∇S is the symmetric part of the gradient operator. As a result of the potential struc-
ture of the constitutive relation, a solution of the virtual work equation (23) corresponds to
a stationary point

J(u̇)→ stationary over Vad , (24)

where

J(u̇)=
∫
�

ψ(ε̇v(u̇))d�−
∫
�

b̄ · u̇d�−
∫
#t

t̄ · u̇d#, (25)

which is analogous to the energy functional for elastic bodies. The functional J(u̇) is convex
if ψ(ε̇v) is convex/concave and the stationary principle becomes a minimum/maximum prin-
ciple:

J(u̇)−→min over V. (26)

In solid mechanics, the weak form (23) always exists but is equivalent to (24) only if the sym-
metry conditions are satisfied. The second advantage of having a potential is that properties
of the solutions appear more explicitly.
Indeed, if J is convex/concave the BVP (functional) has a unique solution but if J is non-
convex it has more than one solution (Figure 2). The extremal formulations are particularly
suitable for finding numerical solutions of the problem through direct solution procedures
based on combining finite-element and optimization procedures.

Figure 2. Non-convex functional. Figure 3. Indicator function for the uniaxial plastic
model.
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3.2. Pseudo-potential

The concept of potential, although attractive, is not relevant to describe all dissipative laws.
The most simple counter-example is given by the classical Mises metal plasticity. The internal
variable is the plastic strain tensor εp ∈ E and the corresponding associated variable is the
Cauchy stress tensor σ ∈ S. For convenience, the plastic strain is decomposed into the vol-
umetric plastic strain e

p
m (belonging to the one-dimensional vector space Em) and the plastic

strain deviator ep (belonging to the five-dimensional vector space Ed ). The corresponding dual
variables are the mean stress sm (belonging to the space Sm, dual of Em) and the stress devi-
ator s (belonging to the space Sd , dual of Ed ). Clearly, we have the following decomposition

E=Em⊕Ed and S=Sm⊕Sd
and the dual pairing is defined by the bilinear form:

ε̇p ·σ = ė
p
m sm+ ėp · s. (27)

The space Sd is equipped with the von Mises norm

‖s‖eq =
(

3
2
‖s‖2

) 1
2

, (28)

which is used to define a closed convex set of admissible stresses, denoted K

K={(sm, s)∈S | ‖s‖eq −σ0≤0
}
, (29)

where σ0 is the yield stress. For an associated flow rule, the direction of the plastic strain rate
is given by the gradient to the yield function and its magnitude by the plastic multiplier:

ε̇p= λ̇
∂f

∂σ
. (30)

The latter is required to satisfy the complementarity relations

f (σ )≤0, λ̇≥0, λ̇ f (σ )=0. (31)

The previous relations refer to the rate formulation of the plastic flow and is probably the
most popular form of the flow rule. To gain more insight into the nature of the plastic behav-
ior, the complete flow rule can be written analytically, using a ‘if . . . then . . . else’ statement,
as follows

If σ ∈ int K then

ε̇p=0 ! elastic loading/unloading

else{
σ ∈bd K and ∃ λ̇>0 such that ε̇p= λ̇

∂f

∂σ

}
! plastic loading

endif

where “int K” and “bd K” denotes the interior and the boundary of K, repectively. The first
part of the statement highlights an important feature of the flow rule, namely its multi-valued
nature. Indeed, the zero plastic strain rate can be related to an infinite number of stress states
which correspond to the whole elastic domain. As a consequence the constitutive operator A
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is multi-valued and therefore it cannot be obtained as a gradient of a differentiable potential.
We will see that a potential form of the flow rule can still be derived but by considering a
non-differentiable potential, the non-differentiability being required by the multi-valued char-
acter of the flow rule. An alternative form of the flow rule (30) and the complementarity rela-
tions (31) is the one given by the maximum dissipation inequality, known as Hill’s principle:

σ ∈K : ε̇p · (σ −σ ′)≥0, ∀σ ′ ∈K. (32)

The variational inequality is appreciated by mathematicians because it is a suitable tool for
proving the existence of solutions. By transforming adequately the inequality (32), one can
obtain the set-valued mapping relating the stress σ and the plastic strain rate ε̇p, i.e., the rela-
tionship ε̇p(σ ). The idea, due to Moreau [2,3], is to make use of the indicator function [7, p.
6] of the set K to which the stresses σ and σ ′ are required to belong. This particular function,
frequently used in Convex Analysis, is defined by

�K(σ )=
{

0 if σ ∈K,

+∞ otherwise.
(33)

This function has a zero ground level within the elastic domain and infinite walls along
the yield surface. Figure 3 gives a schematic interpretation of the indicator function for the
one-dimensional case.

The function �K(σ ) is not differentiable in the classical sense. However, the indicator
function is convex if the set to which it refers is convex. Having at hand this tool, a key step
is to rewrite the variational inequality (32) in the following manner

ε̇p · (σ −σ ′)+�K(σ
′)≥�K(σ ), (34)

where the member function “∈” in (32) has been replaced by the value of the indicator func-
tion at the corresponding stress. Both inequalities (32) and (34) are equivalent. In fact, we
remark that, if inequality (32) is satisfied, it follows that inequality (34) is also satisfied. Con-
versely, if inequality (34) holds, by taking σ ′ in K, we see that �K(σ

′) has a finite value
(zero) and �K(σ ) must be equal to zero which means that σ is in K and therefore inequality
(32) is fulfilled. The inequality (34) corresponds to the convexity inequality applied to a non-
differentiable function [7, p. 301]. It means that ε̇p belongs to the subdifferential of �K(σ ) at
σ or equivalently, ε̇p and σ are related by the differential inclusion:

ε̇p ∈ ∂�K(σ ). (35)

The subdifferential of �K(σ ) at σ corresponds to the set of all subgradients of �K(σ ) at σ .
It defines a multi-valued operator that maps each point in the domain S of the function to
the closed convex set of its subgradient:

∂�K(σ ) :S �→E :σ �→ ∂�K(σ ). (36)

In particular, for a differentiable function, the subdifferential is reduced to a singleton which
corresponds to the classical gradient. The function �K(σ ) is called complementary dissipation
pseudo-potential and denoted by ψ∗(σ ). The relation (35) is equivalent to the flow rule and
the complementarity conditions. The above considerations show that by simply allowing the
potential to be non-differentiable, we can produce a “potential structure” of the relationship
between ε̇p and σ . Accordingly, we can say that differentiable potentials are suited only for
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single-valued laws and non-differentiable potentials provide an effective means of represent-
ing multi-valued constitutive laws. With the setting (35), the relationship may be inverted by
applying the Fenchel transform

ψ(ε̇p)= sup
σ

[
σ · ε̇p−�K(σ )

]= sup
σ∈K

[
σ · ε̇p] , (37)

where ψ(ε̇p) is the dissipation pseudo-potential, which is convex by construction. The inverse
flow rule is then

σ ∈ ∂ψ(ε̇p), (38)

which is equivalent to

σ · (ε̇p− ε̇p ′)+ψ(ε̇p ′)≥ψ(ε̇p). (39)

The formulations (35) and (38) of the flow rule and its inverse are particularly useful for asso-
ciating dual extremum principles to boundary-value problems involving rigid plastic materials
with associated flow rules. The dissipated power is exactly equal to ψ(ε̇p); hence, in the pres-
ent case, ψ(ε̇p) may be called the dissipation function of the material. The previous devel-
opments are illustrated by considering the deviatoric plastic model. The expression of ψ∗(σ )
does not pose any particular difficulty as it always coincides with the indicator function of
the elastic domain but we need to derive the expression of the dissipation pseudo-potential.
Using the decomposition (27), the scalar product can be decomposed as

sup
σ∈K

[
σ · ε̇p]= sup

σ∈K

[
s · ėp+ sm ė

p
m

]
. (40)

It is clear that the supremum will be achieved for a vector σ colinear to ε̇p:

s · ėp+ sm ė
p
m≤‖s‖‖ėp‖+ sm ė

p
m. (41)

To be able to use the yield criterion, we replace the Euclidean norm of s by the von Mises
norm (28)

s · ėp+ sm ė
p
m≤‖s‖eq ‖ėp‖∗eq + sm ė

p
m, (42)

where ‖•‖∗eq corresponds to the dual norm of ‖•‖eq and is defined on the space Ed

‖ėp‖∗eq =
(

2
3
‖ėp‖2

) 1
2

. (43)

Taking into account that ‖s‖eq is bounded by σ0, we have

s · ėp+ sm ė
p
m≤σ0 ‖ėp‖∗eq + sm ė

p
m. (44)

Two distinct possibilities emerge: if ė
p
m= 0, the supremum (40) is σ0 ‖ėp‖∗eq . If on the other

hand, ėpm �= 0 then, since the value of sm is unbounded, so is the supremum (40). Thus, the
expression of the dissipation pseudo-potential is given by

ψ(ε̇p)=
{
σ0 ‖ėp‖∗eq if ėpm=0

+∞ if ėpm �=0
.

(45)

Introducing the indicator function �{0}(ė
p
m) defined by

�{0}(ė
p
m)=

{
0 if ėpm=0
+∞ if ėpm �=0

, (46)
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Figure 4. One-dimensional dissipation pseudo-potential. Figure 5. Graph of the rigid-plastic law.

we may write the expression of the dissipation pseudo-potential as

ψ(ε̇p)=σ0 ‖ėp‖∗eq +�{0}(ė
p
m). (47)

As a consequence of the Fenchel transform property, the pseudo-potential of dissipation is
convex. Moreover, it is a positive function, homogeneous of degree one which takes a zero
value at the origin where the function is non-differentiable. In most papers, the dissipation
function is defined without taking into account the internal constraints on the plastic strain
rate (or internal variable rate in more general models). We decide to take into account these
internal constraints by adding to the mechanical dissipation an indicator function, so that the
dissipation has the value +∞ for non-physical states. We call this function the “extended dis-
sipation pseudo-potential”. As a result, the dissipation is defined for any plastic strain rate
vector ε̇p ∈E including those which are actually physically impossible. In one-dimension, the
expression of the dissipation pseudo-potential (see Figure 4) becomes

ψ(ε̇p)=σ0 |ε̇p|. (48)

The pseudo-potential of dissipation is differentiable everywhere except at the origin (see on
the graph). The subdifferential of ψ(ε̇p) is given by

∂ψ(ε̇p)=
⎧⎨⎩
−σ0, σ <0
(−σ0, σ0), σ =0
σ0, σ >0

. (49)

It corresponds to the multi-valued rigid plastic model, geometrically represented in Figure 5.
As can be seen from Figure 4, the subdifferential at the origin corresponds the elastic domain.

K= ∂ψ(0).

Again, the set-valued relation is related to the non-differentiability of the potential and the
convexity of the potentials is a consequence of the monotonic nature of the behavior. Finally,
the fact that the pseudo-potential is homogeneous of degree one implies a rate-independent
behavior. All relevant information about the behavior is contained in the function ψ(ε̇p). Fur-
thermore, the convexity of the pseudo-potential of dissipation is a consequence of the maxi-
mum of dissipation principle. The functions ψ(ε̇p) and ψ∗(σ ) satisfy the following relation:
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ψ(ε̇p ′)+ψ∗(σ ′)≥ ε̇p ′ ·σ ′, ∀ (ε̇p ′,σ ′)∈E×S. (50)

Equality is reached when a couple (ε̇p,σ ) is linked by the evolution law. Finally, the evolution
law can be expressed equivalently by

ε̇p ∈ ∂�K(σ )⇔σ ∈ ∂ψ(ε̇p)⇔ψ(ε̇p)+ψ∗(σ )= ε̇p ·σ . (51)

Although the pseudo-potential was introduced here for the simple model of rigid-perfect plas-
ticity, the previous approach can be easily extended to take into account hardening effects
by providing additional (to the plastic strain) internal variables. The elastic domain is then
expressed in the generalized stress space and the rate form of the evolution law takes the
form of a generalized normality rule. This leads to the class of Generalized Standard Materi-
als (GSM) of Bernard Halphen and Nguyen Quoc Son [4,5] who encompass a large class of
materials (plasticity, viscoplasticity and damage models). An abundant literature can be found
about evolution laws of plastic materials. In particular, contributions have been devoted to the
analysis of the connections existing among Hill’s principle of maximum dissipation, the exis-
tence of a pseudo-potential of dissipation and the normality rule to a convex elastic locus (see
[9, pp. 71–83]).

4. The Cam-clay model

It is well known that geomaterials have a very complicated behavior compared to metals,
even if only monotonic loading is considered. It is therefore a challenge in geomechanics to
develop relatively simple mathematical models that are able to predict, at least qualitatively, a
great number of fundamental aspects of soil behavior. The success of the modified Cam-clay
model lies in its ability to capture many of the characteristics of clay behavior by using only
a limited number of material parameters. This model belongs to the class of critical-state
models which originated from the work of Roscoe and his co-workers at the University of
Cambridge [6]. Recent work on the modified Cam-clay model using thermodynamics has been
carried out by Collins [10]. Commonly observed features such as hardening/softening, con-
tractancy/dilatancy and the tendency to eventually reach a state in which the stress state and
the volume change become stationary are all captured by the modified Cam-clay model. Even
at present, the modified Cam-clay model remains widely used for computational applications
as further evidence of its success. In this section, we first recall the relations governing the
dissipation of the model. The elasticity relations are not discussed (Figure 6).

5. Classical formulation

The modified Cam-clay yield surface (see Figure 6) is defined by

f (s, sm,pc)=‖s‖2
eq +M2s2

m−2M2sm pc, (52)

where pc is the “critical state pressure" and M a material constant defined by

M= 6 sinφ
3− sinφ

with φ the internal friction angle. The solid-mechanics convention of strains and stresses is
used. In the plane (sm,‖s‖eq), the yield surface is represented by a family of ellipses (Figure 6)
passing through the origin, taking a maximum value for sm=pc and intercepting the mean
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Figure 6. The Cam-clay Model. Figure 7. Modified Cam-clay in the generalized stress
space.

stress axis at sm=2pc. This point corresponds to the elastic limit under a hydrostatic loading
and is called the “preconsolidation pressure". The plastic flow obeys the normality rule

ėp= λ̇
∂f

∂ s
=3 λ̇ s, (53)

ė
p
m= λ̇

∂f

∂ sm
=2 λ̇M2(sm−pc) (54)

and the evolution of the elastic domain is governed by the relation

ṗc=υ pc ė
p
m (55)

with

υ= 1+ e

η−ς
,

where e is the void ratio of the soil mass, η is the virgin compression index and ς the swell/re-
compression index. Equation (55) shows that the contractancy leads to a decrease of pc and
therefore the ellipse expands so that the elastic domain is enlarged. On the contrary, dilat-
ancy leads to an increase of pc (softening phase) which corresponds to a reduction of the
elastic domain. When the plastic volumetric strain is zero, pc becomes constant and the elas-
tic domain stationary. During hardening/softening, the top of the ellipse moves along the
straight line ‖s‖eq =−Mpc called the “critical state line". The critical state line divides the
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stress space into a contractant and a dilatant region. For a stress state situated on the part
of the yield function where sm>pc, the behavior will be plastically dilatant. On the contrary,
for any stress state situated on the part of the yield function where sm<pc, the behavior will
be plastically contractant. The point situated on the yield curve at the intersection with the
critical-state line strains at constant plastic volume.

6. Internal-variable formulation

As mentioned before, our aim is to discuss the dissipative behavior of the model. In addition
to the plastic strain ε̇p, a scalar internal variable α is introduced. This variable accounts for
hardening/softening. The conjugated variables are σ and pc, respectively, and the dissipation
is given by

π · κ̇=σ · ε̇p−pc α̇= ėp · s+ ė
p
m sm−pc α̇, (56)

where π and κ̇ are given by

π =
[

σ

pc

]
and κ̇=

[
ε̇p

−α̇
]
. (57)

The elastic domain K is now defined in the generalized stress space

K=
{
π ∈S | ‖s‖2

eq +M2s2
m−2M2sm pc≤0

}
. (58)

This corresponds to a cone as shown in Figure 7. Relation (55), which is referred to as the
rate form of the state equation, becomes

ṗc=υ pc α̇. (59)

Comparing (55) and (59), we deduce the so-called hardening rule

ė
p
m− α̇=0. (60)

The evolution law for α does not satisfy the normal rule since we have

λ̇
∂f

∂pc
=−2 λ̇M2sm �=−α̇. (61)

Therefore, the model is not standard generalized, since we do not have generalized normality
(normality for each component of κ̇). Therefore, we need to introduce another scalar func-
tion, called plastic potential, from which the evolution laws can be deduced by applying the
normality rule. The expression of the plastic potential is

g(s, sm,pc)=‖s‖2
eq +M2(pc− sm) (62)

and the evolution laws are given by

ėp= λ̇
∂g

∂s
=3 λ̇ s, ė

p
m= λ̇

∂g

∂sm
=2 λ̇M2(sm−pc), −α̇= λ̇

∂g

∂pc
=2 λ̇M2(pc− sm).

Before continuing, let us derive an equivalent expression for the yield function which will have
the property of being homogeneous of degree one. The square in (52) is completed to get

‖s‖2
eq +M2(sm−pc)

2≤M2p2
c . (63)
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Taking into account that pc is always negative, we obtain an alternative expression of the
elastic domain given by√

‖s‖2
eq +M2(sm−pc)2≤−Mpc (64)

and the expression of the yield function is now

f (σ , pc)=
√
‖s‖2

eq +M2(sm−pc)2+Mpc, (65)

which is homogenous of degree one:

f (β σ , β pc)=β f(σ , pc). (66)

By introducing the following notations

σ =
[

s
sm

]
and X=

[
0
pc

]
,

we obtain the yield function (65) as follows:

f (σ , pc)=‖σ −X‖cc+Mpc,

where

‖σ −X‖cc=
(‖s‖2

eq +M2(sm−pc)
2) 1

2 . (67)

With this new expression of the yield function, the flow rule becomes

ėp= 3 λ̇
2

s
‖σ −X‖cc , (68)

ė
p
m= λ̇M2 (sm−pc)

‖σ −X‖cc , (69)

which leads to the following expression for the plastic multiplier λ̇

λ̇=‖ε̇p‖∗cc=
(
‖ėp‖2

eq +
(ė
p
m)

2

M2

) 1
2

, (70)

where the norm ‖•‖∗cc defined on the velocity space is dual to the norm (67) in the sense that

(σ −X) · ε̇p≤‖σ −X‖cc ‖ε̇p‖∗cc. (71)

7. Standard version of the modified Cam-clay model

Suppose that we would like to have a generalized standard model. The hardening rule (60)
must be different in order to satisfy the generalized normality. Indeed, by applying the nor-
mality rule for the internal variable α, we find the following relationship for the hardening
rule

−α̇= λ̇
∂f

∂pc
=−ėpm+M ‖ε̇p‖∗cc. (72)

So, to have a standard model the relation, Equation (72) should be used instead of (60). It
is worth mentioning that now −α is a non-decreasing variable and therefore softening cannot
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occur. With this expression of −α, the evolution rule for all internal variables can be written
in the following compact relation:

κ̇ ∈ ∂ψ∗(π), (73)

where ψ∗(π) is the complementary dissipation pseudo-potential which corresponds to the
indicator function of the elastic domain K expressed in the generalized stress space

�K(π)=
{

0 if π ∈K,

+∞ otherwise
. (74)

A standard model for clay seems not to be appropriate, since it does not reproduce the soft-
ening behavior observed experimentally. Furthermore, the dissipation is always equal to zero.
Indeed, the dissipation is obtained as follows

ψ(κ̇)= sup
π∈K

[π · κ̇ ]= sup
π∈K

[
s · ėp+ sm ė

p
m−pcα̇

]
. (75)

It is clear that the supremum will be achieved for a vector π colinear to κ̇:

s · ėp+ sm ė
p
m−pcα̇≤‖s‖‖ėp‖+ sm ė

p
m−pcα̇. (76)

Adding and subtracting pc ė
p
m, we have

s · ėp+ sm ė
p
m−pcα̇≤‖s‖‖ėp‖+ (sm−pc) ė

p
m+pc( ė

p
m− α̇). (77)

Now, we make use of the Cauchy–Schwarz inequality (71), to obtain

s · ėp+ sm ė
p
m−pcα̇≤‖σ −X‖cc ‖ε̇p‖∗cc+pc( ė

p
m− α̇). (78)

Taking into account that ‖σ −X‖cc is bounded by −Mpc, we have

s · ėp+ sm ė
p
m−pcα̇≤−pc

(
M ‖ε̇p‖∗cc+ α̇− ė

p
m

)
. (79)

Two distinct possibilities emerge. If we have

M ‖ε̇p‖∗cc+ α̇− ė
p
m≤0, (80)

then because −pc is positive, the dissipation is equal to zero. On the other hand, if we have

M ‖ε̇p‖∗cc+ α̇− ė
p
m≥0, (81)

then, since the value of −pc is unbounded, so is the supremum (75). Thus, we have

ψ(κ̇)=
{

0 if M ‖ε̇p‖∗cc+ α̇− ė
p
m≤0

+∞ if M ‖ε̇p‖∗cc+ α̇− ė
p
m≥0

, (82)

in short

ψ(κ̇)=�K∗(κ̇), (83)

where K∗ is the cone dual to the cone K (see Figure 7) and defined by

K∗ ={κ̇ ∈V |M ‖ε̇p‖∗cc+ α̇− ė
p
m≤0}. (84)

These results do not come as a surprise. Indeed, it is well known that, if the yield surface does
not strictly contain the origin and the generalized normality rule applies, then the dissipation
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is zero and the dissipation pseudo-potential is the cone dual to the cone of admissible stresses
K (see Figure 7). A typical example where the dissipation is also zero is given by the cohe-
sionless Mohr–Coulomb model with an associated flow rule. Accordingly, to have a non-zero
dissipation, we need a non-standard law as the one provided by the modified Cam-clay model
itself. The functions ψ(κ̇) and ψ∗(π) satisfy the following relation:

ψ(κ̇ ′)+ψ∗(π ′)≥π ′ · κ̇ ′, ∀ (π ′, κ̇ ′)∈V×F . (85)

A pair (π , κ̇) related by the generalized normality satisfies

κ̇ ∈ ∂ψ∗(π)⇔π ∈ ∂ψ(κ̇)⇔ψ(κ̇)+ψ∗(π)=π · κ̇ . (86)

Using the yield function as given by (65), which is homogeneous of degree one, we can see
that the dissipation is zero by simply applying the generalized normality and using the Euler
identity

D=π · κ̇=π · λ̇ ∂f
∂π
= λ̇ f (π)=0,

since f (π)=0. If the origin is inside the convex domain K in the generalized stresses space,
it is possible to express the region K as a level set {π : γK(π)≤1} where γK is a nonnegative,
positively homogeneous convex function called the gauge. The mathematical definition of the
gauge is

γK(π)= inf{µ>0 : π ∈µK}
and the dissipation is now given by

D= λ̇,

where the plastic multiplier λ̇ is obtained using γK(π).

8. Implicit normality rule

The modified Cam-clay model is non-standard, but we will see below that it is still possible
to obtain a variational formulation of the evolution law. In the original model, the non-nor-
mality is partial and concerns only the internal variable α. Applying the following change of
variables

−ϑ̇=− (α̇−M ‖ε̇‖p) , (87)

we can recover the normality rule

ε̇p ∈ ∂σψ∗(σ , pc) and − ϑ̇ ∈ ∂pcψ∗(σ , pc) (88)

or in more compact form

ξ̇ ∈ ∂ψ∗(π), (89)

where the vector ξ̇ is given by

ξ̇ =
[

ε̇p

−ϑ̇
]
. (90)

The inverse law is

π ∈ ∂ψ(ξ̇), (91)
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where ψ(ξ̇) is the indicator function of K∗ which now depends on ε̇p and −ϑ̇
K∗ ={ξ̇ ∈V |M ‖ε̇p‖∗cc+ ϑ̇− ė

p
m≤0}. (92)

Here ψ(ξ̇) and ψ∗(π) satisfy the Fenchel inequality

ψ(ξ̇
′
)+ψ∗(π ′)≥π ′ · ξ̇ ′, ∀

(
π ′, ξ̇ ′

)
∈V×F . (93)

Although this relation provides further insight into such a plastic model, additional develop-
ments can still be made to establish a relationship between κ̇ and π based on a normality
rule. To recover a relation between the dual variables κ̇ and π , we add π ′ · κ̇ ′ to both sides
of (93),

ψ(ξ̇
′
)+ψ∗(π ′)+π ′ · (κ̇ ′ − ξ̇

′
)≥π ′ · κ̇ ′, ∀(π ′, ξ̇ ′)∈V×F . (94)

The left-hand side of (94) is a function of both κ̇ ′ and π ′, which cannot be represented as the
sum of two functions, one of κ̇ ′ and another of π ′. We call this function a bi-potential and
its general expression is given by

bp(ξ̇
′
,π ′) :=ψ(ξ̇

′
)+ψ∗(π ′)+π ′ · (κ̇ ′ − ξ̇

′
). (95)

The right-hand side of (95) is developed using the change of variables (87). The cone K∗ is
not the dual of K anymore. Its expression is given by

K∗ ={κ̇ ∈V | α̇− ė
p
m≤0}. (96)

Developing the scalar product in (95), we obtain the bi-potential for the modified Cam-clay
model:

bp(κ̇,π)=�K(π)+�K∗(κ)−Mpc‖ε̇p‖∗cc. (97)

The bi-potential is positive function and satisfies the fundamental inequality

bp(κ̇ ′,π ′)≥ κ̇ ′ ·π ′. (98)

A strict equality is obtained in (98) for any pair (κ̇,π) related by the evolution law:

bp(κ̇,π)= κ̇ ·π . (99)

The relations (98) and (99) can be combined to give

∀π ′ ∈F : bp(κ̇,π ′)− bp(κ̇,π)≥ κ̇ · (π ′ −π), (100)

∀κ̇ ′ ∈V : bp(κ̇ ′,π)− bp(κ̇,π)≥π · (κ̇ ′ − κ̇), (101)

which means that
– the bi-potential is bi-convex that is bp(κ̇,π) is a convex function of κ̇ ∈V for each π ∈F

and a convex function of π ∈F for each κ̇ ∈V ;
– the evolution law and its inverse derive from the bi-potential bp(κ̇,π)

κ̇ ∈ ∂π bp(κ̇,π) and π ∈ ∂κ̇bp(κ̇,π). (102)

The advantage of the present formulation results in a compact form of the evolution law for-
mulated with one variational inequality. This formulation of the evolution law can be advan-
tageously exploited to derive a robust algorithm. The relations (102) are essential for the
derivation of stationary principles involving a functional that depends now on both the veloc-
ities and the stresses.
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9. Conclusions

An important task for an engineer is to assess the stability of a geotechnical structure. Now-
adays this task is carried out using finite-element codes in conjunction with complex constitu-
tive models. For most practical cases (small displacements and small deformations), the nature
of the constitutive operator has a significant influence on the convergence of numerical algo-
rithms. It has been recognized that a variational formulation has several advantages, among
them, the possibility to associate extremum (or at least stationary) principles to weak for-
mulations of the initial/boundary-value problems. It also permits to express the behavior in
a succinct manner. Indeed the stress-strain relationship derives from a scalar-valued function
which acts as a potential. For plastic models such a property exists if the maximum dissi-
pation principle holds. However, geomaterial models do not exhibit such a strong variational
structure. By allowing an implicit form of the evolution rule, one may recover a weaker varia-
tional formulation and the pseudo-potential concept (introduced by Moreau) can be extended
to cover non-standard behaviors. The pseudo-potential is replaced by the bi-potential, which
depends on both the generalized stresses and the velocities. The bi-potential is not convex
but bi-convex, which means convex with respect to the generalized stresses and the plastic
strain rates when considered separately. The partial sub-derivatives of the bi-potential yield
the evolution law and its inverse. It has been shown that the evolution law of the modified
Cam-clay model can be derived from a bi-potential which serves as a “potential” for both the
generalized stresses and the velocities. As a consequence, coupled extremum principles exist.
These principles are not as strong as the usual extremum (or stationary) principles since they
involve static and kinematic variables, but at least they provide new insights into this difficult
problem. Further research has to be carried out to design new algorithms using, for instance,
mixed formulations.
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Abstract. In this paper, shear localization in granular materials is studied as a bifurcation problem based on a
conventional (non-polar) and a micro-polar continuum description. General bifurcation conditions are formulated
for a non-polar hypoplastic model and its micro-polar continuum extension. These conditions define stress, couple
stress and density states at which weak discontinuity bifurcation may occur. The stress states for bifurcation are
then compared with the peak stress states, which define a bounding surface for the accessible stress domain in
the principal stress space. The results show that, in a micro-polar continuum description, the constitutive model
may no longer be associated with weak discontinuity bifurcation.

Key words: bifurcation analysis, granular materials, hypoplasticity, micro-polar continuum, non-polar continuum

1. Introduction

Localized deformation, in the form of narrow shear zones known as shear bands, is a widely
observed phenomenon in granular materials when a certain limit state is approached. Analysis
of shear localization can give some insight into the failure mechanism of granular materials
and may provide further understanding for constitutive modelling of inelastic behavior.

Following the pioneering work of Rice [1] and Rudnicki and Rice [2], the phenomenon
of shear localization has often been directly associated with the weak discontinuity bifurca-
tion properties of constitutive models. The onset of shear localization was understood “in the
sense that the constitutive relations may allow the homogeneous deformation of an initially
uniform material to lead to a bifurcation point, at which non-uniform deformation can be
incipient in a planar band under conditions of continuing equilibrium and continuing defor-
mation outside the zone of localization” [2]. The technique of bifurcation analysis has been
widely used to predict the occurrence of shear localization [3,4].

It is well known that constitutive models developed within the framework of conventional
continuum theory are limited to modelling pre-bifurcation behavior. Due to the lack of an
internal length, these models cannot capture the thickness of the localized zones. As a result,
numerical modelling of post-bifurcation behavior suffers from severe mesh-dependency.

Consideration of the relevant micro-mechanics leads to the application of enhanced con-
tinuum theory, including non-local theory, higher-gradient theory and micro-polar continuum
theory, in the macro-description of granular materials. These theories introduce a character-
istic length, which regularizes the failure process with non-local effects. In particular, recent
work has established links between inter-granular contacts and the continuum quantities such
as stress and couple stress [5,6]. Thus micro-polar continuum theory has become a suitable
framework for macro-description of granular media. The theory has been used to study shear
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localization in granular materials by Mühlhaus [7], de Borst [8], Dietsche et al. [9] and Ehlers
and Volk [10] who adopted an elastoplastic approach, and by Tejchman [11], Tejchman and
Bauer [12], Bauer and Huang [13], Tejchman and Gudehus [14] and Huang and Bauer [15]
who adopted a hypoplastic approach. It is widely accepted that post-bifurcation behavior can
be well captured by micro-polar continuum models. Numerical results for shearing of a gran-
ular layer between two parallel plates show that a localized shear zone of finite thickness can
be obtained, which is mesh-independent provided that the element size is small enough [14,
15].

An open question with the micro-polar continuum description of granular materials is
whether shear localization will occur in a homogeneous deforming specimen in the form of
weak discontinuity bifurcation (as is the case in a conventional continuum description). This
paper focuses on bifurcation analysis of constitutive models developed for cohesionless granu-
lar materials using a conventional (non-polar) continuum approach and a micro-polar contin-
uum approach. The non-polar hypoplastic model proposed by Gudehus [16] and Bauer [17],
and its micro-polar continuum extension formulated by Huang et al. [18], are employed for
this purpose. In these non-polar and micro-polar models, the void ratio is incorporated as
a measurement of density. This allows the stationary state (the so-called critical state) to be
described and the pressure- and density-dependent behavior to be captured for a wide range
of stress and density levels with a single set of constitutive constants.

Hypoplastic constitutive models belong to a category known as incrementally nonlinear
models. Bifurcation analysis of non-polar models of this type was first discussed by Kolym-
bas [19] and Chambon and Desrues [20]. A more general analysis can be found in [21,22].
Bauer and Huang [23] and Bauer [24] discussed the pressure and density effects in bifurca-
tion and shear localization. Wu and Sikora [25] and Wu [26] presented a bifurcation surface
in principal-stress space for a density-independent hypoplastic model. Fewer results are known
for bifurcation analysis of micro-polar continuum models. Some early results can be found in,
for instance, [9,27].

In this paper, a general criterion for bifurcation is first derived for the non-polar
hypoplastic continuum. By extending the concept of a weak discontinuity in the micro-polar
continuum, a similar bifurcation criterion is formulated for the micro-polar hypoplastic con-
tinuum. In order to assess the possibility of shear bifurcation in a general way, a condition
for the peak stress state is provided. Geometric representations of the bifurcation states and
peak stress states in the deviatoric stress plane are then presented, from which the accessibility
of bifurcation points can be determined.

Symbolic notation is used for vectors and tensors in this paper. Vectors and second-order
tensors are distinguished by bold-faced font and fourth-order tensors by calligraphic font.
Index notation is used by referring to a fixed orthogonal Cartesian coordinate system. The
second-order unit tensor and the fourth-order unit tensor are denoted by I and I, respec-
tively. Their components read (I)ij = δij and (I)ijkl = δikδjl with δij being the Kronecker
delta. The permutation symbol ε is used with (ε)ijk = 1 for ijk ∈ {{1,2,3}, {2,3,1}, {3,1,2}},
(ε)ijk = −1 for ijk ∈ {{1,3,2}, {2,1,3}, {3,2,1}} and (ε)ijk = 0 otherwise. The dot-product
operation is used for a · b = aibi , (A · b)i = Aijbj , A : B = AijBij and (A : B)ij = AijklBkl .
Here, the usual summation convention for dummy indices is adopted. Dyadic multiplica-
tion is denoted by the symbol ⊗. For instance (a ⊗ b)ij = aibj and (A ⊗ B)ijkl = AijBkl .
The Euclidean norm is used for all vectors so that ‖a‖ = √a ·a and all tensors so that
‖A‖ = √A : A. The Nabla operator ∇ is so defined that (∇a)ij = ∂ai/∂xj and (∇ · a) =
∂ai/∂xi .
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2. Hypoplastic description of granular materials

2.1. Outline of the micro-polar continuum

A micro-polar continuum is characterized by additional rotational degrees of freedom and
the presence of a couple stress which is work-conjugated with the micro-curvature (associated
with the rotational degrees of freedom). Material particles in a micro-polar continuum can
translate and rotate independently. Here we use the vectors u̇ and ẇc to denote the rate of
translation (velocity) and the rate of rotation (angular velocity) of material particles. Then the
deformation rate of a micro-polar (Cosserat) continuum can be measured by the strain rate
ε̇c and the micro-curvature rate κ̇ , which are defined by the following kinematic relations:

ε̇c=∇u̇+ ε · ẇc, ε̇cij = ∂u̇i/∂xj + εijkẇ
c
k, (1a)

κ̇=∇ẇc, κ̇ij = ∂ẇc
i /∂xj . (1b)

By introducing the notion of micro-spin ω̇c=−ε · ẇc, Equation (1a) can also be written in the
form of:

ε̇c= ε̇+ ω̇− ω̇c,

where ε̇= d= 1
2 [∇u̇+ (∇u̇)T ] and ω̇= 1

2 [∇u̇− (∇u̇)T ], the symmetric part and the skew sym-
metric part of the velocity gradient, are the strain rate and the spin (termed the macro spin
in this paper) for the non-polar continuum. The strain rate for the micro-polar continuum ε̇c

is generally non-symmetric. In the case where the micro-spin coincides with the macro-spin,
it becomes symmetric and coincides with the strain rate for the non-polar continuum.

The equilibrium equations for a micro-polar continuum must take into account the pres-
ence of the couple stress µ. In cases where body forces and body couples are absent, the local
form of the equilibrium equations read:

∇ ·σ T =0, ∂σij /∂xj =0, (2a)

∇ ·µT − ε :σ =0, ∂µij /∂xj − εijkσjk=0. (2b)

From the second equation, we see that the stress tensor is generally non-symmetric for a
micro-polar continuum. When the couple stress vanishes, the stress tensor becomes symmetric.

2.2. Hypoplastic model for non-polar and micro-polar continuum

In hypoplasticity, the granular material is described as a continuum in terms of material state
and material properties. The latter are represented by constitutive constants which do not
change during loading. In a non-polar (conventional) continuum approach, the material state
is characterized by the current stress σ and the void ratio e, while in a micro-polar continuum
description the couple stress µ is also included.

In the nonpolar continuum description, a practical hypoplastic constitutive equation for
the cohesionless granular materials has the following general form [16]:

σ̊ =fs(L(σ̂ ) : ε̇+fdN(σ̂ )‖ε̇‖). (3)

The objective time rate of the Cauchy stress, σ̊ , is a nonlinear function of the strain rate ε̇.
Herein the fourth-order tensor L and the second-order tensor N are functions of the normal-
ized stress σ̂ = σ/tr σ , and the scalar factors fs and fd (known as the stiffness factor and
the density factor, respectively) are functions of the mean pressure p=−tr σ/3 and the void
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ratio e. The elaborated nonlinear tensor-valued function allows the description of different
stiffness for loading and unloading without employing the elastoplastic concept of decompo-
sition of strain rate into an elastic part and a plastic part. As σ̊ is a positively homogeneous
of order one in ε̇, the rate-independent behavior is described by (3).

In a micropolar continuum extension [18] of constitutive equation (3), the objective time
rate of the stress, σ̊ , and the objective time rate of couple stress, µ̊ , are expressed as

σ̊ =fs[Lσσ : ε̇c+Lσµ : κ̇∗ +fdNσR], (4a)

µ̊=d50fs[Lµµ : κ̇∗ +Lµσ : ε̇c+fdNµR], (4b)

where d50 denotes the mean grain diameter, which is a natural length scale for granular mate-
rials, κ̇∗=d50κ̇ is the scaled micro-curvature rate, and R is a combination of the norms of the
strain rate and the micro-curvature rate in the form of

R=
√

ε̇ : ε̇+ δ2κ̇ : κ̇, (5)

where

δ= (aµ/â)d50 (6)

is a characteristic length which scales the thickness of shear bands. The fourth-order tensors
and the second-order tensors depend on the normalized stress tensor, σ̂ , and the normalized
couple-stress tensor, µ̂=µ/(d50tr σ ), with the following representations:

Lσσ = â2I+ σ̂ ⊗ σ̂ , Lσµ= σ̂ ⊗ µ̂, Nσ = â(σ̂ + σ̂
d
),

Lµµ =a2
µI+ µ̂⊗ µ̂, Lµσ = µ̂⊗ σ̂ , Nµ=2âµ̂.

(7)

Herein σ̂
d = σ̂ − I/3 denotes the deviator of the normalized stress, and â and aµ are two

parameters related to the limit value of stress and couple stress at stationary states.
A stationary state is reached when there is no change in the state variables under contin-

uing deformation. The present micro-polar hypoplastic model is characterized by the follow-
ing limit condition on the stress, the couple stress, and the void ratio at stationary states [18]:

‖σ̂ d‖2

â2
+ ‖µ̂‖

2

a2
µ

=1 and fd=1. (8)

This relation shows a coupling between the limit stress and the limit couple stress. It also pro-
vides a physical interpretation for the parameters â and aµ.

The evolution of the void ratio is governed by the equation:

ė= (1+ e)tr ε̇, (9)

which is a result of mass balance by neglecting the volume change in solid grains. The void
ratio of a granular material is bounded by the maximum void ratio ei for the loosest states
and the minimum void ratio ed for the densest state, and it tends to a critical void ratio ec at
stationary states. ei , ed and ec are pressure-dependent quantities. In the present model, the
variation of ei , ed and ec with the mean pressure p is described by the following relation
(refer to Figure 1):

ec

eco
= ed

edo
= ei

eio
= exp{(3p/hs)n}. (10)
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Figure 1. Pressure dependence of the maximum,
the critic and the minimum void ratio [17].

Figure 2. Sketch of weak discontinuity plane in the
principal stress space.

Herein hs and n are two material constants that determine the shape of the void ratio-
pressure curves, and eio, edo and eco are three material constants which represent the maxi-
mum, minimum and critical void ratio at the stress-free state. The density factor fd is related
to the pressure-dependent relative density according to

fd=
(
e− ed

ec− ed

)α
, (11)

where α is a material constant which scales the peak stress state under loading. Note that
dilative deformation corresponds to an increase in the value for fd. The densest state is char-
acterized by fd = 0, while fd = 1 corresponds to e= ec. Therefore, the critical void ratio is
reached at a stationary state, which is in accordance with experimental observations for gran-
ular materials.

The stiffness factor fs has the following representation:

fs= hs

n(σ̂ : σ̂ )

(ei
e

)β 1+ ei

ei

(
p

hs

)(1−n)
[3â2

i +1+
√

3âifdi ]−1. (12)

Herein fdi and ai represent the values of fd and â at isotropic states. From (10) and (11),
fdi has a constant value fdi ={(eio− edo)/(eco− edo)}α. As described later, ai has a constant
value, which is related to the critical friction angle φc. The term (ei/e)

β reflects the influence
of the density on the stiffness factor with β≈1 being another material constant.

For the special case where the couple stress and micro-curvature rate vanish and the
micro-spin coincides with the macro-spin, the non-polar continuum model proposed by Gude-
hus [16] and Bauer [17] is recovered with

Lσσ =L= â2I+ σ̂ ⊗ σ̂ , Nσ =N= â(σ̂ + σ̂
d
). (13)

Correspondingly, the limit stress at a stationary state satisfies the following condition:

||σ̂ d ||= â, (14)

which represents a conical surface in the principal stress space with its apex at the origin.
Bauer [28] showed that it is possible to embed different limit stress conditions into this model
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by adopting different expressions for the parameter â. For instance, a constant value for â

corresponds to a Drucker–Prage type limit condition. With the following formulation, the
Matsuoka–Nakai limit condition is embedded:

â= sinϕc
3− sinϕc

⎡⎣
√√√√8/3−3||σ̂ sd ||2+√3/2||σ̂ sd ||3 cos(3θ)

1+√3/2||σ̂ sd || cos(3θ)
−||σ̂ sd ||

⎤⎦ , (15)

where σ̂
sd denotes the deviator of the normalized symmetric stress, and θ denotes the Lode

angle defined in the deviatoric stress plane for the symmetric stress.
The limit couple stress related parameter aµ is considered to be constant. For a granular

material without preferred grain orientation, this is a reasonable assumption. All the material
constants in this model, except aµ, can be determined easily from elementary laboratory tests
as discussed in detail by Herle and Gudehus [29]. aµ may be determined from a back analy-
sis procedure after measuring the shear band thickness, which requires advanced techniques.
For the following discussion we note that the stiffness factor fs has a value of the order of
hns p

1−n. The granular hardness (as termed in Gudehus [16]) hs , which has a dimension of
stress, has a typical value of the order of 1·0×106 kPa or higher for sands. The dimensionless
exponent n falls in the range of (0·25,0·5) [29].

3. Bifurcation analysis for the non-polar hypoplastic continuum

Consider a homogeneous specimen under uniform deformation and assume that the velocity
and stress fields are continuous up to a certain state where a discontinuity in the velocity gra-
dient across a planar surface becomes possible. This weak discontinuity plane S is then char-
acterized by the following kinematic conditions:

[[l]]= [[∇u̇]]= (∇u̇)1− (∇u̇)0=g⊗n and [[u̇]]= u̇1− u̇0=0. (16)

Here the superscript 0 and 1 are used to denote the values for a quantity on either side of
the discontinuity plane. Equation (16) states that across the discontinuous plane S the veloc-
ity gradient is experiencing a jump, which is characterized by a vector g and the unit normal
vector n to the discontinuity plane, while the velocity field itself is continuous. Correspond-
ing to the discontinuous velocity gradient, jumps in the strain rate and the spin tensor will
be encountered on crossing S:

[[ε̇]]= ε̇1− ε̇0= 1
2
(g⊗n+n⊗n), (17a)

[[ω̇]]= ω̇1− ω̇0= 1
2
(g⊗n−n⊗g). (17b)

In response to this, the stress rate becomes discontinuous. A bifurcation condition can be for-
mulated by considering rate-form equilibrium long the possible discontinuity plane. Concern-
ing the fact that the direction of the discontinuity plane varies with time due to the motion,
we start to consider the equilibrium in a reference configuration (A reference configuration is
a fixed configuration in the space which uniquely designates a one-to-one mapping with mate-
rial points in motion.). On the image discontinuity plane in the reference configuration, the
nominal traction rate must be unique, i.e., [[Ṗ]] ·N= 0, where P is the first Piola–Kirchhoff
stress and N is the unit normal of the image discontinuity plane, which is independent of time.
Using the well-known relation P=Jσ ·F−T and the Nanson’s formula (see, for instance, [30,
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p. 75]) the following equation is obtained:

[[σ̇ + (div u̇)σ −σ · lT ]] ·n= [[σ̇ ]] ·n+ ([[div u̇]]σ −σ · [[lT ]]) ·n=0. (18)

Note that the material response is described in terms of the objective time rates of stress and
couple stress. There is an infinite number of possibilities which define an objective time rate
for the stress tensor. The most widely used objective stress rates include the Zaremba–Jau-
mann rate, the Oldroyd rate, the Green–Naghdi rate and the Truesdell rate ([30, Section5.3]).
Choosing a proper objective stress rate is, in many cases, a problem of a proper formulation
of the constitutive equations. It should also be noted that the discrepancies due to the choice
of different objective stress rates become significant only when a large shear deformation has
taken place (e.g. [28]). At the beginning of shear localization, such discrepancies are negligi-
ble. In this study, we take the Zaremba–Jaumann rate as the objective time rate for both the
stress tensor and the couple stress tensor:

σ̊ = σ̇ − (ω̇ ·σ −σ · ω̇), (19a)

µ̊= µ̇− (ω̇ ·µ−µ · ω̇). (19b)

Substitution of (19a) in (18) yields the following bifurcation condition

[[σ̊ ]] ·n+ ([[div u̇]]σ ·n+ [[ω̇]] ·σ ·n−σ · [[d]]) ·n=0. (20)

Invoking the constitutive relations leads to the following equations for the components of the
vector g:

K ·g−λfdr=0. (21)

The following notations are introduced in this equation: the scalar factor λ=||ε̇1||−||ε̇0||, the
vector r=−â(σ̂ + σ̂

d
) ·n and the tensor K=K′ +K′′, where

K′ = â2

2 (I+n⊗n)+ (σ̂ ·n)⊗ (σ̂ ·n),
K′′ = − 3p

fs
[σ̂ ·n⊗n−n⊗n · σ̂ T ].

(22)

In the representation for K′′, the factor −3p comes out from the stress normalization. Since
the stiffness factor fs ∼ hns p

1−n, it follows that the factor p/fs has a value of the order of
(p/hs)

n. Therefore, for most practical stress states with p<<hs , K′ is the dominant term in
K and K′′ can be neglected. Because K′ is positive-definite and therefore invertible, K is also
invertible. Then we can write g as a linear function of the scalar factor λ:

g=λfdK−1 · r. (23)

For λ=0, we have only a null solution for g, which indicates no bifurcation at all. Thus the
bifurcation problem is equivalent to seeking a non-trivial solution for the scalar factor λ. By
introducing the notations

ĝ=K−1 · r and 	ε̂= 1
2
(ĝ⊗n+n⊗ ĝ), (24)

we can write the strain rate as ε̇1= ε̇0+λfd	ε̂. It follows that the nonlinear equation for the
scalar factor λ can be written as

λ−
(√

(ε̇0+λfd	ε) : (ε̇0+λfd	ε)−
√

ε̇0 : ε̇0
)
=0. (25)
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Algebraic manipulation leads to the following equation:

(f 2
d	ε̂ :	ε̂−1))λ2+2(fdε̇0 :	ε̂−‖ε̇0‖)λ=0.

The non-trivial solution for λ then reads

λ=2
‖ε̇0‖−fdε̇0 :	ε̂

f 2
d	ε̂ :	ε̂−1

=2
1−fd‖	ε̂‖ cosγ

f 2
d	ε̂ :	ε̂−1

‖ε̇0‖ (26)

with cosγ := (ε̇0 :	ε̂)/(‖ε̇0‖‖	ε̂‖). Note that λ is restricted by the condition

λ≥−‖ε̇0‖, (27)

since ‖ε̇‖=λ+‖ε̇0‖≥0. It can be shown that the requirement (27) can be fulfilled only when

f 2
d	ε̂ :	ε̂= f 2

d

2
[ĝ · ĝ+ (ĝ ·n)2]≥1. (28)

Proof. Assume that (28) is not fulfilled, then fd‖	ε̂‖<1. The maximum value for λ in (26)
corresponds to cosγ =1, which reads

λmax=− 2
1+fd‖	ε̂‖‖ε̇

0‖<−‖ε̇0‖, (29)

which violates the requirement (27).

Remark . Inequality (28) can also be obtained in an alternative way. Note that a triangular
inequality ‖ε̇1 − ε̇0‖2 ≥ (‖ε̇1‖− ‖ε̇0‖)2 is generally valid. Substitution of (‖ε̇1‖− ‖ε̇0‖)2 = λ2

and ‖ε̇1 − ε̇0‖2 = λ2f 2
d (ĝ · ĝ+ (ĝ · n)2)/2 leads to inequality (28). This approach is simpler.

However, the approach from (25) to (28) provides more detail about the factor λ and can be
repeated for derivation of the bifurcation criterion for the micro-polar continuum model.

Remark . The equality in (28) corresponds to either ||ε̇1||/||ε̇0||=∞ or cosγ =1. The later is
true only when ε̇1 is co-axial with ε̇0, which corresponds to pure dilation or contraction in
the localized zone. For a uniformly deforming process leading to a continuous onset of shear
bifurcation, the equality represents a limit state at which the bifurcation will not occur.

To assess whether the bifurcation condition is met in a loading program, the equality can be
used as a determinant. That is, incipience of shear localization is indicated by the following
condition:

f 2
d�0(σ̂ ,n)−1=0, (30)

with

�0(σ̂ ,n)= 1
2

[ĝ · ĝ+ (ĝ ·n)2]= 1
2

[(K−1 · r) · (K−1 · r)+ (n ·K−1 · r)2]. (31)

Note that for p<<hs , K′′ can be neglected in the representation of K. In the case where p∼
hs or p>hs , we have ei/e∼ 1, which implies that fs and K′′ are almost independent of the
void ratio. Therefore, in the criterion (30), �0 can be considered independent of the density.
The influence of the density on bifurcation is reflected only by the factor fd, which is sepa-
rated from �0.
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4. Bifurcation analysis for the micro-polar hypoplastic continuum

Similar conditions for weak-discontinuity bifurcation can be formulated for a micro-polar
hypoplastic continuum. We start again with a homogeneously deforming specimen in which
the velocity, rotation rate, stress and couple stress fields are continuous up to a state where
a banded planar weak discontinuity may develop. Across the weak discontinuity plane S, the
velocity and the rotation rate fields are initially continuous:

[[u̇]]= u̇1− u̇0=0 and [[ẇc]]= ẇc1− ẇc0=0 , (32)

while the jump in the velocity gradient and the rotation-rate gradient can be written as

[[∇u̇]]= (∇u̇)1− (∇u̇)0=gu⊗n, (33a)

[[κ̇ ]]= (∇ẇc)1− (∇ẇc)0=gw⊗n. (33b)

Weak discontinuity bifurcation is characterized by vectors gu,gw and the unit normal vector
n for the discontinuity plane S. With respect to the discontinuity in the velocity gradient, the
jumps in the strain rate and in the macro-spin read

[[ε̇c]]= ε̇c1− ε̇c0= [[∇u̇+ ε ·wc]]=gu⊗n, (34a)

[[ω̇]]= ω̇1− ω̇0= 1
2
(gu⊗n−n⊗gu). (34b)

Similar to the situation for the nonpolar continuum, consideration of the equilibrium in rate
form along the discontinuity plane leads to the following conditions to be fulfilled by the total
stress rate and the total couple stress rate:

[[σ̇ ]] ·n+ ([[div u̇]]σ −σ · [[lT ]]) ·n=0, (35a)

[[µ̇]] ·n+ ([[div u̇]]µ−µ · [[lT ]]) ·n =0. (35b)

Using the expressions for stress rate (19a) and couple-stress rate (19b) and the constitutive
Equations (4a) and (4b), the following nonlinear equations are obtained for the vectors gu

and gw:

Kuu ·gu+Kuw ·gw−λcfdru=0, (36a)

Kwu ·gu+Kww ·gw−λcfdrw=0. (36b)

Herein the following notations are used: the scalar factor λc= [[R]], the vectors ru=−â(σ̂ +
σ̂
d
) · n and rw=−2âµ̂ · n, and the tensors Kuu=K′uu+K′′uu,Kuw=K′uw,Kwu=K′wu+K′′wu and

Kww=K′ww with the following representations:

K′uu = â2I+ (σ̂ ·n)⊗ (σ̂ ·n), K′uw=d50(σ̂ ·n)⊗ (µ̂ ·n),
K′wu = (µ̂ ·n)⊗ (σ̂ ·n), K′ww=d50[a2

µI+ (µ̂ ·n)⊗ (µ̂ ·n)],
K′′uu = − 3p

fs
[σ̂ ·n⊗n−n⊗n · σ̂ T ],

K′′wu = − 3p
fs

[µ̂ ·n⊗n−n⊗n · µ̂T ].

(37)

For a concise representation, we define � according to

� :=
[

Kuu Kuw

Kwu Kww

]
. (38)
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By neglecting K′′uu and K′′wu in Kuu and Kwu for p<<hs , we can show that � is invertible
(see appendix A). We can then write{

gu

gw

}
=λcfd�−1 ·

{
ru

rw

}
. (39)

Again the bifurcation vectors gu and gw are linearly related to the scalar factor λc. Thus the
problem is equivalent to seeking a non-trivial solution for the scalar factor λc. By introducing
the following notations{

ĝu

ĝw

}
=�−1 ·

{
ru

rw

}
(40)

and

	ε̂
c= ĝu⊗n, 	κ̂= ĝw⊗n, (41)

the equation for the factor λc can be written as

λc+
√

ε̇c0 : ε̇c0+ δ2κ̇0 : δ2κ̇0

=
√
(ε̇c0+λcfd	ε̂

c
) : (ε̇c0+λcfd	ε̂

c
)+ δ2(κ̇0+λcfd	κ̂) : (κ̇0+λcfd	κ̂). (42)

The non-trivial solution for λc reads

λc=2
1−fd(ε̇

c0 :	ε̂
c+ δ2κ̇0 :	κ)/

√
‖ε̇c0‖2+ δ2‖κ̇0‖2

f 2
d (‖	ε̂

c‖2+ δ2‖	κ̂‖2)−1
×
√
‖ε̇c0‖2+ δ2‖κ̇0‖2. (43)

Here λc is restricted by a requirement similar to (27), which reads

λc≥−
√
‖ε̇c0‖2+ δ2‖κ̇0‖2. (44)

In a similar way, we can show that this requirement can be fulfilled only when

f 2
d (‖	ε̂

c‖2+ δ2‖	κ‖2)≥1. (45)

Proof. Since ε̇c0 :	ε̂
c≤‖ε̇c0‖‖	ε̂

c‖ and κ̇0 :	κ̂≤‖κ̇0‖‖	κ̂‖, we have

(ε̇c0 :	ε̂
c+ δ2κ̇0 :	κ)2≤ (‖ε̇c0‖2+ δ2‖κ̇0‖2)(‖	ε̂

c‖2+ δ2‖	κ‖2).

If follows that the following inequality is valid.

fd(ε̇
c0 :	ε̂

c+ δ2κ̇0 :	κ)/

√
‖ε̇c0‖2+ δ2‖κ̇0‖2≤fd

√
‖	ε̂

c‖2+ δ2‖	κ‖2.

Assume that (45) is not fulfilled, then fd
√
‖	ε̂

c‖2+ δ2‖	κ‖2 <1. The maximum value for λc

in (43) can be obtained as

λcmax=−
2

1+fd
√
‖	ε̂

c‖2+ δ2‖	κ‖2

√
‖ε̇c0‖2+ δ2‖κ̇0‖2 <−

√
‖ε̇c0‖2+ δ2‖κ̇0‖2,

which violates the requirement (44). Therefore, the occurrence of shear bifurcation in the
micro-polar hypoplastic continuum can be judged by the following criterion:

f 2
d�1(σ̂ , µ̂,n)−1=0, (46)
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where

�1(σ̂ , µ̂,n)= (‖	ε̂
c‖2+ δ2‖	κ‖2)= ĝu · ĝu+ δ2ĝw · ĝw. (47)

It has been widely recognized that polar effects are usually associated with pronounced strain

gradients. A homogeneous specimen under uniform deformation is almost always free from
polar effects, that is, the couple stress and the micro-curvature will not develop up to a shear
bifurcation state. Therefore we have µ=0 at the incipience of bifurcation, and the bifurcation
condition (36b) is reduced to yield gw=0. Thus the bifurcation criterion (46) for the micro-
polar hypoplastic continuum is simplified to

f 2
d�

∗
1(σ̂ ,n)−1=0 (48)

and

�∗1(σ̂ ,n)= ĝu · ĝu= (K−1
uu · ru) · (K−1

uu · ru). (49)

5. Examination of bifurcation condition

Granular materials show strong pressure- and density-sensitive behavior. For an initially dense
specimen under monotonic loading to a stationary state, the deviatoric stress will show a peak
with the specimen experiencing dilation after an initial contraction. The denser the specimen
is packed, the higher the peak and the stronger the dilation will be. The peak will be less
pronounced at a higher pressure level. If a specimen is initially in a very loose state, no peak
state will be displayed and the specimen will experience a consistent contraction without dila-
tion. This pressure and density effect has been taken into account in the present hypoplastic
model by including the void ratio as a state variable. For monotonic loading paths, accessible
stress states are bounded by the peak stress states, which form a conical surface in the princi-
pal stress space with its apex at the origin and its axis aligned with the hydro-static pressure
axis.

With regard to criteria (30) and (46), we note that shear bifurcation depends on the stress
and density for a non-polar continuum and the stress, couple stress and density for a micro-
polar continuum (the couple stress often equals zero in a homogeneously deforming speci-
men). Shear bifurcation will occur in a homogeneously deforming specimen as the criterion
(30) or (46) is met by the varying stress and density. For the non-polar continuum model, it
has been shown that shear bifurcation occurs before the peak stress state is reached in biax-
ial compression tests [23,24]. The bifurcation point and the inclination of the shear band are
influenced by the initial density and the mean pressure. Wu and Sikora [25] and Wu [26], in
their analysis for bifurcation and failure in a density-independent non-polar hypoplastic con-
tinuum, have shown that the peak stress state may be reached before the bifurcation condition
is met for some loading paths. This means a homogeneously deforming specimen may expe-
rience either a homogeneous failure or a localized failure, depending on the loading path.

In order to investigate the possibility of bifurcation in a general way for the present con-
tinuum models, we will compare the bifurcation states with the peak stress states in the devi-
atoric stress plane, as done by Wu [26] for a density-independent hypoplastic model. For this
purpose, a mathematical representation for the peak stress state is formulated in the following.
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5.1. Peak stress state

A peak stress state is defined by a vanishing stress rate with ė > 0. Note that a peak state
differs from a stationary state in that the void ratio vanishes simultaneously with the latter.
We consider loading programs such that the directions of the principal stresses do not change
while the deviatoric stress varies. Triaxial compression and extension, as well as biaxial com-
pression and extension tests, are examples of these loading programs. In these cases, macro-
spin does not develop and the peak stress state corresponds to fs(L : ε̇−fdN||ε̇||)=0, which
yields

ε̇=fdL−1 : N, (50)

where ε̇= ε̇/‖ε̇‖ is the normalized strain rate. Since ||ε̇||= 1, the following condition for the
peak stresses is obtained:

�p(σ̂ )= (L−1 : N) : (L−1 : N)=1/f 2
d . (51)

Herein �b is a function of σ̂ (or σ̂
d ) only. Note that this peak stress state representation is

also relevant to the micro-polar hypoplastic model if couple stress and micro-curvature rate
are zero. Given the representations for L and N in (13), L−1 and �b(σ̂ ) become

L−1= 1
â2

I− σ̂ ⊗ σ̂

â2(â2+||σ̂ ||2) , (52)

�p(σ̂ )= 1
â2

[η2||σ̂ ||2+ (2η+1)||σ̂ d ||2] (53)

with η= (â2−||σ̂ d ||2)/(â2+||σ̂ ||2).
It can be seen in Equation (51) that the peak state is influenced by the density through

the factor fd. In the vicinity of the peak state, fd < 1 holds. For a loading program start-
ing from an isotropic (hydrostatic) state, numerical tests show that fd normally falls within
a range of (0·85,1·0) around the peak state. A geometric representation of the peak state
can be presented in a deviatoric stress plane by searching the radial and circumferential
directions for points at which (51) is satisfied (refer to Figure 3a). The peak stress states
in the deviatoric stress plane for some assumed values for fd are shown in Figure 3b.
The closed loop represents an intersection of the conical peak surface with the deviatoric
stress plane. It can be seen that a decrease in the value of fd corresponds to an expan-
sion of the peak state loop. A value fd = 1 corresponds to stationary states with ė =
0, at which (51) is reduced to ‖σ̂ d‖ = â. Starting from the same initial relative density,
fd can be closer to 1 for the peak state at a higher mean pressure level. Therefore, the
generatrix of the peak state cone is slightly curved, rather than linear, in the meridional
plane.

5.2. Bifurcation states versus peak stress states

Now we consider whether bifurcation states will be encountered before the peak stress states
are reached. We search the stress states in the deviatoric stress plane by starting from the
hydro-static pressure axis and increasing the radius in the deviatoric stress plane, while keep-
ing the Lode angle and the mean pressure constant (refer to Figure 3a). At each point, the
bifurcation criteria (30) and (46) and the peak state condition (51) are checked.

In the numerical search algorithm, a maximization procedure is employed to obtain the
maximum value of the functions f 2

d�0−1 and f 2
d�

∗
1−1 for all possible bifurcation directions
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(a) (b)

Figure 3. Representation of peak stress on the deviatoric stress plane.

(a) (b)

Figure 4. Determination of the direction for the weak discontinuity plane.

defined by the vector n= [cosψ, sinψ cosϕ, sinψ sinϕ] (refer to Figure 4). Numerical results,
presented in Figure 5, compare the bifurcation points with the peak stress points in the de-
viatoric stress plane for a constant value fd=0·85 (Figure 5a) and fd=1·0 (Figure 5b).

It can be seen that the peak stress points and the bifurcation points for the non-polar con-
tinuum and the micro-polar continuum form three closed loops in the deviatoric stress plane.
They are three-fold symmetric or periodic at the Lode angle increment 	θ=120◦. The loop of
bifurcation points for the non-polar continuum intersects with the peak stress loop, whereas
the loop of bifurcation points for the micro-polar continuum lies completely outside the peak
stress loop. It should be noted that fd is not a constant in a real loading program. In the
vicinity of the peak states, fd is increasing as a result of dilation and has a value less than

Figure 5. Representation of peak stress points (solid curves) and bifurcation points (dashed and dash-dotted curves)
on the deviatoric stress plane.
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1·0. Since an increase in fd corresponds to a shrinking of the peak state and the bifurcation
loops, the distance between the bifurcation points and the peak point in an arbitrary direction
may be smaller. However, in the specific directions where the bifurcation point coincides with
the peak point, fd must have a unique value at this point. Therefore, the relative positions of
these loops are correctly shown in Figure 5.

Bearing in mind that only stress states inside the peak stress loop are accessible, we can
interpret these results as follows. In the non-polar continuum, shear bifurcation may occur
before the peak state is reached for stress paths with a Lode angle θ ∈ [0, θ0) and θ ∈ (θ1,120◦].
For stress paths with θ ∈ (θ0, θ1), which includes the stress path for a triaxial compression test,
the peak state is reached before bifurcation. This indicates that a homogeneous loading will
lead to a homogeneous failure or peak failure rather than a localized failure. A similar result
was also obtained in [26] with an amorphous hypoplastic model (i.e., a hypoplastic model
with the Cauchy stress being the only state variable).

In contrast to the possible shear bifurcation in the non-polar continuum, Figure 5 shows
that no bifurcation point will be reached before the peak state in the micro-polar continuum,
even though the bifurcation states lie close to the peak states for a smaller Lode angle. This
result means that there is no solution for the discontinuity vector gu within the accessible
stress domain (which is an area in the principal stress space surrounded by a cone-shaped
peak-stress surface with its apex at the origin), which indicates that only homogeneous fail-
ure or peak failure will occur in a homogeneously deforming continuum body. As no restric-
tion has been put on vector gu, the result also rules out a co-axial solution of gu with respect
to n. In other words, pure compression or tension localization is excluded too. In an earlier
analysis of localized failure with a micropolar elastoplastic model, Iordache and Willam [27]
found that the micropolar continuum description suppresses localization bifurcation in shear.
It may not suppress localization bifurcation in pure tension. This is, however, not in contra-
diction with our results, since the micropolar hypoplastic model used in this study is defined
only in a compressive sub-domain in the principal stress space, as a cohesionless granular
material can not sustain tension. While localized failure is widely observed experimentally in
biaxial compression tests [31,32], peak failures have also been observed in triaxial compres-
sion tests [33] and in true triaxial tests [34]. It should be pointed out that in the bifurcation
analysis, ideally homogeneous states are assumed in the continuum. However, in a real granu-
lar medium some packing inhomogeneity is inevitable. On the micro-scale, the void ratio var-
ies significantly from point to point even though a macroscopically homogeneous condition
is maintained. Shahinpoor [35] showed that even within a granular body composed of equal-
sized spheres, the void ratio or porosity will not be uniform. This inhomogeneity of the void
ratio can lead to a fluctuation in stress as well on the micro-scale when a granular specimen
is loaded uniformly on its boundary. Numerical results have shown that such a state fluctu-
ation is sufficient to initiate shear localization in a granular specimen undergoing a uniform
loading process [36,37]. Therefore, in the micro-polar hypoplastic description, shear localiza-
tion may occur, not in the form of sudden shear bifurcation, but rather in the form of con-
tinuous development of deformation inhomogeneity as a result of state fluctuation and strain
softening.

For the non-polar continuum, the intersection points of the bifurcation and the peak state
loops vary with respect to fd (Figure 5). This result can be explained by the density-depen-
dence of the inclination of the weak discontinuity plane. The latter, which is defined by the
angles ϕ and ψ (refer to Figure 4), varies not only with the Lode angle θ but also with the
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Figure 6. Inclination of the weak discontinuity plane in the non-polar hypoplastic continuum.

density factor fd. Numerical results for the non-polar continuum show that

ϕ=
{

180◦ for θ ∈ [0,60◦),
90◦ for θ ∈ (60◦,120◦]

which means that the weak discontinuity plane has its normal perpendicular to the interme-
diate principal stress direction. In other words, the weak discontinuity will occur in the plane
defined by the maximum and minimum principal stresses. The inclination of the discontinu-
ity plane is, however, influenced by the intermediate principal stress since ψ varies with the
variation of the Lode angle θ (Figure 6). An increase in the inclination of the discontinuity
plane is obtained for a smaller value for fd. The intersection points between the bifurcation
loop and the peak loop are marked in Figure 6. Between these marks a homogeneous failure
is predicted.

6. Conclusion

Shear localization in granular materials has been studied at the constitutive model level as a
bifurcation problem. The materials have been modelled as a non-polar continuum and as a
micro-polar continuum using a hypoplastic description. The bifurcation conditions have been
formulated in a general manner for the two incrementally nonlinear constitutive models. These
conditions indicate that shear bifurcation depends on the stress and density state in the non-
polar continuum and on the couple stress state as well in the micro-polar continuum. The
possibility of shear localization has been examined using a geometric interpretation for the
bifurcation states and the peak stress states in the principal stress space. The peak stress states
form a conical surface in the principal stress space bounding the accessible stress domain. The
stress states for bifurcation have been identified on the deviatoric stress plane and compared
with the peak stress states. The results show that, in the non-polar hypoplastic continuum,
weak discontinuity bifurcation will occur in certain loading paths, whereas in the micro-polar
hypoplastic continuum, weak discontinuity bifurcation will never occur.

In the non-polar continuum description of material behaviour, occurrence of shear locali-
zation is often attributed to the weak discontinuity bifurcation, a mathematical property asso-
ciated with the constitutive models of this type. The bifurcation analyses for the micro-polar
hypoplastic continuum in this work and for a micro-poplar elastoplastic continuum by Iord-
ache and Willam suggest that the property of weak discontinuity bifurcation may no longer
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be associated with a micro-polar constitutive model. And shear localization at the constitutive
model level may generally be suppressed in the micro-polar continuum description of material
behaviour. While shear localization has been widely observed in experiments and engineer-
ing practice, this physical phenomenon now can be interpreted as only a result of structure
response. The inhomogeneity at the micro-structure level, the inevitably existing state fluctua-
tion and the strain softening are the main causes leading to shear localization in a homoge-
neous-on-the-macro-level granular body.
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Appendix A

Let A be a partitioned square matrix in the form of

A=
[

A11 A12

A21 A22

]
.

If A is invertible, its inverse

B=A−1=
[

B11 B12

B21 B22

]
can be obtained by

B22= (A22−A21 ·A−1
11 ·A12)

−1,

B12=−A−1
11 ·A12 ·B22,

B21=−B22 ·A21 ·A−1
11 ,

B11=A−1
11 −B12 ·A21 ·A−1

11 .

This representation shows that the invertibility of A depends on A11 and A22−A21 ·A−1
11 ·A12

being invertible. If A stands for � and we neglect the terms P′′uu and P′′wu for p<<fs, we
have

A11=P′uu,A12=Puw,A21=P′wu,A22=Pww.

Referring to expression (37), A11 and A22 are basically invertible. In particular,

A−1
11 =

1
â2

(
I− t̂n⊗ t̂n

â2+‖t̂n‖2

)
,

where t̂n = σ̂ · n denotes the normalized traction on plane S. Furthermore, by inserting all
components in this expression, the following representation can be obtained:

A22−A21 ·A−1
11 ·A12=d50

[
a2
µI+

(
1− 1

â2+‖t̂n‖2

)
m̂n⊗ m̂n

]
,

where m̂n = µ̂ · n denotes the normalized couple traction on plane S. Obviously A22 −A21 ·
A−1

11 ·A12 is invertible, too.
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Abstract. The dynamic problem of the symmetric expansion of a cylindrical or spherical cavity in a granular
medium is considered. The constitutive behaviour of the material is governed by a hypoplasticity relation for gran-
ular soils capable of describing both monotonic and cyclic deformation. The problem is solved numerically by a
finite-difference technique. A nonreflecting boundary condition used at the outer boundary of the computational
domain makes it possible to model a continuous multi-cycle loading on the cavity wall. The solution is illus-
trated by numerical examples. Possible geomechanical applications to the modelling of the vibratory compaction
and penetration in granular soils are discussed.

Key words: dynamic cavity expansion, granular material, hypoplasticity, transparent boundary condition

1. Introduction

The present paper is devoted to the numerical solution of the dynamic problem of the sym-
metric expansion of a cylindrical or spherical cavity in a granular medium. The study is ori-
entated towards geomechanical applications. The cavity-expansion problem is widely used in
geomechanics for the modelling of various processes (e.g. penetration) in soils and rocks [1].
As far as granular soils are concerned, most analyses of the cavity-expansion problem are
carried out for the quasi-static monotonic expansion in order to determine the limit pressure
and/or the pressure-expansion curve [2–7].

For the modelling of processes in which the rate of loading is high, the use of a quasi-
static formulation of the cavity problem is inadequate, and a dynamic formulation is neces-
sary. The difference between the quasi-static and the dynamic solutions may be substantial.
For instance, for a cylindrical cavity in a linear elastic medium, the stresses in the quasi-static
problem vary as 1/r2, while in the dynamic problem the stresses decay asymptotically for
r→∞ as 1/

√
r.

In the geotechnical context, it is clear intuitively that the modelling of such processes as
vibratory pile driving or deep vibratory compaction (also called vibroflotation [8]) requires
a dynamic formulation. However, because of the nonlinear behaviour of soils at large defor-
mations, it may be difficult to make a quantitatively justified a priori judgement about the
necessity of using the dynamic formulation for a particular problem. In the case of the cavity
problem with a periodic boundary condition, a quantitative criterion for using the dynamic
formulation is that the wavelength for a given frequency is of the same order as or smaller
than the cavity diameter. The difficulty in using this criterion consists in the fact that the
incremental stiffness of a soil changes considerably during large plastic deformation. The
speed of propagation of small-amplitude elastic waves, which is often known for a particu-
lar soil, is not applicable to the estimation of the wavelength when the large-strain expansion
of a cavity is studied: the wave speed corresponding to the incremental stiffness may be much
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lower and, moreover, hardly predictable as it depends on the strain. In such cases the neces-
sity of using a dynamic formulation can only be justified after the solutions to the dynamic
problem have been obtained. This issue is discussed in more detail below in Section 5 where
numerical examples are considered.

In this paper we solve the dynamic problem allowing for the possibility of prescribing
a multi-cycle loading on the cavity wall expressed either through the cavity pressure or the
cavity radius. Unlike problems with a monotonic or single-cycle loading, the cavity expan-
sion problem with a multi-cycle boundary condition requires the use of a proper constitutive
model which realistically describes the behaviour of a granular material under repeated load-
ing and, in particular, its gradual compaction under cyclic shearing. In this study we employ
an extended constitutive relation of the hypoplasticity theory developed in [9] and capable of
describing both monotonic and cyclic deformation of granular materials such as sand. This
hypoplasticity relation was used earlier in [10–12] for the numerical solution of dynamic plan-
wave problems for granular soils. A number of particular solutions to the dynamic-cavity
problem with a simple version of the hypoplasticity relation were obtained in [13].

The constitutive theory used in the present study is outlined in Section 2. The mathemati-
cal formulation of the initial-boundary-value problem is described in Section 3. The problem
is solved numerically by a finite-difference technique described in Section 4. Numerical exam-
ples are given in Section 5, and possible geotechnical applications are briefly discussed at the
end of the paper.

2. Hypoplasticity relations

The theory of hypoplasticity originated as an alternative to elasto-plasticity theories for the
purpose of describing the plastic deformation of granular materials without the introduction
of a yield surface, a flow rule and without the decomposition of the deformation into an elas-
tic and a plastic part. Attempts to find a suitable mathematical form including the pressure
and density dependence of the stiffness had led to an equation written in rectangular coordi-
nates as [14, 15]

dTij
dt

=Lijkl(T, e)Dkl+Nij (T, e)‖D‖, (1)

where T is the Cauchy stress tensor, D is the stretching tensor (the symmetric part of the
velocity gradient), e is the void ratio, t is time, and d( )/dt stands for the material time deriv-
ative (for simplicity, we write the material time derivative instead of an objective stress rate;
for the velocity fields considered in this paper the objective Jaumann stress rate used in hypo-
plasticity coincides with the material time derivative). The fourth-order stiffness tensor L and
the second-order tensor N in (1) are responsible, respectively, for the linear and the nonlinear
parts of the constitutive relation. The term ‖D‖=√DijDij makes the constitutive equation
incrementally nonlinear. Material parameters involved in a specific form of the tensors L and
N are independent of the stresses and the density. Equation (1) also allows the critical-state
concept to be incorporated into the theory. The tensors L and N are given in detail in the
Appendix.

A limitation of the hypoplasticity concept expressed in the form (1) is the so-called rat-
cheting which manifests itself in an unrealistically high rate of accumulation of deformation
or stress during repeated multi-cycle loading with small strain amplitudes (below 10−2) [16,
17]. This is inevitable as long as the state of a granular material and therefore its stiffness
are determined only by stresses and density.
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In order to better describe the behaviour of granular materials and, in particular, their
response to alternating cyclic loading, the concept of intergranular strain was introduced in
[9] as an extension of hypoplasticity. This concept as such is not related to a specific hypo-
plastic equation and is applicable to any equation of the form (1). The extended constitutive
theory contains a so-called intergranular-strain tensor � as a new state variable which carries
the information about the history of the deformation and determines the state of the material
along with the stress tensor and the void ratio.

The hypoplasticity relation in the extended form becomes

dTij
dt

=Mijkl(T,D,�, e)Dkl, (2)

where the tensor M includes the tensors L and N from (1). The intergranular-strain tensor
is determined by its evolution equation

dδij
dt
=Fij (D,�). (3)

For detailed forms of M and F, see the Appendix.
The function F in (3) is such that, under monotonic loading with a fixed direction of

deformation D/‖D‖, the tensor � tends asymptotically to a certain value. In turn, the tensor
M is constructed in such a way that, as � approaches its asymptotic value, the constitutive
response of (2) approaches the response of the basic equation (1). Thus, during monotonic
unidirectional deformation the extended equation gradually turns into the original one. On
the other hand, for small-amplitude alternating deformation the response produced by (2), (3)
is close to being linearly elastic, if the amplitude is small enough.

An initial value of � required for the integration of Equation (3) is often indeterminate
when solving a particular problem. Note that the indeterminacy of the initial values of cer-
tain state variables is typical of plasticity models in which these variables are determined by
the foregoing deformation. In problems with multi-cycle deformation, the influence of the ini-
tial value of � vanishes after 2–3 cycles. In the numerical calculations in this paper the initial
value of � is taken to be zero.

Examples of how the extended hypoplasticity relation works for cyclic loading can be
found in [12].

3. Boundary-value problem

In the dynamic problem, constitutive equations (2), (3) are supplemented with the evolution
equation for the void ratio (with incompressible grains)

de
dt
= (1+ e) trD (4)

and the equation of motion (without mass forces)

div T=&
dv
dt
, (5)

where v is the velocity field, and & is the density of the material.
We study the problem of the symmetric expansion of a cavity in which all quantities are

functions of the radial coordinate and time. In the cylindrical coordinates r, ϕ, z, a symmet-
ric expansion under plane strain conditions (infinitely long cavity) is described by the veloc-
ity component vr , the stress components Trr , Tϕϕ, Tzz, the intergranular-strain components
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δrr , δϕϕ and the void ratio e. The stretching tensor has two nonzero components Drr=∂vr/∂r

and Dϕϕ=vr/r. In what follows, for brevity we will write v, Tr , Tϕ, Tz, δr , δϕ , respectively, for
vr , Trr , Tϕϕ,, Tzz, δrr , δϕϕ .

In cylindrical coordinates, Equations (5), (4) are written, respectively, as

∂T r

∂r
+ 1
r
(Tr −Tϕ)=&

dvr
dt

, (6)

de
dt
= (1+ e)

(
∂v

∂r
+ v

r

)
. (7)

For brevity, we do not write out the constitutive functions in detail; for the considered case
of cylindrical symmetry this can easily be done using the functions given in the Appendix.
We write the constitutive equations in general form showing only the dependence of the time
derivatives on the other functions involved in the problem:

dTr
dt
=Hr

(
Tr, Tϕ, Tz,

∂v

∂r
,
v

r
, δr , δϕ, e

)
, (8)

dTϕ
dt
=Hϕ

(
Tr, Tϕ, Tz,

∂v

∂r
,
v

r
, δr , δϕ, e

)
, (9)

dTz
dt
=Hz

(
Tr, Tϕ, Tz,

∂v

∂r
,
v

r
, δr , δϕ, e

)
, (10)

dδr
dt
=Fr

(
∂v

∂r
,
v

r
, δr , δϕ

)
, (11)

dδϕ
dt
=Fϕ

(
∂v

∂r
,
v

r
, δr , δϕ

)
. (12)

The initial-boundary-value problem for Equations (6–12) with the unknown functions
v, Tr , Tϕ, Tz, δr , δϕ, e is formulated for a domain r ∈ [ra(t), rb(t)], t�0, where ra(t) is the radius
of the cavity, and rb(t) is the outer radius of the domain where the solution is sought. For a
cavity in an infinite body, rb=∞. The motion of the boundaries ra(t), rb(t) is determined by
the integration of the velocity starting with initial values r0

a , r
0
b . Initial conditions for all the

functions are prescribed on the interval [r0
a , r

0
b ].

The boundary condition at ra(t) and rb(t) can be taken as either the velocity or the stress
component Tr as a function of time. For a cavity in an infinite body it is natural to put
v(∞)= 0 or Tr(∞)= const. However, in the numerical solution an infinite outer radius, as
required by the mathematical formulation of the problem, is replaced with a finite radius rb.
This leads to a spurious reflection from the outer boundary with either of the conditions
v(∞)=0, Tr (∞)=const. Increasing the outer radius does not eliminate this problem: although
the amplitude of the outgoing and, correspondingly, the reflected waves may be small and
even negligible far away from the cavity owing to geometrical attenuation, the amplitude of
the reflected waves increases again as they approach the cavity because of the same geometri-
cal effect. Even in the presence of material damping the reflected waves in the vicinity of the
cavity may essentially distort the solution as compared to that for an infinite domain. This
fact makes it necessary to introduce a nonreflecting boundary condition at rb which will make
the boundary transparent for outgoing waves and thus imitate an unbounded domain.
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Since the amplitude of a wave substantially decreases as it propagates from the cavity, the
wave far away from the cavity can be well approximated by a linear elastic wave. If, in addi-
tion, we neglect the cylindrical or spherical geometry and assume the wave at r� ra to be
a plane longitudinal one, this allows us to prescribe a simple nonreflecting boundary condi-
tion at rb� ra . For a plane elastic wave propagating in the positive x-direction with a wave
speed c and described by a function f (x−ct), the partial derivatives are connected with each
other as ∂f /∂t =−c∂f /∂x. The required boundary condition in terms of velocity thus takes
the form

∂v

∂t

∣∣∣∣
(rb,t)

=−c ∂v

∂r

∣∣∣∣
(rb,t)

(13)

with the wave speed c=√C/&, where the small-strain uniaxial stiffness C at r = rb can be
found directly from the constitutive equation used. The effectiveness of the boundary condi-
tion (13) will be demonstrated later by a numerical example.

For a spherical cavity, the symmetric expansion is described in spherical coordinates r, ϕ, θ
by the velocity component vr , the stress components Trr , Tϕϕ = Tθθ , the intergranular-strain
components δrr , δϕϕ= δθθ and the void ratio e. The stretching tensor has three nonzero com-
ponents Drr = ∂vr/∂r and Dϕϕ =Dθθ = vr/r. The equation of motion, the constitutive equa-
tions and the mass-balance equation for a spherical cavity are written, respectively, as

∂T r

∂r
+ 2
r
(Tr −Tϕ)=&

dvr
dt

, (14)

dTr
dt
=Hr

(
Tr, Tϕ,

∂v

∂r
,
v

r
, δr , δϕ, e

)
, (15)

dTϕ
dt
=Hϕ

(
Tr, Tϕ,

∂v

∂r
,
v

r
, δr , δϕ, e

)
, (16)

dδr
dt
=Fr

(
∂v

∂r
,
v

r
, δr , δϕ

)
, (17)

dδϕ
dt
=Fϕ

(
∂v

∂r
,
v

r
, δr , δϕ

)
, (18)

de
dt
= (1+ e)

(
∂v

∂r
+2

v

r

)
. (19)

4. Numerical algorithm

A numerical approach developed in [10, 11] for dynamic plane-wave problems is modified here
for the solution of cylindrical and spherical problems. The approach consists in the replace-
ment of a continuous body by a discrete system with the mass of the medium being concen-
trated at separate surfaces (lumped masses). The equations of motion for the masses and the
constitutive equations for the subdomains constitute a finite-difference approximation of the
original partial differential equations.
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Figure 1. Discretisation of the domain.

4.1. Cylindrical problem

The domain between two concentric cylindrical surfaces of radii r0
a and r0

b where the solution
is sought is divided by N concentric surfaces into N − 1 subdomains as shown in Figure 1.
The mass of a subdomain i is assumed to be concentrated at the surface i. The mass calcu-
lated per unit length in the z-direction and per radian in ϕ is given by

mi = 1
2&
(
r2
i+1− r2

i

)
, (20)

where ri, ri+1 are the initial radii of the corresponding surfaces, and & stands for the initial
density. The mass of the surface N remains unspecified.

The equation of motion for the mass mi reads

mi

ri

dvi
dt
=T −ri −T +

r(i−1), (21)

where T +ri , T
−
ri denote the stresses at the boundaries of the subdomains, see Figure 1, and vi

is the radial velocity of the mass. The mass mi is independent of the change in the radius of
the surface i during the cavity expansion.

The stress components are assumed to vary linearly in the subdomains. If Tri is the value
of the radial stress in the middle point of the subdomain i, the stresses T +ri , T

−
ri at the bound-

aries are

T +ri =Tri + 1
2 (ri+1− ri)

∂T r

∂r

∣∣∣∣
i

, (22)

T −ri =Tri − 1
2
(ri+1− ri)

∂T r

∂r

∣∣∣∣
i

. (23)

Once the mass of the subdomains is concentrated at their boundaries, the material in the
subdomains is treated as inertia-free. This allows us to find the gradient of the radial stress
in (22), (23) from the static equilibrium equation

∂T r

∂r
+ 1
r
(Tr −Tϕ)=0 (24)
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written for the middle of the subdomain:

∂T r

∂r

∣∣∣∣
i

=2
Tϕi −Tri

ri + ri+1
. (25)

Substitution of (22), (23), (25) in (21) gives the equation of motion of the mass i in the
form:

mi

ri

dvi
dt
=Tri −Tr(i−1)+ ri+1− ri

ri+1+ ri

(
Tri −Tϕi

)+ ri − ri−1

ri + ri−1

(
Tr(i−1)−Tϕ(i−1)

)
. (26)

Equation (26) is used in the numerical calculations for i=2 to N −1. The motion of the
mass m1 is determined by the equation

m1

r1

dv1

dt
=Tr1+ r2− r1

r2+ r1

(
Tr1−Tϕ1

)−Tra, (27)

where Tra is a boundary condition for the radial stress at r= ra . The motion of the mass mN

is determined by the boundary condition (13)

dvN
dt

=−c vN −vN−1

rN − rN−1
. (28)

Owing to the invariance of the masses mi with respect to the deformation of the medium,
the use of the equations of motion in the form (26), (27) does not require the calculation and
the updating of the density & in the case of large strains.

If we substitute (20) for mi in (26), we obtain

1
2
&
ri+1+ ri

ri

dvi
dt
= Tri −Tr(i−1)

ri+1− ri
+ Tri −Tϕi

ri+1+ ri
+ (ri − ri−1)

(
Tr(i−1)−Tϕ(i−1)

)
(ri+1− ri)(ri + ri−1)

. (29)

It is easily seen that (29) is a finite-difference approximation of the original equation of
motion (6). Equation (29) turns asymptotically into (6) as max	r→0 if

lim
max	r→0

ri − ri−1

ri+1− ri
=1. (30)

The stress components, the intergranular-strain components and the void ratio in each
subdomain are calculated by the integration of their evolution equations (8–12), (7), whereas
the components of the stretching tensor are found as

∂v

∂r

∣∣∣∣
i

= vi+1−vi

ri+1− ri
, (31)

v

r

∣∣∣
i
= vi+1+vi

ri+1+ ri
. (32)

The time integration of the equations is performed implicitly as

f (t+	t)=f (t)+ [αf ′(t)+ (1−α)f ′(t+	t)]	t, (33)

where f and f ′ denote the set of the unknown functions and their time derivatives, respec-
tively, and α is the parameter of the scheme, 0�α< 1. Equation (33) is solved by successive
approximations.
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4.2. Spherical problem

The numerical scheme for the spherical problem can be constructed in a similar way. Omitting
intermediate computations, we write out only equations corresponding to (20), (26), (27):

mi = 1
3
&
(
r3
i+1− r3

i

)
, (34)

mi

r2
i

dvi
dt
=Tri −Tr(i−1)+2

ri+1− ri

ri+1+ ri
(Tri −Tϕi)+2

ri − ri−1

ri + ri−1

(
Tr(i−1)−Tϕ(i−1)

)
, (35)

m1

r2
1

dv1

dt
=Tr1+2

r2− r1

r2+ r1
(Tr1−Tϕ1)−Tra. (36)

5. Numerical examples

Numerical solutions presented below are calculated for a cylindrical cavity with an initial
radius of 0·2 m, with a homogeneous initial stress state Tr = Tϕ = Tz=−100 kPa and an ini-
tial void ratio of 0·9. For dry sand this void ratio corresponds to an initial density of 1·4 ×
103 kg/m3. The outer boundary of the computational domain is taken at r0

b =30 m.
To show the numerical performance of the boundary condition (13), let the cavity be

loaded by a single pressure impulse on the cavity wall as shown in Figure 2. Two cases of
the boundary condition at the outer boundary are considered: the case Tr =const=−100 kPa
and the transparent boundary condition (13). The corresponding solutions are compared in
Figure 3. It is seen that the inaccuracy related to the boundary condition (13) caused by the
cylindrical geometry, the non-elastic effects in the material behaviour and by the numerics
itself is negligible: the outgoing wave goes through the boundary without reflection.

In the further examples, the cavity is loaded by a cyclic sinusoidal pressure Tr on the cavity
wall varying between −100 and −150 kPa. Figures 4–7 show two cases with different frequen-
cies, 30 and 10 Hz, with all other parameters being the same as before.

The periodic loading results in a steady increase of the cavity radius. Figure 4 shows
the change in the radius during the first 30 cycles of the loading. In spite of the fact that
the amplitude of the loading is the same in both cases, the rate of expansion (the change
in the radius per cycle) in the high-frequency case of 30 Hz is 60 times higher than in the
low-frequency case of 10 Hz.

The dynamic pressure-expansion curves at the beginning of the expansion are compared
in Figure 5. The curves are essentially different. The hysteresis and, consequently, the work
done by the loading in one cycle is much higher in the high-frequency case.

The cyclic loading of the cavity is accompanied by cyclically changing shear stresses in
the vicinity of the cavity. According to the general characteristics of granular materials, this

Figure 2. Boundary condition at ra =0·2 m for the solutions shown in Figure 3.
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Figure 3. Velocity profiles at different times produced by a pressure impulse (Figure 2) in a cylindrical cavity with
r0
a = 0·2 m. Left column: boundary condition Tr = const at rb = 30 m. Right column: the nonreflecting plane-wave

boundary condition (13) at rb=30 m.

Figure 4. The change in the radius of a cylindrical cavity loaded by a cyclic pressure varying between −100 and
−150 kPa with a frequency of 30 Hz (left) and 10 Hz (right). Initial radius: 0·2 m.

results in a gradual compaction of the material. The change in the void ratio in the vicinity
of the cavity is shown in Figure 6 which again reveals a pronounced influence of the fre-
quency on the solution. Not only is the rate of compaction much higher in the high-fre-
quency case, but also the compaction spreads much farther from the cavity wall. Obviously,
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Figure 5. Pressure-expansion curves for the same problems as in Figure 4. Left: 30 Hz, right: 10 Hz.

Figure 6. Void ratio in the vicinity of the cavity after 12, 24, 36, 48 and 60 cycles of loading (from the upper to
the lower curve, respectively). Left: 30 Hz, right: 10 Hz.

in cavity problems the compaction of the material facilitates the increase of the cavity radius
as compared to problems in which the material does not exhibit steady compaction or is
incompressible.

The cavity expansion not only leads to the compaction of the material in the vicinity of
the cavity but also to the change in the stress state. The time dependence of the stress com-
ponents in the material element initially situated at r=1·0 m is shown in Figure 7. In the
high-frequency case, the average absolute values of all stress components are rapidly reduced
at the beginning of the loading and then change rather slowly. The ratios between the average
values after the reduction do not correspond to a hydrostatic state as was the case initially.
In the low-frequency case, apart from the fact that the average values of the stresses change
slowly, the amplitudes of the stresses are much smaller.

The significant reduction in the stress level observed in the high-frequency case can be
explained if we again recall that, according to the general characteristics of granular mate-
rials, cyclic shearing leads to compaction or, if volume change is prohibited by kinematical
restrictions, to a reduction in the pressure. Although the material in the vicinity of the cav-
ity is compacted due to the cyclic deformation, this compaction is not enough for the mean
pressure to remain at the same level. As a result, the absolute values of the stresses decrease.

As mentioned in the Introduction, the change in the stress amplitudes with radius is differ-
ent in the quasi-static and the dynamic problems: the stresses decrease slower in the dynamic
case and thus spread farther from the cavity. For a cylindrical cavity in an elastic medium, the
stress amplitudes are proportional to 1/rn (in the dynamic case – asymptotically for r→∞)
with n= 2 and 0·5 for the quasi-static and the dynamic problems, respectively. For the two
numerical examples just considered, Table 1 shows the amplitudes of the stress component Tr
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Figure 7. Stress components at r=1·0 m versus time. Left: 30 Hz, right: 10 Hz.

Table 1. Comparison of the solutions.

Frequency 	Tr(ra) 	Tr(r) n

(Hz) (kPa) (kPa) (37)

30 50 12–20 0·75–1·0
10 50 2·9 1·77
30 1 0·056 1·79

at two points with initial coordinates ra=0·2 m (cavity wall) and r=1 m. In the first example
(30 Hz) the stress amplitude at r=1 m is taken for t >0·5 s. The exponent n given in Table 1
is estimated from the stress amplitudes at the two points by the formula

n= log[	Tr(r)/	Tr(ra)]
log(ra/r)

. (37)

The exponent n for the low-frequency problem is greater and closer to that for the quasi-
static solution. Also shown in Table 1 is a third case for a frequency of 30 Hz and a small
loading amplitude of 1 kPa. Surprisingly, despite the high frequency, the attenuation of the
stresses in this case is high and results in a high exponent n. The explanation is, however,
simple: the small-amplitude loading causes nearly elastic deformations which are characterised
by relatively high stiffness and, correspondingly, by a large wavelength. In this case the speed
of longitudinal small-amplitude waves, which is estimated from the constitutive equation, is
about 260 m/s, which for a frequency of 30 Hz gives a wavelength of 8·7 m – large enough in
comparison with the cavity size. Contrary to this, the plastic deformations which the mate-
rial undergoes during large-amplitude loading are characterised by lower stiffness and shorter
wavelengths.

Solutions to the spherical problem are qualitatively similar to those to the cylindrical
problem: the expansion is also accompanied by the compaction of the material and by the
decrease in the absolute values of stresses in the vicinity of the cavity. There are, however,
noticeable quantitative differences: if the spherical problem is solved with the same parame-
ters, the attenuation of the stress amplitude with distance from the cavity is much higher than
in the cylindrical case. As a consequence, the rate of the cavity expansion and the rates of the
compaction and the stress reduction are much lower.
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6. Discussion of applications

The cavity-expansion problem described above allows us to model dynamic processes related
to the cyclic deformation of granular soils such as deep vibratory compaction [8] (cylindrical
cavity) and vibratory pile driving (spherical cavity).

In the deep vibratory compaction technique, the soil is compacted by a vibrating steel cyl-
inder (vibrator) placed vertically in a soil layer. The vibrator is 30–45 cm in diameter, 3–5 m
in length and has inside a motor with a rotating eccentric mass which causes the axis of the
vibrator to rotate about the vertical axis with a frequency of 30–60 Hz.

The accurate modelling of deep vibratory compaction is extremely difficult if at all possi-
ble (in this connection we refer to [18]). This is not only because of the complicated mate-
rial behaviour but also due to the fact that the dynamic problem describing the deformation
of the soil surrounding the vibrator is spatially three-dimensional. Additional difficulties arise
when taking into account the inflow of the new material from above to the immediate vicinity
of the vibrator.

The main goal in the modelling of deep vibratory compaction is to reveal the dependence
of the compaction on the parameters of the vibrator and the soil in order to optimise the
process. The solution of two- or three-dimensional problems is time-consuming and can there-
fore hardly serve this purpose. The one-dimensional problem considered in this paper involves
much less computing time and can thus provide much data required for a detailed modelling.

The two main simplifications entailed in the reduction of the deep vibratory compaction
problem to a one-dimensional one consist in the fact that the rotating force produced by the
vibrator is replaced with an axially symmetric loading, and that the contribution of the ver-
tical displacement of the soil to the compaction is not taken into account. In order to assess
the influence of these simplifications, a number of solutions to the one-dimensional problem
should be compared with the corresponding solutions to a two- or three-dimensional prob-
lem. This may result in establishing correction factors which could subsequently be used in a
one-dimensional analysis.

The introduction of correction factors, either by comparison with experimental data or
with more sophisticated numerical calculations, is also necessary when applying the dynamic
cavity-expansion theory to the modelling of vibratory pile driving. For the quasi-static pene-
tration this approach was adopted, for instance, in [19].

Appendix. Constitutive functions

The tensors L and N in (1), (2) are written as [9]

Lijkl= fbfe

tr(T̂2)
[F 2δKikδ

K
jl +a2T̂ij T̂kl ], (A.1)

Nij = fbfefdaF

tr(T̂2)
(T̂ij + T̂ ∗ij ), (A.2)

where δKij is the Kronecker delta, and

T̂ij = Tij

trT
, T̂ ∗ij = T̂ij − 1

3δ
K
ij . (A.3)

The factor a in (A1), (A2) is determined by the friction angle ϕc in critical states:

a=
√

3
8
(3− sinϕc)

sinϕc
. (A.4)
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The factor F is a function of T̂∗:

F =
√

1
8

tan2 ξ + 2− tan2 ξ

2+√2 tan ξ cos 3θ
− 1

2
√

2
tan ξ, (A.5)

where

tan ξ =
√

3‖T̂∗‖, cos 3θ =−
√

6
tr(T̂∗3)

[tr(T̂∗2)]3/2
. (A.6)

The factors a and F determine the critical-state surface in the stress space.
Three characteristic void ratios are specified as functions of the mean pressure: the mini-

mal possible void ratio, ed , the critical void ratio, ec, and the void ratio in the loosest state, ei .
The pressure dependence of these void ratios is postulated in the form (compressive stresses are
negative)

ei

ei0
= ec

ec0
= ed

ed0
= exp

[
−
(−trT

hs

)n]
, (A.7)

with the corresponding reference values ei0, ec0, ed0 for zero pressure (ei0>ec0>ed0). The con-
stants ei0, ec0, ed0 with the hs, n are material parameters.

The factor

fd =
(
e− ed

ec− ed

)α
, (A.8)

where α is a material parameter, tends to unity as the state of the material approaches a crit-
ical state. The functions fe and fb are defined as

fe=
(ec
e

)β
,

fb= hs

n

(
1+ ei

ei

)(
ei0

ec0

)β (−trT
hs

)1−n [
3+a2−

√
3a
(
ei0− ed0

ec0− ed0

)α]−1

, (A.9)

with a parameter β.
The tensor M in (2) is written as

Mijkl= [ρχmT + (1−ρχ)mR]Lijkl

+
{
ρχ(1−mT )Lijqs δ̂qs δ̂kl+ρχNij δ̂kl if δ̂ijDij >0,

ρχ (mR−mT )Lijqs δ̂qs δ̂kl if δ̂ijDij�0,
(A.10)

where

δ̂ij =
{
δij /‖�‖ if � �=0,

0 if �=0,
(A.11)

ρ=‖�‖/R, and R,mR,mT ,χ are constitutive parameters.
The evolution equation (3) for the intergranular-strain tensor � is written as

dδij
dt
=
{
Dij −ρβr δ̂ij δ̂klDkl if δ̂ijDij >0,

Dij if δ̂ijDij�0
(A.12)

with a parameter βr .
The constitutive parameters used in the numerical examples in this paper are given in

Table 2.
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Table 2. Constitutive parameters.

ϕc[◦] hs [MPa] ec0 ed0 ei0 α β n R mR mT βr χ

33 1000 0·95 0·55 1·05 0·25 1·5 0·25 4×10−5 5·0 5·0 0·05 1·5
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Abstract. Engineering materials are generally non-homogeneous, yet standard continuum descriptions of such
materials are admissible, provided that the size of the non-homogeneities is much smaller than the characteris-
tic length of the deformation pattern. If this is not the case, either the individual non-homogeneities have to be
described explicitly or the range of applicability of the continuum concept is extended by including additional
variables or degrees of freedom. In the paper the discrete nature of granular materials is modelled in the sim-
plest possible way by means of finite-difference equations. The difference equations may be homogenised in two
ways: the simplest approach is to replace the finite differences by the corresponding Taylor expansions. This leads
to a Cosserat continuum theory. A more sophisticated strategy is to homogenise the equations by means of a
discrete Fourier transformation. The result is a Kunin-type non-local theory. In the following these theories are
analysed by considering a model consisting of independent periodic 1D chains of solid spheres connected by shear
translational and rotational springs. It is found that the Cosserat theory offers a healthy balance between accu-
racy and simplicity. Kunin’s integral homogenisation theory leads to a non-local Cosserat continuum description
that yields an exact solution, but does not offer any real simplification in the solution of the model equations as
compared to the original discrete system. The rotational degree of freedom affects the phenomenology of wave
propagation considerably. When the rotation is suppressed, only one type of wave, viz. a shear wave, exists. When
the restriction on particle rotation is relaxed, the velocity of this wave decreases and another, high velocity wave
arises.

Key words: Cosserat continuum, homogenisation, non-local continuum, rotational degrees of freedom, wave
propagation

1. Introduction. Comparative analysis of non-standard continua approach to modelling
materials with microstructure

1.1. Non-standard continua

There are cases when the classical continuum mechanics approach is insufficient to model
adequately materials with microstructure. In particular, microstructure cannot be ignored
when one considers layered material, especially when the layers can slide, blocky structures,
granular or fractured media. The consideration of microstructure is necessary when the size
of redistribution of an external load is comparable with the microstructure size or if the stress
gradients at intergranular contact points (finite contact area, modelled as a contact point) of
grains have to be taken into account.

Naturally, there are different approaches (or combinations thereof) to take microstructural
effects into account. Each approach results in different types of standard or non-standard
continua.

The first step in the adaptation or extension of a standard continuum theory to granular
materials is the introduction of rotational degrees of freedom (DOF) in addition to the
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Figure 1. Macro- and micro-volumes and the relationship between the macro- and micro-displacements.

conventional translational ones (if, for instance, the spin of particles is important). This leads
to gradient or higher-order gradient theories (when further degrees of freedom have to be
included as well), resulting in the introduction of additional strain measures and the corre-
sponding stress tensors.

While the need for independent rotational DOF’s (Cosserat type theories, e.g. [1];
Nowacki [2]) is quite easy to understand in the context of granular and layered materials,
further increase of DOF requires more explanations. Mindlin [3] based his reasoning on the
simultaneous consideration of macro- and micro- displacements within a volume element.

In the spirit of Mindlin’s discussion we consider a macro-volume, i.e., the domain occu-
pied by a body, and choose a Cartesian coordinate system x1x2x3 (see Figure 1). Let P be
an arbitrary point of a body, the position of the point in the macro-volume being deter-
mined by the macro-coordinates xi . The macro-motion of this point can be described by the
macro-displacement vector u(xi) and macro-rotation vector ϕ= 1

2 rot u. According to conven-
tional continuum mechanics, the deformation measures at this point are the components of
the macro-distortion tensor ui,j , the symmetric part of which gives the usual components of
a macro-strain tensor εij = 1

2 (ui,j +uj,i). The antisymmetric part of the macro-distortion ten-
sor gives the macro-rotational vector ϕi =− 1

2εkliuk,l , where εijk is the alternating tensor. It
is seen that the macro-rotation vector and the distortion tensor are fully determined by the
components of the displacement vector u(xi).

Next, assume the material point P as a centroid of a micro-volume of the originally inho-
mogeneous medium. This volume element defines the scale of resolution of the envisaged con-
tinuum theory. Effects below this characteristic scale are ignored. This volume element could
not be constricted to the point because of the microstructure of the material. A particular
choice of the micro-volume size is not important here. It suffices to mention that, in gen-
eral, the micro-volume size is supposed to be (a) much larger than the microstructure size to
asymptotically satisfy the requirement for the micro-volume to be representative, i.e., contain
a sufficient number of elements of the microstructure and; (b) much smaller than the external
size such as the dimension of the problem or a characteristic length of the load redistribu-
tion (e.g., wavelength), to asymptotically satisfy the requirement for the micro-volume to be
infinitesimal. Furthermore, its shape has to reflect the material symmetry of the material to
be modelled.

We now introduce another local Cartesian coordinate system with the origin at P .
An arbitrary point P ′ of the micro-volume has the micro-coordinates x′1x

′
2x
′
3. The vector



Generalised homogenisation procedures 201

connecting P and P ′ will be called the micro-displacement vector and denoted as u′(x′i). The
micro-displacement vector characterises the displacement of the point P ′ within the micro-
particle (micro-volume element).

The displacement of the point P ′ being a point of the macro-volume is given by the sum
of the macro-displacement vector u(xi) and the micro-displacement vector u′(x′i). Expanding
the components of the micro-displacement vector into the Taylor series at the vicinity of the
point P , one gets the corresponding coordinates of the displacement vector of the point P ′:

ui(x)+u′i (x
′)=ui(x)+u′i (0)+u′i,j (0)x

′
j +

1
2
u′i,jk(0)x

′
j x
′
k+· · · , (1.1)

where u′i (0)=0, x def= (x1, x2, x3), x′
def= (

x′1, x
′
2, x

′
3

)
.

The underlying assumption behind Equation (1.1) is that the displacements within the rep-
resentative volume are analytic and can be represented by Taylor expansions around point P .
As discussed above (conditions (a) and (b)), the size of the volume element h must be much
smaller than the macro-volume characteristic dimension L and much bigger than the micro-
structure size a in a sense that the continuum approximation is a double asymptotic as h/L→
0 and a/h→ 0 (e.g., [4–6]). As a result of this asymptotic transition, we have a continuum
that permits the usual description based on the established rules of differential geometry. The
only difference from a conventional continuum is that each point may have additional DOF,
namely the higher-order polynomial coefficients in (1.1) enabling the consideration of devia-
tions of the deformation from the mean values within a representative volume element.

The term u′i,j provides us with nine micro-distortion components: three micro-rotations
and six micro-strains. If, for simplicity, we take into account only the antisymmetric part, we
arrive at a continuum with six DOF (three translational DOF, the macro-displacements ui ,
and three rotational ones, microrotations ϕi). This is the Cosserat theory or the theory of
micropolar elasticity (e.g., [2,7–9]). The rotational degrees of freedom are very often referred
to as the Cosserat rotations giving tribute to the brothers Cosserat who were the first to pro-
pose such a theory.

Further generalisations can be obtained by including the symmetric part of the microgra-
dients into the model as well and/or by keeping the next term of the Taylor expansion u′i,jk
bringing the total number of DOFs to 36 [3].

It should be emphasised that the micro-deformations in the expansion (1.1) are indepen-
dent in general from the macroscopic deformation gradient. The relationship between the
macro- and the micro-deformation is established by means of additional constitutive relation-
ships.

The higher-order gradient theories necessitate the introduction of additional stress tensors
which are conjugate to the additional deformation measures (e.g., couple or moment stresses
in the Cosserat type theories; double-forces tensor in the Mindlin continuum, etc.). In the
elasticity theories, these new stress tensors can normally be obtained by differentiating the
variation of an elastic potential (the elastic energy density) with respect to the variation of
the deformation measures. The equations of equilibrium or motion also have to be obtained
for additional stress factors in the higher-order gradient theories. It should also be mentioned
that the formulation of boundary-value problems may be in terms of displacements comple-
mented by the additional DOF’s (for instance, rotations in the Cosserat theory) or in terms
of the stress tensors complemented by the conjugates of the additional DOF’s (for instance,
couple/moment stresses in the Cosserat theory) or in a mixed form.

It is well known that the governing equations of the continuum have to be translationally
and rotationally invariant. This requirement yields exactly 2×3 balance equations. Translational
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invariance requires the consideration of linear momentum; rotational invariance requires the
consideration of angular momentum. The equations of motion in the standard theories result
from the momentum balance, while the moment of momentum balance gives the symmetry of
the stress tensor. In the Cosserat theories both momentum balance and moment of momentum
balance are used, each contributing three equations. An interesting question for higher-order
theories would be where to get the additional equations of motion/equilibrium from. At pres-
ent, this question is still open1, as no other fundamental hypotheses similar to the hypotheses
of the isotropy and homogeneity of space and time have been formulated yet. That is why gra-
dient-enhanced theories become increasingly popular and used. They do not require additional
motion/equilibrium equations but at the same time allow one to include the strain gradients
into the formulation. This, in reality, does not add new DOF, but increases the order of the
governing partial differential equations.

Mindlin [3] used Hamilton’s principle for independent variations, which were his 12 DOF,
and obtained 12 equations of motion from the variational equation of motion. However, this
approach is applicable only in elastic materials. An application of the method of virtual power
for derivation of the balance equations of micropolar and second-gradient continua was dis-
cussed in the works of Germain [10,11] and Maugin [12].

The second approach (homogenisation by integral transformation) involves the introduc-
tion of a non-local (integral) constitutive law (when the long-range interactions between the
particles need to be accounted for, e.g., [13, p.34]). This, in general, means that the stress
components depend on the strains at all points of the continuum, albeit with weight decreas-
ing with distance from the point of interest. In essence, this approach shifts the procedure of
homogenisation from the definition of deformation measures (by introducing the volume ele-
ment) to the constitutive relationships. Both approaches can be combined leading to non-local
theories with additional degrees of freedom.

Non-local homogenisation strategies of the discrete materials were introduced by Kröner
[14], Kröner and Datta [15], Kunin and Waisman [16], Kunin [13, Chapter 2,3], [17, Chapters
2,3] and Eringen [18] for periodical microstructures. The homogenisation was performed by
trigonometric interpolation of the discrete field of displacements and rotations of the parti-
cles. In those theories the particle centres are assumed to be situated at the nodes of a regular
grid. This leads to non-local stress–deformation relationships reflecting the fact that the values
of the interpolating polynomial at a point are sensitive to the values at the other points. The
kernels of the non-local relationship are expressed through Kunin’s analog of the Dirac-delta
function which “remembers” the microstructure size.

Specifically, in the case of a three-DOF continuum, this homogenisation procedure leads
to a non-local continuum (with the same three DOF), the non-local stress–strain relationship
and the non-local stresses satisfying the conventional equations of equilibrium or motion. In
the following it will be demonstrated that, in a continuum with six DOF, the Cosserat con-
tinuum, this homogenisation strategy leads to a non-local Cosserat continuum. Subsequently,
in this continuum one comes up with the non-local constitutive equations in which stresses
and moment stresses are expressed through the deformation measures (strains and curva-
tures). Non-local stresses and moment stresses satisfy exactly the same equations of equilib-
rium or motion as in the case of a “local” or “conventional” Cosserat theory. We would like

1A possible remedy to obtain an extra set of equilibrium/motion equations in situations when the repre-
sentative volume element is made up of homogeneous but materially distinct sub-volumes is to divide the
volume element into smaller ones and write down the corresponding equations of motion/equilibrium for
each of them. At least in this way the lever-arm (the subdivision size) can be brought into the formulation
in order to get the third-order double-forces tensor with the balance equation for its components.
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to mention here that Kunin [17, Section 3.5] also considered a quasi-six-DOF continuum, in
which the three rotational DOF’s are equal to the three rotations of the standard continuum.
In Section 2 we represent a generalisation of Kunin’s method to the case of independent rota-
tions.

The major difference between local and non-local continua is that in the latter the stresses
and couple or moment stresses become pseudo-stresses, as they no longer refer to an ele-
mentary area, but to a finite volume. This obviously contradicts the Cauchy-Euler princi-
ple. The question arises why the equations of equilibrium should necessarily hold in their
“conventional”, local form when the interaction between the parts of the body is not of
the surface nature; it is transmitted not only through the surface, but also through the
volume.

For the considered periodic case, a justification of the conventional form of the equa-
tions of equilibrium/motion will be offered when a non-local orthotropic Cosserat contin-
uum model will be constructed for non-interacting identical chains of granulates. Starting
from a discrete medium consisting of, for example, particles having translational and rota-
tional DOF’s, it is possible to obtain the Lagrange equation of motion. It turns out that
the Lagrange equations are formally identical to the equations of a local Cosserat continuum
with non-local constitutive relations. This finding supports the adoption of the “usual” local
conservation laws in connection with non-local continua.

In general, the choice of the kernels is based on purely mechanistic or phenomenologi-
cal considerations (e.g., [19,20]), material symmetry combined with a choice of the size of
the domain of influence. Unfortunately, and in particular in 3D, these requirements do not
constrain the possible variety of kernel forms significantly. This “inconvenience” is rather
difficult to overcome, as the kernel is a function in principle of all variables of the contin-
uum model. This poses considerable difficulties in determining possible kernel forms from
experiments.

The phenomenological approach does not address the question of the validity of local
conservation laws and the physical significance of Cauchy stresses in the presence of non-
local constitutive laws. These issues can only be answered and follow naturally if the model
equations are derived from a micro-mechanical model by means of a suitable homogenisation
procedure.

Alternatively, non-local operators on strains are used in their own right as substitutes for
local strains in the damage loading function [21] leading to non-local damage models (e.g.,
[22–24]).

Finally we mention a selection of developments (by no means complete) we consider rel-
evant to the topic of this paper: macroscopic modelling of layered materials was conducted
by Mühlhaus [25], Zvolinskii and Shkhinek [26], Adhikary and Dyskin [27]. In this 2D mod-
elling the role of the Cosserat rotation (only one rotation in this case) was played by the
rotation of the neutral axis of the layer (the deflection gradient), while the moment stresses
were the bending moment per unit area in the cross-sections of the layer. Mühlhaus [28]
and Mühlhaus and Hornby [29,30] modified the model of layered materials by introduc-
ing a different rotation measure, which is the relative deformation gradient. Mühlhaus [25]
and Sulem and Mühlhaus [31] developed a model for a blocky material (the material bro-
ken into rectangular blocks). Cosserat-type theories for random packing of granulates were
also developed, for instance, by Mühlhaus and Vardoulakis [32], Mühlhaus et al. [33], Chang
and Ma [34]. A combination of a Cosserat continuum and a higher-order gradient contin-
uum for granular materials has been derived by Mühlhaus and Oka [35] and Mühlhaus and
Hornby [36].
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Additional DOF’s also appear in a new numerical fracture-mechanics method [37]. In this
method the additional DOF’s are associated with the distribution of displacement discontinu-
ity introduced to model crack evolution.

1.2. Homogenisation methods

Homogenisation, as the main method of constructing continuum descriptions of a discrete
material, has always been the cornerstone of continuum mechanics. It was the main simpli-
fying factor and for decades provided a powerful means to model solid bodies as a mathe-
matical continuum rather than a collection of elements the solids are composed of. The first
and simplest approach was not to consider the scale of the microstructure at all, but to smear
it, so to speak. The introduction of the concept of the representative volume element served
this purpose perfectly. Many significant problems were and are formulated and solved within
the framework of classical elasticity and plasticity theories. However, restrictions of smear-
ing the microstructure were felt mainly where the microstructure was essential to model and
thus could not be ignored. As a result, more sophisticated continuum theories became high in
demand around the late 1980s and so were adequate homogenisation strategies. The following
is a sampling of the most important homogenisation procedures:
1. Averaging over volume element adopted in the theory of effective characteristics (e.g., [38–

42], [43, Part I], [5], [44, Chapter 3], [45]). Homogenisation produces a set of macroscopic
elastic moduli based on the properties of the microstructure. These microstructural con-
stants are called effective characteristics, from which the name of the method derives.

2. Homogenisation method applied to materials with randomly varying elastic properties based
on averaging over realisations (ensemble averaging), ([46,47]).

3. A group of methods based on modelling of periodically regular microstructure such as a
periodical system of defects/inclusions, layers, regular granular packing (e.g., [48–50]).
This group of methods exploits the fact that the microstructure is positioned in periodical
cells and the problem is solved for a representative defect. Then by using the periodicity,
one seeks the solution for the whole domain by looking for suitable periodic functions
accompanied by corresponding periodic boundary conditions at the cell boundaries (e.g.,
[51, Chapter 1–4, 6, 7], [43], [45]).

4. Homogenisation by integral transformations ([13, Chapter 2, 3], [17, Chapter 2, 3]). This is
a special method of homogenisation applied to periodical structures only. The method is
based on trigonometrical interpolation. The discrete medium is replaced with a continu-
ous one such that the continuous values of field variables coincide with the discrete ones
at the nodes and give some values in between by using the above trigonometrical inter-
polation.

5. Homogenisation by differential expansions (e.g., [35], [52, Chapter 4], [53–55]). The method
is based on expanding the field variables into a Taylor series once a strategy to relate the
discrete variables to continuum variables is established.

1.3. Continuum modelling of granular materials

Depending on the packing density, granular materials can behave like solids or like fluids. If
the packing is dense, granular material behaves solid-like. Large (finite) deformations are not
ruled out. For loose packings, granular material may behave fluid-like. Here we concentrate
on the first type. For a discussion of the fluid-like regime see, e.g., [36]. We concentrate on
elastic models for simplicity, since the emphasis is on the homogenisation procedure and not
on constitutive details.
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Discrete and continuum models represent two main streams of modelling of mechanical
behaviour of granular materials. In the former approach granular materials are modelled as
a discrete system using, for example, the discrete-element method. Many models are devel-
oped in the framework of this approach (e.g., [56–59]). Equations of motion are solved for
each particle in the assembly: the particle is subjected to momentum or even mass transfer
from neighbouring particles. The number of equations to solve is naturally quite large requir-
ing powerful computers. On top of that, direct computer simulations would require detailed
information (geometrical and mechanical) of all grains in the assembly. This kind of informa-
tion is usually hard to obtain or not available. In other words, the computational accuracy
achievable in principle by this method much exceeds the accuracy of the input data available
– hardly an efficient way of modelling.

In the continuum approach the equations of motion are derived for a volume element;
governing equations describing constitutive behaviour are formulated by using the continuum
stress–strain concepts. Continuum models can be classified as phenomenological and micro-
structural. Phenomenological modelling (e.g., [60]) is based on postulating the constitutive
equations, which necessitates a considerable amount of testing and model calibration.

Microstructural continuum modelling was extensively developed over the past few years as
an alternative or a strategy to provide constraints for phenomenological constitutive models.
The benefit of the microstructural approach is that it results in rational estimates of the model
parameters.

For applications of the microstructural approach see the following papers [48], [49],
[61–65], [35]. The principles of microstructural modelling have been revisited recently by
Suiker et al. [53–55] and Cambou et al. [66].

The first simple micro-polar (Cosserat) type theories for random packing granulates
were developed by Mühlhaus and Vardoulakis [32], Mühlhaus et al. [33], Chang and Ma
[34]. Both stresses and moment stresses were introduced, but the contact particle interac-
tion was less sophisticated than in the more recently developed theories [67]. For example,
moment stresses were attributed to the tangential component of the contact force and only
resistance to the relative particle displacements was introduced into the contact relations
(e.g., [33]).

Further development of pure Cosserat-type theories for randomly packed assemblies went
in the direction of more sophisticated and refined particle-interaction modelling. This includes
both contact force and moment exerted onto a reference particle, as well as the resistance
of the particles to both their relative displacements and relative rotations at the contact
points. These refinements were implemented by Pasternak and Mühlhaus [68–70]. Orthotrop-
ic Cosserat and non-local Cosserat continuum models for non-interacting chains of granu-
lates were developed by Mühlhaus et al. [6], Pasternak and Mühlhaus [71,72]; see details in
Section 2.

The wide variety of approaches discussed above suggests that a comparative study of the
different methodologies may be useful in order to assess the quality of the approximation of
the different homogenisation methods.

For simplicity we consider a model example of microstructure: 1D non-interacting chains.
The structural bonds determine the material behaviour only in one direction. This case of
non-interacting chains of spheres is artificial and cannot be seriously thought of as an exam-
ple of a granular material. It is selected to serve a special purpose – to have a structure for
which the exact solution would not be very difficult to find and to provide a testing ground
for comparison of homogenisation methods. We will then proceed to investigate wave propa-
gation in granular materials with internal rotational degrees of freedom.
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Figure 2. 1D chain of spherical grains connected by translational (shear) and rotational springs.

2. Homogenisation of 1D structures

In the following we demonstrate how additional rotational degrees of freedom arise natu-
rally by mathematical homogenisation of a discrete system. For this purpose, a simple peri-
odic discrete model of spheres connected to each other by both rotational and translational
springs will be considered. This model allows the analytical derivation of a general closed-
form solution.

The aim of this section is to investigate two homogenisation techniques. One of them pro-
duces an anisotropic Cosserat continuum and the other a non-local Cosserat continuum. A
boundary-value problem of a vertical duct will be considered in order to establish how accu-
rately the Cosserat and non-local models describe the behaviour of the granular materials.

2.1. Model formulation

In many cases, generalised continuum theories provide a convenient framework for the
approximate representation of an originally discrete model. In order to analyse different
homogenisation techniques, we consider a simple material consisting of one-dimensional, par-
allel chains of identical, spherical grains. We suppose that the chains do not interact with each
other. The grains in a chain are connected by translational shear springs of stiffness k and
rotational springs of stiffness kϕ (Figure 2), r is the sphere radius. The grains in neighbour-
ing chains are not connected and move independently.

The potential (elastic) energy of a single chain in the system reads

U1= 1
2
k
∑
i

((u3i −u3i−1)+ (a/2)(ϕ2i +ϕ2i−1))
2+ 1

2
kϕ
∑
i

(ϕ2i −ϕ2i−1)
2 (2.1)

with the potential-energy density referred to the ith sphere being:

Wi =
(

2ηa3
)−1 {

k
(
(u3i −u3i−1)+ (a/2)(ϕ2i +ϕ2i−1)

)2+kϕ(ϕ2i −ϕ2i−1)
2
}
. (2.2)

Here a designates the spacing of the mass centres of neighbouring spheres, and a−2η−1 is the
number of chains per unit area of cross-section.

We note here that the rotational springs are important in this arrangement, since neglect-
ing the resistance to rotation (kϕ→0) makes the energy lose its positive definiteness.

The equations of motion for the spheres are:

mü3i −k(u3i+1−2u3i +u3i−1)−k(a/2)(ϕ2i+1−ϕ2i−1)=q3i , (2.31)

J ϕ̈2i +k(a/2)(u3i+1−u3i−1)+k(a2/4)(ϕ2i+1+2ϕ2i +ϕ2i−1)−kϕ(ϕ2i+1−2ϕ2i +ϕ2i−1)

=M2i , (2.32)

where u3i , ϕ2i are the independent Lagrange coordinates, q3i and M2i are applied load and
moment at ith sphere respectively, J =2mr2/5 is the moment of inertia of the sphere.
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2.2. Homogenisation by differential expansion (Cosserat continuum)

We replace the finite-difference expressions in (2.2) with corresponding differential expressions.
Truncation of the Taylor expansions in a after the second-order terms gives the following
approximation

W(x1)=
(

2ηa3
)−1

{
k

(
∂u3

∂x1

)2

a2+2ka
∂u3

∂x1
ϕ2a+ka2ϕ2

2 +kϕ

(
∂ϕ2

∂x1

)2

a2

}
. (2.4)

Differentiation of the energy density with respect to the Cosserat deformation measures,
viz. strains and curvatures,

γ13= ∂u3

∂x1
+ϕ2, κ12= ∂ϕ2

∂x1
, (2.5)

gives

σ13=k (ηa)−1 γ13, µ12=kϕ (ηa)
−1 κ12. (2.6)

Introduction of body force f3 and moment m2 and consideration of momentum and angu-
lar momentum equilibrium yield

∂σ13

∂x1
+ρf3=ρü3,

∂µ12

∂x1
−σ13+ρm2= J̃ ϕ̈2, (2.7)

where ρ= m

a3η
is the density, J̃ = J

a3η
is rotational inertia per unit volume or density of rota-

tional inertia.
Equations (2.5–2.7) formally represent a 1D Cosserat continuum (e.g., [2]). Every point

of this continuum has two degrees of freedom: u3 represents the displacement, while ϕ2

is being identified as the independent rotational degree of freedom, the Cosserat rotation.
Mechanically speaking, the obtained continuum equations describe a 3D orthotropic Coss-
erat continuum (all other components of stress and moment stress tensors and corresponding
deformation measures are zero). Formally, after suitable reinterpretation of the model param-
eters2, one obtains the governing equations of a Timoshenko beam (e.g., [28,73, p. 183]). In
this case ϕ2 represents the rotation of the beam cross-section and u3 is the displacement of
its neutral fibre.

After substituting the constitutive equations (2.6) in the equations of motion (2.7), we
obtain the Cosserat equations of motion (the Cosserat equivalent of Lamé equations):

k

ηa

(
∂2u3

∂x2
1

+ ∂ϕ2

∂x1

)
+ρf3=ρü3, (2.81)

1
ηa

(
kϕ
∂2ϕ2

∂x2
1

−k
∂u3

∂x1
−kϕ2

)
+ρm2= J

a3η
ϕ̈2. (2.82)

Next we homogenise the discrete equations of motion (2.31–2.32) and compare the result
with the obtained Cosserat equations of motion (2.81–2.82). For the derivation of the contin-
uum version of equations (2.31–2.32) we first replace the discrete coordinate by a continuous
coordinate, i.e., ai→x as outlined for example by Mühlhaus and Oka [35] u3i �→u3(x1),

u3i �→u3(x1), ü3i �→ ü3(x1), ϕ2i �→ϕ2(x1), ϕ̈2i �→ ϕ̈2(x1), q3i �→q3(x1),M2i �→M2(x1),

u3i±1 �→u3(x1±a), u3i±1 �→u3(x1±a), ϕ3i±1 �→ϕ3(x1±a).

2kϕ/a is interpreted as the bending stiffness, k/a as the shear modulus.
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Equations (2.31–2.32) can formally be written in a homogenised (continuous) form by
introducing continuous functions u3(x), ϕ2(x) which coincide with u3i and ϕ2i (x) at discrete
points x=ai and assume some values in between:

mü3(x1)−k[u3(x1+a)−2u3(x1)+u3(x1−a)]−k(a/2)[ϕ2(x1+a)−ϕ2(x1−a)]=q3(x1),

(2.91)

J ϕ̈2(x1)+k(a/2)[u3(x1+a)−u3(x1−a)]+k(a2/4)[ϕ2(x1+a)+2ϕ2(x1)+ϕ2(x1−a)]

−kϕ [ϕ2(x1+a)−2ϕ2(x1)+ϕ2(x1−a)]=M2(x1). (2.92)

These formal equations will form the starting point for the homogenisation below.
Following Mühlhaus and Oka [35], Equations (2.91–2.92) can be homogenised by replac-

ing the finite differences with the Taylor-series expansions, keeping terms of the second order
in a and normalising the obtained equations by the volume (i.e., dividing by a3η). One even-
tually has

k

ηa
[u′′3(x1)+ϕ′2(x1)]+O(1)+ q3(x1)

a3η
=ρü3(x1), (2.101)

1
ηa

[
kϕϕ

′′
2 (x1)−ku′3(x1)−kϕ2(x1)

]+O(1)+M2(x1)

a3η
= J

a3η
ϕ̈2(x1), (2.102)

where ρ=m/(a3η).
Comparison of (2.81–2.82) with (2.101–2.102) leads to the conclusion that the equations of

motion in the Cosserat approximation (2.81–2.82) give the same leading terms as the approx-
imation of the discrete (exact) equations of motion (2.31–2.32). Hence, the Cosserat theory
gives exact terms up to the first order in a inclusive. One could anticipate that the terms of
order higher than a would be captured by higher-order theories. The resolution of the theory
is a, i.e., all the “events” smaller than a are not seen (recognised) by the Cosserat continuum,
which is natural, since the a is a length scale or microstructural parameter of this Cosserat
theory.

This Cosserat theory has also another length-scale parameter. The second parameter is
given by the square root of the ratio of the stiffness of the rotational spring kϕ to the trans-
lational spring stiffness k and has the dimension of length.

Note that the limit a→ 0 in both (2.81–2.82) and (2.101–2.102) should be understood as
a/L→ 0, where L is the size of redistribution of the load (i.e., an external size). In other
words, in the above calculations the normalisation in which L=1 is presumed.

It follows from the above analysis that the Cosserat equations of motion through dis-
placements and rotations (a kind of “Lamé equations” for the Cosserat continuum) can
be obtained either by the direct homogenisation of the discrete equations of motion or by
homogenisation by differential expansions of the potential-energy density of the discrete sys-
tem, provided that the same order of approximation is maintained in both cases.

The outlined strategy of homogenisation by differential expansions allows one to formu-
late the appropriate continuum description of the discrete system. The homogenised potential-
energy density of the mechanical system has the meaning of the elastic energy density in the
continuum sense with subsequent introduction of the deformation measures. Once the constit-
utive equations have been recovered, the Cosserat “Lamé equations” are obtained in a usual
fashion by substituting the governing equations in the motion equation. Thus, the boundary-
value problem can be formulated accompanied by boundary conditions. This approach can be
virtually adjusted to any microstructural-particles arrangements.
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2.3. Homogenisation by integral transformation (non-local Cosserat continuum)

Here we consider another homogenisation strategy, namely homogenisation by integral
transformations. Kunin’s [13, pp. 13–14] homogenisation procedure for discrete periodical
structures is based on the trigonometrical interpolation of discrete functions. For the mate-
rial consisting of independent periodical chains of grains we have:(

u3(x1)

ϕ2(x1)

)
=a

∑
i

(
u3i

ϕ2i

)
δK(x1− ia),

(
u3i

ϕ2i

)
=
∫

δK(x1− ia)

(
u3(x1)

ϕ2(x1)

)
dx1, δK(x)

= (πx)−1 sin
πx

a
. (2.11)

The application of (2.111) to the discrete equations of motion (2.3) yields the non-local
equations of motion (non-local Lamé equations):

k

∫ +∞

−∞
[2δK(x1−y1)−δK(x1−y1−a)−δK(x1−y1+a)]u3(y1)dy1+

+k(a/2)
∫ +∞

−∞
[δK(x1−y1−a)−δK(x1−y1+a)]ϕ2(y1)dy1=q3(x1)−mü3(x1), (2.121)

k(a/2)
∫ +∞

−∞
[δK(x1−y1+a)−δK(x1−y1−a)]u3(y1)dy1+

+k(a2/4)
∫ +∞

−∞
[δK(x1−y1+a)+2δK(x1−y1)+δK(x1−y1−a)]ϕ2(y1)dy1+

+kϕ
∫ +∞

−∞
[2δK(x1−y1)−δK(x1−y1+a)−δK(x1−y1−a)]ϕ2(y1)dy1=M2(x1)−J ϕ̈2(x1).

(2.122)

These equations are essentially a representation of (2.9).
In order to obtain the constitutive relationship, we consider the potential energy of a chain

(2.1), since the structure we are studying is essentially one-dimensional. Inserting (2.111) into
(2.1), integrating the result by parts and assuming that the functions u and ϕ and their deriv-
atives decay strongly enough at infinity to make the non-integral terms zero, we obtain the
following representation of the elastic energy of the chain:

U1= k

2a

∫ ∫
[2C(x1−y1)−C(x1−y1−a)−C(x1−y1+a)]γ13(x1)γ13(y1)dx1dy1+

+ k

a

∫ ∫
[2K(x1−y1)−K(x1−y1−a)−K(x1−y1+a)]κ12(x1)γ13(y1)dx1dy1+

+ k

2a

∫ ∫
[2K1(x1−y1)−K1(x1−y1−a)−K1(x1−y1+a)]κ12(x1)κ12(y1)dx1dy1+

+ k

2

∫ ∫
[C(x1−y1−a)−C(x1−y1+a)]γ13(x1)κ12(y1)dx1dy1+

+ k

2

∫ ∫
[K(x1−y1−a)−K(x1−y1+a)]κ12(x1)κ12(y1)dx1dy1+

+ ka

8

∫ ∫
[2C(x1−y1)+C(x1−y1−a)+C(x1−y1+a)]κ12(x1)κ12(y1)dx1dy1+

+ kϕ

2a

∫ ∫
[2C(x1−y1)−C(x1−y1−a)−C(x1−y1+a)]κ12(x1)κ12(y1)dx1dy1 (2.13)

where C′′(x)=−δK(x), K ′(x)=C(x), K ′′1 (x)=−C(x) and

γ13= ∂u3

∂x1
+ϕ2, κ12= ∂ϕ2

∂x1
(2.14)
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are components of the Cosserat relative deformation gradient and the curvature tensor. The
deformation measures (2.14) are invariant with respect to rigid-body motions: if we consider
the rigid-body translation u3 = const, we have ϕ2= 0, γ13= 0, κ12= 0; similarly for the rigid-
body rotation u3=−x1ϕ2, ϕ2 = const, we find γ13= ∂u3/∂x1+ϕ2=−ϕ2+ϕ2=0, κ12=0.

Consider the energy of the whole body U =N1N2U1, where N1, N2 are numbers of chains
in the directions x2 and x3, respectively. Variation of the energy is

δU =
∫
V

δW(x1, x2, x3)dv=ηa2N1N2

∫ +∞

−∞
δW(x1)dx1=ηa2N1N2

∫ +∞

−∞
(σδε+µδκ)dx1,

(2.15)

where W(x1, x2, x3) is the specific potential energy at point x = (x1, x2, x3), and η1/2a is the
spacing between non-interacting chains of the spatial assembly. Since δU =N1N2δU1, the var-
iation of U1=U1(γ13, κ12) in (2.13), with subsequent extraction of δW in (2.15) and the intro-
duction of the stress and moment stress

σ13(x)= δW

δγ13(x)
, µ12(x)= δW

δκ12(x)
, (2.16)

yield the following expressions for the stress and the moment stress:

σ13(x1)=
(√

ηa
)−2

{
E

∫ +∞

−∞
[2C(x1−y1)−C(x1−y1−a)−C(x1−y1+a)]γ13(y1)dy1−

− E

∫ +∞

−∞
[2K(x1−y1)−K(x1−y1−a)−K(x1−y1+a)]κ12(y1)dy1+

+E(a/2)
∫ +∞

−∞
[C(x1−y1−a)−C(x1−y1+a)]κ12(y1)dy1

}
, E=k/a,

(2.17)

µ12(x1)=
(√

ηa
)−2

{
E(a/2)

∫ +∞

−∞
[C(x1−y1+a)−C(x1−y1−a)]γ13(y1)dy1+

+ E(a2/4)
∫ +∞

−∞
[2C(x1−y1)+

+ C(x1−y1−a)+C(x1−y1+a)]�12(y1)dy1+
+ Eϕ

∫ +∞

−∞
[2C(x1−y1)−

− C(x1−y1−a)−C(x1−y1+a)]�12(y1)dy1+
+ E

∫ +∞

−∞
[2K(x1−y1)−K(x1−y1+a)−

− K(x1−y1−a)]γ13(y1)dy1+
+ E

∫ +∞

−∞
[2K1(x1−y1)−K1(x1−y1+a)−

− K1(x1−y1−a)]�12(y1)dy1+
+ Ea

∫ +∞

−∞
[K(x1−y1−a)−

− K(x1−y1+a)]�12(y1)dy1} , Eϕ=kϕ/a. (2.18)

It is seen that homogenisation by integral transformations produces non-local constitutive
relationships with oscillating kernels. The origin of this particular type of non-locality is in
the fact that the interpolation function for a given set of u3i , ϕ2i is unique, and hence the
alteration of any local value leads to the change of the whole function.
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Integrating the non-local “Lamé equations” (2.12) by parts, extracting the expressions
(2.17) and (2.18) and accounting for volume forces and moments yields the following
Euler–Lagrange equations:

dσ13(x1)

dx1
+ q3(x1)

a3η
= m

a3η
ü3(x1),

dµ12(x1)

dx1
−σ13(x1)+M2(x1)

a3η
= J

a3η
ϕ̈2(x1). (2.19)

The form of the angular momentum balance (2.192) is standard and consistent with its
Cosserat counterpart (cf. (2.72)). Stresses σ13, µ12 are interpreted conventionally. However, the
constitutive relationships are non-local, i.e., determined by the deformations of all parts of a
chain. There could be another view on the non-local stresses and moment stresses. Since they
are no longer referred to the elementary area, they are supposed to act on in the conven-
tional Cauchy sense; the continuum obtained may be regarded as a pseudo-one. Nevertheless,
we prefer the term ‘non-local Cosserat continuum’.

In essence, Equations (2.14) and (2.17–2.19) constitute mathematically a 1D non-local
Cosserat continuum. Every point of this continuum has two degrees of freedom, the displace-
ment u3 and the Cosserat rotation ϕ2. Mechanically speaking, the obtained continuum equa-
tions describe a 3D non-local orthotropic Cosserat continuum (all other components of stress
and moment stress tensors and corresponding deformation measures are zero).

Obviously, the non-local “Lamé equations” (2.121–2.122) can be recovered if one substi-
tutes the non-local constitutive relationships (2.17) and (2.18) in the equations of motion
(2.19). This gives a displacement–rotation formulation.

2.4. Invertibility of kernels in non-local constitutive equations

Here we will discuss the issue of invertibility of the kernels in non-local constitutive equa-
tions (2.17) and (2.18). One can expect that they have an inverse, since their generating func-
tion, the Kunin-delta, has the inverse in contrast to the non-invertible bell-shaped Gaussian
kernels often used nowadays (e.g. [20]).

The discrete system with 6N degrees of freedom, N being the number of the particles
in it, is defined by the 6N Lagrange coordinates, displacements and rotations, ui , ϕi . If the
forces and moments qi , Mi are applied to the mechanical system, the one-to-one correspon-
dence between the loads applied to the mechanical system and displacements and rotations
is established by the discrete (Lagrange) equations of motion (2.3). Let A be this one-to-one
mapping:

A

[ �u
�ϕ
]
=
[ �q
�M
]
. (2.20)

If the system of the discrete equations of motion can be solved for displacements and rota-
tions of the particles, then it is given by the inverse mapping A

−1
.

The application of the homogenisation by integral transformations (Kunin’s homogenisa-
tion) (2.11) gives the homogenised continuum variables u(x), ϕ(x), q(x), M(x), governed by
the homogenised equations of motion (2.3) or formally (2.20), for example in the form (2.9)
or (2.12). The spaces of the discrete and continuum representations are isomorphic; see Kunin
[13, p. 14]. Let H1 be this isomorphism, i.e., H1 establishes the isomorphism between the
discrete Lagrange coordinates and their continuum counterparts, between the discrete and
non-local equations of motion. Following a procedure similar to that outlined in the previ-
ous section, a non-local constitutive relationship can be obtained (e.g., (2.17) and (2.18)). We
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Figure 3. Isomorphism of spaces.
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Figure 4. 1D chain of spherical grains connected
by translational (normal) springs.

formally write it down as follows[
σ13

µ12

]
=K

[
γ13

κ12

]
, (2.21)

where K is non-local operator acting on the strains and curvatures and producing non-local
stresses and moment stresses.

The space of the discrete loads applied to the system is isomorphic to the space of the
non-local stresses and moment stresses, and this isomorphism H2 is established by the equa-
tions of equilibrium (2.19) modulo the two free constants determined by the boundary con-
ditions. This is illustrated by the diagram of Figure 3. Thus we conclude that if ∃A

−1
then

∃K
−1

, i.e., K is invertible. This means that kernels in non-local constitutive equations have
their inverses if the initial discrete mechanical system is solvable for displacements and rota-
tions under prescribed loads.

It is worth noting that since H1 establishes the isomorphism between the discrete Lagrange
coordinates and their continuum counterparts, i.e., between the discrete and non-local equa-
tions of motion, the homogenised equations (2.3) or (2.12) are exact. This means that the
solution of a boundary-value problem under this non-local formulation must be exact or, in
other words, must coincide with the discrete one.

2.5. Random kernels

As we established above in the non-local relationships (2.17) and (2.18), some of the kernels
exhibit an oscillating behaviour. An interesting question is now whether the oscillating behav-
iour of the kernels in the non-local relationships (2.17) and (2.18) will disappear if some form
of randomness is introduced into the mechanical system. In other words, can the randomness
help to cure the oscillating nature of the kernels in the non-local constitutive equations, i.e.,
can we get a nice bell-shape form of the kernels in this case, as presumed e.g. by Eringen [20].
We try to find what non-local kernels look like for the irregular arrangements of the balls in
chains. Since all the kernels were generated by the Kunin-delta, it would suffice to consider a
less sophisticated model in which the nature of the problem is preserved, but the number of
kernels would reduce significantly.

In view of this, we consider a simple material consisting of one-dimensional, parallel, non-
interacting chains of identical, spherical grains as before, but now the grains in a chain are
connected by translational normal springs of stiffness ki only; r is the sphere radius and a is
the inter-ball distance as before (Figure 4). To be able to apply the homogenisation by inte-
gral transformation the inter-ball spacing is presumed constant. We assume that the stiffnesses
ki are independent random variables, normally distributed with the mathematical expectations
E(ki)=k and the variance Var(ki)= s2. This way the irregularity of the system is achieved. It
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will be sufficient to consider only one chain, as our aim is restricted to investigating the form
of the kernel, rather than building a proper continuum for this model.

The potential (elastic) energy of a single chain in the system reads

U1= 1
2

∑
i

ki(ui −ui−1)
2. (2.22)

Insertion of (2.111) into (2.22) yields the following homogenisation for the potential energy:

U1= 1
2

∫ ∫
�̂(x, y)[u(x)−u(x−a)][u(y)−u(y−a)]dxdy, (2.23)

�̂(x, y)=
∑
i

kiδK(x− ia)δK(y− ia). (2.24)

In the series (2.24) ki are independent normal variables and
∑

i [δK(x− ia)δK(y− ia)]2 <
∞. Therefore, for fixed (x, y), �̂(x, y) is a normal variable (e.g., [74, p. 170]). Accordingly,
the kernel �̂ is a normally distributed random function. Since the number of spheres in the
chain is large, the finite sums can be replaced with series, the mathematical expectation and
the variance are

E �̂(x, y)=
∑
i

δK(x− ia)δK(y− ia)Eki = k

a
δK(x−y), (2.25)

Var�̂(x, y)= s2π−2

(x−y)2

{
−2(a−1δK(x−y)−a−2) sin

πx

a
sin

πy

a
+a−2

(
sin

πx

a
− sin

πy

a

)2
}
.

(2.26)

The mathematical expectation is the kernel that one would obtain conducting stochastic
experiments and according to (2.25) is given by Kunin-delta function (with a factor) that is
oscillating. This means that the imposed randomness modelling irregularity of the particle
arrangement does not remove the oscillating nature of the kernel, i.e., after averaging the ker-
nel determined by the random function (2.25) does not have the Gaussian, bell-shaped form.

The variance (2.26) behaves asymptotically as s2a−4[(sin2(πx/a))/3+1] as (x−y)→0 and
thus does not have singularities when (x−y)→0, which is sound since the series in (2.24) is
convergent.

The normally distributed function �̂(x, y) is fully determined by its mathematical expec-
tation, the variance and the two-point correlation function. The correlation function between
any two points �̂1 ≡ �̂(x1, y1) =

∑
i kiδK(x1− ia)δK(y1− ia) and �̂2 ≡ �̂(x2, y2) =∑

i kiδK(x2− ia)δK(y2− ia) can be found as follows:

COV(�̂1, �̂2)=−s2π−3a−1 sin
πx1

a
sin

πy1

a
sin

πx2

a
sin

πy2

a

{
cot πx1

a

(x1−x2)(x1−y1)(x1−y2)
+

+ cot πx2
a

(x2−x1)(x2−y1)(x2−y2)
+ cot πy1

a

(y1−x1)(y1−x2)(y1−y2)
+

+ cot πy2
a

(y2−x1)(y2−x2)(y2−y1)

}
. (2.27)

It can be shown that the formal limiting transition x1→ x2, y1→ y2 leads to COV(�̂, �̂)=
Var�̂. Indeed, by taking the limit of (x1, y1)→ (x2, y2) in the last formula, one arrives at the
formula for the variance (2.26). This serves as an indirect verification of (2.27).
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Figure 5. Model of the duct with grains.

2.6. A boundary-value problem: vertical duct

Let us consider an infinitely long duct occupying the area 0<x1 <L, |x3|<∞. The duct is
filled with granular material modelled by identical regular chains of balls connected by trans-
lational and rotational springs (Figure 5). The boundaries of each chain are subjected to pure
clamping which corresponds to the following boundary conditions: u3=0, ϕ2=0. The volume
force of ρg is applied to every ball. Let us assume that all fields depend on x1 only. The iner-
tia terms ü3, ϕ̈2 are neglected.

For the sake of simplicity, x will be written instead of x1, u instead of u3, ϕ instead of ϕ2.

2.6.1. Exact solution of the discrete equations of equilibrium for the duct
We now find the exact solution – the solution of the finite-difference equations (2.3) for the
static case, qi =q, (q=−Bηa3), Mi =0 under the following boundary conditions:

uj=0=u0, uj=N =uN, ϕj=0=ϕ0, ϕj=N =ϕN. (2.28)

The general solution of the correspondent homogeneous system:

−k(ui+1−2ui +ui−1)−k(a/2)(ϕi+1−ϕi−1)=0 (i=1, . . . ,N −1), (2.291)

k(a/2)(ui+1−ui−1)+k(a2/4)(ϕi+1+2ϕi +ϕi−1)−kϕ(ϕi+1−2ϕi +ϕi−1)=0 (2.292)

is sought in the form ui=Cχi , ϕi= C̄χi . By substituting it in (2.29), one can find the multiple
root of fourth order, χ=1, of the characteristic equation. Then using the boundary conditions
at j =0, one may write the solution of the homogeneous system in the form:

ucj =u0−
(
aϕ0+

(
a

6
− 2kϕ

ka

)
C̄2

)
j − a

2
C̄1j

2− a

3
C̄2j

3, ϕcj =ϕ0+ C̄1j + C̄2j
2, (2.30)

where C̄1 and C̄2 can be obtained from the boundary conditions at the other end, j =N .
When ui is eliminated from the system (2.29), it can be shown that the particular solution

of (2.3) for the rotations satisfies the equation

	3ϕi =−aq

kϕ
, 	=f (x+1)−f (x). (2.31)

A particular solution of Equation (2.31) can be written in the form:

ϕ
p
i =−

aq

kϕ

1
6
i3. (2.32)
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Then, a particular solution in displacements can be found as a solution of the equation

	2ui =−a

2
	(	+2)ϕi − q

k
. (2.33)

Eventually, the particular solution of Equation (2.33) can be written in the form:

u
p
i =

a2q

24kϕ
i4+

(
a2q

24kϕ
− q

2k

)
i2. (2.34)

The full solution now becomes

uj =u0−
(
aϕ0+2

k(a2/4)−3kϕ
3ka

C̄2

)
j − a

2
C̄1j

2− a

3
C̄2j

3+ a2q

24kϕ
j4+

+
(
a2q

24kϕ
− q

2k

)
j2, (2.351)

ϕj =ϕ0+ C̄1j + C̄2j
2− aq

6kϕ
j3. (2.352)

2.6.2. Non-local Cosserat continuum model of the duct. Solution of the equations of
equilibrium in the non-local Cosserat continuum

According to the established isomorphism (Section 2.4), the non-local Cosserat solution
should coincide at sphere centres with the exact (discrete) solution. It is, however, important
to see what the continuous non-local solution looks like at the points between the sphere cen-
tres. The solution of the equations of equilibrium in the non-local Cosserat continuum (2.12)
in the static case with zero volume moment and a constant volume force were obtained by
Pasternak and Mühlhaus [72].

Using the conventional Fourier transform, one reduces the non-local “Lamé equations”
(2.12) to the following system of equations:

4k sin
ωa

2
δF

K

[
sin

ωa

2
ū(ω)− i

a

2
cos

ωa

2
ϕ̄(ω)

]
=2πqδ(ω), (2.361)

δF
K

[
ik
a

2
sin

ωa

2
cos

ωa

2
ū(ω)+

(
k
a2

4
cos2 ωa

2
+kϕ sin2 ωa

2

)
ϕ̄(ω)

]
=0, (2.362)

δF
K(ω)=

∫ +∞

−∞
δK(x)e−ixωdx, ū(ω)=

∫ +∞

−∞
u(x)e−ixωdx, ϕ̄(ω)

=
∫ +∞

−∞
ϕ(x)e−ixωdx, (2.37)

where δ(ω) is the ordinary Dirac-delta function.
The inverse transforms are:

δK(x)= 1
2π

∫ +∞

−∞
δF

K(ω)e
ixωdω, u(x)= 1

2π

∫ +∞

−∞
ū(ω)eixωdω,

ϕ(x)= 1
2π

∫ +∞

−∞
ϕ̄(ω)eixωdω. (2.38)

The Fourier transform of the Kunin-delta function is:

δF
K(ω)=

{
1, |ω|<π/a

0, |ω|>π/a
. (2.39)
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Correspondingly, we will look for a solution of (2.36) for |ω|<π/a. As usual, the full solu-
tion of the system (2.36) can be written in the form:

ū= ūc+ ūp, ϕ̄= ϕ̄c+ ϕ̄p, (2.40)

where the pair (ūc, ϕ̄c) is the homogeneous solution and (ūp, ϕ̄p) is a particular solution of
the non-homogeneous system.

The determinant of the homogeneous system is equal to kϕ sin4 ωa
2 and in the interval

|ω|<π/a has a root ω= 0 of the fourth order. Hence, the homogeneous solution has to be
sought in the form:

Xj(ω)=2πCj

0 δ(ω)+2πCj

1
δ(ω)

iω
+2πCj

2
2δ(ω)
−ω2

+2πCj

3
6δ(ω)
−iω3

(j =1,2), (2.41)

where

X1(ω)= ū(ω), X2(ω)= ϕ̄(ω). (2.42)

Insertion of (2.41) into the homogeneous system gives the following relations between the
constants

C1
2 =−

1
2
C2

1 , C1
3 =−

1
3
C2

2 , C2
3 =0, C1

1 =−
a2

6
C2

2 −C2
0 +2

kϕ

k
C2

2 . (2.43)

Assuming u at x=0 to be u0 and ϕ at x=0 to be ϕ0, one has C1
0=u0 and C2

0=ϕ0. Finally,
the homogeneous solution can be written in the form:

uc(x)=u0−
(
aϕ0+2

k(a2/4)−3kϕ
3ka

C̄2

)
x

a
− a

2
C̄1

x2

a2
− a

3
C̄2

x3

a3
, (2.441)

ϕc(x)=ϕ0+ C̄1
x

a
+ C̄2

x2

a2
, C̄1=C2

1a, C̄2=C2
2a

2. (2.442)

A particular solution of the system (2.36) reads:

ūp(ω)= a2πq

8kϕ
· cos2 ωa

2

sin4 ωa
2

δ(ω)+ πq

2k
· δ(ω)

sin2 ωa
2

, ϕ̄p(ω)=− iaπq
4kϕ

· cot ωa
2

sin2 ωa
2

δ(ω). (2.45)

By performing the inverse Fourier transform and adding the homogeneous solution (2.44), the
full solution is obtained as:

u(x)=u0−
(
aϕ0+

(
a

6
− 2kϕ

ka

)
C̄2

)
x

a
− a

2
C̄1

x2

a2
−

−a

3
C̄2

x3

a3
+
(
a2q

24kϕ
− q

2k

)
x2

a2
+ a2q

24kϕ

x4

a4
, (2.461)

ϕ(x)=ϕ0+ C̄1
x

a
+ C̄2

x2

a2
− aq

6kϕ

x3

a3
. (2.462)

Alternatively, one can solve the above problem by finding the solution of the equations
of motion (2.19) with zero inertia terms, in which q(x)/(a3η)= ρg =−B, M(x)= 0. Then
the strain and curvature can be found from the non-local constitutive relationship (2.17) and
(2.18) by solving the system of two integral equations. Subsequently, the displacement and
rotation fields can be obtained from (2.14).
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Equations (2.19) have the following solutions:

σ(x)=Bx+σ(0), µ(x)=B
x2

2
+σ(0)x+µ(0), (2.47)

where σ(0), µ(0) are yet unknown stress and moment stress at the origin.
The solution can be rewritten in the following form:

u(x)=η

[(
σ(0)
E

− σ(0)
12Eϕ

a2
)
x− 1

2Eϕ

µ(0)x2− 1
6Eϕ

σ(0)x3

− B

24Eϕ

x4+ B

2E
x2− a2B

24Eϕ

x2

]
+u(0)−ϕ(0)x, (2.481)

ϕ(x)= η

Eϕ

[
µ(0)x+σ(0)

1
2
x2+ B

6
x3
]
+ϕ(0). (2.482)

This form coincides with (2.46) if one sets

µ(0)= kϕ

ηa2
C̄1, σ (0)= 2kϕ

ηa3
C̄2. (2.49)

Using the boundary conditions u(0)=u(L)=0, ϕ(0)=ϕ(L)=0, one obtains the solution:

u(x)=− ηB

24Eϕ

x(x−L)(x2+2px+ q̂), ϕ(x)= ηB

12Eϕ

x(x−L)(2x−L), (2.50)

2p=−L, q̂=−4

(
3Eϕ

E
− a2

4

)
, (2.51)

and the constants σ(0), µ(0) are:

σ0=σ(0)=−1
2
BL, µ0=µ(0)= 1

12
BL2. (2.52)

The normalisation

L=1, E=1 (2.53)

leads to

u(x)=− ηB

24Eϕ

x(x−1)(x2+2px+ q̂), p=−1
2
, q̂=−4(3Eϕ−a2/4). (2.54)

Note that the coefficient of x4 in (2.501) is positive because B is negative. This means that
u(−∞) = u(+∞) = +∞, i.e., the branches of the fourth-order polynomial u(x) are going
downwards at the ±∞ (the positive direction of u is directed downwards). Because of (2.54)
the displacement distribution is symmetrical.

The displacement becomes zero at points:

x1,2= 1
2

(
1±

√
1+16(3Eϕ−a2/4)

)
. (2.55)

If 3Eϕ − a2/4> 0, i.e.,
√

3Eϕ >a/2, which is the case when the rotational springs are rather
stiff, then x1>1, x2<0. This means that both roots x1 and x2 are outside the duct. If 3Eϕ−
a2/4< 0, i.e.,

√
3Eϕ <a/2, which corresponds to the case of small stiffness of the rotational

springs, then x1= 1− q̂ < 1, x2= q̂ > 0. This means that both roots x1 and x2 are inside the
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Figure 6. Distribution of normalised displacements for soft ((3Eϕ)
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1/2 > a/2) rotational
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Figure 7. Distribution of normalised rotations.

duct (Figure 6). Thus, for a certain combination of constants the non-local Cosserat contin-
uum solution exhibits a boundary effect consisting of anomalous upward displacements near
the boundary.

According to (2.462), after the normalisation the rotations become (Figure 7)

ϕ(x)= Bη

12Eϕ

x(x−1)(2x−1). (2.56)

2.6.3. Cosserat continuum model of the duct
Let us find the solution of the Cosserat equations of equilibrium (2.7) for the case of the con-
stant volume force and zero volume moment (ρf3=−B,ρm2=0):

∂σ13

∂x1
+ρf3=0,

∂µ12

∂x1
−σ13=0. (2.57)
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Denoting −ρf3=−ρg=B, one gets the solution of Equations (2.57) in the form

σ13=Bx+σ(0), µ12=B
x2

2
+σ(0)x+µ(0). (2.58)

Then taking into account the Cosserat constitutive equations (2.6) one obtains

κ12= ηa

kϕ

[
B
x2

2
+σ(0)x+µ(0)

]
, γ13= ηa

k
[Bx+σ(0)]. (2.59)

Subsequently, upon using the deformation measures (2.5) rotation and displacement fields are
found:

ϕ2= ηa

kϕ

[
B
x3

6
+σ(0)

x2

2
+µ(0)x

]
+ϕ(0), (2.60)

u3=−ηa

kϕ
B
x4

24
− ηa

kϕ
σ(0)

x3

6
− ηa

kϕ
µ(0)

x2

2
+ ηa

k
B
x2

2
+ ηa

k
σ(0)x−ϕ(0)x+u(0). (2.61)

After satisfying the boundary conditions

u(0)=0, u(L)=0, ϕ(0)=0, ϕ(L)=0, (2.62)

Equations (2.60) and (2.61) become

u(x)= −ηB
24Eϕ

x(x−L)(x2+2px+ q̂c), ϕ(x)= ηB

12Eϕ

x(x−L)(2x−L), (2.63)

2p=−L, q̂c=−12Eϕ/E, σ(0)=σ0=−1
2
BL, µ(0)=µ0= 1

12
BL2. (2.64)

Comparing the rotation fields for the Cosserat continuum model (2.632) with the non-local
Cosserat continuum model (2.502), one can see that they coincide, because the constants σ0

and µ0 have not changed, while the displacement fields (2.631) and (2.501) differ in the terms
q̂ and q̂c. Let us analyse this difference.

After the normalisation (2.53), the zeros of the displacement can be found:

x1,2= 1
2

(
1±

√
1+48Eϕ

)
. (2.65)

It is obvious that 1+48Eϕ >1, therefore x1>1, x2 <0. Both roots x1 and x2 are always out-
side the duct. This means that the boundary effects, present in the non-local Cosserat contin-
uum model, disappear in the Cosserat model.

There has to be an explanation for that fact. The length where the boundary effect exists
is defined by the value of the parameter q. Let us evaluate

|q̂|= |−4(3Eϕ−a2/4)|<a2.

Hence, the characteristic size where the boundary effect exists is of the order a2 . However,
the Cosserat theory does not see the lengths smaller than a (a2 <a << 1), the characteristic
length parameter which has been used when finite differences were replaced by the partial
derivatives. That is why these boundary effects are left invisible in the Cosserat theory. Fur-
thermore, in terms of the original discrete system, no distance smaller than a exists (there are
no spheres at such distances). Therefore, the “high resolution” boundary effect is an artefact
of the non-local Cosserat continuum resulting from the type of interpolation adopted.
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2.6.4. Comparison of the exact solution with the solution in the non-local Cosserat and
Cosserat continua

Assuming x= ja, one has the Cosserat solution (2.60) and (2.61)

u3(ja)=u0−
(
aϕ(0)− 2kϕ

ka
C̄2

)
j − a

2
C̄1j

2− q

2k
j2− a

3
C̄2j

3+ qa2

24kϕ
j4, (2.66)

ϕ2(ja)=ϕ0+ C̄1j + C̄2j
2− aq

6kϕ
j3, (2.67)

where

µ(0)= kϕ

ηa2
C̄1, σ (0)= 2kϕ

ηa3
C̄2, ηa3B=−q. (2.68)

Comparing the Cosserat theory solution (2.66) and (2.67) with the exact solution (2.35) one
can conclude that the rotation fields coincide completely, while the displacements differ in the
terms − a

6 C̄2j and a2q
24kϕ

j2.
Putting ja=x in the non-local Cosserat solution (2.46), we immediately see that the non-

local Cosserat solution (2.46) coincides completely with the exact one (2.35). This means that
the non-local Cosserat solution gives the exact solution at nodes where the centroids are;
as we anticipated above, the result is due to the homogenisation by integral transformation.
However, being a continuum solution, the non-local Cosserat solution also gives some values
in between nodes due to the interpolating nature of the homogenisation by integral transfor-
mation.

Figure 8a shows a comparison of the discrete (exact), non-local Cosserat and the Cosserat
solutions for a simple case of three balls. Figure 8b shows the configuration before and after
deformation.

In the above we developed two continuum models of the discrete model, using two differ-
ent homogenisation strategies: by differential expansions and integral transformations and
compared them against the exact solution of the discrete model. The first approach led to
the Cosserat continuum theory. The boundary-value problem is reduced to solving a relatively

Non-local Cosserat

0 0.2 0.4 0.6 0.8 1

1

0.5

0.5

u(x)/umax

x

Cosserat

Discrete

(a) (b)

Figure 8. The comparison of the exact, non-local Cosserat and Cosserat solutions: (a) displacement distribution;
diamonds indicate the centroids of the spheres; (b) configuration before (solid line) and after (broken line) the
deformation in a vertical duct with three spheres.
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simple system of two differential equations. The analysis above shows that the Cosserat con-
tinuum model of granulates gives both quite good accuracy and relative simplicity of solv-
ing the governing equations. The second approach led to the non-local Cosserat continuum
theory that gave us the exact solution. The problem is reduced to solving a system of two
integral equations which is more complicated than solving the system of differential equa-
tions (the first model) and in essence is no simpler than to solve the governing equations of
the discrete model, the system of finite-difference equations. Thus, the second homogenisation
approach indeed gave us the continuum description of the discrete system, a non-local Coss-
erat continuum. However, being just an equivalent description of the discrete model, giving
the exact solution does not offer any simplification, which generally continuum theories are
supposed to do.

3. Wave propagation. Dispersion relationships

For a particular case of q3(x1)=M2(x1)=0 we consider the propagation of harmonic waves

u=Aeiξ(x−vpt), ϕ=Beiξ(x−vpt), (3.1)

where ξ is the wave number and vp is the phase velocity. For the sake of simplicity x will be
written instead of x1, u instead of u3 and ϕ instead of ϕ2.

Propagation of these waves will be studied for the original physical model (2.3) and then
for the Cosserat (2.8) and non-local Cosserat (2.12) models.

3.1. Wave propagation in the discrete (physical) model

By substituting (3.1) in the governing equations of the original physical model, namely the
discrete equations of motion (2.3) or their homogenised (continuous) analogue (2.9), we
obtain the following system:

−mξ2v2
pA+4k sin2

(
ξa

2

)
A− ika sin(ξa)B=0, (3.21)

−Jξ2v2
pB+ ika sin(ξa)A+ka2 cos2

(
ξa

2

)
B+4kϕ sin2

(
ξa

2

)
B=0. (3.22)

The characteristic equation is biquadratic with respect to the phase velocity

mJv4
p−4

(
Jk sin2

(
ξa

2

)
+ 1

4
mka2 cos2

(
ξa

2

)
+mkϕ sin2

(
ξa

2

))
v2
p

ξ2
+

+16kkϕ sin4
(
ξa

2

)
1
ξ4
=0. (3.3)

This equation has a positive discriminant. Two real solutions of the equation give the phase
velocity. Since ∀k, kϕ, r, a,m, ξ

mJ >0, 16kkϕ sin4
(
ξa

2

)
1
ξ4

>0,

−4
(
Jk sin2

(
ξa

2

)
+ 1

4
mka2 cos2

(
ξa

2

)
+mkϕ sin2

(
ξa

2

))
1
ξ2

<0,
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both solutions for v2
p are always positive. They read

v2
p=

2k
J ξ2

[(
2r2

5
+ kϕ

k

)
sin2

(
ξa

2

)
+ 1

4
a2 cos2

(
ξa

2

)
±

±
√(

kϕ

k
− 2r2

5

)2

sin4
(
ξa

2

)
+ 1

16
a4 cos4

(
ξa

2

)
+ 1

2
a2

(
2r2

5
+ kϕ

k

)
sin2

(
ξa

2

)
cos2

(
ξa

2

)⎤⎦ .

(3.4)

Let r=a/2. One can find the ratio of their amplitudes, for example from Equation (3.21):

A

B
= ika

sin(ξa)

4k sin2
(
ξa
2

)
−mξ2v2

p

, (3.5)

where v2
p is given by (3.4).

The first type of wave (positive sign before the radical (3.4)) and the second (negative sign)
have the following long-wave asymptotics

vp ∼
ξ→0

{
ξ−1

ξ
. (3.6)

These are asymptotics of the same type as obtained by Mühlhaus and Oka [35].
The corresponding asymptotics for the ratio of amplitudes is:

A

B
∼

ξ→0

{
0⇒A∼0 (rotational wave)
∞⇒B∼0 (shear wave)

. (3.7)

Thus, we have two types of waves. The first becomes the rotational wave in the long-wave
limit (ξ→0), while the second is the shear wave. Otherwise, both components are present, but
asymptotically one type dominates. For that reason we will call these waves rotational-shear
and shear-rotational. One should avoid considering the limiting case of ξ→∞ (short-length
wave), since this case cannot be described properly in terms of the physical model. This is
because for large wave numbers, the ball microstructure should be taken into account and the
model should be changed accordingly.

The ratio of amplitudes for different ratios of spring stiffnesses is shown in Figure 9.
All the plots are given for physically reasonable wavelengths. This is due to the fact that in
the considered system the wavelength cannot be shorter than the ball size. Moreover, in the
homogeneous models the wavelength should be much greater than the ball size.

The square of the phase velocity for rotational-shear and shear-rotational waves for differ-
ent ratios of stiffnesses is shown in Figure 10.

3.2. Non-local Cosserat continuum

Substituting (3.1) in the non-local (integral) equations of motion (2.121−2.122) and calculat-
ing the corresponding integrals, one can get the same system as obtained for the exact equa-
tion of motion (3.2), but with a restriction: ξ <π/a. (It does not appear mathematically for
the exact solution.) This restriction reflects the fact that wavelengths must be larger than the
microstructure size. This seems reasonable, since our model was not designed to “see” some-
thing less that the microstructure size.
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Figure 9. The ratio of amplitudes for rotational–shear (a) and shear–rotational wave (b).

(a) (b)

Figure 10. The square of the phase velocity for rotational–shear (a) and shear–rotational wave (b). The circles show
velocities corresponding to integer values of the normalised wave number.

3.3. Cosserat continuum approximation

By assuming f3=m2=0, we can write the equations of motion (2.81–2.82) in the form:

ka2

[
∂2u3

∂x2
1

+ ∂ϕ2

∂x1

]
=mü3, m=ρa3η, (3.81)

a2

[
kϕ
∂2ϕ2

∂x2
1

−k
∂u3

∂x1
−kϕ2

]
=J ϕ̈2. (3.82)

Substituting (3.1) in the equations of motion, one can get:

m

a2
ξ2v2

pA−kξ2A+ iξkB=0, (3.91)

J

a2
ξ2v2

pB−kϕξ
2B− iξkA−kB=0. (3.92)
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Figure 11. Comparison of the square of the phase velocity for the exact and the Cosserat solutions: (a) rotational-
shear wave, (b) shear-rotational wave.

The system has the following biquadratic characteristic equation with respect to the phase
velocity

mJ

a4
v4
p−

1
a2

(
mkϕ+Jk+ mk

ξ2

)
v2
p+kkϕ=0. (3.10)

The discriminant is positive. Two real solutions of the equation give the phase velocity. Since
∀k, kϕ, r, a,m, ξ

mJ
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>0, − 1

a2

(
mkϕ+Jk+ mk

ξ2

)
<0, kkϕ >0

both solutions for v2
p are always positive. They read

v2
p=

a2k

2J
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+ kϕ
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+ 1
ξ2
±
√(

kϕ

k
− 2r2
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)2

+ 1
ξ4
+ 2
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(
2r2

5
+ kϕ

k

)⎤⎦ . (3.11)

This expression is an asymptotic of (3.4) as ξ→0 with the accuracy o(ξ). This is not surpris-
ing, since the Cosserat model is a long-wave (small wave number) approximation.

Figure 11 shows the square of the phase velocity for both rotational-shear and
shear-rotational waves comparing the exact and the Cosserat solutions. They are in quite good
agreement for the small wave numbers, i.e., in the range where the Cosserat solution approx-
imates properly the exact solution.

The obtained result (3.11) allows us to investigate the effect of the presence of rotational
degrees of freedom. Towards this end consider an asymptotic of kϕ/(ka

2)� 1 which is the
case when the rotations are almost suppressed. Then assuming r=a/2, we have

v2
p1∼

ka2

J

[
kϕ

k
+ ξ−2

]
, v2

p2∼
0·1ka4

J

[
1− k

kϕ
ξ−2

]
. (3.12)

When the rotations are completely suppressed (kϕ/(ka2)→∞), velocity of the first, rota-
tional–shear, wave tends to infinity, but the amplitude of the displacement oscillations van-
ishes. The velocity of the second, shear–rotational, wave becomes

vp2∞∼a2
√

0·1k/J . (3.13)

This corresponds to a conventional shear wave.
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In general, when kϕ/(ka
2) is finite, the shear-rotational wave is slower than the conven-

tional shear wave, while the rotational-shear wave is faster than the latter. When experimen-
tal measurements of wave velocities are conducted by registering the time of first arrival, one
can expect that this rotational-shear wave will be registered first. This will lead to the mea-
sured wave velocity being higher than predicted by classical elasticity, thus paving the way to
experimental observation of Cosserat effects.

4. Conclusions

In many cases it is advantageous to model real materials with internal microstructure as con-
tinua based on the well-developed machinery of modern continuum mechanics. This can be
accomplished by associating each point of the continuum with a volume element, which on
the one hand is large compared to the dimensions of the microstructure but, on the other
hand, must be small compared to the characteristic dimensions of the phenomenon to be
modelled. The presence of microstructure implies that, at least in principle, relative move-
ments between the microstructure and the average macroscopic deformations are possible.
The relative movements may be considered by means of additional degrees of freedom. The
introduction of additional degrees of freedom leads to non-classical continua, the simplest
being the Cosserat continuum, each point of which possesses both translational and rotational
degrees of freedom. Proceeding with further degrees of freedom, one obtains higher-order
continua and attains more accuracy in the modelling.

The treatment of a representative volume element as a point of the macroscopic contin-
uum imposes a restriction on the scale of the modelling: details smaller than the representa-
tive volume element are beyond the resolution of the model. It is generally believed that this
restriction can be overcome by incorporating non-local constitutive laws, where, for instance,
the stress at a point depends in an integral sense on the strains within a volume surround-
ing the point. For that reason, non-local continua do not obey the Cauchy-Euler principle:
the stress state of a volume is not completely determined by the stresses at its boundary. This
makes it impossible to deduce the continuum equations of motion from first principles, forc-
ing one to either hypothesise on them or to infer them from microstructural considerations.

The introduction of a suitable continuum theory to model a material with a given micro-
structure requires an appropriate choice of homogenisation procedure. In order to analyse
different homogenisation methods, we considered a model system consisting of decoupled
periodic 1D chains of solid spheres connected by translational and rotational springs. The
model is simple enough to allow complete analytical solutions for both static equilibrium
and wave propagation. Two homogenisation techniques were considered: (1) homogenisa-
tion by differential expansion and (2) homogenisation by integral transformation (Kunin-type
homogenisation). The first technique leads to a local Cosserat continuum, while the second
approach gives rise to a non-local Cosserat continuum theory. The former result offered a
robust balance between accuracy and simplicity being a long-wave asymptotic approxima-
tion to the exact model. The second technique resulted in a non-local continuum description
that yielded an exact solution, but at the same time did not really provide any simplifica-
tion as compared to the exact, discrete model. In fact, there is isomorphism between the
discrete model and a non-local Cosserat continuum. Interestingly, the equations of motion
derived for this case using the Kunin-type homogenisation of the discrete equations assumed
after the introduction of invariant deformation measures, the form expected for a Cosserat
continuum. Another feature of this method is that the non-local and the discrete solutions
for 1D granulates coincide at the centres of the balls. However, between the discrete points
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the Kunin-type homogenisation may lead to unrealistic patterns. In particular, the consid-
ered non-local model for a vertical duct under gravity showed near-boundary displacements
directed upwards, i.e., against gravity. These boundary effects are, however, limited to dis-
tances smaller than the spacing between the particle centres and are simply artefacts of the
homogenisation procedure.

Homogenisation by means of integral transformation produces non-local integral relations
with oscillating kernels. This oscillation is, however, not a direct consequence of the strict peri-
odicity of the model system. For instance, randomisation of the spring stiffnesses makes the
kernels random functions with periodic means.

The analysis of wave propagation in this model system showed that two types of waves
exist simultaneously: shear-rotational and rotational-shear waves, the latter being the faster
ones. As the wave number tends to zero (long-wavelength limit), the shear component is pre-
dominant in the shear-rotational wave, while the rotational component is predominant in the
rotational-shear wave. Further analysis of the Cosserat model showed that in the limit of infi-
nite rotational stiffness (when particle rotation is suppressed) the rotational-shear wave disap-
pears, while the velocity of the shear-rotational wave becomes independent of the frequency,
indicating the absence of dispersion. The rotational-shear wave was found to be faster than
the conventional shear wave. Therefore, when experimental measurements of wave velocities
are conducted by registering the time of first arrival, one can expect that this rotational-shear
wave will be registered first. This will lead to the measured wave velocity being higher than
predicted by the classical elasticity, thus providing a means for the experimental detection of
Cosserat effects.

In conclusion, the framework of the Cosserat continuum theory was found to provide
accurate descriptions of materials with microstructure. The Cosserat effects are responsible for
the increase in measured wave velocities in granular materials as compared to the classical cal-
culations that ignore rotational degrees of freedom.
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Abstract. The central problem of devising mathematical models of granular materials is how to define a granular
medium as a continuum. This paper outlines the elements of a theory that could be incorporated in discrete mod-
els such as the Discrete-Element Method, without recourse to a continuum description. It is shown that familiar
concepts from continuum mechanics such as stress and strain can be defined for interacting discrete quantities.
Established concepts for constitutive equations can likewise be applied to discrete quantities. The key problem is
how to define the constitutive response in terms of truncated strain measures that are a practical necessity for
analysis of large granular systems.
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1. Introduction

Mathematicians and physicists who deal with granular media as a continuum must make a
significant departure from traditional models. Attempts to classify granular states in terms
of solid–fluid–gas phases have failed to produce a cogent theory of granular-media behav-
ior [1], for while granular media ostensibly display all three states, for each case physical
phenomena are observed that seem to lie outside of classical behavior. For most materials,
there is a large separation between the micro-scale of atoms and molecules and macro-scale
of measurements. This large separation of scales allows effective averaging on microscopic
effects in time and space to create a continuum. For granular media, the fundamental par-
ticle is itself macroscopic, thus greatly reducing the importance of atomic-scale processes
that are typically assumed to control properties. Thus, a clastic, such as sand, has more in
common with the clutter flowing out of a closet than with the minerals of the rock from
which it is derived. Although granular media might display the distinct states of solid, fluid,
and gas, it is difficult to apply traditional continuum descriptions of these phases. The pres-
sure dependence that controls dissipation in granular solids gives rise to profound mathe-
matical difficulties in continuum formulations for stress analysis and wave propagation [2].
Flowing sand exhibits complex dynamic behavior not described by a Naiver–Stokes equation.
Shear is not resisted by a simple viscosity, but by a combination of rate-independent pro-
cesses including dilation, friction, and size separation. At variance to a gas, particle collisions
are inelastic. In a gas-like state, granular media displays clustering, with formation of tran-
sient structures of particle chains. None of these features can be accommodated easily into
a continuum-mechanics framework by simple readjustments of classical relationships of elas-
ticity, plasticity, fluid mechanics, or gas dynamics. To understand particles as a “medium”,
it is necessary to build a theory from a particle-scale level in much the same manner that
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thermodynamics was developed in the late 19th century. This paper draws attention to key
aspects to modeling granular media as a continuum solid.

The discrete-element method (DEM) introduced by Cundal and Strack [3] provides a vir-
tual laboratory for the study of granular physics by which it is possible to obtain measure-
ments from simulations that would otherwise be impossible from physical experiments. In the
absence of measurements made at the scale of supposed micro-mechanical mechanisms, the
theories are essentially phenomenological. With the DEM, particle-scale theories become par-
ticularly compelling because they can be built on detailed measurement of deformations and
forces at the particle scale. However, most theoretical efforts are couched in terms of contin-
uum mechanics with the expressed goal of devising an equivalent continuum to represent the
granular medium. An example is the procedure of Chang and Liao [4,5] where the discrete
particle translation and rotation are “driven” by continuum motions. By application of the
virtual work principle, continuum stress variables that are conjugate to the deformation vari-
ables can be obtained.

The motivation of continuumization granular for medium is reduction of the degrees of
freedom that must be dealt with using a DEM approach. A DEM simulation is practically
limited to a few million particles, which is equivalent to a handful of sand. Thus, to apply
DEM to a prototype-scale problem typically requires use of oversized particles, which intro-
duces scaling errors in the solution. By devising a constitutive equation of the equivalent
medium, one can presumably employ a numerical solution to the partial differential equa-
tions that result from the continuumization process. However, at the particle scale, granular
media do not behave as continua. In many problems, it is found that the kinematical free-
dom found in the DEM is a major part of the physics and that even a crude particle model
can yield realistic results nearly impossible to obtain with a continuum-based approach [6,7].
In addition, the equivalent continuum response is not simple. As a minimum, the constitutive
response of the equivalent continuum must contain higher-order terms to avoid mathematical
ill-posedness inherent in frictional media. One might ask if the continuum description aids in
making analysis of granular media tractable, or does it add a layer of abstraction that hinders
progress.

The contribution of this paper to the growing discussion of granular continua is to pro-
pose an alternative tack by laying groundwork for analyses based on DEM. The question of
continuumization is addressed by asking whether an equivalentcontinuum is in fact required.
It is shown that the concepts of stress and strain can be conceived without the assump-
tion of a continuum. Additionally, it is argued that plasticity effects caused by particle slip
become more clear in a discrete medium because the oxymoronic notion of non-affine con-
tinuum motion is unnecessary. Thus, the principal tools needed to devise a mechanical the-
ory of particulate media are provided. It is proposed that a fruitful avenue of research might
be the behavior of coarsened DEM systems, including convergence properties of simulated
granular media and averaged inter-particle contact laws that provide the sought-for equivalent
behavior.

1.1. Notation

This paper employees two types of notation. When expressions contain subscripts, the stan-
dard indices notation of continuum mechanics is used. Tensor components are indicated by
subscripts and repeated subscripts indicate summation. The identity tensor is signified as δij

and eijk is the permutation symbol. The superscript p signifies a quantity associated with a
particle and superscript c signifies a quantity associated with a contact between two parti-
cles. Summation is not implied on repeated superscripts, but instead is explicitly indicated by
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Figure 1. Kinematics of contact by a particle pair.

a summation symbol. The operation | · | is defined as |f| ≡ √fifi . Partial differentiation is
denoted by ∇i (·) ≡ �(·)/�xi .

In Section 4 a matrix notation is adopted to simplify the presentation of generalized stress
and strain. The matrix operations are presented in the standard notation of linear algebra.
The definitions of the matrices are given in Appendix A.

2. The discrete-element method

The discrete-element method provides a computational tool to study particulates without
introducing the complications of a continuum theory. In DEM, the particles are treated as
distinct interacting bodies. Interactions between particles are described by contact laws that
define forces and moments created by relative motions of the particles. The motion of each
particle that results from the net forces and moments are obtained by integrating Newton’s
laws. Thus, the particles are not treated as a medium. Rather, the medium behavior emerges
from the interactions of the particles comprising the assemblage. The emergent behavior of
the group is governed by relatively simple physical laws that obviate the need for complicated
constitutive relationships [8].

The interaction (or contact) forces arise from relative motion between contacting particles.
As shown in Figure 1, the motion of each individual particle is described by the velocity of
the particle center and the rotation about the center. The branch vector between particle cen-
ters, xAi − xBi , is also the difference between the respective radii vectors that link the parti-
cle centers to the contact rAi − rBi . With this nomenclature, the relative motion at contact c

between particles A and B is given by

	̇c
i = u̇Ai − u̇Bi + eijk

(
rAj θ̇

A
k − rBj θ̇

B
k

)
. (1)

Under rigid-body motion there is no relative motion at any contacts. Rigid-body translation
consists of uAi = uBi , with θ̇Ak = θ̇Bk = 0 for all particle pairs. Rigid-body rotation couples the
particle rotation to the rotation of the particle assemblage. In this case, θ̇Ak = θ̇Bk = �k, where
�k is the rotation common to all points in the granular domain. For rigid body rotation
therefore,

u̇Ai − u̇Bi =−eijk
(
rAj − rBj

)
�̇k. (2)
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In three dimensions, there are three sets of rigid-body translations and three sets of rigid-body
rotations. As will be discussed more precisely, the contact slip is equivalent to deformation in
the system whereas the contact force is equivalent to stress.

3. Continuumization

The term continuumization refers to the process of representing a medium composed of indi-
vidual discrete particles as a continuum having equivalent mechanical properties. This process
is distinguished from more commonly used homogenization by recognition that a continuum
implies a smoothness of motion with a preservation of connectedness not possessed by the
granular media. Generally, the smoothness is imparted on the average motions of the par-
ticles, where the average is based on some representative elementary volume (REV). Many
schemes have been proposed for finding an equivalent continuum. Chang and Liao [4], and
more recently Tordesillas and Walsh [9] have tied particle motions to a smooth velocity using
the virtual-work principle. Bardet and Vardoulakis [10] employed a similar method to eluci-
date the issue of non-symmetric stress tensor in Cosserat media. Bagi [11,12] considered the
equilibrium of locally defined volumes obtained from Voronoi tessellation on particle centers.
Kruyt [13] inspected graph properties of assemblages to define strain and stress variables.

In fact, there are two hierarchies of the continuum. The most basic concept of the con-
tinuum is statistically based in which the REV is chosen such that the fluctuation of the vol-
umetric average is small. In this case, the REV acts as a smoother allowing discrete fields to
be modeled as continuous. At the next level, deformation is viewed as affine mapping from
some initial state to a final deformed state. Discontinuities can arise in finite number, which
are dealt with through appropriate jump conditions. Ubiquitous discontinuities, such as slip,
are sub-REV scale features and must be dealt with through abstractions such as internal vari-
ables that are effective mathematically but conceptually opaque.

This section deals with the first notion of the continuum. Averaging is performed on the
governing equations imposing the momentum balance at the REV scale. The averaged equi-
librium of the sampled volume is expressed in terms of stress which is derived from the aver-
aging process. It is not assumed a priori that motions are affine. Rather, deformation rate is
measured in terms of quantities that are thermodynamic conjugates to the stress. The sam-
pled volume is said to be undergoing rigid-body motion if all relative motions among contacts
are zero. The rigid-body motion have a null projection onto the space of deformations, which
in effect, define those deformations. The projection of rigid-body motions onto the particle
forces give rise to the equilibrium relationships for the sampled volume.

3.1. Properties of the average

For some function or operator f defined in the discrete medium contained within domain �,
the average f̄ of that quantity is defined at a point xi ∈ � as

f̄ (xi)=
∫
�

φ(xi −x′i;xi)f (x′i )dx′i . (3)

The present analysis considers an infinite domain to avoid influence of boundary terms. We
specify that φ(xi − x′i;xi) = φ(xi − x′i ) where φ(xi − x′i ) = 0 as |xi − x′i | → ∞. Specifically, φ is
assumed to have compact support, thus allowing a finite sampling volume V ∈ �. With these
restrictions it is necessary only that the integral of the weighting function over its range satisfy∫

�

φ(xi −x′i )dx
′
i =

∫
V

φ(xi −x′i )dx
′
i =1. (4)
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3.2. Weak equilibrium statement

The sampled space is composed of Np particles, each with density ρs and volume V p, accel-
erating at api . Interactions among particles occur at contacts through forces, f c

i and moments
mc
i . For a typical particle, p, having N

p
c contacts, labeled c ∈ N

p
c , conservation of linear

momentum requires

N
p
c∑
c

f c
i =V pρsa

p
i . (5)

Each particle likewise rotates with acceleration ω
p
k , with rotational inertia I . For conservation

of rotational momentum,

N
p
c∑
c

(
eijkr

c
j f

c
i +mc

k

)
=ρsIω

p
k , (6)

where rcj is the vector that connects the contact with the rotational center. Equations (5) and
(6) must be satisfied for each particle within the domain. We wish to describe the equilibrium
over the scale of the sampled volume as a weak form of the particle-scale conservation equa-
tions. That is, the weak form of the conservation statements requires that these statements are
true when averaged via Equation (3). These averages are approximately

Np∑
p

φp
N
p
c∑
c

f c
i =

Np∑
p

φpV pρsa
p
i (7)

and

Np∑
p

φp
N
p
c∑
c

eijkr
c
j f

c
i =

Np∑
p

φpρsIω
p
k . (8)

3.3. Linear momentum

The process of averaging removes the spatial dependence on the particle quantities, such that
the contact forces become statistical properties of the point for which the average is made.
Accordingly, the summations on the left-hand side of in Equation (7) can be written as two
summations over contacts within the sampling domain. The first summation is in terms of
internal contacts which involve two particles. The second is for contacts at the domain bound-
ary. For the internal contacts the contact force for respective particles A and B must satisfy
f Ac
i = −f Bc

i = f c
i , thus

NI∑
c

(
φA−φB

)
f c
i +

NE∑
c

φAf Ac
i =

Np∑
p

φpV pρsa
p
i , (9)

where the sum over the external contacts is zero owing to the prescribed properties of φ.
Using the first term of the Taylor expansion for φ, the weighting can be applied at the con-
tacts

NI∑
c

∇jφc
(
rAcj − rBcj

)
f c
i =

Np∑
p

φpV pρsa
p
i , (10)

where φc ≡ φ(xi − xci ), xi − xci being the coordinate of the contact relative to the sampling
point. The weighting function, φc is the only function of xi in the summation.
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3.4. Continuum stress

Within the domain the averaged linear momentum can be expressed as

∇j σ ij =ρai,

where

σ ij =
NI∑
c

φc
(
rAcj − rBcj

)
f c
i . (11)

In the event that mineral density ρs is the same for all grains and the acceleration is constant

ρai = ρ̄ āi ,

where

ρ̄=ρs
Np∑
p

φpV p.

The summed quantity is the weighted integral over the solid volume and is the fraction of
the sampled volume occupied by the solid phase. The density of that phase is ρs . The mean
density ρ̄ is the mass per total volume commonly referred to in soil mechanics as the total
density.

3.5. Rotational momentum

Similar to the equation of linear momentum, the balance of rotational momentum can be
written in the weak form to produce the counterpart of Equation (9)

NI∑
c

∇lφc
(
eijk

(
rAcl rAcj − rBcl rBcj

)
f c
i +mc

krl

)
+

NE∑
c

∇lφc
(
eijkr

Ac
l rAcj f c

i +mc
krl

)

+
NI∑
c

φceijk

(
rAcj − rBcj

)
f c
i +

NE∑
c

φceijkr
Ac
j f c

i =
Np∑
p

φpρsIω
p
k . (12)

Similar to Equation (11), the continuum expression can be written as

∇lµkl+ eijkσ ij =ρsIω
p
k ,

where the µkl is a coupled stress defined by

µkl=
NI∑
c

φc
(
eijk

(
rAcl rAcj − rBcl rBcj

)
f c
i +mc

krl

)
. (13)

Note that in the absence of contact couples, mc
k, the coupled stress arises entirely from con-

tact forces. In general the continuum stress σ ij is not symmetric in the presence of a gradi-
ent in µkl even if the contact moments are zero. The contribution of the contact forces to
the asymmetry is a result of the resistance of the finite sampling volume to resist flexure-like
deformation modes.
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3.6. Work on unbalanced rotational forces

The presence of the moment gradient term leaves an unbalanced component in the moments
created by the contact forces about a common center given in Equation (12). This moment
does work against the rigid body rotation rate �k as given by Wr

Ẇr =
NI∑
c

φceijk

(
rAcj − rBcj

)
f c
i �k. (14)

3.7. Power relationship

The deformation rate of the continuum is described by Dij , the symmetric part of the defor-
mation tensor, �k, the rotation of the sampling volume, and φ̇kl the rate of curvature. The
deformation and curvature are linked to their respective particle quantities through a power
balance whereby the work performed by the stress variables and their conjugate deformation
variables is equal to that of contact forces and their conjugate contact motions,∫

V

(
Dijσ ij +�keijkσ ij + φ̇klµkl

)
dV =

Nc∑
c

f c
i

[
	uABi + eijk

(
rAj ω

A
k − rBj ω

B
k

)]
+Wr. (15)

In view of Equations (11), (13), and (14)

NI∑
c

φcf c
i

(
rAj − rBj

) (
Dij + eijk�k

)+ NI∑
c

φcf c
i eijk

(
rAl r

A
j − rBl r

B
j

)
φ̇kl

=
Nc∑
c

f c
i

[
	uABi + eijk

(
rAj ω

A
k − rBj ω

B
k

)]
+Wr. (16)

We immediately conclude that Wr cancels the work term associated with the motion eijk�k

on the left-hand side. The equality is satisfied for the particular case where

u̇ABi + eijk

(
rAj ω

A
k − rBj ω

B
k

)
=φc

(
Dij

(
rAj − rBj

)
+ eijk

(
rAl r

A
j − rBl r

B
j

)
φ̇kl

)
. (17)

By this procedure the particle centers are forced to follow the affine motion of the continuum,
an obviously crude restriction if the constitutive relationships are to be built from the parti-
cle contact laws. The restriction in motion is the result of attempting to describe the many
degrees of freedom of the finite sampling volume by the limited degrees of freedom repre-
sented by the deformation and curvature. This restriction can only be removed by including
higher-order terms in the description of deformation. Another problem with Equation (17) is
that the estimation of Dij and φ̇kl from the motions of the particles requires an inversion of
Equation (17). Both issues will be addressed from a more generalized conception of stress and
strain.

4. Generalized stress and strain

Consider an assemblage of particles for which we wish to have measures of stress, σ , and
strain, ε. The forces in the assemblage consist of contact forces between particles and external
forces acting at the boundary of the sampling volume or as body forces. Whereas each particle
has six degrees of freedom, the sampled volume has six Np degrees of freedom, NR of which
are rigid-body motions that involve no relative movement between particles. The strain must
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span a space of M = N−NR to completely capture all modes possible for the volume. Conju-
gate to this strain there are M generalized stress quantities. The task at hand is to define the
operator that links the particle motion to the generalized strain and the forces to the gener-
alized stress.

The translation and rotation of each particle is assigned to a generalized motion u, which
has a conjugate force and moment denoted as the generalized force f (See Appendix A). The
force f is the vector of forces acting at the particle centers. These forces are the sum for each
particle of the contact forces and body forces. As implied by the principle of virtual work, the
conjugate pair f and u̇ should perform the same work as the conjugate σ and ε̇. Accordingly,
the power balance is given by

fT u̇=σT ε̇. (18)

Similarly, the contact forces, fc and the conjugate contact motion, �̇c should produce the
same virtual work as σ and ε̇.

fTc �̇c=σT ε̇. (19)

This equivalence is the result of the fact that all mechanism of storing or dissipating energy
are assumed to act at the contacts. (While this is a good approximation for the elastic pro-
cesses, it is a fiction for the dissipative processes as is discussed in more detail in the section
on internal variables.) The relationship between the particle motion and the contact motion
of Equation (1) can be constructed in matrix form placing the relationships for each contact
in the appropriate columns and rows of M

�̇c=Mu̇. (20)

By construction of M, the relative motion between all contacts is zero for rigid-body motion.
The rigid-body motions are known up to multiplicative constants. The direction vectors for
the rigid body motions can be stored in the matrix m, which constitute the null space of the
operator M,

Mm=0. (21)

By the virtual work principle, the equilibrium relationship is given by

fT m=0. (22)

The strain is a measure of relative movement among the particles, which is collectively per-
ceived as the deformation of the assemblage. The strain rate is a linear transformation of the
motion, u̇, given by Equation (23).

ε̇=Bu̇. (23)

The null space of the operator B is given by the rigid-body motion, m, as in Equation (21)1

Bm=0. (24)

The relationship between f and σ immediately follows by substitution of Equation (23) in
Equation (18).

f=BT σ. (25)

1The operator B must also satisfy the correct scale dependency. For example, in the particular case
where B is a gradient operator, Bx = I, where I is the identity matrix.
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Similarly, in view of Equations (18) and (19), the total force can be related to the contact
force by

f=MT fc. (26)

Therefore, the distribution matrix, M, and the strain-displacement matrix, B, are equivalent
in purpose. Further, the contact conjugate pairs (fc, �̇c) and stress (σ, ε̇) should be directly
related. To show this, note that the rank of B is N −NR by construction, thus there exists a
right inverse

BAx=x. (27)

It follows immediately that the stress is given in terms of the contact forces

σ =HT fc, (28)

where

H=MA. (29)

Substitute Equation (28) in the power balance, Equation (19), to get

�̇c=Hε̇. (30)

Thus, the stress and strain are equivalent to the contact force and displacement, respec-
tively. The essential difference between the two conjugate pairs is that the contact pair (fc, �̇c)

depends on specifics of the arrangement of grains in the assemblage whereas the pair (σ, ε̇)

can be viewed as measures for the complete ensemble, which take on standardized forms such
as stretch, shear, flexure, and higher-order forms associated with continuum deformation.

4.1. Remark on examples of generalized strain

In Appendix B, examples of generalized strain measures are given for particle assemblages in
two dimensions. It is noted that as more particles are added to the assemblage, additional
modes appear in the definition of generalized strain. Thus, in a finite volume of particles,
motions that describe deformation must satisfy the relationship M = NDOFNp−NR, where M

is the number of deformation modes for the assemblage, NDOF is the number of degrees of
freedom for each particle, NP is the number of particles, and NR is the number of rigid-body
modes for the assemblage. For one-dimensional motion, NR=1; for two-dimensional motion
NR = 3; and for three-dimensional motion NR = 6. The implication to any homogenization
procedure is that it is necessary to either define deformation through higher-order terms, or
to tie the “internal” higher-order modes to lower-order terms. The later choice requires an
approximation that is part of the constitutive response of the assemblage.

4.2. Remark on finite-element stabilization

The construction of the B operator in the example computations of Appendix B is somewhat
contrived because in finding the vectors orthogonal to m to populate B, choices were made to
produce the traditional strain-displacement operators for finite elements. Clearly, other opera-
tors could be constructed from linear combinations of the rows of B. In each case, Equation
(24) would be satisfied. Each definition of B carries with it a definition of stress and its conju-
gate strain. All definitions are equivalent in the sense that one definition can be derived from
the other.
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The procedure for obtaining B is similar to that for suppressing zero-energy modes in
under-integrated finite elements described in [14]. In that case, the zero-energy modes are
deformation modes that are not resisted by internal stresses. The finite elements are stabilized
by determining a set of orthogonal modes to fully span the space. The forces associated with
the added modes are determined from a simple proportionality between the force and defor-
mation. The constant of proportionality is selected as a suitably large number to suppress the
spurious modes and thereby stabilize the element.

4.3. Remark on constitutive response

If the generalized stress and strain concepts were to be employed to develop a continuum
model, the issue of constitutive response for higher modes would become problematic. In con-
trast, building the constitutive response for the particle-scale level is straightforward in view
of the duality between B and M. In the DEM approximation, all work is performed by con-
tact forces giving the work balance in Equation (19). Assuming an elastic contact response

ḟc=K�̇c, (31)

which immediately leads to (for small deformations),

σ̇ =Dε̇, (32)

where

D=HT KH. (33)

This result is similar to relationships by Tordesillas and Walsh [9], if account is taken of
difference in notation.

5. Truncated strain measures

For most micro-mechanical formulations, the measure of strain is restricted to a few terms of
a Taylor expansion centered within the REV. Alternatively, for application to coarsened par-
ticulate systems alluded to in the introduction, only a few representative particles are pres-
ent. In either case, the strain measure is truncated leaving an approximation to the contact
displacement. By casting Equation (17) in matrix form, the strain is projected to the contact
quantities by

˙̄�c=H ˙̄ε, (34)

where the number of degrees of strain degrees of freedom are less than N−NR. Consider the
case where the contact displacements are known, either from a DEM simulation or experi-
ment. The most representative strain is that which minimizes the square of residual

R2= 1
2
(�̇c−H ˙̄ε)T (�̇c−H ˙̄ε), (35)

which leads to the least-squares approximation

˙̄ε= (H
T

H)−1H
T
�̇c. (36)

The strain can be expressed in terms of the particle motions by

˙̄ε= (H
T

H)−1H
T

Mu̇. (37)
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The stress is given by

σ̄ =H
T

fc. (38)

Note that an implication of Equation (38) is that H can be obtained by converting Equations
(11) and (13) into matrix form. Thus, given the averaged stress in terms of particle-scale quan-
tities, the correct definition of the conjugate strain rate, in terms of particle-scale quantities,
follows immediately via Equation (36).

5.1. Elastic constitutive response

The form of the relationships for stress and strain are analogous to Equations (23) and (28)
and lead to a constitutive relationship that is similar to Equation (32), σ̄ = D̄ε̄. It is well
known that the resulting stress–strain response is too stiff compared to that measured for the
assemblage [4]. The stiff response is the result of the constraint imposed on the displacements
and it is expected that as more terms are added to the strain, the response will match the
assemblage response better. The situation can be understood by considering Equation (33) in
a partitioned form.[

Duu Dul

DT
ul Dll

]{ ˙̄ε
ε̇′

}
=
{ ˙̄σ
σ̇ ′

}
. (39)

The barred quantities correspond to those strain terms included in the truncated strain. The
primed quantities are the additional terms required to span the space. Note especially that in
general D̄ �= Duu. Possible approaches to account for the truncated terms are considered as
the following three cases:

5.1.1. Case 1: ε̇′ = 0
This case corresponds to projecting the truncated strain measure (e.g. Equation (17)) such that

Duu
˙̄ε= ˙̄σ , (40)

with the internal stress terms given as

σ̇ ′ =DT
ul
˙̄ε. (41)

This case corresponds physically to an interlocked structure that does not allow significant
inter-grain motion.

5.1.2. Case 2: σ̇ ′ = 0
In this case, the internal stress terms are absent and the higher-order modes of deformation
are not resisted. The constitutive equation for this case would be

(Duu−DulD−1
ll DT

ul)
˙̄ε= ˙̄σ , (42)

with

ε̇′ =−D−1
ll DT

ul
˙̄ε. (43)

The higher-order strains become linear functions of the truncated strains. This case can be
readily shown to result from minimizing ε̇T Dε̇ with respect to ε̇′, which corresponds physi-
cally to a relaxed structure where granular motion is essentially not resisted.
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5.1.3. Case 3: ε̇′ �= 0 and σ̇ ′ �= 0
The general stiffness relationship is

(Duu−DulD−1
ll DT

ul)
˙̄ε= ˙̄σ −DulD−1

ll σ̇
′, (44)

with

ε̇′ =D−1
ll (σ̇

′ −DT
ul
˙̄ε). (45)

To close the system of equations a relationship is required to define either σ̇ ′ or ε̇′. It is seen
that in general, the Case 2, where ε̇′ is a linear function of ˙̄ε, corresponds to the fully relaxed
case, where σ̇ ′ = 0, whereas Case 1, where σ̇ ′ is a linear function of ˙̄σ , corresponds to the
fully locked where ε̇′ = 0. The evolution of the structure from one case to another is a dissi-
pative process implying an additional constitutive equation of the type

σ̇ ′ =A ˙̄ε−ασ ′.

6. Internal variables

In the preceding discussion, a process is proposed in which the granular structure transi-
tions from a completely locked assemblage, which is entirely elastic, to a completely relaxed
structure where particle motions are unrestricted. For elastic deformation the topology of the
assemblage remains constant such that contacts are not broken nor are new contacts made.
Thus, the assemblage can be viewed as an elastic system in which the state of the system
is determined entirely by the strain. From the standpoint of solid mechanics, the particulate
medium could be homogenized into an elastic solid described by a higher-order strain theory.
In the more general case of evolving structure, the state of the system is no longer described
completely by the strain because the processes of contact creation and breakage are irrevers-
ible, a fact that must be considered for describing any homogenized continuum description of
the medium. In continuum mechanics, such non-affine motions are addressed through inter-
nal variables, which account for the irreversible mechanisms within the medium. Internal var-
iable theory provides the formal framework for irreversibility such that it is possible to devise
models for materials undergoing irreversible changes in internal structure without violating
the principles of thermodynamics (e.g. [15]). However, the theory does not describe specifically
what physical process the internal variables represent, leaving their meaning in phenomenolog-
ical models somewhat murky. Some authors have related internal variables in plasticity mod-
els to slips or diffusion of dislocations in some limited crystalline systems, but models that
are more comprehensive generally express their meaning with vague reference to internal pro-
cesses. More notable is the effort to relate the internal variables to those additional motions
that are not captured by the strain. However, as emphasized by Valanis and Lee [16], such
deformation must include non-affine motion to qualify as an internal variable. It is implied
that such motion is accompanied by changes in the material topology, a process more easily
visualized at the particle scale.

A theory that is built up from a particle-scale model has the advantage that the mean-
ing of the internal variable is clear in the sense that internal variables can be computed from
particle-scale measurement, whether based on experiments or simulation. The most obvious
notion of an internal variable is that of contact slip. Generally, a Coulomb friction law is
applied at the contact such that the contact motion includes a slip giving a contact law

f c
i =Kc

ij (	
c
j − δcj ), (46)
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where δci is the component of contact motion that represents slip. The evolution law for the
slip is

δ̇ci =
{

0 for |τ ci |<µσc,

	̇c
i for |τ ci |=µσc,

(47)

where σc = f c
i n

c
i , τ

c
i = f c

i −f c
j n

c
jn

c
i , and µ is the Coulomb friction coefficient. The combined

result of Equations (46) and (47) ensure that |τ ci | can never exceed µσc.
In reality, slip is not this simple. In a time step, a contact can be created or lost, which

at the macro level has the effect of slip. Consider a finite time increment 	t = t1− to, dur-
ing which a particle makes contact and gives rise to a contact force f c

i , beginning at tc. The
total motion of the particles making the contact is 	̇c

i 	t . Of this total motion, only the part
	̇c
i (tc− to) actually contributes to the contact force. That is, the average rate is

ḟ c
i =Kc

ij

(
	̇c
j	t− 	̇c

j (tc− to)
)
/	t (48)

=Kc
ij

(
	̇c
j − δ̇cj

)
A simular argument can be made for contacts lost over a time step.

Within the REV many contacts are formed and lost over a time step. These contacts can
be binned based on the contact orientation. Each orientation is represented by six rows of
matrix H (see Appendix A). Thus, 	̇c

i = Hc
ikε̇k. The slip component can similarly be expressed

in terms of a macroscopic variable by δ̇ci = Hc
ij qj . The portion of the stress, denoted Qc

i that
arises from a particular contact direction is Qc

i = Hc
kif

c
k . The macroscopic law is

Q̇c
i =Hc

kiH
c
jlK

c
kj

(
ε̇l− q̇cl

)
, (49)

with

σi =
∑
c

Qc
i . (50)

A key observation from Equation (49) is that qcj is a function of the contact direction
implying that no single of qcj can describe slips for all contact directions. Thus, the complete
constitutive law involves multiple internal variables.

Equations (49) and (50) are equivalent to those produced by an internal variable law based
on a Helmholtz free energy ψ(ε,qc) =

∑
c ψ

c(ε,qc) where

ψc=Dc
ij (εi −qci )(εj −qcj ), (51)

with

σi = �ψ
�εi

, (52)

and

Qc
i =−

�ψ
�qci

. (53)

The evolution of qc is an object for research. In any case, the evolution law must satisfy
the second law of thermodynamics which implies

−q̇ci
�ψ
�qci

≥0. (54)
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For tangential slip, Equation (47) guarantees that inequality (54) is satisfied. For normal
motion at contacts, the situation is more complicated. In DEM simulations, it is necessary to
apply some sort of damping to the normal contact law. Physically, a hysteretic law is reason-
able, because it maintains rate-independence of the dissipation, although in practice some vis-
cous damping is also needed. These mechanism of energy dissipation obey the inequality (54)
as well. The challenge is to make particle-scale measurements that clearly relate these mech-
anisms of particle interactions to the internal variables. The work of Zhang and Raueszahn
[17] is notable in this regard for granular flows.

It should be recognized that Hc evolves in response to both elastic and inelastic changes to
the particulate structure. Its evolution must conform with the second law given by the inequal-
ity

− �ψ
�Hc

Ḣc≥0. (55)

That is, changes in Hc due to changes in internal structure cannot increase the free energy.

7. Conclusions

This paper began with a demonstration that continuum equations for the conservation of
linear and rotational momentum can obtained from spatial averaging of the particle-scale
momentum balance equations to produce the equations of a Cosserat medium. Two points
emerged from this effort. First, the stress quantities need not be defined as averages of any
local stress but arise naturally as result of spatial averaging of the equilibrium equations. Sec-
ond, simple projections of conjugate deformation measures cannot be used in micro-scale con-
stitutive relationships because such average motions are overly restricted. It is later shown that
either higher-order deformation measures must be introduced, or the average motion as part
of the constitutive relationship must drive particle-scale motions. In arriving at that conclu-
sion, it is first shown that the concepts of stress and strain can be generalized to encompass
the discrete quantities at the particle scale without recourse to the continuum concept. These
generalized stresses and strains are shown to be equivalent to motions and forces at contacts,
which allows deriving macro-scale constitutive equations from particle-scale relationship. The
deformation conjugates to the averaged stress tensors are observed to be truncated forms of
the generalized stress vector. The commonly used least-squares procedure is shown to provide
strain measures that are conjugate to the averaged stress measures. Significantly, it is shown
that the general concepts associated with constitutive theory for continua can be employed
without the specific use of the continuum concept. It is concluded that a coarsened DEM
could accordingly be developed.

Appendix A. Matrix nomenclature

The matrix nomenclature is introduced to make the general structure of the theory more
clear. The displacement of each particle center is described by six degrees of freedom,
(ux, uy, uz, θx, θy, θz), which are arranged in u matrix as follows:

uT = [(u1
x, u

2
x, . . . , u

Np
x ), (u1

y, u
2
y, . . . , u

Np
y ), (u1

z, u
2
z, . . . , u

Np
z ),

(θ1
x , θ

2
x , . . . , θ

NP

x )(θ1
y , θ

2
y , . . . , θ

NP

y )(θ1
z , θ

2
z , . . . , θ

NP

z )] (A.1)
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The conjugate force vector f is arranged as (fx, fy, fz,mx,my,mz), so that

fT = [(f 1
x , f

2
x , . . . , f

Np
x ), (f 1

y , f
2
y , . . . , f

Np
y ), (f 1

z , f
2
z , . . . , f

Np
z ),

(m1
x,m

2
x, . . . ,m

NP

x )(m1
y,m

2
y, . . . ,m

NP

y )(m1
z,m

2
z, . . . ,m

NP

z )] (A.2)

Therefore, the quantity fT u is the sum of the work for the particle assemblage.
The stress and strain are simply

σT = [σ1, σ2, . . . , σN ] (A.3)

and

εT = [ε1, ε2, . . . , εN ]. (A.4)

The contact quantities consist of (	x,	y,	z,�x,�y,�z), where �i is the difference in rota-
tion between contacting particles. These are grouped in 	c in accordance with the contact
number. The forces conjugate to the contact degree of freedom are (f c

x , f
c
y , f

c
z , m

c
x,m

c
y,m

c
z)

and are likewise arranged in accordance with the contact number. The matrix M is con-
structed using the relationships between particle motion and contact motion,

	c
i =uAi −uBi + eijk(r

A
j θ̇

A
k − rBj θ̇

B
k ). (A.5)

and

�i = θA− θB. (A.6)

The rows of M correspond to the components of �c and fc, whereas the columns correspond
to the ordering of u and f . For example, for �c = Mu,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

...

	x

	y

	z

�x

�y

�z

...

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

. . . 1 0 0 . . . −1 0 0 . . . 0 −rz ry . . . 0 ry −ry . . .

. . . 0 1 0 . . . 0 −1 0 . . . rz 0 −rx . . . −rz 0 rx . . .

. . . 0 0 1 . . . 0 0 −1 . . . −ry rx 0 . . . ry −rx 0 . . .

. . . 0 0 0 . . . 0 0 0 . . . 1 0 0 . . . −1 0 0 . . .

. . . 0 0 0 . . . 0 0 0 . . . 0 1 0 . . . 0 −1 0 . . .

. . . 0 0 0 . . . 0 0 0 . . . 0 0 1 . . . 0 0 −1 . . .

⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (A.7)

The H matrix is arranged similarly except that the columns correspond to ordering of the
strain components. The rigid body motion is specified up to an arbitrary constant and is given
by

Translation, θ1= θ2= θ3=0
x=1
y=1
z=1
Rotation,
ui = eij1xj , θ1=1, θ2= θ3=0
ui = eij2xj , θ1=0, θ2=1, θ3=0
ui = eij3xj , θ1=0, θ2=0, θ3=1

(A.8)
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The m matrix is constructed such that its six rows constitute these rigid-body motions and
the columns correspond to the ordering used for u and f .

m=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 −z y 1 0 0
−z 0 x 0 1 0

y −x 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(A.9)

where I is the identity matrix and

1= [1,1,1, . . . ,1], (A.10)

0= [0,0,0, . . . ,0], (A.11)

x= [x1, x2, x3, . . . , xNp ], (A.12)

y= [y1, y2, y3, . . . , yNp ], (A.13)

z= [z1, z2, z3, . . . , zNp ]. (A.14)

Appendix B. Example of constructing B

B.1. General case

Construction of the B matrix amounts to filling out the m matrix given in Equation A.9 with
orthogonal rows. Noting the structure of m, the process is facilitated by constructing B from
sub-matrices as shown in Figure B1.

The properties of the sub-matrices follow from the orthogonality requirement, specifically,
Li · 1 = Ni · 1 = 0, and Li · xj = Ni · xj = 0 for i �= j . The sub-matrices are scaled such that
Li ·xi = Ni ·xi = 1 The sub-matrices Ji must satisfy the simpler orthogonality relationship Ji ·
1 = 0. The sub-matrices Mi are computed to satisfy the relationship

Nx ·xx +Ny ·xy+Mz ·1=0,

for all permutations of x, y, and z.
The construction of B are given for specific cases in the sections that follow.

B.2. Three-particle assemblage

Consider an example of a three-particle assemblage moving within a plane. The rigid-body
motions using the format of Equation (A.9), are

m=
⎡⎣ 1 1 1 0 0 0 0 0 0

0 0 0 1 1 1 0 0 0
y1 y2 y2 −x1 −x2 −x3 1 1 1

⎤⎦ . (B.1)

The first row represent uniform translation in the x-direction, the second represents uniform
translation in the y-direction, and the third is rigid-body motion in which the particle rota-
tions are equal to the rigid-body rotation of the assemblage about the origin.

It is useful to consider the reduced form shown in Figure B2 that corresponds to two-
dimensional motion in the x-y plane. The columns corresponding to translation in the z-
direction and rotations about the x and y axes are removed. Accordingly, rows corresponding
to gradients of those degrees of freedom are removed.
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⎧⎨⎩
m
- -
B

⎫⎬⎭=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 −z y 1 0 0
−z 0 x 0 1 0
y −x 0 0 0 1

- - - - - - - - - - - -
Lx 0 0 0 0 0
0 Ly 0 0 0 0
0 0 Lz 0 0 0
0 0 0 Jx 0 0
0 0 0 0 Jy 0
0 0 0 0 0 Jz

Ny Nx 0 0 0 0
0 Nz Ny 0 0 0

Nz 0 Nx 0 0 0
0 0 0 Jy 0 0
0 0 0 Jz 0 0
0 0 0 0 Jx 0
0 0 0 0 Jz 0
0 0 0 0 0 Jy

0 0 0 0 0 Jx

Ny −Nx 0 0 0 Mz

0 −Nz Ny Mx 0 0
Nz 0 −Nx 0 My 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure B1. General form of B.

⎧⎨⎩
m

−−−
B

⎫⎬⎭=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0
0 1 0
y −x 1

−−− −−− −−−
Lx 0 0
0 Ly 0

Ny Nx 0
0 0 Jy

0 0 Jx

Ny −Nx Mz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Figure B2. Form of B for deformation in x–y plane.

The number of rows of the B matrix is given by M = NDOFNp−NR, for two-dimensional
motion, NDOF = 3 and NR = 3. Thus, M = 6 implying that each sub-matrix contains one row.
Thus we set Li = Ni = Ji for all i. The Lx sub-matrix is orthogonal to (1,1,1) and (y1, y2, y3)

and can be computed from the cross product between these two vectors. Denoting the cross
product as L∗x , then Lx = aL∗x , where a = 1/(L∗x · x). The sub-matrix Ly can be found in a
similar manner. It is easily verified by direct substitution that L∗x ·x = L∗y ·y.

B=a

⎡⎢⎢⎢⎢⎢⎢⎢⎣

y32 y13 y21 0 0 0 0 0 0
0 0 0 x23 x31 x12 0 0 0
x23 x31 x12 y32 y13 y21 0 0 0
0 0 0 0 0 0 y31 y13 y21

0 0 0 0 0 0 x23 x31 x12

x23 x31 x12 y23 y31 y12 Mθ Mθ Mθ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (B.2)
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where yIJ = yI −yJ , xIJ = xI −xJ , and The sub-matrix Mθ are equal and are given by

Mθ =2(y32x1+y13x2+y21x3).

The matrix corresponds to the strain-displacement matrix for a constant strain triangular
finite element with terms included for the Cosserat rotations. The factor a is equal to twice
the area defined by the line segments connecting the three particle centers. The first two rows
of B correspond to the gradient of velocity in the x- and y-directions, respectively. The third
row represents shear. The fourth and fifth rows correspond to the gradients of rotations in
the x- and y-directions, respectively. The sixth row corresponds to the difference between the
rigid body rotation of the assemblage and the average particle rotation.

B.3. Four-particle assemblage

In the case of a four-particle assemblage with two-dimensional motion, the strain operator
would again contain terms for the strains, Cosserat curvatures, and rotations. In this case
Np = 4 requiring that M = 9. Thus, three rows must be added. However, the matrix shown
in Figure B2 remains applicable implying that the sub-matrices contain multiple rows. For
the special case where the particle rotation is not included, the matrix shown in Figure B2
is reduced to three rows with five independent vectors required. Thus, of the three vectors
required, only one is associated with the rotations.

Consider the case of Lx . The possible vectors that meet the orthogonality conditions can
be obtained from a cross product in R4. For any vector, l in R4 that is not parallel with either
1 or y, Lx is given by

Lx =

⎧⎪⎪⎨⎪⎪⎩
l2(y4−y3)+ l3(y2−y4)+ l4(y3−y2)

l1(y3−y4)+ l3(y4−y1)+ l4(y1−y3)

l1(y4−y2)+ l2(y1−y4)+ l4(y2−y1)

l1(y2−y3)+ l2(y3−y1)+ l3(y1−y2)

⎫⎪⎪⎬⎪⎪⎭ . (B.3)

For any valid assemblage, l = x is can be used to generate Lx . For the particular case of a
square array of particles with x = (−1,1,1,−1) and y = (−1,−1,1,1), Lx is found to be

Lx =
[−1 1 1 −1
−4 4 −4 4

]
. (B.4)

The first row corresponds to a uniform expansion of the particles in the x-direction. The sec-
ond row represents a flexure mode, commonly referred to as an hour-glass mode in the finite-
elements literature. The case for Ly is similar. The additional mode associated with rotation
can be similarly computed by taking the cross product in R4 for the set 1, Lx , and Ly . The
result is a pattern corresponding to the flexure mode.

B.4. Nearest-neighbor configuration

The nearest-neighbor configuration consists of a central particle surrounded by three particles
such that x = (0,−1,1,0) and y = (

√
3/2,0, 0,

√
3). This arrangement is similar to that used

for the micro-mechanical modeling by Tordesillas and Walsh [9]. The relationships for this
four particle assemblage is the same as the preceeding example. The sub-matrix Lx obtained
in this case illustrates the difference made by the coordinate location of the fourth particle.

Lx =
⎡⎣ 0 −1 1 0

−2
√

3

√
3

2

√
3

2

√
3

2

⎤⎦ . (B.5)
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As for the preceding example, the first row corresponds to a uniform stretch in the x-direc-
tion. However, the second row corresponds to a motion of the central particle relative to the
three surrounding particle, which is quite unlike the flexure modes of the four-corner config-
uration. It is significant that these two modes are orthogonal; the deformation Dij of Equa-
tion (17) provides no information on the magnitude of the second mode. Therefore, this mode
is absent from the micro-mechanical model. Increasing the coordination number (by adding
particles) would bring additional modes that would likewise be unaccounted for in a micro-
mechanical model driven by Dij .
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Abstract. A classical problem in metal plasticity is the compression of a block of material between rigid platens.
The corresponding problem for a layer of granular material that conforms to the Coulomb-Mohr yield condition
and the double-shearing theory for the velocity field has also been solved. A layer of granular material between
rough rigid plates that is subjected to both compression and shearing forces is considered. Analytical solutions
are obtained for the stress and velocity fields in the layer. The known solutions for steady simple shear and pure
compression are recovered as special cases. Yield loads are determined for combined compression and shear in
the case of Coulomb friction boundary conditions. Numerical results which describe the stress and velocity fields
in terms of the normal and shear forces on the layer at yield are presented for the case in which the surfaces
of the platens are perfectly rough. Post-yield behaviour is briefly considered.

Key words: combined loading, compression, geological faults, granular material, shear

1. Introduction

The compression in plane strain of a rectangular block of ideal plastic-rigid material between
rough rigid platens is a classical problem in metal plasticity that is described in the standard
texts such as [1,2]. For a block that is long in comparison to its thickness there is an ana-
lytical solution, also classical, due to Prandtl [3]. The corresponding problem for a layer of
granular material, assuming the Coulomb-Mohr failure condition, was studied by Hartmann
[4], who obtained the solution for the stress field, and by Marshall [5], who extended Hart-
mann’s stress solution and also determined the velocity field, on the basis of the non-dilatant
double-shearing theory proposed by Spencer [6–8]. The problem is a model, for example, for
a raft supporting a building resting on a layer of soil covering a rigid substrate, and also has
geophysical applications with reference to geological faults.

Another problem in granular material mechanics that has been the subject of extensive
study is that of simple shear of a layer of granular material. In principle this is a straightfor-
ward problem involving homogeneous stress and velocity fields, and is basic for the definition
and measurement of the material parameters that characterize granular materials. Spencer
[8,9] considered the simple shear of a layer of granular material using the non-dilatant dou-
ble-shearing theory, and showed that there is a time-independent steady stress solution in
which the material flows uniformly under constant shear stress, but that this solution is unsta-
ble (in the remainder of this paper we shall refer to this solution as the ‘steady simple shear-
ing solution’). It was also shown in [9] that there is an unsteady solution in which stress is
time-dependent and uniform shear flow occurs in conjunction with decreasing shear stress.

However, there seems to be no systematic study of the case in which a granular layer
between rough plates is subjected to both compression and shear. This problem is also of
interest in modelling geological faults (see, for example, [10,11]). The main purpose of this
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paper is to fill this gap by giving an analysis of the problem of compression and shear of a
granular layer between rough platens, using the Coulomb condition for cohesionless material
and the double-shearing theory for the velocity field.

The basic equations are described in Section 2. In Section 3 we derive an exact solution of
these equations for a layer of granular material. In Sections 4 and 5 this solution is applied
to the problem of a layer of granular material confined between rough rigid platens that exert
both normal and tangential forces on the granular layer; Section 4 develops the solution for
the stress field and the velocity field is found in Section 5. In Section 6 we present some
numerical results and discussion.

2. General theory

All quantities are referred to a fixed system of rectangular Cartesian coordinates Oxyz. The
components of the stress tensor σ are denoted as

σ =
⎡⎣σxx σxy σxz

σxy σyy σyz

σxz σyz σzz

⎤⎦ , (2.1)

and the components of the velocity v by (u, v,w). We consider plane strain in the (x, y)

planes, so that w=0, u and v are functions of x and y, and the relevant stress components
are σxx, σxy, and σyy, all of which depend only on x and y. We write

p=−1
2

(
σxx +σyy

)
, q=

{
1
4

(
σxx −σyy

)2+σ 2
xy

} 1
2

, q≥0, (2.2)

so that p and q are stress invariants that represent the mean in-plane hydrostatic pressure and
the maximum shear stress, respectively. The stress angle ψ is defined by

tan 2ψ= 2σxy
σxx −σyy

, (2.3)

and is the angle that the principal stress axis associated with the algebraically greater princi-
pal stress makes with the x-axis (tensile stress is taken to be positive). Then the relevant stress
components can be expressed as

σxx =−p+q cos 2ψ, σyy =−p−q cos 2ψ, σxy =q sin 2ψ. (2.4)

In soil mechanics terminology, the case cos 2ψ>0 corresponds to passive lateral pressure and
cos 2ψ <0 corresponds to active lateral pressure.

The material is assumed to conform to the Coulomb–Mohr yield condition for cohesion-
less material

q≤p sinφ, (2.5)

where φ is the angle of internal friction and (2.5) holds as an equality whenever the material
is undergoing deformation, in which case

σxx =q (cos 2ψ− co secφ) , σyy =−q (cos 2ψ+ co secφ) , σxy =q sin 2ψ. (2.6)
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The equations of equilibrium are, in plane strain and neglecting body forces

∂σxx

∂x
+ ∂σxy

∂y
=0,

∂σxy

∂x
+ ∂σyy

∂y
=0. (2.7)

In quasi-static flows, when inertia terms are neglected, the Coulomb–Mohr condition (2.5) (as
an equality) and the equilibrium equations can be expressed as a pair of first-order partial
differential equations for q and ψ, as follows

(cos 2ψ− co secφ)
∂q

∂x
+ sin 2ψ

∂q

∂y
−2q sin 2ψ

∂ψ

∂x
+2q cos 2ψ

∂ψ

∂y
=0,

sin 2ψ
∂q

∂x
− (cos 2ψ+ co secφ)

∂q

∂y
+2q cos 2ψ

∂ψ

∂x
+2q sin 2ψ

∂ψ

∂y
=0. (2.8)

These equations are hyperbolic, with characteristic curves (termed α-and β-lines ) given by

dy
dx
= tan(ψ± φ

2
± π

4
) (2.9)

where the lower and upper signs refer to the α-lines and β-lines respectively.
These equations for the stress field are quite generally accepted. To complete the mate-

rial description it is necessary to specify a ‘flow rule’ that relates the stress to the deforma-
tion. The choice of an appropriate flow rule is still a matter of debate and has been discussed
extensively in the literature. We adopt the ‘double-shearing’ theory for deformation of granu-
lar material. An accessible formulation of this theory, with references to earlier work, is given
in Spencer [8]; other recent studies that make comparisons between the double-shearing the-
ory and some alternative theories are by Gremaud [12], Alexandrov [13] and Zhu et al. [14].
According to the double-shearing theory, in plane strain the velocity components u and v sat-
isfy (

∂u

∂y
+ ∂v

∂x

)
cos 2ψ−

(
∂u

∂x
− ∂v

∂y

)
sin 2ψ+ sinφ

(
∂u

∂y
− ∂v

∂x
+2�

)
=0, (2.10)

where

�= ·
ψ = ∂ψ

∂t
+u

∂ψ

∂x
+v

∂ψ

∂y
, (2.11)

is the spin of the principal stress axes through a generic particle. Accordingly, through �, the
deformation depends on the stress-rate as well as on the stress. Equation (2.11) expresses the
assumption that the deformation takes place by shearing on the two families of surfaces on
which the Coulomb critical shear stress is mobilized. If in addition the deformation is isoch-
oric, then

∂u

∂x
+ ∂v

∂y
=0. (2.12)

Although in many applications (2.12) is a good approximation, it is argued in Section 5
that it may not be appropriate in the case considered there. There are two main ways in which
the double-shearing theory may be modified to include an element of compressibility. The first
was proposed by Spencer and Kingston [15]; in this extended theory (2.10) and (2.11) are
unchanged, but (2.12) is replaced by

∂u

∂x
+ ∂v

∂y
=	, (2.13)
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where the dilatation-rate 	 is a scalar which in general is expected to be complicated func-
tion of the deformation and stress history, but for the purposes of this paper does not need to
be specified. The second and better-known way to incorporate dilatancy in the theory is due
to Mehrabadi and Cowin [16,17] and is based on an assumption that shear of the material
is accompanied by an expansion in the direction normal to the shear plane. In practice this
expansion-rate decreases as the shear deformation progresses, and so this mechanism is per-
haps most important in the initial stages of deformation. The Spencer and Kingston mecha-
nism attempts to incorporate non-directional volumetric effects, such as absorption of fluid, or
crushing or uniform compaction of grains under applied pressure. The Mehrabadi and Cowin
mechanism describes the expansion normal to the shear plane that arises in shear of initially
compacted granular materials as grains overtake their neighbours. This effect is most marked
in the initial stages of deformation, and the rate of the normal expansion decays as the flow
becomes fully developed or approaches a critical state. The two mechanisms are not exclu-
sive, and there is no reason why they should not both be included in a complete theory that
incorporates dilatancy.

3. An exact solution for a layer of granular material

In this section we derive an exact solution of the equations of Section 2, which will be applied
to the analysis of the stress and deformation in a granular layer. We choose the coordinate
system Oxy to be such that the x-axis is parallel to the layer and y measures distance through
the layer thickness, as shown in Figure 1. Then the mid-plane of the layer is y=0, its surfaces
are y=±h, and its ends are x=±L.

The classical solutions of Prandtl [3] and Marshall [5] suggest that we look for stress solu-
tions of the form

ψ=ψ(y), q=q(x, y). (3.1)

By substituting (3.1) in the equilibrium equations (2.8), we obtain

(cos 2ψ− co secφ)
∂q

∂x
+ sin 2ψ

∂q

∂y
+2q cos 2ψ

dψ
dy
=0,

sin 2ψ
∂q

∂x
− (cos 2ψ+ co secφ)

∂q

∂y
+2q sin 2ψ

dψ
dy

=0. (3.2)

Hence, by dividing each of (3.2) by q and solving for ∂(log q)/∂x and ∂(log q)/∂y it follows
that

y

h

–h

–L L xO

Figure 1. Compression and shear of a layer of granular material between rough rigid plates.
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cosφ cotφ
∂

∂x
(log q)=2(sinφ+ cos 2ψ)

dψ
dy

,

cosφ cotφ
∂

∂y
(log q)=2 sin 2ψ

dψ
dy

. (3.3)

Since ψ is independent of x, we have ∂2(log q)/∂x∂y=0, and therefore

d
dy

{
2(sinφ+ cos 2ψ)

dψ
dy

}
=0 (3.4)

which gives, on integration

2ψ sinφ+ sin 2ψ=a+b
y

h
, (3.5)

where a and b are integration constants. This determines ψ implicitly as a function of y.
It also follows from (3.31) and (3.5) that

cosφ cotφ log q=b
x

h
+g(y)

and by substituting this back in (3.32) we find

d
dy

g(y)=2 sin 2ψ
dψ
dy

and thus

g(y)=− cos 2ψ+ c, (3.6)

where c is constant. Therefore,

log q= (b
x

h
− cos 2ψ+ c) tanφ secφ

or

q=C exp
{
(b
x

h
− cos 2ψ) tanφ secφ

}
, (3.7)

where C = exp(c tanφ secφ). Thus the stress solution is determined to within the three
constants a, b, and C. For the case a=0, (3.5) and (3.7) reduce to the solution for pure com-
pression of a granular layer between rough plates that was derived by Hartmann [4] and
also discussed by Marshall [5]. The inclusion of the term a in (3.5) allows consideration of
a wider class of solutions.

From (2.9) it follows that α- and β-lines corresponding to (3.5) are given parametrically
by the equations

x−xα

h
= 1
b
(cos 2ψ−2ψ cosφ),

y

h
=−a

b
+ 1
b
(sin 2ψ+2ψ sinφ), (α-lines)

x−xβ

h
= 1
b
(cos 2ψ+2ψ cosφ),

y

h
=−a

b
+ 1
b
(sin 2ψ+2ψ sinφ), (β-lines), (3.8)

where xα is constant on a given α-line and xβ is constant on a given β-line. Hence the α- and
β-lines are two families of cycloids. Each α-line is generated by a point on the circumference
of a circle of radius h/b rolling on a line with slope − tanφ, and each β-line is generated
by a point on the circumference of a similar circle rolling on a line with slope tanφ.

The steady simple shearing solution corresponds to the case b=0. In this event it follows
from (3.5) that ψ is constant, and the requirement that σxy = σyy tanφ determines ψ =ψ0=
1
2φ+ 1

4π.
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For the associated velocity field we consider separately the cases of incompressible and
compressible material, as follows:

(i) We consider that the material is incompressible and suppose that the layer of granular
material is confined between rigid platens at y=±h that translate inwards with components
of velocity in the y-direction of magnitude U , so that U is the speed of the surface y=h, and
therefore U =−dh/dt . We seek solutions of (2.10) and (2.12) of the form

u=U
x

h
+�(y), v=−U y

h
. (3.9)

Then the isochoric condition (2.12) is identically satisfied, and (2.10) and (2.11) give

d�
dy

(cos 2ψ+ sinφ)−2
U

h
sin 2ψ+2 sinφ

(
∂ψ

∂t
−U

y

h

dψ
dy

)
=0. (3.10)

Since h depends on t , therefore ψ depends on both y and t, and

∂ψ

∂t
= dh

dt
∂ψ

∂h
=−U ∂ψ

∂h
= Uby

2h2(sinφ+ cos 2ψ)
,

dψ
dy
= b

h

1
2(sinφ+ cos 2ψ)

,

and hence from (2.11) in this case �=0 and so (3.10) reduces to

d�
dy

(cos 2ψ+ sinφ)−2
U

h
sin 2ψ=0. (3.11)

Then, provided that b �=0, it follows from (3.5) that

d�
dy

(cos 2ψ+ sinφ)= d�
dψ

dψ
dy

(cos 2ψ+ sinφ)= b

2h
d�
dψ

.

Hence (3.11) becomes

b
d�
dψ

−4U sin 2ψ=0, (3.12)

and it follows that

b�=−2U cos 2ψ+bU0,

where U0 is a further integration constant that represents a rigid body translation in the x-
direction. Hence from (3.9) the associated velocity field is given as

u=U

(
x

h
− 2
b

cos 2ψ
)
+U0, v=−U y

h
. (3.13)

In the case b= 0, then ψ is constant and U = 0, and the solution reduces to the steady
simple shearing motion

u=γy, v=0.

(ii) We suppose that the material is confined between platens as in case (i) but that it is
capable of undergoing compression. We seek solutions in which the material does not undergo
stretching in the x-direction so that there is no slip between the layer and the platens, In order
to satisfy this boundary condition it is natural to use the Spencer and Kingston theory [15],
with the governing equations (2.10), (2.11) and (2.13). We assume that both of the velocity
components u and v depend only on y, of the form
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u=u(y), v=−U y

h
. (3.14)

Then �=0 as in case (i) and (2.10) and (2.13) become

du
dy

(cos 2ψ+ sinφ)− U

h
sin 2ψ=0, −U

h
=	. (3.15)

Hence

du
dy
= U

h

sin 2ψ
(cos 2ψ+ sinφ)

, (3.16)

and, from (3.5)

du
dψ

=2
U

b
sin 2ψ (3.17)

and therefore the velocity field is

u=−U

b
cos 2ψ+U0, v=−U y

h
. (3.18)

The limiting case of steady simple shearing is an isochoric deformation, and so the
response to volume changes is not relevant in this case.

4. Application to compression and shear of a granular layer. Stress field

We now apply the solution developed in Section 3 to a layer of granular material occupying
the region −L≤ x≤L, −h≤ y≤h, subjected to compression and shear by normal forces N

and shear forces S applied through rigid parallel platens at y=±h. We look for solutions in
which the field of α- and β-lines has the form illustrated in Figure 2. For negative values of
x, in the region OA′D′C′B ′O, we assume that the stress is given by (3.5) and (3.7), thus

2ψ sinφ+ sin 2ψ=a+b
y

h
,

q=C exp
{
(b
x

h
− cos 2ψ) tanφ secφ

}
, (4.1)

and the α- and β-lines have the parametric form (3.8), namely

x−xα
h
= 1

b
(cos 2ψ−2ψ cosφ), y

h
=− a

b
+ 1

b
(sin 2ψ+2ψ sinφ), (α-lines)

x−xβ
h
= 1

b
(cos 2ψ+2ψ cosφ), y

h
=− a

b
+ 1

b
(sin 2ψ+2ψ sinφ), (β-lines).

(4.2)

D'

C'

C

D

A'

B'

B

A

y

xα

β
O

y y2=

y y0=

y y1= y y2=

y y0=

y y1=

Figure 2. Schematic of slip-line field for compression and shear between rough rigid plates.
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For positive values of x, we assume a similar solution, but with b replaced by −b, thus
in OADCBO

2ψ sinφ+ sin 2ψ=a−b
y

h
,

q=C exp
{
−(bx

h
+ cos 2ψ) tanφ secφ

}
, (4.3)

and the α- and β-lines have the parametric equations

x−xα
h
=− 1

b
(cos 2ψ−2ψ cosφ), y

h
= a

b
− 1

b
(sin 2ψ+2ψ sinφ), (α-lines)

x−xβ
h
=− 1

b
(cos 2ψ+2ψ cosφ), y

h
= a

b
− 1

b
(sin 2ψ+2ψ sinφ), (β-lines).

(4.4)

We denote by ψ0 the value of ψ on the mid-plane y=0, and hence from (4.1) and (4.3)

a= sin 2ψ0+2ψ0 sinφ. (4.5)

Then the curve OA′ is a segment of the α-line through O, defined parametrically as

x

h
= 1
b
(cos 2ψ− cos 2ψ0−2(ψ−ψ0) cosφ),

y

h
=−a

b
+ 1
b
(sin 2ψ+2ψ sinφ), (4.6)

and OB ′ is the segment of the β-line through O, and is given by

x

h
= 1
b
(cos 2ψ− cos 2ψ0+2(ψ−ψ0) cosφ),

y

h
=−a

b
+ 1
b
(sin 2ψ+2ψ sinφ). (4.7)

Similarly OA is a segments of the α-line in x >0

x

h
=−1

b
(cos 2ψ− cos 2ψ0−2(ψ−ψ0) cosφ),

y

h
= a

b
− 1
b
(sin 2ψ+2ψ sinφ), (4.8)

and OB is a segment of the β-line

x

h
=−1

b
(cos 2ψ− cos 2ψ0+2(ψ−ψ0) cosφ),

y

h
= a

b
− 1
b
(sin 2ψ+2ψ) sinφ). (4.9)

In the regions OAB ′ and OBA′ the stress is indeterminate, but must be in equilibrium and
not violate the yield condition. This form of solution is suggested by the solution for pure
compression of a layer by Hartmann [4] and Marshall [5], which in turn are extensions of
Prandtl’s solution [3]. The present solution reduces to that of Hartmann and Marshall when
a=0.

It follows from (2.6) that at y=0

σyy =−q (cos 2ψ0+ co secφ) , σxy =q sin 2ψ0. (4.10)

We look for solutions in which the stress components are large in magnitude near x = 0 at
the centre of the layer, and decay as x→±L, and so we require b>0. Also, for definiteness,
we assume that sin 2ψ0 > 0, so that a > 0 and σxy > 0 at y= 0, and therefore the shear force
on y=0 acts in the positive x-direction. There are corresponding solutions with sin 2ψ0 <0.

We also denote by ψ1 the value of ψ on BC and B ′C′, and by ψ2 the value of ψ on AD

and A′D′ so that

2ψ1 sinφ+ sin 2ψ1=a−b,

2ψ2 sinφ+ sin 2ψ2 =a+b (4.11)
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and hence

2a=2(ψ1+ψ2) sinφ+ sin 2ψ1+ sin 2ψ2=2(2ψ0 sinφ+ sin 2ψ0),

2b=2(ψ2−ψ1) sinφ+ sin 2ψ2− sin 2ψ1. (4.12)

Since b is positive we must have ψ2 ≥ψ1. We also recall that in the case of pure com-
pression considered by Hartmann [4] and Marshall [5], we have a= 0, and therefore in this
case ψ0=0 and ψ1=−ψ2. In the case of steady simple shear, then b=0 and ψ0=ψ1=ψ2=
1
2φ+ 1

4π. Hence we are concerned with values of ψ0 in the range 0≤ψ0≤ 1
2φ+ 1

4π.

We suppose that equal and opposite tractions act on the end faces CD and C′D′. Then,
from (4.10), for equilibrium of the upper half of the layer we require

N =
∫ L

−L
q(cos 2ψ0+ cos ecφ)dx, S=

∫ L

−L
q sin 2ψ0dx, (4.13)

and it follows from (4.1) and (4.3) that

N =2Q(cos 2ψ0+ cos ecφ) exp(− cos 2ψ0 tanφ secφ),

S=2Q sin 2ψ0 exp(− cos 2ψ0 tanφ secφ) (4.14)

where

Q=C
h

b
cosφ cotφ

{
1− exp

(
−bL

h
tanφ secφ

)}
. (4.15)

If the layer is thin, in the sense that h/L<<1, then

Q C
h

b
cosφ cotφ. (4.16)

It follows from (4.14) that the layer has an apparent coefficient of friction tanλ0, where

S

N
= tanλ0= sin 2ψ0 sinφ

cos 2ψ0 sinφ+1
, and hence sinφ sin(2ψ0−λ0)= sinλ0. (4.17)

Alternatively, (4.17) can be regarded as determining the value of ψ0 (and hence of a) that is
required to support a force with normal and tangential components N and S applied to the
surfaces of the layer. Since sin 2ψ0 is assumed to be positive, it follows that tanλ0 is positive.
It follows from (4.17) that

0≤λ0 <2ψ0 <π +λ0.

Then in the case a≥0, b≥0 it follows from (4.12) that ψ2≥ψ0≥ψ1.

A further boundary condition is required to determine the constant b. We assume
Coulomb friction between the platens and the granular material, with angle of friction µ, so
that at the surfaces y=±h, we have

∣∣σxy∣∣≤−σyy tanµ and at yield
∣∣σxy∣∣=−σyy tanµ. Since

it has been assumed that the shear force on y=h is in the positive x-direction, it follows that
σxy is positive at points on the surface at which the critical shear stress is realized. We further
denote

tanλ1= sin 2ψ1 sinφ
cos 2ψ1+1

, tanλ2= sin 2ψ2 sinφ
cos 2ψ2+1

, sin δ= sinµ
sinφ

. (4.18)

Then if yield occurs on BC and B ′C′, then λ1=µ, and if yield occurs on AD and A′D′, then
λ2=µ. It follows from (4.18) that when λ1=µ

2ψ1= δ+µ (4.19)
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and when λ2=µ

2ψ2= δ+µ. (4.20)

Since ψ2≥ψ1, the critical shear stress is mobilized on AD and A′D′, when ψ2 is given by
(4.20). It then follows from (4.12) that

2ψ1 sinφ+ sin 2ψ1=−(µ+ δ) sinφ− sin(µ+ δ)+2(2ψ0 sinφ+ sin 2ψ0). (4.21)

For a specified value of ψ0, and with ψ2 given by the boundary condition (4.20), then
(4.21) determines ψ1.

An important special case is that of a perfectly rough surface, in which µ>φ and yield
occurs when the Coulomb shear stress σxy=−σyy tanφ is mobilized on AD and A′D′. In this
case the material shears on itself at these surfaces and in the above analysis we take µ=φ,

so that sin δ=1 and δ=π/2, and

2ψ2=φ+ 1
2
π. (4.22)

This case is adopted for the numerical illustrations given in Section 6.
To complete the analysis of the stress field it remains to determine the constant C, or

equivalently Q. For this it is necessary to impose an additional condition on the confining
stress in the granular layer, for example by specifying σxx at x=±L. Suppose, for example,
that a horizontal confining pressure p0 is applied at x =±L. Then from (2.6) and (4.3) it
follows that

2hp0=−
∫ h

−h
σxx(L, y)dy=−

∫ h

−h
q(L, y) (cos 2ψ− cos ecφ)dy

=−C exp
(
−bL

h
tanφ secφ

)∫ h

−h
(cos 2ψ− cos ecφ) exp{− cos 2ψ tanφ secφ}dy.

Therefore, from (3.5)

2hp0=−2
Ch

b
exp

(
−bL

h
tanφ secφ

)∫ ψ1

ψ2

(cos 2ψ− cos ecφ) (cos 2ψ+ sinφ)

× exp {− cos 2ψ tanφ secφ}dψ

=2
Ch

b
exp

(
−bL

h
tanφ secφ

)∫ ψ1

ψ2

(
sin2 2ψ+ cos 2ψ cotφ cosφ

)
× exp {− cos 2ψ tanφ secφ}dψ

= Ch

b
exp

(
−bL

h
tanφ secφ

)
cotφ cosφ[sin 2ψ exp {− cos 2ψ tanφ secφ}]ψ1

ψ2
. (4.23)

Hence, from (4.15)

Q= 2hp0
{
exp

(
bL
h

tanφ secφ
)−1

}
[exp {− cos 2ψ1 tanφ secφ} sin 2ψ1− exp {− cos 2ψ2 tanφ secφ} sin 2ψ2]

, (4.24)

or, if L>>h

Q≈ 2hp0 exp
(
bL
h

tanφ secφ
)

[exp {− cos 2ψ1 tanφ secφ} sin 2ψ1− exp {− cos 2ψ2 tanφ secφ} sin 2ψ2]
. (4.25)

As noted above, OAB ′ and OA′B are transition zones bounded by the four segments of
characteristics through the origin, as illustrated schematically in Figure 2. The stress in this
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zone is indeterminate, but must conform to the condition (2.5). There are also regions adja-
cent to the ends x=±L in which the stress depends on the details of the boundary conditions
at these surfaces. The analysis by Hill, Lee and Tupper [18] of a related problem in metal
plasticity suggests that the required superposed stress field decays rapidly with distance from
the ends.

5. Compression and shear of a granular layer. Velocity field

We assume that the origin O is fixed and that the upper and lower platens can move as rigid
bodies with velocities that are of equal magnitude but opposite in direction. Let us first con-
sider the case that the deformation is isochoric, so that, from (3.13),

u=U

{
x

h
− 2
b
(cos 2ψ− cos 2ψ0)

}
, v=−U y

h
in OA′D′C′B ′,

u=U

{
x

h
+ 2
b
(cos 2ψ− cos 2ψ0)

}
, v=−U y

h
in OADCB, (5.1)

where the constant U0 has been chosen so that u= 0 at the origin. The deformation (5.1)
comprises a pure shear deformation, described by

u=Ux/h, v=−Uy/h

on which is superposed a non-uniform shearing deformation

u =− 2U
b
(cos 2ψ− cos 2ψ0), v=0 in OA′D′C′B ′,

u = 2U
b
(cos 2ψ− cos 2ψ0), v=0 in OADCB.

(5.2)

Because of the dependence on x in (5.1), this motion implies slip between the material
and the platens at y=±h such that the magnitude of the slip increases linearly with x. For
a thin granular layer this seems unrealistic, because it is clear from the analysis of Section 4
that large compressive stresses and large frictional forces are generated at the surfaces y=±h,
especially in the neighbourhood of x = 0. We therefore propose that it is more realistic to
assume that such slip does not occur, and that the consequent change in volume of the gran-
ular layer is accommodated by elastic compression, consolidation, or crushing of the gran-
ules. For example the forces applied may result in the crushing strength of the material being
exceeded, and then the dilatation-rate 	 depends on the history of the applied pressure, while
the surface friction is sufficient to prevent surface slip. In such a case, the theory of Spencer
and Kingston [15], with solutions of the form (3.18), is appropriate. Hence we assume

u =−U
b
(cos 2ψ− cos 2ψ0), v=−U y

h
, in OA′D′C′B ′

u = U
b
(cos 2ψ− cos 2ψ0), v=−U y

h
, in OADCB.

(5.3)

Hence if u=±γ h at y=±h

γh= U

b
(cos 2ψ1− cos 2ψ0), −γ h= U

b
(cos 2ψ2− cos 2ψ0) (5.4)

and therefore the mean shear strain-rate γ is, from (4.12)

γ = U(cos 2ψ1− cos 2ψ2)

2hb
= U(cos 2ψ1− cos 2ψ2)

h
{
2(ψ2−ψ1) sinφ+ sin 2ψ2− sin 2ψ1

} . (5.5)
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We note that in the limit ψ1→ψ2, which is the case of uniform steady shear stress

γ→ U sin 2ψ2

h( cos 2ψ2+ sinφ)
(5.6)

and in particular that γ is unbounded in the limit 2ψ2=2ψ1→π/2+φ, which is the case of
steady simple shearing deformations. It is also straightforward to show that if 2ψ2 and 2ψ1

are close to the limit value π/2+φ, for example

2ψ2= π

2
+φ− ε2, 2ψ1= π

2
+φ− ε1, (5.7)

with ε1, ε2 <<1, then

γ = 2U
h(ε1+ ε2)

+O(1), (5.8)

and so the shear-rate increases rapidly as 2ψ2 and 2ψ1 tend to π/2+φ.

The transition regions OA′B and OAB ′ in the vicinity of x=0 move as rigid bodies with
speed U, in the positive y-direction for y <0 and in the negative y-direction for y >0.

6. Numerical results and discussion

For the purposes of the calculations presented in this section , we assume that the platen surfaces
are perfectly rough, so that µ≥φ, and 2ψ2=φ+ 1

2π, and assign the typical value π/6 to φ. With
these values Figure 3 shows the variation of ψ1 with ψ0, where from (4.12) and (4.20)

2ψ1 sinφ+ sin 2ψ1=2(2ψ0 sinφ+ sin 2ψ0)−
(
φ+ 1

2
π

)
sinφ− cosφ. (6.1)

We recall that ψ0 varies from ψ0 = 0, for the case of compression with no resultant shear
force, to ψ0= 1

2φ+ 1
4π for the case of steady simple shear. Correspondingly, ψ1 varies from

ψ1=− 1
2φ− 1

4π (so that ψ1=−ψ2) for pure compression, to ψ1= 1
2φ+ 1

4π (or ψ1=ψ0=ψ2)

for steady simple shear.
In Figure 4 we show the variation of S/N = tanλ0 (where λ0 is given by (4.17)) through

this range of values of ψ0, again for the case φ=π/6.
Figure 5 shows the variation of the parameters a and b with ψ0. These parameters charac-

terize the stress and velocity fields and are defined by (4.12). Then, for given values of φ,h,L
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Figure 3. Variation of the angle ψ1 with the angle ψ0.
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and p0, Q is determined by (4.22) or (4.23). The values of the resultant normal force N and
the resultant shear force S for a given value of ψ0 then follow from (4.14).

In Figure 6 we show the variation of hγ/U with ψ0, as given by (5.5). Here γ is the aver-
age shear strain-rate and U/h is the direct compressive strain-rate. Figure 7 shows how S/N

varies with hγ/U.

Some points of interest arise from these results. It is clear that over most of the range the
shear force component has only a minor effect on the deformation and the compressive com-
ponent predominates. The shearing component of the deformation only becomes significant
when S/N is close to tanφ.

It was pointed out in [8,9] that the steady simple shearing deformation with
σxy =−σyy tanφ and ψ0 = 1

4π + 1
2φ is unstable, in the sense that, if the traction boundary

conditions permit it, shear flow of the material is accompanied by a decreasing shear stress.
In this paper, we have assumed that S and N are specified, and therefore ψ0 is fixed. In this
case the steady solution is the only possible continuous solution, but the possibility of strain
localization or shear band formation cannot be excluded. It appears from the analysis of this
paper that if the shear is accompanied by compression, which is our general case, then the
compression will have a stabilizing effect. This is because if U >0 then h decreases after yield
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occurs, and therefore, from (4.22), if the other parameters are fixed, Q increases after yield
takes place, and so the deformation takes place under increasing load. In principle, if the
post-yield behaviour of S and N is specified, then the post-yield stress-strain relation may be
deduced from (4.14), (4.22), (5.5) and the relation U=−dh/dt. An unresolved problem is that
the equations of the double-shearing theory are known to be mathematically ill-posed, but the
present solution does not seem to shed any light on this difficulty.
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Abstract. The objective of this paper is to assess the predictive capability of different classes of extended plasticity
theories (bounding surface plasticity, generalized plasticity and generalized tangential plasticity) in the modeling of
incremental nonlinearity, which is one of the most striking features of the mechanical behavior of granular soils,
occurring as a natural consequence of the particular nature of grain interactions at the microscale. To this end,
the predictions of the various constitutive models considered are compared to the results of a series of Distinct
Element simulations performed ad hoc. In the comparison, extensive use is made of the concept of incremental
strain-response envelope in order to assess the directional properties of the material response for a given initial
state and stress history.

Key words: Distinct Element Method, granular materials, incremental nonlinearity, plasticity theory

1. Introduction

Nonlinearity and irreversibility are striking features of the mechanical behavior of granular
soils which affect the response of virtually all geotechnical structures, such as shallow and
deep foundations, excavations, tunnels, etc.

From a mathematical standpoint, the theory of plasticity has been shown to provide a
convenient framework to describe these aspects of soil behavior. Early applications of per-
fect plasticity in geotechnical engineering, already back in the 1950s, dealt with the analysis of
limit states, see e.g.[1,2] for a thorough account. At that time, nonlinearity and irreversibility
were considered to be of importance only when dealing with failure conditions, whereas soil
behavior far from failure was typically assumed as linear elastic. After the pioneering work
of Roscoe and coworkers in Cambridge [3,4], the application of plasticity theories evolved
towards the formulation of fully general constitutive equations for describing soil behavior in
all possible initial states and loading conditions.

Over the last 20 years, a number of modifications of the classical theory have been pro-
posed, which attempted to cover further aspects of experimentally observed soil behavior (e.g.,
non-associativeness, intrinsic or induced anisotropy, hysteresis, soil liquefaction, strain locali-
zation into shear bands, etc.) in order to tackle other, more challenging classes of geotech-
nical engineering problems. These include cyclic or dynamic loading conditions (earthquakes,
vibrating machines, wave loading) and soil-structure interaction in deep excavations and tun-
nelling, where different zones of soil experience widely different stress-paths. The breadth and
depth of such scientific production is well portrayed, for example, by the proceedings of the
workshops held in Grenoble [5], Cleveland [6], and Horton [7,8].
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The objective of this paper is to assess the predictive capabilities of some ‘extended’ plas-
ticity theories recently proposed for the analysis of cyclic behavior of soils. Rather than con-
sidering monotonic loading paths of finite and relatively large size, the main focus of this
study is on the qualitative features of the incremental response, with particular reference to
the effects of loading direction and initial state. The evaluation of the models considered is
based on the comparison with a reference incremental response as obtained from numerical
experiments with the distinct element method (DEM) on an idealized granular material con-
sisting of a random assembly of spheres. This has been shown to be a reliable substitute for
a real granular soil which allows to highlight a number of details which are very difficult, if
not impossible, to extract from real laboratory experiments [9].

The structure of the paper is as follows. In Section 2, some general principles of constit-
utive modeling of granular materials are given and the notion of incremental nonlinearity is
defined. The main features of the DEM model used in this study are described in Section 3,
along with the details of the numerical testing program and the criteria adopted in the inter-
pretation of the corresponding results. The details of the particular constitutive models cho-
sen for this investigation are given in Section 4. Their predictions are then compared with the
reference behavior in Section 5. Some concluding remarks are finally drawn in Section 6.

As for the notation, boldface lower- and upper-case letters are used to represent vector
and tensor quantities. The symbols 1 and I are used for the second-order and fourth-order
identity tensors, with components:

(1)ij = δij , (I )ijkl= 1
2
(δikδjl+ δilδjk). (1)

The symmetric and skew-symmetric parts of a second-order tensor X are denoted as:
sym X := (X +X

T
)/2 and skw X := (X −X

T
)/2, respectively. The dot product is defined as

follows: v ·w := viwi for any two vectors v and w; X ·Y :=XijYij for any two second-order
tensors X and Y . The dyadic product is defined as follows: [v⊗w]ij :=viwj for any two vec-
tors v andw; [X ⊗Y ]ijkl :=XijYkl for any two second-order tensors X and Y . The quantity

‖X‖ :=
√

X ·X denotes the Euclidean norm of X . The usual sign convention of soil mechan-
ics (compression positive) is adopted throughout. In line with Terzaghi’s principle of effective
stress, all stresses are effective stresses, unless otherwise stated. In the representation of stress
and strain states, use will sometimes be made of the invariant quantities p (mean stress), q
(deviator stress), and θ (Lode angle), defined as

p := 1
3
(� ·1) , q :=

√
3
2
‖s‖ , sin(3θ) :=

√
6

(s 3) ·1[
(s 2) ·1

]3/2
(2)

and εv (volumetric strain), εs (deviatoric strain), ε̇v (volumetric strain rate), and ε̇s (deviatoric
strain rate), defined as

εv := ε ·1 , εs :=
√

2
3
‖e‖ , ε̇v := ε̇ ·1 , ε̇s :=

√
2
3
‖ė‖. (3)

In Equations (2) and (3), s := � − p 1 is the deviatoric part of the stress tensor
e := ε− (1/3)εv 1 and ė := ε̇− (1/3)ε̇v 1 are the deviatoric parts of the strain and the strain-
rate tensors, respectively, while s2 and s3 are the square and the cube of the deviatoric stress
tensor, with components (s2)ij := sikskj and (s 3)ij := siksklslj . It is worth noting that in (3)4,
with a slight abuse of notation, the symbol ε̇s has been employed to denote the second (de-
viatoric) invariant of the strain-rate tensor, which generally does not coincide with the time
rate of εs , as defined in (3)2.
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2. Constitutive modeling of granular mterials

According to long-standing experimental evidence, the mechanical response of soils is known
to strongly depend on such factors as current state, previous loading history, load increment
size and direction and (possibly) time. In principle, this implies that an appropriate descrip-
tion of soil behavior requires the effective stress � to be a function of the deformation history.
Mathematically, this is expressed by the following general equation:

�(x , t)=
∞
G
τ=0

[
F
(t)
(X , τ )

]
, (4)

where F
(t)
(X , τ ) := F (X , t − τ), with τ ≥ 0, is the history up to time t of the deformation

gradient at a material point X :

F (X , t) := �φ

�X
(X , t) (5)

associated with the motion x =φ(X , t) carrying point X in the reference configuration to its
position x in the current configuration at time t1. Note that, since G is a functional and not
a function, the knowledge of the strain at time t is not sufficient to uniquely determine the
state of stress.

As shown by [11], an inviscid material whose constitutive functional is differentiable is nec-
essarily elastic. Therefore, non-differentiable, nonlinear functionals should be employed in the
constitutive equation (4) whenever irreversible, inelastic behavior is of concern, which is the
norm, rather than the exception, in geotechnical applications. However, working with nonlin-
ear, non-differentiable functionals poses formidable mathematical problems, even in the sim-
plest cases.

An alternative strategy, which is commonly adopted in soil modeling, is to use an incre-
mental (or rate-type) formulation, in which the (objective) stress rate is given as a function of
the rate of deformation d := sym∇v (v :=dφ/dt being the spatial velocity) and of the current
state of the material:

�
�=G

(
�,q ,d

)
. (6)

In (6),
�
� is the Jaumann-Zaremba stress rate, defined as

�
� := �̇+��−��, (7)

where � := skw∇v is the spin tensor, and q represents a set of internal state variables, which
are introduced to account for the effects of the previous loading history. An additional set of
rate equations is then required to define the evolution of the internal variables in time (hard-
ening laws in the framework of classical elastoplasticity).

In the following, we will restrict ourselves to rate-independent behavior and linear kine-
matics. The latter assumption allows to rewrite (6) as

�̇ =G
(
�,q , ε̇

)
, (8)

where the Jaumann stress rate
�
� has been replaced by the standard time rate �̇, and the rate

of deformation d with the (linearized) strain rate tensor ε̇.

1That the state of stress at a point is solely determined by the history of the deformation gradient at
that point, and does not depend on the deformation of the neighboring points, is a consequence of
the principle of local action; see [10].
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Rate-independence means that a change in the time scale does not affect the material
response, e.g., doubling the strain rate doubles the stress rate. More generally:

G
(
�,q , λε̇

)
=λG

(
�,q , ε̇

)
, ∀λ>0. (9)

The above equation states that the function G is positively homogeneous of degree one in ε̇.
This latter property yields the following alternative expression for the constitutive equation (8):

�̇=D
(
�,q ,�

)
ε̇, (10)

where D represents the (fourth-order) tangent stiffness tensor at the current state, which
depends on the strain rate only through its direction, defined by the unit tensor:

� := ε̇

‖ε̇‖ . (11)

Equation (10) provides a general representation for rate-independent constitutive equations
which includes as particular cases most of the existing theories for geomaterials, including
non-linear (hypo)elasticity, classical and extended plasticity, endochronic plasticity and hyp-
oplasticity, see e.g. [12] and references therein. In hypoelasticity, the constitutive function G is
linear in ε̇, which implies that the tangent stiffness tensor D does not depend on the strain-
rate direction �. In all the other theories mentioned above, G is a nonlinear function of the
strain rate, and D explicitly depends on �. In this case, the material behavior is said to be
incrementally nonlinear, see [13].

The appropriate description of the observed incrementally nonlinear behavior of granu-
lar materials is of paramount importance in constitutive modeling of granular media. This
is especially relevant in a number of geotechnical engineering problems, for example in pres-
ence of cyclic loading conditions (earthquakes, vibrating machines, wave loading), or when-
ever different zones of soil experience widely different stress-paths, such as in deep excavations
or tunnelling.

3. Incremental behavior of an analogue granular material

3.1. Preliminaries

The most natural and direct way to discriminate among the different classes of constitutive
equations which are capable of describing incremental nonlinearity is to compare their pre-
dictions with the experimentally observed response of real granular materials. Conventional
experiments on monotonic loading paths of finite (and quite large) size do not provide direct
information in this respect. Rather, the proper definition of the incrementally nonlinear char-
acter of soil response requires the collection of data from experimental programs specifically
designed in order to investigate the nature of the material response as a function of loading
intensity and direction. To this end, the most natural approach is to perform a program of
so-called stress-probing experiments, in which incremental strains are typically measured by
applying a series of stress increments to a number of ‘identical’ specimens, with a common
initial state. The stress increments ( probes) should have an identical magnitude and point in
different directions of the stress space.

As far as plasticity theory is concerned, such an experimental investigation might help
answering such key questions as
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(i) is there any domain of finite size in stress space where the response is incrementally lin-
ear (i.e., hypoelastic)?

(ii) is the occurrence of irreversible (plastic) strains associated to some particular loading
directions?

(iii) is the direction of plastic strains affected by loading direction?
(iv) is the plastic strain rate tensor coaxial to the stress tensor?
Only a few such investigations have been actually performed on sands [14,15], essentially
because carrying out stress-probing experiments is, in practice, extremely difficult. First of all,
in order to rule out the unavoidable differences between one specimen and another of the
same soil, one might be tempted to perform all probes on a single specimen. However, this
is not recommended because the application and removal of stress increments may generate
irreversible deformations, thus altering the initial state of the material for subsequent probes.
Therefore, as many separate specimens are needed as the number of probes, with the associ-
ated experimental difficulty of having each time a specimen which is ideally ‘identical’ to the
others – not to speak of the time required to apply to each of them the same loading history
up to the initial state. Moreover, the quality of the results crucially depends on the accuracy
with which the strains are measured and the stresses are controlled, especially if the size of
the probes is relatively small, as it should be to reasonably approximate the infinitesimal (tan-
gential) response of the material. Finally, the distinction between reversible and irreversible
components of the total measured strain increment requires either a constitutive assumption
(typically, on the elastic behavior), or to perform for each probe a closed loading-unloading
cycle.

In an attempt to circumvent these experimental problems, Bardet and Proubet [16] first
suggested the use of numerical simulations with the distinct element method as a convenient
tool to investigate the incremental behavior of granular materials. The numerical ‘experiments’
were conducted on a 2D idealized material consisting of a random assembly of circular disks.
Further contributions along the same lines were later provided in the early 1990s [17–19]. This
approach has been recently revived, also thanks to significant improvements of both computer
power and numerical algorithms. Among the key factors, one should mention the dramatic
increase of the maximum number of degrees of freedom which can be handled by modern
computer architectures, a much better algorithmic description of boundary conditions, and
improvements in terms of accuracy, stability and other related numerical issues. In particular,
it is possible nowadays to perform fully 3D simulations in which the behavior of the idealized
soil can be explored in the three-dimensional principal stress space.

An extensive program of 3D DEM simulations of stress-probing experiments was recently
carried out by the authors [9,20,21]. In this paper the results of that study will serve as a
reference for evaluating the performance of the elastoplastic constitutive models presented in
Section 5.

3.2. Details of the DEM model

All the numerical simulations described in the following were performed with the Distinct
Element code PFC-3D developed by ITASCA Consulting Group [22]. This code is the 3D
generalization of the DEM code originally introduced for the analysis of rock-mechanics
problems [23] and later applied to the micromechanics of analogue 2D granular materials by
Cundall and Strack [24].

In PFC-3D, the soil grains are modeled as rigid spherical particles of arbitrary size, which
can (slightly) overlap at the interparticle contacts. The particle interaction at the contacts is
defined by appropriate contact constitutive equations, characterized by
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Figure 1. DEM model of a sand specimen (after [9,20,21]).

(i) linear or nonlinear (Hertzian) force-displacement law with finite normal and tangential
contact stiffnesses (kn and ks);

(ii) intergranular slip controlled by a frictional law of Coulomb type, with friction angle φµ;
(iii) the possibility of modeling intergranular bonding at the contacts, with finite bond

strength, in order to reproduce the behavior of cemented soils or soft rocks.
The equation of motion for each particle and the nonlinear contact constitutive equations at
each contact are integrated in time by means of an explicit finite-difference scheme. The inter-
ested reader is referred to [25,26] for further details on the application of DEM to the mod-
eling of idealized granular materials.

The DEM model was designed as a small but statistically equivalent sample of a real
dense sand (Hostun sand), for which a limited amount of data from stress-probing experi-
ments is available [15]. The sample is composed of about 3500 rigid and weightless spherical
particles of different sizes, randomly assembled to form a cubic specimen with a side length of
4·5 mm (Figure 1). As for Hostun sand, the adopted grain-size distribution corresponds to a
collection of particles with diameters ranging from 0·15 to 0·45 mm. The initial dense packing
of Figure 1 is characterized by the same initial porosity (n = 0·42) of the actual sand speci-
mens tested in the laboratory [15].

As for intergranular contacts, a linear elastic/perfectly-plastic behavior with purely fric-
tional limit condition (no interparticle bonding) was assumed. The boundaries of the cubic
specimen are defined by introducing smooth ‘wall’ elements, to which either stresses (through
wall-applied forces) or displacement rates (through prescribed wall speed) can be imposed
(walls are not shown in Figure 1).

It is important to emphasize that, contrary to most DEM studies of granular assemblies, in the
interpretation of the numerical results the specimen was considered as a ‘single element’ subject to
homogeneous states of stress and strain. No attention was paid to the details of the contact-forces
distributions and local grain kinematics, the objective of the experiments being to investigate the
material response from a purely phenomenological standpoint. In this respect, it can be noted that,
since the walls containing the cubic specimen are frictionless, the principal directions of stresses
and strains coincide with the coordinate axes x, y and z shown in Figure 1. Principal strains are
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Table 1. Material parameters of the DEM model (after [9,20,21]).

kn ks tan(φµ)
(kN/m) (kN/m) (–)

100·0 25·0 0·35

calculated directly from wall displacements, while the corresponding principal stresses are obtained
from boundary forces, as in conventional laboratory testing.

Another fundamental issue concerns the possibility of decomposing the total computed
strain increments into a reversible (‘elastic’) part and an irreversible (‘plastic’) part:

	ε=	εe+	εp. (12)

In earlier investigations with 2D models [17,18], a strategy based on the use of closed stress
loops was adopted to compute the irreversible part of the strain increment. As for real labo-
ratory tests, this procedure relies on the assumption that the strains occurring during unload-
ing are purely reversible, which is, however, not always the case. A different approach was
adopted in [9,20,21], where the reversible component of the strain increment was directly
determined by means of an ‘elastic’ counterpart of the DEM specimen, in which the mech-
anisms responsible for energy dissipation (interparticle sliding) and structure rearrangement
(opening of contacts) are inhibited at the microscale. Plastic strain increments are then com-
puted from the kinematic decomposition (12).

The complete definition of the numerical model required the calibration of normal and
shear contact stiffness, kn and ks, and interparticle friction angle, φµ. These parameters were
determined by trial and error in order to provide a reasonable fit with the experimental data
reported in [15]. In order to compensate the effect of the spherical shape of the particles in
the numerical model – which could otherwise lead to unrealistically low mobilized stress ratios
at ultimate failure; see [9] – all the DEM simulations were performed by keeping the particle
rotations fixed. Note that the assumed boundary conditions (perfectly rigid and smooth walls)
and this additional kinematic constraint tend to inhibit any inhomogeneity in the equivalent
macroscopic strain field, i.e., strain localization. The complete set of parameters for the DEM
model is given in Table 1.

As has been thoroughly discussed by Calvetti et al. [9,20,21], the DEM model proves
remarkably effective in describing such a complex behavior as that of a real dense sand, over
a large spectrum of loading paths, both from a qualitative and – to a somewhat lesser extent –
quantitative point of view. This is even more remarkable if one considers the relative simplic-
ity of the numerical model at the microscopic level (spherical grains, simple elastic-frictional
interactions at grain contacts, and fixed rotations) and the extremely low number (only 3) of
material parameters required for its complete definition.

3.3. Program of numerical stress probing

As detailed in [20,21], the program of numerical stress-probing tests included the two follow-
ing types of incremental loading conditions:
(a) axisymmetric probes (	σx =	σy);
(b) deviatoric probes (	σx +	σy +	σz=0).
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Figure 2. Incremental stress probes: (a) axisymmetric probes; (b) deviatoric probes.

Figure 3. Stress-strain response of the DEM model upon the loading path OABCB′.

The norm of all stress probes is constant and equal to 10 kPa. The stress-probe direction is
defined by the angle α	σ in the so-called Rendulic plane of stress increments σz:

√
2	σx for

probes of type (a), and by the Lode angle of the stress increment, θ	σ , for probes of type (b),
see Figure 2.

In [9,20,21] several different initial states were investigated. Herein, only two of them will
be considered, both characterized by the following stress state:

σx0=σy0=100·0 kPa, σz0=200·0 kPa (13)

but possessing a different loading history, as sketched in Figure 3. Virgin state B was reached
by the two-stage stress path OA-AB, corresponding to isotropic compression and standard
compression at constant confining stress, respectively. Preloaded state B′ was obtained by first
loading along the path OA-AC, and then unloading along CB′.

The overall behavior of the DEM model along the loading-unloading path ABCB′ is also
shown in Figure 3, in terms of deviator stress, q, and volume strain, εv, plotted as functions
of axial strain, εz. Note that the net volume strain increment occurring in the closed loop
BCB′ is almost negligible, i.e., the porosity at B′ (n = 0·4178) is practically unchanged as com-
pared to state B (n = 0·4176). Therefore, the two states considered differ from each other only
in terms of the previous loading history.

In the following, the response of the granular assembly to the stress-probing program, as
well as the predictions of the different models introduced in Section 4, is depicted by using
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Figure 4. Incremental strain response envelopes: (a) axisymmetric probes; (b) deviatoric probes.

the so-called incremental strain-response envelope, as defined in [27]. Such a representation fol-
lows directly from the concept of stress-response envelope, first proposed by Gudehus [28] as
a convenient tool for visualizing the properties of rate-type constitutive equations. According
to Gudehus, a stress(strain)-response envelope is defined as the image in the stress(strain)-
rate space of the unit sphere in the strain(stress) rate space, under the map defined by the
constitutive equation. By simply replacing rates with finite-size increments, the same defini-
tions apply to the incremental response envelopes. In the general case, an incremental strain-
response envelope (RE, hereafter) is a ‘surface’ in a six-dimensional space. However, in the
two particular loading conditions considered, the most natural choice is to represent the sec-
tion of the REs in the planes of work-conjugated strain increment quantities; see Figure 4.

The size of each strain-increment vector defining the RE can be directly interpreted as a
directional secant compliance of the material, for the associated loading direction and stress-
increment magnitude. For a vanishing stress-increment norm, the RE asymptotically meets the
strain-response envelope defined in terms of rates. Therefore, provided that the stress probes
are ‘small’ enough, the REs obtained from numerical simulations yield useful information on
the underlying constitutive behavior of the material. For example, in axisymmetric conditions,
it is easy to show that an incrementally linear behavior transforms the unit circle in Figure 2a
into an ellipse centered at the origin of the strain-increment plane. Thus, any significant devi-
ation from this kind of response, such as a shift of the center of the RE from the origin or
a marked asymmetry of its shape, strongly suggests some form of incremental nonlinearity.

4. Continuum plasticity models

All the models considered here have been developed as extensions of an elastoplastic constit-
utive model which derives from the isotropic hardening model of Nova [29] and its aniso-
tropic hardening extension proposed by di Prisco [30,31]. The structure of the basic model
is detailed in Section 4.1, while three hierarchical extensions of the formulation are presented
in Sections 4.2–4.4.

4.1. Anisotropic hardening elastoplastic model

4.1.1. General formulation
Following the previous works of Nova and coworkers on granular soils [29–32], a constitu-
tive model has been developed within the framework of the classical theory of anisotropic
hardening elastoplasticity, which is capable to reproduce the salient features of the mechanical
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response of coarse and fine-grained soils, such as pressure dependence, dilatancy, brittle-duc-
tile transition and critical state.

As usual under the hypothesis of linear kinematics, the strain rate is decomposed additively
in an elastic, reversible part, ε̇e, and a plastic, irreversible part, ε̇p:

ε̇= ε̇e+ ε̇p. (14)

As in [33], the elastic behavior of the material is defined by postulating the existence of a
strain-energy function ψ(εe) such that

�(εe)= �ψ
�εe

(
εe) (15)

By differentiation, the hyperelastic constitutive equation in rate form is obtained:

�̇=D
e (

εe) [ε̇− ε̇p] (16)

in which:

D
e

:= �2ψ

�εe⊗�εe (17)

is the fourth-order elastic stiffness tensor.
Irreversibility is introduced by requiring the state of the material, defined in terms of the

stress tensor � and the internal variables q , to lie in the convex set:

Eσ :=
{(

�,q
) ∣∣∣f (�,q

)
≤0

}
, (18)

where f (�,q ) is the yield function. The evolution of plastic strains is defined by prescribing
the following classical flow rule:

ε̇p= λ̇n g(�,q ), n g := 1
g∗

�g
��

, g∗ :=
∥∥∥∥�g
��

∥∥∥∥ (19)

in which n g defines the plastic flow direction as the normalized gradient of a scalar plastic
potential g(�,q ) and λ̇≥0 is the plastic multiplier.

The evolution of the internal variables is provided by the following hardening law:

q̇= λ̇h (�,q ), (20)

where h is a suitable hardening function.
The plastic multiplier appearing in (19)1 and (20) is subject to the so-called Kuhn-Tucker

complementarity conditions:

λ̇≥0 , f (�,q )≤0 , λ̇f (�,q )=0, (21)

stating that plastic deformations may occur only for states on the yield surface. Prager’s con-
sistency condition requires that, for plastic loading processes (λ̇>0):

ḟ = �f
��
· �̇+ �f

�q
· q̇=0. (22)

When the normalized loading direction n f is defined as

n f := 1
f ∗

�f
��

, f ∗ :=
∥∥∥∥�f

��

∥∥∥∥ (23)
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and the constitutive equation (16) and the hardening law (20) are taken into account, when-
ever plastic loading occurs, then

f ∗n f ·D
e
ε̇− λ̇

(
f ∗n f ·D

e
n g−

�f

�q
·h
)
=0. (24)

When, for all admissible states
(
�,q

)
, the yield condition, the flow rule and the hardening

law are assumed such that the inequality:

Kp :=n f ·D
e
n g+Hp >0, Hp :=− 1

f ∗
�f

�q
·h (25)

is always satisfied,2 then Equation (24) provides the following expression for the plastic mul-
tiplier:

λ̇= 1
Kp

〈
n f ·D

e
ε̇
〉

(26)

in which 〈x〉 := (x+|x|)/2 is the ramp function. The scalar quantity Hp in (25) is the so-called
plastic modulus.

When the above expression for the plastic multiplier is substituted in (19) and (20), the
time rates of � and q can be expressed as functions of the corresponding rates of the total
strain ε:

�̇=D
(
�,q ,�

)
ε̇, q̇=H

(
�,q ,�

)
ε̇ (27)

with

D :=D
e− H(λ̇)

Kp

(
D

e
ng

)
⊗
(
nf D

e
)
, (28)

H := H(λ̇)

Kp

h ⊗
(
nf D

e
)

(29)

in which H(x) is the Heaviside step function, which is equal to 1 if x > 0 and 0 otherwise.
Note that the dependence of D and H on the strain-rate direction � is controlled by the sign
of the plastic multiplier; see (26).

4.1.2. Hyperelastic behavior
The adopted stored-energy function is the same that used in [33,36]. The function ψ(εe) is
given by the following two-invariant expression:

ψ(εe)= ψ̄(εe
v, ε

e
s )= ψ̃(εv)+ 3

2

[
G0+ α

κ̂
ψ̃(εv)

] (
εe
s

)2
, (30)

where

ψ̃(εv) :=
{
κ̂pr exp

(
εev/κ̂−1

)
(εev ≥ κ̂),

prε
e
v+pr

(
εev− κ̂

)2
/(2κ̂) (εev < κ̂).

(31)

2In the general case of non-associative hardening plasticity, assumption (25) places a restriction on the
amount of allowable softening, as discussed in [34] in the context of a simple one-dimensional case,
excluding the possibility of subcritical softening, as defined in [35]. In practice, this restriction does not
represent a true limitation of the theory, as this phenomenon is not observed in most geomaterials,
except perhaps in very stiff, brittle rocks.
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In Equations (30), (31), pr represents a reference mean stress, while κ̂, G0 and α are
material constants. From (16) and (30) the following expression for the elastic stiffness tensor
is obtained:

D
e

:=
[

1+ 3α
2κ̂

(
εe
s

)2
]
Kε1⊗1+2

(
G0+ α

κ̂
ψ̃
)[

I − 1
3

1⊗1
]
+

+2
(α
κ̂

)
θε

(
1⊗ e

e+ e
e⊗1

)
, (32)

where e
e

:= εe − (εe
v/3)1 is the deviatoric elastic strain, and the two functions θε(ε

e
v) and

Kε(ε
e
v) are given by

θε := dψ̃
dεe

v

=
{
pr exp

(
εe
v/κ̂−1

)
(εe
v≥ κ̂),

pr
(
εe
v/κ̂

)
(εe
v < κ̂),

(33)

and

Kε := dθε
dεe

v

=
{
(pr/κ̂) exp

(
εe
v/κ̂−1

)
(εe
v≥ κ̂),

pr/κ̂ (εe
v < κ̂).

(34)

In the range εe
v ≥ κ̂, the adopted stored-energy function describes a fully nonlinear, pressure-

dependent hyperelastic behavior. It is worth noting that the adopted hyperelastic model exhib-
its volumetric-deviatoric coupling, which is associated with the last term on the RHS of (32).
This coupling effect disappears when the state of the material is isotropic (ee=0), or if α=0.

4.1.3. Yield function and plastic potential
The yield function and plastic potential are given by a suitably modified version of the equa-
tions proposed by Lagioia et al. [33,37] to account for rotational anisotropy:

f (�, ps,�
a)=f (pa, qa, θa,ps)

=
(
Aa
f

)K1f /Cf
(
Ba
f

)−K2f /Cf

pa−ps =0, (35)

g(�,�a)=g(pa, qa, θa)

=
(
Aa
g

)K1g/Cg
(
Ba
g

)−K2g/Cg

pa− p̃s =0, (36)

where

Aa
α :=1+ 1

K1αMα(θa,�
a)

qa

pa
, (37)

Ba
α :=1+ 1

K2αMα(θa,�
a)

qa

pa
, (38)

K1α := mα(1−aα)

2(1−mα)

{
1+

√
1− 4aα(1−mα)

mα(1−aα)2

}
, (39)

K2α := mα(1−aα)

2(1−mα)

{
1−

√
1− 4aα(1−mα)

mα(1−aα)2

}
, (40)

Cα := (1−mα)(K1α−K2α) (41)

with α=f or g, and

pa := 1
3
� ·�a, qa :=

√
3
2
‖s a‖, sin(3θa)= 27

2

(
td

qd

)3

(42)
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in which

s a :=�−pa�a, d
a

:=dev(s a), (43)(
qd
)2

:= 3
2

∥∥∥d
a
∥∥∥ , (

td
)3

:= 1
3

tr
(

d
a3
)
. (44)

The two functions Mα(θ
a,�a) appearing in Equations (37) and (38) are provided by the

expressions proposed by van Eekelen [38]:

Mα(θ
a,�a)=Mα

c (θ
a,�a) rαM(θa) (45)

with

rαM(θa)=kα1M
{
1+kα2M sin(3θa)

}nα , (46)

kα1M := 1
2nα

[1+ (cαM)1/nα ]nα , kα2M := 1− (cαM)1/nα

1+ (cαM)1/nα
, (47)

again with α= f or g. The eight quantities aα, mα, cαM and nα appearing in (39)–(41), (45)
and (46) are material constants, while p̃s is a dummy parameter. The nature of the two
functions Mα

c (θ
a,�a) will become clear when the hardening law for �a is discussed in Sec-

tion 4.1.4.
The typical shape of the yield function described by (35) is shown in Figure 5, in the q-p

plane (at θ =π/6). The set of internal variables includes the scalar quantity ps , defining the
size of the elastic domain, and the second-order tensor �a , which controls its orientation in
stress space and accounts for plastic strain-induced anisotropy. Since �a is a director, its norm
‖�a‖=const.=√3. The scalars pa , qa and θa are joint invariants of the second-order tensors
� and �a , and are similar to those adopted in [39]. The plastic potential and the yield func-
tion share the same shape but in general are not coincident. The special case of associative
flow (f ≡g) can be obtained by an appropriate choice of the relevant parameters.

4.1.4. Hardening laws
The evolution of the scalar internal variable ps , which plays the same role as the pre-consol-
idation pressure of classical isotropic-hardening critical-state models (see, e.g. [40]), is associ-
ated with the first two invariants of the plastic strain rate, as suggested in [41]:

ṗs =ρsps
(
ε̇p
v + ξs ε̇

p
s

)= λ̇ ρsps

(
T̂ + ξsN̂

)
(48)

Figure 5. Yield surface of the anisotropic hardening model in the q-p plane.
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in which

T̂ := tr
(

n g

)
, N̂ :=

√
2
3

∥∥∥dev
(

n g

)∥∥∥ (49)

and ρs and ξs are material constants, controlling the rate of expansion/contraction of the yield
surface and the balance between deviatoric and volumetric hardening, respectively.

As
∥∥�a∥∥= const., the two tensors �̇

a
and �a must be orthogonal:

�̇
a ·�a=0.

Therefore, the evolution equation for �a is necessarily of the form:

�̇
a= λ̇ k(�, ps,�

a)

{
�̂− 1

3

(
�̂ ·�a)�a} , (50)

where �̂ is an arbitrary symmetric second-order tensor. The evolution law (48) inspires the
adoption of the following expression for the scalar coefficient k:

k(�,�a)=ρδ

(
T̂ + ξδN̂

)
, (51)

where ρδ and ξδ are material constants controlling the rate of rotation of the yield surface.
Note that, since n g is independent of ps, k is a function of � and �a only. Following di Prisco
[30,31], the tensor �̂ is assumed to depend only on the current stress state, according to

�̂= cos ϕ̂ 1+
√

3 sin ϕ̂
d
a∥∥∥d
a
∥∥∥ , (52)

where

ϕ̂(θa)= ϕ̂c rϕ(θ
a) (53)

and

rϕ(θ
a)=k1ϕ

{
1+k2ϕ sin(3θa)

}nϕ , (54)

k1ϕ := 1
2nϕ

[1+ (cϕ)
1/nϕ ]nϕ , k2ϕ := 1− (cϕ)

1/nϕ

1+ (cϕ)
1/nϕ

. (55)

It is easy to recognize from (50) that the tensor �̂, with
∥∥�̂∥∥=√3, is the asymptotic value of

�a in the limit condition(
�̇, ṗs, �̇

a
)
→ (0,0,0) .

The scalar quantity ϕ̂ represents the maximum inclination of the tensor �̂ with respect to
the isotropic axis, and is assumed to depend on the Lode angle via the van Eekelen expres-
sion (53), characterized by the three scalar parameters ϕ̂c, cϕ and nϕ . The scalar constant ϕ̂c
is the value of the inclination ϕ̂ in axisymmetric compression (θa =π/6), while the constant
cϕ defines the ratio between the values of ϕ̂ in axisymmetric extension (θa=−π/6) and com-
pression.

Anandarajah and Dafalias [39] and di Prisco [30,31] observed that, to better reproduce the
available experimental data, the shape of the yield function must change as it rotates. There-
fore they included an additional hardening variable to account for shape-hardening effects. In
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this work, the simpler strategy is adopted of linking the values of the functions M
f
c and M

g
c

appearing in (45) to a scalar measure of the yield surface rotation. In particular, we set

Mα
c (θ

a,�a)=Mα
c0+

(
Mα

c1−Mα
c0

) ϕ

ϕ̂(θa)
(α=f, g), (56)

where the angle ϕ is defined as

ϕ := cos−1
(

1
3

tr �a
)
. (57)

Equation (56) defines a linear interpolation for Mα
c between the two values Mα

c0 (at ϕ=0) and
Mα

c1 (at ϕ= ϕ̂).

4.2. Bounding-Surface model with radial mapping

An important limitation of classical elastoplasticity as applied to geomaterials is represented
by the assumption of a large elastic domain, inside which the response of the material is
purely reversible. In view of the concepts introduced in Section 2, classical – perfect or hard-
ening – elastoplasticity is characterized by an incrementally bilinear constitutive equation
only for states on the yield surface. All elastic states are, by definition, endowed with an
incrementally linear response. However, a large body of experimental evidence suggests that
soil behavior can be irreversible and path-dependent, even for strongly preloaded states, and
that plastic yielding is a rather gradual process. Although such effects can be considered
of secondary importance in the simulation of monotonic loading paths, it must be noted
that a strong dependence of the small-strain stiffness on the loading-path direction has been
observed, e.g., by [42,43] in heavily overconsolidated soils, and that such a feature of soil
behavior is of great importance in all practical applications in which strong variations of the
stress-path direction are expected in different zones of the soil mass, e.g., in the analysis of
excavations. Moreover, irreversible (plastic) strains occurring well inside the locus of admissi-
ble stress states are obviously of great importance in cyclic loading processes, and the accurate
description of such phenomena as cyclic mobility or liquefaction under repeated loading (see,
e.g. [44]) requires to take these into proper account.

A number of alternative strategies have been proposed to overcome these limitations of the
classical theory of plasticity; see for example the review article by [12]. In this work, we con-
sider the two approaches of Bounding Surface Plasticity with radial mapping, after Dafalias
and coworkers [39,45–47], and Generalized Plasticity after Pastor et al. [48]. In this section,
the former approach is adopted to develop a Bounding Surface version of the basic model
described in Section 4.1, while its extension to Generalized Plasticity is detailed in Section 4.3.

The key concept in the formulation of a Bounding Surface model is the fact that the
domain Eσ defined by (18) represents the locus of admissible states, rather than the elastic
domain of the material. The Bounding Surface (BS), which separates admissible from impos-
sible states, is given by the equation f (�,q )=0, exactly as a standard yield surface in classical
plasticity. However, such a surface is not a yield surface, as plastic strains can occur for stress
states located in its interior.

For stress states lying on the BS, the evolution equations for stress and internal variables
are identical to those of the elastoplastic reference model, viz. (27)–(29). For states inside the
BS, the flow rule (19)1 is modified as follows:

ε̇p= λ̇ n̄g, (58)
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in which n̄g is the plastic flow direction and λ̇≥0 is the plastic multiplier, given by

λ̇= 1

K̃p

〈
n̄f ·D e

ε̇
〉
, (59)

where

K̃p := n̄f ·D e
n̄g+ H̃p, (60)

in which n̄f is the loading direction, and H̃p, by analogy with the standard formulation, plays
the role of the plastic modulus.

The definition of n̄g, n̄f and H̃p requires that, for each stress state � inside the BS a cor-
responding image state � is defined on the BS, through a non-invertible mapping rule. The
mapping rule adopted in this study is a radial mapping with projection center located at the
origin of the stress space, as in [45]; see Figure 6. The image state is then given by:

�=b�, b∈ [1,∞). (61)

The loading direction, n̄f , and the plastic flow direction, n̄g, are taken as the normalized gra-
dients of the functions f and g at the image state �:

n̄f := 1

f
∗

�f
��

, n̄g := 1
g∗

�g
��

, (62)

while the plastic modulus H̃p is assumed to be a monotonically decreasing function of the
distance

d :=‖�−�‖= (b−1)‖�‖ (63)

between the current state and the image state and of the plastic modulus Hp evaluated at �:

H̃p= H̃
(
Hp,d

)
,

�H̃
�d

>0, H̃
(
Hp,0

)=Hp. (64)

After [45] the following expression for the plastic modulus is adopted,

H̃p=Hp+ h0Lρsps

f̄ ∗ḡ∗
1

〈b/(b−1)− sL〉 , (65)

Figure 6. Bounding Surface and radial mapping rule.
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in which h0L and sL ≥ 1 are two additional material constants. The former controls the
stiffness of the material for states far from the BS, while the latter is used to define a region,
close to the projection center, known as elastic nucleus. In fact, when b is large enough for the
term [b/(b−1)− sL] to be negative or zero, the plastic modulus in (65) goes to infinity, and
the plastic strain rate vanishes. When sL is close to 1, the elastic nucleus is small (vanishing
for sL=1), whereas it tends to coincide with the BS as sL→∞.

4.3. Generalized Plasticity model

A further step towards the extension of classical plasticity to deal with complex loading
conditions, taking into account such phenomena as progressive yielding at small strain lev-
els, history-dependence and hysteretic behavior, liquefaction, cyclic mobility or densification,
is provided by the framework of Generalized Plasticity, first suggested by Zienkiewicz and
Mroz [49] and subsequently developed by Pastor et al. [48] for applications to cyclic behavior
of fine- and coarse-grained soils.

The main feature of Generalized Plasticity is that no plastic potential, yield surface or
bounding surface need to be explicitly defined, and no consistency condition is enforced. In
Generalized Plasticity the elastic constitutive equation – (15) or (16) – remains the same,
whereas the flow rule (19)1 is now replaced by the following evolution laws:

ε̇p = λ̇L n gL if nL ·D
e
ε̇≥0, (66)

ε̇p= λ̇U n gU if nL ·D
e
ε̇<0, (67)

in which the plastic multipliers for loading (λ̇L) and unloading (λ̇U ) are given by

λ̇L= 1

K̂pL

nL ·D
e
ε̇, λ̇U = 1

K̂pU

nL ·D
e
ε̇ (68)

with

K̂pL :=nL ·D
e
n gL+ ĤpL, (69)

K̂pU :=nL ·D
e
n gU + ĤpU . (70)

In Equation (66)–(70), nL, n gL and n gU define the loading direction, the plastic-flow direc-
tion for plastic loading and the plastic-flow direction for plastic unloading (reverse loading),
respectively, while the scalars ĤpL and ĤpU are the corresponding plastic moduli for (plas-
tic) loading and unloading. All these quantities are considered as prescribed functions of the
state variables (�,q ), to be determined from the main features of the observed behavior of the
material, but not necessarily deriving from any yield function, plastic potential, or consistency
condition.

In order to develop a Generalized Plasticity model which could be thought of as a hierar-
chical extension of the elastoplastic model presented in Section 4.1 and of the corresponding
Bounding Surface version of Section 4.2, the choice is made here to assume

nL≡ n̄f , n gL≡ n̄g, (71)

with n̄f and n̄g given by (62). This amounts to identifying the loading tensor with the unit
normal to the bounding surface f (�, ps,�

a)= 0 at the image state � – given by (61) – and
the plastic-flow direction in loading with the normalized gradient of the plastic potential
at � (see Figure 7). As for the plastic-flow direction in unloading, guided by the results
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Figure 7. Definition of loading tensor n
L

and plastic

flow directions for loading, n
gL

, and unloading, n
gU

.

Figure 8. Geometrical interpretation of tensors m and
ñ in the deviatoric plane.

obtained in DEM simulations of deviatoric probing tests, see [20], the simple choice of setting
n gU =−n gL has been adopted.

For states on the bounding surface, the plastic modulus ĤpL is given by (25)2, as in the
classical elastoplastic model, while ĤpU →∞. For states inside the bounding surface, both
plastic moduli are continuous functions of Hp(�) and of the distance d between the current
state and the image state:

ĤpL=Hp+ h0Lρsps

f
∗
g∗

1
〈b/(b−1)− sL〉 , (72)

ĤpU =Hp+ h0Uρsps

f
∗
g∗

1

〈b− sU 〉β
, (73)

where h0L, sL≥1, h0U , sU ≥1 and β are material constants. Equation (72) is identical to (65).
The simple expression adopted for the plastic modulus in unloading, ĤpU , provides very high
values close to the bounding surface (b=∞ for b≤ sU ), which decrease with increasing dis-
tance between the current state and the image state.

4.4. Generalized tangential plasticity

The third and last extension of the basic elastoplastic model presented in Section 4.1 has been
obtained by equipping the Generalized Plasticity model of Section 4.3 with the concept of a
tangential flow rule, as proposed by Papamichos and Vardoulakis [50]. This choice is moti-
vated by the DEM results presented in [20], which indicate that the direction of plastic-strain
increments in the deviatoric plane may not be unique, and depends, in general, on the stress-
increment direction.

According to [50], the additive strain decomposition in Equation (14) must be modified as
follows:

ε̇= ε̇e+ ε̇
p
‖ + ε̇

p
⊥. (74)

In the above equation, ε̇
p
‖ represents the conventional plastic-strain rate, given by the flow rule

(66) – loading – or (67) – unloading – while ε̇
p
⊥ is an additional contribution to the plastic

strain rate, known as tangential plastic strain rate.
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The term tangential used for ε̇
p
⊥ refers to its direction with respect to the unit normal n L

to the bounding surface. In fact, the amount of tangential plastic strain rate is governed by
the following flow rule:

ε̇
p
⊥=

1
h1

ñ, (75)

where

ñ := I⊥ṡ, I⊥ := I −m ⊗m , m :=
dev

(
D

e
nL

)
∥∥∥dev

(
D

e
nL

)∥∥∥ (76)

and h1 is a material constant, known as tangential plastic modulus. In the particular case of
isotropic elasticity, m is normal to the bounding surface in the deviatoric plane, and ñ rep-
resents the projection of the deviatoric stress rate, ṡ , onto the tangent plane to the bounding
surface at the image point (see Figure 8).

The particular choice of ñ allows to retain the expressions given by (68) for the plastic
multipliers λ̇L and λ̇U . In fact, for states on the bounding surface, the consistency condition
upon plastic loading reads

ḟ =f ∗nL ·D
e
[
ε̇− λ̇Ln gL−

1
h1

ñ

]
+ λ̇L

�f

�q
·h =0

which yields

λ̇L= 1

nL ·D
e
n gL+Hp

(
nL ·D

e
ε̇− 1

h1
nL ·D

e
ñ

)
= 1

nL ·D
e
n gL+Hp

nL ·D
e
ε̇, (77)

since, according to (76), nL ·D
e
ñ= ñ ·D e

nL= 0. The above result motivates the adoption of
the same expressions (68), even for states inside the bounding surface, with the plastic moduli
now given by (72) and (73).

Combining the elastic constitutive equation in rate form with the flow rules for the two
components of the plastic-strain rate, we have:

�̇=D
ep

ε̇−D
e
ε̇

p
⊥, (78)

where

D
ep

:=D
e− 1

K̂pL/U

(
DengL/U

)⊗(nLD
e
)

(79)

is the elastoplastic tangent stiffness tensor, with plastic moduli and plastic-flow directions
properly selected for loading or unloading according to the strain-rate direction.

The tangential plastic-strain rate appearing in the last term on the RHS of (78) can be
expressed as a function of the total strain rate as follows. Let

I dev := I − 1
3

1⊗1 , N := I⊥I dev= I −m ⊗m − 1
3

1⊗1. (80)
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Then, according to Equations (75), (72), (73) and (79), we have:

ε̇
p
⊥=

1
h1

N �̇= 1
h1

N D
e
(
ε̇− λ̇L/Un gL/U − ε̇

p
⊥
)

= 1
h1

N D
ep

ε̇− 1
h1

N D
e
ε̇

p
⊥. (81)

Solving for ε̇
p
⊥, we obtain

ε̇
p
⊥=K

−1
N D

ep
ε̇ (82)

in which

K :=h1I +N D
e
. (83)

Finally, substituting (83) in (78), we obtain the constitutive equation in rate form as:

�̇=
{

D
ep−D

e
(K

−1
N )D

ep
}

ε̇. (84)

It is worth noting that the constitutive equation of the Generalized Plasticity model is recov-
ered from (84) as h1→∞.

5. Predicted vs. experimental responses

In the following, the DEM response obtained from the stress-probing programs discussed in
Section 3.3 is compared to the predictions of the three extended plasticity models discussed
in Section 4. Herein, the comparison is intended mainly as a tool to evaluate the qualita-
tive features of the directional response of the different constitutive equations. Accordingly,
no detailed calibration of the relevant material parameters has been performed for the three
models. Rather, the different sets of material parameters adopted in the simulations (reported
in Table 2) have been assigned taking as a starting point the results of a single DEM sim-
ulation of an axisymmetric, drained compression test, as reported in [9]. Some quantitative
differences between model predictions and DEM responses are therefore to be expected.

5.1. Axisymmetric probes

5.1.1. Virgin initial state B
The discrete DEM response to axisymmetric stress probes (Figure 2a) with ‖	�‖= 10 kPa,
starting from the (virgin) initial state B, is shown in Figure 9. The corresponding predictions
of the bounding surface model (BS), generalized plasticity model (GP) and generalized tan-
gential plasticity model (GTP) are shown in Figures 10 and 11, respectively. Note that for this
particular loading condition, the response of the GP and GTP models are identical, as ñ=0.

As has already been observed in our previous publications, see e.g. [20], the overall behav-
ior of the DEM model at the virgin state B conforms to that of a classical elastoplastic
model with a single plastic mechanism. In particular, Figure 9 shows that the total and elastic
response envelopes are nearly coincident within a significant portion of the Rendulic plane of
strain increments, and that the plastic RE nearly collapses into a single line, which indicates
that the plastic flow direction does not depend on the imposed loading direction.

The envelopes predicted by the BS model (Figure 10) reproduce quite well this pattern
of response. A good agreement is also observed between DEM simulations and the predic-
tions of the two Generalized Plasticity models (Figure 11), with the only possible exception
of a slight overestimation of plastic-strain increments in unloading conditions, which are not
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Table 2. Material parameters adopted for BS, GP and GTP models.

α κ̂ G0 pr af mf c
f

M M
f

c0 M
f

c1
Model (–) (–) (MPa) (kPa) (–) (–) (–) (–) (–)

BS 0·0 0·0037 24·1 100·0 0·7 0·9999 0·9 0·7 0·6
GP 0·0 0·0037 24·1 100·0 0·7 0·9999 0·9 0·7 0·6

GTP 0·0 0·0037 24·1 100·0 0·7 0·9999 0·9 0·7 0·6
ag mg c

g

M M
g

c0 M
g

c1 ρs ξs ρδ ξδ
Model (–) (–) (–) (–) (–) (–) (–) (–) (–)

BS 0·8 0·9999 0·9 1·2 1·08 250·0 0·47 100·0 0·2
GP 0·8 0·9999 0·9 1·2 1·08 250·0 0·47 100·0 0·2

GTP 0·8 0·9999 0·9 1·2 1·08 250·0 0·47 100·0 0·2
φ̂c h0L sL h0U sU β h1

Model (–) (–) (–) (–) (–) (–) (MPa)

BS 0·2 1·0 1·005 — — — —
GP 0·2 1·0 1·005 1·5 1·005 1·5 —

GTP 0·2 1·0 1·005 1·5 1·005 1·5 200·0

Figure 9. Axisymmetric response envelopes for virgin
initial state B: DEM results.

Figure 10. Axisymmetric response envelopes for virgin
initial state B: BS model predictions.

detectable in the DEM results. Actually, the DEM behavior at this particular initial state
could be equally well reproduced by the classical elastoplastic model outlined in Section 4.1.

5.1.2. Preloaded initial state B′

The most striking feature of the incremental response exhibited by the DEM model upon axi-
symmetric stress probing starting from the preloaded state B′, see Figure 12, is that plastic
strains do occur for almost all the prescribed loading directions. These plastic-strain incre-
ments are definitely lower in magnitude as compared to those observed at the corresponding
virgin state B. In a first approximation, they could be neglected if the main interest is in the
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Figure 11. Axisymmetric response envelopes for virgin
initial state B: GP and GTP model predictions.

Figure 12. Axisymmetric response envelopes for pre-
loaded initial state B′: DEM results.

modeling of gross yield phenomena at medium to large strain levels. In this case, the use of
classical plasticity would be appropriate. If, however, the focus is on the constitutive modeling
of material behavior at small strains, then the data clearly show the need for a more general
constitutive framework. More specifically, the DEM response at the preloaded state indicates:
(i) the lack of a discernible elastic range, as plastic loading occurs for all the stress probes

except for two ‘neutral loading’ directions, symmetric about the origin;
(ii) the existence of two distinct plastic-flow directions which, for all practical purposes, can

be assumed to be coincident, but with opposite orientation.
While the BS model can predict reasonably well the pattern of plastic strains for those stress
probes which induce plastic loading conditions, its response to stress probes in the opposite
directions remains elastic; see Figure 13. On the contrary, the response of the GP and GTP
models, shown in Figure 14, reproduces quite well these features. Although some discrepan-
cies exist and are noticeable in the plastic-flow direction, these are solely due to details of the
model formulations and/or inaccurate characterization of the relevant material parameters.

Overall, the GP and GTP models – due to their ability of developing plastic deformations
in unloading – are capable of correctly reproducing the observed pattern of irreversible behav-
ior. In particular, the fact that in generalized plasticity the plastic loading/unloading condi-
tions are controlled by a single loading direction is consistent with feature (i), whereas it is
the observation (ii) which motivated our choice about the plastic-flow direction in unloading.

5.2. Deviatoric probes

Figure 15 shows the discrete DEM responses for deviatoric stress probes with ‖	�‖=10 kPa
(see Figure 2b). Only the virgin state B is considered hereafter. As observed in [20], a
clear dependence of the direction of plastic-strain increments on the stress-probe direction
is apparent. In the deviatoric plane, the plastic RE does not collapse into a single line, but
rather is a closed loop, symmetric about the 	εz axis. Note that the direction of the plastic-
strain increments in the Rendulic plane, not shown here, is almost constant and coincident
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Figure 13. Axisymmetric response envelopes for pre-
loaded initial state B′: BS model predictions.

Figure 14. Axisymmetric response envelopes for pre-
loaded initial state B′: GP and GTP model predic-
tions.

Figure 15. Deviatoric response envelopes for virgin ini-
tial state B: DEM results.

Figure 16. Deviatoric response envelopes for virgin ini-
tial state B: BS model predictions.

with the direction of incremental plastic-strains as computed in the axisymmetric case (Fig-
ure 9). Results also indicate that the plastic-strain increments corresponding to stress probes
orthogonal to the 	σz axis are not negligible.

The response of the BS model is shown in Figure 16. For infinitesimal stress probes, the plastic
RE should be a single line parallel to the	εz axis. However, this is not the case here, as the envelope
does show some dependence of plastic-strain increments on the applied stress increment direction,
although this effect is small, i.e., the plastic RE is rather flat about the 	εz axis. It is worth noting
that this particular feature of the plastic-response envelope is not to be attributed to any incremental
nonlinearity of the constitutive equation, but is rather a consequence of the finite size of the stress
increment and of the high curvature of the plastic potential at the initial stress state. For probes
which deviate from the 	σz axis, the current state is no longer axisymmetric as soon as the stress
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Figure 17. Deviatoric response envelopes for virgin ini-
tial state B: GP model predictions.

Figure 18. Deviatoric response envelopes for virgin ini-
tial state B: GTP model predictions.

increment brings the state of the material out of the so-called triaxial plane. In such conditions, the
plastic strain rate changes continuously direction in the deviatoric plane, following the curvature
of the plastic-potential function.

The response of the GP model, shown in Figure 17, is quite close to that of the BS
model, except for the appearance of some small plastic-strain increments in unloading, which
are not detected in the DEM simulations. The assumption of a single loading mechanism,
controlled by tensor n , is reflected in the existence of two ‘neutral loading’ directions, orthog-
onal to the 	σz axis, according to the symmetry of the initial stress state and specimen micro-
structural features (induced anisotropy). This is however in sharp contrast with the observed
DEM behavior (see Figure 15), as in the DEM simulations total and elastic-strain increments
appear to be nearly coincident in a region of the strain-increment space which is approxi-
mately bounded by the traces of the 	εx and 	εy axes, forming an angle of about 2π/3.

Such a deficiency of the GP model, which is shared by all plasticity theories with a sin-
gle loading mechanism, was the main motivation for the introduction of tangential plasticity
in the GP formulation. This has the effect of allowing plastic deformation for all the possible
loading directions, as shown in Figure 18. The plastic RE, resulting from the sum of the nor-
mal and tangential contributions (see Figure 19), has now a lower aspect ratio, as compared
to the plastic RE of the GP model. In particular, as the tangential component of the plastic
strain attains its maximum for the two loading directions which are orthogonal to the axisym-
metric stress plane (i.e., for the two neutral loading directions of the GP model), the plastic
envelope is rather large along the horizontal direction in the deviatoric plane of strain incre-
ments. However, such a feature of the plastic RE is not apparent in the plastic RE obtained
in the DEM simulations, and therefore, the introduction of tangential plasticity in conven-
tional or extended elastoplastic formulations as a mean to provide the constitutive equations
with a certain degree of incremental non linearity does not appear completely satisfactory –
from both a quantitative and a qualitative point of view.

6. Concluding remarks

The emphasis of this paper has been on the evaluation of extended plasticity theories for
modeling the qualitative features of material response, as observed for an analogue granular
material, as a function of the previous stress history and loading conditions. A key assump-
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Figure 19. Deviatoric probing at virgin initial state B: detail of plastic response envelope of GTP model.

tion of the present work is that the adopted DEM model sand is capable of displaying all
the relevant features of the incremental behavior of real granular soils. In fact, this has been
confirmed in a number of previous studies; see e.g. [9,21].

The main results obtained in this investigation can be summarized as follows:
1. The observed behavior of the model sand upon stress-probing in the deviatoric plane,

starting from a virgin, axisymmetric stress state, departs from the basic assumptions of
classical plasticity, as the direction of the plastic strain vector in the strain increment
space does depend on the stress-probe direction.

2. The observed behavior of the model sand upon axisymmetric probing from a preloaded
state also departs from the basic assumptions of classical plasticity, as non-negligible plas-
tic-strain increments are observed, even inside the so-called ‘state boundary surface’, sep-
arating admissible from impossible stress states in stress space.

3. Upon axisymmetric probing from a preloaded state, plastic strains do occur for (almost)
all probing directions. This is clear evidence of the occurrence of reverse plastic loading,
which cannot be properly described by such generalizations of classical plasticity as radial
mapping Bounding Surface models.

4. Generalized Plasticity appears more suitable than Bounding Surface plasticity for captur-
ing reverse-loading effects observed in axisymmetric probing tests.

5. Tangential Plasticity is effective in introducing a certain degree of dependence of plastic
strain increment direction on loading direction (i.e., incremental nonlinearity). However,
the qualitative response obtained does not appear to be completely satisfactory. Whether
more general approaches to incremental nonlinearity, such as, for example, the theory of
hypoplasticity [51,52], can perform better in this respect, is still an open question.
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Abstract. The incompressible plastic flow equations for a Drucker-Prager yield law and a J2 flow rule are shown
not to allow a steady single radial velocity component, for flows from a wedge-shaped hopper. The corresponding
equations for two components of velocity are considered, using a series expansion of Kaza and Jackson, which
connects asymptotically to Jenike’s radial solution. This asymptotic solution gives a poor model of mass flows
about the orifice, and an improvement is obtained by considering the pressure variation along the axis of the
wedge, but using the angular variations determined by the power-series method. Numerical difficulties occurred
for certain parameter values, when solving the two-point boundary-value problem resulting from the asymptotic
series method. The region of this parametric sensitivity is associated with an internal maximum in the pressure
field, whose appearance tends to offer a conservative estimate for the mass-funnel flow transition.

Key words: granular flow, hopper, mass-funnel flow transition, mathematical model, radial flow

1. Introduction

Previous results from applying plasticity theory to granular flows from hoppers have led to
apparently contradictory conclusions. Stability analyses [1,2] suggest the plastic flow equa-
tions are inherently ill-posed, which implies that the corresponding granular flows should be
transient (since infinitesimal disturbances will grow exponentially rapidly) and the flow fields
will contain shear banding, which are regions of high shear.

Experimental observations confirm that granular flows are both transient [3] and contain
shear bands [4]. In apparent contradiction to these conclusions are the experimental obser-
vations that effectively steady predictable discharges of granular material occur from a large
class of hoppers [5–7] and that the properties of these flows are approximately predicted by
steady analyses of the plastic-flow equations.

Brennen and Pearce [8] analysed the discharge of an incompressible plastic material from
a wedge-shaped hopper, and found promising agreement with their experimental observations
of granular flows. The corresponding results for a conical hopper were derived by Nguyen
et al. [9], again supporting the conclusion that the steady plastic-flow equations provide good
agreement with the corresponding granular flows. This does not seem to be compatible with
the predictions of stability analyses that granular flows should be inherently pathological.

A major difficulty with the plastic-flow equations is that no one has found an exact solu-
tion corresponding to discharge from a hopper. Jenike [10] has obtained an exact ‘radial’ solu-
tion, but as this solution ignores the inertial terms and does not allow for a region of zero
pressure, its relationship to hopper flows about the orifice is obscure. The other analyses have
all been approximate. Essentially all analyses have assumed or expanded about a single com-
ponent of velocity. The initial aim of this paper is to ask if such one-component radial flows
exist in steady plastic flows from a hopper.
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After answering this question in the negative, the asymptotic series expansion of Kaza and
Jackson [11] is used, which joins smoothly to the Jenike radial solution far above the orifice.
The first term in this series expansion corresponds to the Jenike solution. This series expan-
sion is then truncated at the second term, the resulting post-Jenike terms obtained, and the
corresponding modification of the Jenike radial solution discussed, with special interest in the
mass-flow–funnel-flow transition.

2. Mathematical analysis

This section assumes that a steady radial plastic flow is occurring in a wedge-shaped hopper,
and satisfies a J2 flow rule and the Drucker-Prager yield law. It is convenient to non-dimen-
sionalise the dimensional pressure components p, the dimensional radius R and dimensional
velocity U1 through

p=ρgR1P , R=R1r, U1=
√
gR1u1, (1, 2, 3)

where R1 is the radial position of the orifice, ρ is density, and g is gravitation acceleration.
Subscripts of one are used to emphasise the one-dimensional nature of this section.

The variables P, r, and u1 are now non-dimensional. Since we are assuming only a radial
velocity component, and incompressible flow,

u1=−T (θ)

r
, (4)

where T is a function of only θ , the cylindrical angle, and the minus sign has been chosen
because the flow direction out of the hopper is opposite to the radial direction.

The non-dimensional Newton-force equations for this steady radial flow are

u1u1,r +P11,r + 1
r
P12,θ + (P11−P22)

r
=− cos θ, (5)

P12,r + 1
r
P22,θ + 2

r
P12= sin θ, (6)

where Pij are the components of the stress tensor.
From the J2 flow rule (Pij −Pδij =−λu(i;j)), P33=P , and so the components of the pres-

sure tensor (the negative of the stress tensor) can effectively be restricted to the 1–2 plane,
allowing the Drucker-Prager yield condition to be represented by Sokolovski variables (P,γ )

P11=P(1− sinφ cos 2γ ), P22=P(1+ sinφ cos 2γ ), (7, 8)

P12=−P sinφ sin 2γ, (9)

where φ is the internal angle of friction, and for θ ≥ 0, γ is the clockwise angle from the
radial to the maximum stress direction. The choice of signs in (7–9) follows because the larg-
est principal pressure is horizontal (because γ (0) = 0). The ratio of principal pressures equals
(1+ sinφ)/(1− sinφ).

The flow rule connects the velocity and the Sokolovski angle through

tan 2γ =−T ,θ

2T
(10)

and so

T =T0e
−2

θ∫
0

tan 2γdθ
(11)

where T0 is a constant.
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At the walls, where θ = ± θw, the shear stress Pθr=P12 is assumed equal to the wall coeffi-
cient of friction (tanφw) times the normal stress Pθθ =P22,

P12=∓ tanφwP22 at θ =±θw (12)

and so from (7) and (8)

2γw=φw+arcsin
(

sinφw
sinφ

)
. (13)

We shall later require that, at the outlet of the hopper, P is zero at r=1 and θ = θw.
The equations above are somewhat unusual, because the two equations in (5) and (6) are

partial differential equations involving both r and θ , with the unknown P involvs both r and
θ , while γ only involving θ . Consequently, there is the possibility that the equations above
may overdetermine the unknowns; showing this is the main aim for the remainder of this sec-
tion.

Substituting (7–9) in (5) and (6) yields

(1− sinφ cos 2γ )P,r − sinφ sin 2γ
r

P,θ −2 sinφ cos 2γ (1+γ,θ )

r
P = T 2

r3
− cos θ,

(14)

sinφ sin 2γP,r − (1+ sinφ cos 2γ )
r

P,θ + 2 sinφ sin 2γ (1+γ,θ )

r
P =− sin θ, (15)

multiplying (14) by sin 2γ , and adding to cos 2γ times (15) leads to a linear equation in P

sin 2γP,r − (cos 2γ + sinφ)
r

P,θ = T 2 sin 2γ
r3

− sin(2γ + θ) (16)

which has as its general solution

P =f (rα)+ar− b

r2
, (17)

where f is an arbitrary function,

α= exp

⎛⎝ θ∫
0

sin 2γdθ
cos 2γ + sinφ

⎞⎠ , β= exp

⎛⎝− θ∫
0

2 sin 2γdθ
cos 2γ + sinφ

⎞⎠=α−2, (18, 19)

a=
⎛⎝ θ∫

0

sin(2γ + θ)dθ
(cos 2γ + sinφ)α

⎞⎠α, b=
⎛⎝ θ∫

0

T 2 sin 2γdθ
(cos 2γ + sinφ)β

⎞⎠β, (20, 21)

where we have set a(0)=0=b(0).
The function f can be found by substituting (17) in (14) and setting θ to zero,

(1− sinφ)f,r − 2 sinφ(γ,θ (0)+1)
r

f = T 2(0)
r3

−1. (22)

The general solution of (22) is

f =Krω+ r

(ω−1)(1− sinφ)
− T 2(0)
(ω+2)(1− sinφ)r2

, (23)



296 G.J. Weir

where

ω= 2 sinφ(1+γ,θ (0))
1− sinφ

(24)

and K is a constant. The constant K is found by substituting (23) in (17) and setting P to
zero at r=1, θ=θw. This fixes P , given γ and the constant T (0). Consequently the functional
form of P is the sum of terms of the form rω, r, r−2, and so when this result is substituted
in (14), three equations are obtained for γ,θ , making this system overdetermined. Hence, no
solutions to the freely discharging hoppper problem exist with only one radial velocity com-
ponent.

3. Recap

The conclusion that no wholly radial velocity solution exists for a freely discharging hopper is
a surprising and disappointing result. Four alternatives suggest themselves. Firstly, no steady-
flow solutions may exist to the plastic flow equations. (Here I am disregarding the radial solu-
tion of Jenike [10], which is only valid for zero velocity, and so cannot describe exactly a
freely discharging hopper.) The non-existence of steady plastic flows from a freely discharg-
ing hopper is a possibility, but has not been proven. However, the exact (non-radial) solution
of Weir [12] provides some hope that exact steady solutions may exist.

The second alternative is that steady, though discontinuous velocity solutions exist. Such
discontinuous flows have been observed recently in numerical analyses by Gremaud et al. [13]
for non-inertial flows. Discontinuous flows are perhaps implied in the work of Kaza and Jack-
son [14], and are compatible with the hyperbolic nature of the plastic-flow equations.

The third alternative is that steady radial solutions may exist, but the flow rule assumed
above is incorrect, and should be disregarded. When this is done, exact solutions can be
obtained for P =a1(θ)r−b1(θ)r

−2, by imposing (4) and (7–9), since then four equations result
from (7) and (8), one of which fixes the angular distribution of u1. Calculations (not shown
here) reveal that, for steep hoppers, the typical radial velocity increases with θ , whereas intui-
tion and experiment suggest the opposite. Hence, the alternative of disregarding the flow rule
must be dismissed.

The fourth alternative is that steady continuous solutions exist, but the flow necessarily
has two components. Within this fourth alternative, two separate limiting possibilities suggest
themselves. Firstly, as the radius increases without limit, the solution could tend to the radial
solution of Jenike [10]. This is implied in essentially all previous analyses of hopper flow. In
this possibility, a plastic flow solution would exist over an infinite domain. In the second pos-
sibility, as the radius tends to infinity, the flow could tend to an inner non-plastic vertical fun-
nel flow and an outer stagnant region, and the region of plastic flow is finite about the orifice.
Which of these two possibilities arises depends on the rate at which the perturbation to radial
flow increases with distance, relative to the radial flow approximation.

Numerical solutions [15] of the non-inertial plastic-flow equations suggest that for large
radii the flow does indeed tend towards the (zero velocity) radial solution, supporting the idea
of an infinite region of plasticity. However, experimental work by Baxter et al. [3] suggests
that hopper flows tend from mass to funnel flow as the radius increases, supporting the idea
of a finite region of plasticity. In the next section we assume plasticity occurs everywhere.
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4. Non-radial flow

Incompressible flow in a wedge-shaped hopper implies the existence of a function χ , with

u1= 1
r
χ,θ , u2=−χ,r , (25, 26)

where u1, u2 are the radial and axial components of velocity.
The J2 flow rule and the Drucker-Prager yield condition imply that the components of

stress still satisfy (7–9), but now γ is a function of both r and θ .
The non-dimensional Newton-force equations are

u1u1,r + u2

r
u1,θ −

u2
2

r
+P11,r + 1

r
P12,θ + (P11−P22)

r
=− cos θ, (27)

u1u2,r + u2

r
u2,θ + u1u2

r
+P12,r + 1

r
P22,θ + 2

r
P12= sin θ. (28)

From the ratio of P12/(P22−P) a relationship is found connecting γ and χ ,

tan 2γ = 1/r2χ,θ,θ −χ,r,r + 1
r
χ,r

2
(χ,θ

r

)
,r

. (29)

Since γ equals γw in (13) for r≥1 and θ=θw, (13) and (29) impose one condition on χ at
the walls. Another condition is that u2 and χ,r are both zero (χ constant) at the walls, which
are assumed to be containing. A third condition on χ for symmetric flows is that χ=0 along
the axis θ=0. Equation (29) can be used to replace γ in the equations above, and this results
in two third-order equations from (27) and (28) for χ . The remaining variable P is contained
in two first-order relationships in (27) and (28).

In this section we shall follow the work of Kaza and Jackson [11], and seek a series solu-
tion of the equations above using

χ =$∞n=0χn(θ)r
−3n, P =$∞n=0Pn(θ)r

1−3n, γ =$∞n=0γn(θ)r
−3n. (30, 31, 32)

We seek a solution with χ and P even in θ and γ odd in θ , and satisfying the boundary
conditions

χn(0)=0, χn(θw)=χ0(θw)δn,0, (33, 34)

$∞n=0Pn(θw)=0, γn(0)=0, γn(θw)=γwδn,0, (35, 36, 37)

where δn,0 is the Kronecker delta function (equalling unity when n is zero, zero otherwise).
The only inertial terms contributing to zero and first order arise from the u1u1,r term. The

zero; and first-order equations from (27), (28) and (30–32) are

(P0 sinφ sin 2γ0),θ = cos θ + (1−3 sinφ cos 2γ0)P0, (38)

(P0(1+ sinφ cos 2γ0)),θ = sin θ +3P0 sinφ sin 2γ0, (39)

sinφ(2P0 cos 2γ0γ1+P1 sin 2γ0),θ =−(χ0,θ )
2−2P1, (40)

((1+ sinφ cos 2γ0)P1),θ = (2P0 sinφ sin 2γ0γ1),θ , (41)

where to second order

cos 2γ = cos 2γ0− 2 sin 2γ0γ1

r3
, sin 2γ = sin 2γ0+ 2 cos 2γ0γ1

r3
. (42, 43)
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From (29) the zero- and first-order terms give

χ0,θ,θ =−2 tan 2γ0χ0,θ , χ1,θ,θ +8 tan 2γ0χ1,θ −15χ1=− 4γ1χ0,θ

cos2 2γ0
(44, 45)

and so

χ0,θ =−T0 exp

⎛⎝−2

θ∫
0

tan 2γ0dθ

⎞⎠=−T0F, (46)

where T0=−χ0,θ (0) is a positive constant. The boundary conditions in (33) and (34) and (44–
45) fix χ0 and χ1, and so (25) and (26) fixes the zero- and first-order velocity components.

The equations above can be rewritten in essentially standard form for numerical solution
as

(cos 2γ0+ sinφ)P0,θ = sin(2γ0+ θ)+ sin 2γ0P0, (47)

2 sinφ(cos 2γ0+ sinφ)P0γ0,θ = cos θ + sinφ cos(2γ0+ θ)

+P0(1−2 sinφ cos 2γ0−3 sin2 φ), (48)

(cos 2γ0+ sinφ)P1,θ =4γ1 sinφP0γ0,θ − sin 2γ0F
2T 2

0 −2P1 sin 2γ0, (49)

2 sinφ(cos 2γ0+ sinφ)P0γ1,θ = sin2 φ sin 2γ0(P1(cos 2γ0),θ −2γ1(P0 sin 2γ0),θ )

−(1+ sinφ cos 2γ0)(F
2T 2

0 +2P1)

+ sinφγ1(2P0 cos 2γ0),θ + sinφP1(sin 2γ0),θ , (50)

F,θ =−2 tan 2γ0F. (51)

We shall truncate the series expansions in (30–32) after two terms, which implies the fol-
lowing conditions from (33–37)

P0(0)= 1
3 sinφ+2 sinφγ0,θ (0)−1

, P1(0)= (1+ sinφ cos 2γw)P0(θw)

1+ sinφ
, (52, 53)

P1(θw)= (1+ sinφ)P1(0)
1+ sinφ cos 2θw

, F (0)=1, (54, 55)

which are useful for initial estimates of the P0, P1.
Equations (47–51) are five ordinary equations for the five unknown functions

P0, γ0, P1, γ1,F . There are six boundary conditions above in (33–37) and (55), which allow
these equations to be solved, and the constant T0 to be found. These equations are essentially
those in Kaza and Jackson [11], except that here the total flow is unknown, and must be derived
from the known geometry. In Kaza and Jackson’s work, the flow is given, and the geometry is
adjusted to agree with the given total flow.

5. Numerical results

In this section we shall set φw = 0·5φ, which is approximately true for aluminium walls. All
of the parameters above are then functions of the two variables φ, θw.

Figure 1 plots the variation of P0 as a function of θ and φ. The equation for P0 is that for
pressure in Jenike’s radial solution, except that here the boundary condition on P0 depends on
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Figure 1. Variation of P0 as a function of θ for θw =
15◦, 20◦, 25◦, 30◦, 35◦, 40◦ and 45◦; and for φ = 20◦,
30◦ and 40◦. Each of the 21 curves terminate at its θw

value. For a given value of θw , the three curves for the
different values of φ are ordered up the page, starting
from φ = 20◦ at the bottom, to φ = 40◦ at the top of
the figure.
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Figure 2. Variation of γ1 as a function of θ . As for
Figure 1.

0 10 20 30 40

–4
–3

–2
–1

0

θ (degrees)

P
1

P1

Figure 3. Variation of P1 as a function of θ . As for
Figure 1, but with φ values increasing down the page.
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Figure 4. Variation of γ1 as a function of θ . As for
Figure 1, but with φ values decreasing down the page
to the left of the Figure.

that for P1 (via (35)). Similarly, the angular dependence of γ0 is given in degrees in Figure 2,
and again is just that of the Sokolovski coordinate in Jenike’s radial solution.

The corresponding plot for P1 is given in Figure 3. In contrast to P0, P1 is always nega-
tive, in order that P is zero at the orifice edge. Similarly, γ1 is given in Figure 4, and is also
always negative, but as θ increases, the curves for γ1 show a change of sign in their curvature.
The corresponding curves for F are given in Figure 5 for completeness, as these are just the
corresponding curves for Jenike’s radial solution.

A plot of the total pressure P0r+P1/r
2 is given in Figure 6 for φ=30◦ and θw=30◦. The

concave-downwards contours are typical of the pressure contours when θw is not too large for
a given φ. Only positive pressures are valid, so the region below the zero contour needs to be
omitted from consideration.

An extreme example of the variation of P with position is shown in Figure 7, for very
high values of friction angle. An internal maximum of P clearly occurs about the orifice along
the P = 0 contour, which suggests that a transition to funnel flow should occur in this exam-
ple, as the pressure field separates the flow internally.
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Figure 5. Variation of F as a function of θ . As for
Figure 1, but with φ increasing down the page.
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Figure 6. Contour plot of P0r + P1r
−2 about the ori-

fice. Lengths are scaled so that the orifice width is 2
sinθw . Ordinate is scaled height above the orifice open-
ing. θw = 30◦ and φ = 20◦.
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Figure 7. Contour plot of P0r +P1r
−2 about the ori-

fice. Lengths are scaled so that the orifice width is
2 sinθw . Ordinate is scaled height above the orifice
opening. θw = 50◦ and φ = 45◦.

x

y

0.0 0.1 0.2 0.3 0.4 0.5

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

γ = γ
0
+γ

1
/r3

Figure 8. Contour plot of γ0+γ1r
−3 about the orifice,

for θw = 30◦, and φ= 20◦. Lengths are scaled so that
the orifice width is 2 sin θw . Ordinate is scaled height
above the orifice opening. Contours are truncated at
the P =0 contour.

A plot of γ to second order, γ0+γ1r
−3, is given in Figure 8 about the orifice for φ=20◦

and θw = 30◦. Far above the orifice, γ tends quickly to the radial function γ0, but near the
middle of the orifice, γ becomes negative, and these negative values extend above the zero
pressure contour (where the γ contours are truncated). The surface γ = 0 corresponds to a
surface of zero shear stress, from (9).

As θw is increased much beyond φ, where mass flow will have ceased, the negative val-
ues of γ above the zero pressure contour become more extreme, and can drop below −45◦,
which means the analysis above has failed, since then (29) is undefined.This failure can be
associated with the failure of mass flow, because a very large γ in (11) implies a very small
velocity in (4), i.e., a tendency towards funnel flow. For such extreme and invalid examples,
the zero-pressure contour has a maximum away from the centre of the orifice. An example of
such extreme behaviour is shown in Figure 9, which shows the zero pressure contour and the
invalid values of γ . Clearly, the results in this paper require the values of θw to be not too
large, for a given value of φ. This is also implied in the expansion in (42) and (43).

Parameter values for which mass flow is expected, have axial velocity components u2 which
are much smaller than the corresponding radial velocity component u1. Examples of these



Incompressible granular flow from wedge-shaped hoppers 301

x

y

0.0 0.2 0.4 0.6

0.
0

0.
5

1.
0

1.
5

γ = γ
0
+ γ

1
/r3

Figure 9. Contour plot of γ0+γ1r
−3 about the orifice,

for θw = 50◦ and φ = 45◦. Lengths are scaled so that
the orifice width is 2 sin θw . Ordinate is scaled height
above the orifice opening. Contours are truncated at
the P = 0 contour.
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Figure 10. Contour plot of the discharge coefficient C
in (57) as a function of θw and φ.

are not shown here, but the radial velocity component is always negative, and the axial
component is always positive, which will tend to slightly divert the velocity flow direction
from radial towards the vertical. This was also found by Kaza and Jackson [11].

From (2), (3), (25), (33–34) and (46), the mass discharge from the hopper can be written
as

Ṁ=CρLW
3
2
√
g, (56)

where L is the length of the hopper, W its width, and C the non-dimensional mass-discharge
coefficient

C=− χ0(θw)√
2 sin

3
2 (θw)

= T0√
2 sin

3
2 (θw)

θw∫
0

Fdθ (57)

Figure 10 plots contours of C as a function of θw and φ. In contrast to experimental data,
which strongly suggests that the mass discharge is a monotonically decreasing function of θw,
Figure 10 shows a minimum mass discharge as θw varies, for fixed φ. This is suggestive of
the mass-funnel flow transition, because for θw sufficiently large, it is easier for the flow to
be confined within a more steeply angled boundary, as occurs in funnel flow.

If only small values of θ are considered, well before the minimum in the contour of C is
reached, then C can be written as

C= h(φ)

(tan(θw))m
(58)

for some exponent m, and some function h. For example, from Figure 10, the exponent m

for φ = 25◦,30◦,40◦ is about 0·17, 0·27 and 0·32, respectively, for θw about 15◦. Clearly, for
these small values of θw, the exponent m increases with φ. This is opposite to the report in
the reference of Laird and Roberts [16] that the exponent m is greater for ballotini than for
sand, although φ for ballotini should be smaller than for sand. To agree with the empiri-
cal discharge law of Nedderman et al. [5] requires C= 1·03(tan�/ tan θw)0·2 where � is the
(unspecified) angle for the mass-funnel transition.

Finally, contours of the value of r where P is zero on the axis θ=0 is plotted in Figure 11.
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Figure 11. Contour plot of the r value where P(r,0)
is zero, as functions of φ and θw .
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Figure 12. Contour plot of the discharge coefficient C
in (57) and (60) as a function of θw and φ.

6. Axial approximation

Section 4 coupled the radial solution of Jenike with higher-order terms, using the series
expansion of Kaza and Jackson [11], thereby allowing the zero-pressure condition to be
imposed at the edge of the orifice. However, this analysis was asymptotic, valid for large val-
ues of r, and may be poor about the orifice (as found by Kaza and Jackson). Specifically, at
the orifice, the momentum terms coupled only weakly to gravity. We would expect the zero-
order terms in velocity to couple directly to gravity at the orifice, because these terms are
determining the discharge, whereas only the zero-order terms in pressure coupled directly to
gravity.

However, when an expansion is sought in which velocity couples directly to gravity, we find
the leading terms are χ=χ0r

1·5, P =P0r, γ =γ0, which are unacceptable because this predicts
unbounded velocities for large r. To overcome this problem, the angular variation of variables
is chosen from those in Section 4, but the radial variation of pressure is found by setting θ=0
in (27), giving the axial pressure equation

(1− sinφ)P,r − 2P(1+γ0,θ )(0) sinφ
r

=−1+ T 2
0

r3
, (59)

where, from (25) and (30) to first order, along the axis u1=−T0/r, and T0 is a constant. The
solution of (59) is of the form P =Ar−Br−2 for unlimited hoppers, and so requiring P =0
at r= r0 yields

T 2
0 =

2(1+γ0,θ (0) sinφ)r3
0

3 sinφ+2γ0,θ (0) sinφ−1
, (60)

where r0 is the value of r (close to unity) where P = 0 on the axis for the functions in Section
4. The dependence of r0 is given in Figure 11.

This value of T0 is now used in (57) and the corresponding contours are plotted in Fig-
ure 12. Also plotted in Figure 12 as triangles are measurements of the parameter values cor-
responding to some failure surfaces in wedge-shaped hoppers [17], indicating the transition
between mass and funnel flow.

Also plotted in Figure 12 as crosses are the points where the numerical code failed to
find solutions to the equations in Section 4 to a high degree of accuracy. The location of
these crosses depends on the tolerances requested. Figure 12 has been constructed with only
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Table 1. Nomenclature.

a function of θ , (20) R dimensional radial coordinate, (2)
A constant R1 dimensional radial coordinate of orifice
b function of θ , (21) boundary, (1)
B constant T angular behaviour of u1, (4)
C non-dimensional mass flow coefficient T0 T on the axis θ =0, (11)
E constant, (A2) u1 non-dimensionless radial velocity
f function of θ , (22) component, (4)
F function of θ u2 non-dimensionless axial velocity
g gravitational accelertion component, (26)
G function of θ , (A6) U1 dimensional radial velocity
h function of φ, (58) component, (3)
K constant W width of wedge
L length of wedge Z function of θ , (A7)
Ṁ mass discharge rate α function of θ , (18)
m exponent β function of θ , (19)
M function of θ , (A5) χ potential flow function, (25)
n summation index, (33) χn function of θ , (33)
p dimensional pressure γ Sokolovski angle, (7)
P dimensionless pressure γn function of θ
Pn dimensionless pressure component, γw Sokolovski angle at wall, (13)

function of θ δn,0 Kronecker delta function
Pij dimensionless pressure tensor, (5) θ angular variable
Q function of θ , (A4) θw half hopper angle
r non-dimensional radial coordinate, (2) ρ solid bulk density
r0 non-dimensional radius where P(r0,0)=0 ω constant, (24)
r1 non-dimensional radial coordinate of orifice φ internal angle of friction, (7)

boundary φw angle of wall friction

3-significant-figure accuracy, in order to obtain a sharp boundary for the region separating
convergence and non-convergence of the numerical code. It is seen that this numerical bound-
ary of parametric sensitivity tends to be slightly greater than the boundary for the mass-
funnel flow transition, which is difficult to specify accurately, because of what appears to be
significant scatter in the experimental record.

7. Conclusions

This paper contains three new results. Firstly, it was shown in Section 2 that radial-flow solu-
tions do not exist for plastic flows satisfying a Drucker-Prager yield law and the J2 flow-rule,
in a wedge-shaped hopper. This new result is interesting because of the significance of radial
flows in previous analytical work.

The mathematical framework developed by Kaza and Jackson [11] was used to obtain
approximations for velocity and stresses in a wedge-shaped hopper operating in mass flow.
Extensive results were obtained by allowing the internal friction angle and wedge opening
angle to vary significantly. Plots were obtained of the zero-pressure contour about the orifice,
and the effect of the non-radial flows is to divert the radial flow to being more vertical near
the orifice.

Secondly, an improved estimate for mass discharge was obtained in Section 6 by solv-
ing the pressure equation along the axis θ = 0, and using the angular variation of variables
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found in Section 4. The dimensionless mass-discharge coefficient was plotted in Figure 12,
and showed that mass discharge decreases monotonically with internal friction angle φ, and
(usually) with opening angle θw.

The predicted dependence of mass discharge on θw and φ was more complicated than
shown in previous correlations with θw. Specifically, the exponent of tan θw is predicted to
vary with φ. Exact comparison with experiment was not attempted here, because these previ-
ous correlations scale discharge with failure angle, but do not provide a rule for calculating
the failure angle. For convenience, all calculations in this paper assumed that the angle of wall
friction was one half of the internal friction angle. However, all of the plots in this paper can
in principle be varied by allowing the ratio between φw to φ to vary.

Thirdly, the new equations for P1, γ1, χ1 in (49), (50) and (45) respectively, can not always
be solved numerically to arbitrary precision as φ and θw increase. A definite line of singular
values exist, shown in Figure 12 as crosses, where the equations did not allow a numerical
solution to the requested tolerance. The failure of these equations to yield a numerical solu-
tion is closely related to the development of an internal maximum in the pressure field about
the orifice. These two effects suggest a conservative estimate for the mass-funnel transition in
hopper flows, although both boundaries are subject to significant scatter. Note that the first-
order equations do have exact analytical solutions, as shown in Appendix A, suggesting the
mass-funnel transition may result from an instability, rather than from a singularity, because
the coefficient of T 2

0 in (A8) is always non-zero.

Appendix. Analytical solution of first order terms

From (41),

(1+ sinφ cos 2γ0)P1= (2P0 sinφ sin 2γ0γ1)−E, (A1)

where E is a constant of integration.
From (35, 36, 37), P0(θw)+P1(θw) = 0, and so from (61),

E= (1+ sinφ cos 2γw)P0(θw) (A2)

which fixes P1.
Substituting (A1) in (40) gives a linear equation for γ1, which can be written in the form

Z= (MQ),θ , Q= 2 sinφP0γ1

(1+ sinφ cos 2γ0)
, M= (sinφ+ cos 2γ0)G, (A3, A4, A5)

G= exp

⎛⎝ θ∫
0

2 sin 2γ0dθ
(sinφ+ cos 2γ0)

⎞⎠ , (A6)

Z=G

[
2E

1+ sinφ cos 2γ0
+
(

sinφE sin 2γ0

(1+ sinφ cos 2γ0)

)
,θ

−T 2
0 F

2

]
(A7)

and so from (36) and (37),

θw∫
0

Zdθ =0, (A8)
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because Q in (A4) is proportional to γ1, and so (A8) fixes the the zero-order mean discharge
speed T0, because of the linear appearance of T 2

0 in (A7).
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Abstract. This paper presents a numerical study of the micro- and macro-dynamic behavior of the unsteady-state
granular flow in a cylindrical hopper with flat bottom by means of a modified discrete-element method (DEM)
and an averaging method. The results show that the trends of the distributions of the microscopic properties such
as the velocity and forces, and the macroscopic properties such as the velocity, mass density, stress and couple
stress of the unsteady-state hopper flow are similar to those of steady-state hopper flow, and do not change much
with the discharge of particles. However, the magnitudes of the macroscopic properties in different regions have
different rates of variation. In particular, the magnitudes of the two normal stresses vary little with time in the
orifice region, but decrease in other regions. The magnitude of the shear stress decreases with time when far from
the bottom wall and central axis of the hopper. The results also indicate that DEM can capture the key features
of the granular flow, and facilitated with a proper averaging method, can also generate information helpful to the
test and development of an appropriate continuum model for granular flow.

Key words: average method, discrete-element method, granular flow, hopper flow

1. Introduction

Granular materials are quite common in nature and in industry, appearing as, for example,
sands, soil, cement, grains, chemical powders, coal, mineral rocks and so on. The study of the
fundamentals of these kinds of materials is essential in order to generate a method for solving
a wide range of scientific and technological problems in various fields [1,2]. Computer simu-
lation provides a cost-effective alternative to physical experimentation to achieve this goal.

In general, granular material is a discrete system whose physical properties are discontin-
uous with respect to position and time. Therefore, it can be described by a discrete model
on an individual particle scale, which can generate detailed information about the micro-
dynamic behavior of the granular material. A major type of discrete model is based on the
so-called Discrete Element Method (DEM) originally proposed by Cundall and Strack [3]. In
the method, the motion of every particle is traced and the gradients of translation and rota-
tion of a particle are determined in terms of the forces and the torques exerted on it. DEM-
based simulation has been recognized as an effective method to study the fundamentals of
granular materials [4–9].

Granular material can also be described by a continuum model in an average sense. In
the continuum description, the macroscopic behavior of granular flow is described by the bal-
ance equations facilitated with constitutive relations and boundary conditions. In the past,
two continuum models developed within the framework of plasticity theory and kinetic theory
of molecular dynamics have extensively been used to study the dynamic behavior of granular
materials [10,11], [12, pp. 1–46], [13, Chapters 6, 7, 9]. They have been shown to be applicable
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to quasi-static and rapid flow regimes, respectively. However, they do not satisfactorily apply
to a system in which different flow regimes coexist such as hopper flow. An alternative
approach is the combined approach of a discrete method and an averaging method, which
takes into account the discrete nature of granular materials without any global assumption,
thus allowing a better understanding of the fundamental mechanisms of granular flow [14–
17]. In the approach, supported by a proper averaging method, the macroscopic quantities,
such as density, velocity and stress can be obtained in terms of the microscopic quantities,
such as velocities of particles and interaction forces and torques between particles.

In this paper, the three-dimensional granular flow in a cylindrical hopper with flat bot-
tom is investigated with a modified DEM and an averaging method. The modified DEM and
the averaging method used in this work are first briefly described. The microscopic properties
directly related to the velocity and forces of particles in the hopper flow are then examined.
Finally, the macroscopic properties, such as velocity, mass density, stress and couple stress
are investigated. The proper use of the weighting function in the averaging method is also
discussed.

2. Mathematical models

2.1. Discrete-element method

In the DEM simulation, a granular material is modeled based on a finite number of discrete,
semi-rigid spherical or polygon-shaped particles interacting by means of contact or non-con-
tact forces, and the translational and rotational motions of every single particle in a consid-
ered system are described by Newton’s laws of motion. For simplicity, our present study is
limited to granular systems only composed of spherical particles, in which the effect of inter-
stitial fluid and non-contact forces, such as the van der Waals and electrostatic forces, can be
ignored. Therefore, the governing equations for translational and rotational motion of particle
i can be given by

mi

dvi
dt
=
∑
j

fij +mig, (1)

Ii
dωi
dt
=
∑
j

mij , (2)

where vi , ωi are, respectively, the translational and angular velocities of particle i with mass
mi and moment of inertia Ii . The forces involved are the gravitational force, mig, and interac-
tion force fij between particles due to the plastic and elastic deformation resulting from par-
ticle collision, sliding and rolling. Further, mij is the torque acting on particle i by particle j

arising from their interaction.
In general, the total interaction force between particles i and j , fij , can be expressed as

a normal component, fn
ij , and a tangential one, f t

ij . Various approaches have been proposed
to model fn

ij and f t
ij . One of the most popular force models was developed based on the

consideration of contact elastic force and viscous contact damping force [4,7–9]. The normal
force includes elastic and damping components, whilst the tangential force includes frictional
and damping components. The normal elastic force, fne

ij , described by the Hertz theory [18,
pp. 84–106], can be given by

fne
ij =

4
3
E∗i
√
R∗ij

(
δnij

)3/2
nij , (3)
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where E∗i and R∗ij are the reduced modulus of elasticity and particle radius, δn
ij is the rela-

tive normal displacement at contact, and nij is the unit contact vector. E∗i , R∗ij , δn
ij and nij ,

are, respectively, given by E∗i =Ei/
[
2(1−ν2

i )
]
, R∗ij =

(
RiRj

)
/
(
Ri +Rj

)
, δnij =Ri+Rj −

∣∣rj − ri
∣∣,

and nij = (ri − rj )/
∣∣ri − rj

∣∣, where Ei and νi are the modulus of elasticity and Poisson’s ratio
of particle i; Ri and Rj are the radii of particles i and j , and ri and rj are the position vec-
tors of particles i and j . The normal damping force, fnd

ij , which is modeled as a dashpot that
dissipates a proportion of the relative kinetic energy, is given by

fnd
ij =−cnij

(
8mijE

∗
i

√
R∗ij δ

n
ij

)1/2 (
vij ·nij

)
nij , (4)

where cnij is the normal damping coefficient, vij is the relative velocity of particles i and j at
contact, given by vij = vi − vj +ωi ×Cij −ωj ×Cji , vi and vj are the velocities of particle i

and j , and Cij is a vector from the mass center of the particle to the contact point.
The frictional component of the tangential force is given by

f te
ij =−µij

∣∣∣fne
ij

∣∣∣(1−
(

1−min
(∣∣∣vt

ij

∣∣∣ , δmax
ij

)
/δmax

ij

)3/2
)

v̂t
ij , (5)

where µij is the sliding friction coefficient between particles i and j , v̂t
ij = vt

ij /|vt
ij |, vt

ij is
the vector of the relative tangential displacement of particles i and j , and δmax

ij is the rela-
tive tangential displacement when the sliding starts, given by δmax

ij =µij δ
n
ij (2−νi)/[2(1−νi)].

Equation (5) suggests that the friction is described by the theory proposed by Mindlin and
Deresiewicz [19] prior to the sliding (i.e., when |vt

ij |<δmax
ij ) and the Coulomb friction model

when the particles at contact start to slide relatively. The tangential damping force is given by

f td
ij =2ctij

(
1·5µijmij

∣∣∣fne
ij

∣∣∣√1−|vt
ij |/δmax

ij /δmax
ij

)1/2
(vij ×nij )×nij , (6)

where ctij is the tangential damping coefficient. Note that (6) implies that, when sliding occurs,
there is no contribution of the tangential damping to the tangential force.

In general, the contact between two spheres is not at a single point but is a finite area
due to the deformation of both spheres. The inter-particle forces act over the contact region
between particles i and j , rather than the mass center of the particle, and they will generate
a torque, mij . The torque mij causing particle i to rotate is contributed by the tangential and
normal components of the traction distribution, mt

ij and mn
ij , respectively. Implemented in a

discrete simulation, mt
ij is usually expressed as

mt
ij =Cij × f t

ij . (7)

For many inelastic bodies such as viscoelastic particles, the normal traction distribution on
the contact area between two contacting particles is asymmetrical due to the relative rotation
of particles. The asymmetry leads to a non-zero torque, mn

ij , given by

mn
ij =−min

{
µr,ij

∣∣∣fn
ij

∣∣∣ ,µ′r,ij ∣∣∣ωn
ij

∣∣∣} ω̂n
ij , (8)

where µr,ij is the rolling friction coefficient, µ′r,ij is the rotational stiffness and ω̂n
ij =ωn

ij /|ωn
ij |,

ωn
ij is the component of the vector of the relative angular velocity of particles i and j in their

contact plane. The vector mn
ij is often referred to as the rolling friction torque which provides

a resistance to relative rolling motion between particles [20–22].
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2.2. Averaging method

By use of a proper averaging procedure, the discrete system considered above can be trans-
ferred into a corresponding continuum system. Assume that the mass density ρ, the velocity
u, the angular velocity ω are respectively

ρ=
∫
Tt

∑
i

himids, (9)

u= 1
ρ

∫
Tt

∑
i

himivids, (10)

ω= 1
λ

∫
Tt

∑
i

hiIiωids, (11)

where hi = h(ri − r, s − t), h= h(r, t) is the weighting function, which is positive in the lim-
ited domain �= {(r,t) ∣∣r∈�p⊂R3, t ∈Tt ⊂R

}
and zero otherwise. The variables r and t are,

respectively, the position vector and time to which the average value of the considered quan-
tities is assigned, and λ=∫

Tt

∑
i

hiIids. Differentiating ρ, ρu and λω by use of Equations (1),

(2), (9–11), we can obtain the balance equations of mass and linear momentum and angular
momentum of the continuum system, respectively given by [16,17]

D(ρ)+ρ∇ ·u=0, (12)

D(ρu)+ρu∇ ·u=∇ ·T+ρg, (13)

D(λω)+λω∇ ·u=∇ ·M+M′, (14)

where D(·) represents the material derivative of a tensor. Further, T is the stress tensor, M is
the couple-stress tensor, and M′ is the rate of supply of internal spin to particles, respectively
given by

T=−
∫
Tt

∑
i

himiv′i⊗ v′ids+
∫
Tt

∑
i

∑
j>i

gijdij ⊗ fijds, (15)

M=−
∫
Tt

∑
i

hiIiv′i⊗ωids+ 1
2

∫
Tt

∑
i

∑
j>i

gijdij ⊗ (mij −mji)ds, (16)

M′ = 1
2

∫
Tt

∑
i

∑
j>i

(mij +mji)(hi +hj )ds (17)

where v′i=vi−u is the fluctuant velocity of particle i with respect to the average velocity, dij is
the part of the branch vector connecting the mass centers of particles i and j within domain
�p; gij is the weighting coefficient determined by the weighting function h(r, t), given by gij =∫ 1

0 h(r̄i + rdij − r, s− t)dr, r̄i= ri if ri− r∈�p; otherwise, r̄i is the position vector of the point
of intersection of vector dij and boundary ∂�p of domain �p.

A particle may collide with a wall. Therefore, the interaction between particles and walls
should be included in the continuum description. The contribution of the interaction between
particles and walls to stress and couple stress can be given by

Tb=
∫
Tt

∑
i

gbi dbi ⊗ fbi ds, (18)
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and

Mb=
∫
Tt

∑
i

gbi dbi ⊗mb
i ds, (19)

where dbi is the ray from the center of mass of particle i to boundary ∂�p of domain �p, via
a point on the wall and perpendicular to the tangential plane of the point; gbi is the weight-
ing coefficient corresponding to walls, given by gbi =

∫ 1
0 g(ri + rdbi − r, s− t)dr. Equations (9–

11), (15–19) give the relationship between microscopic and macroscopic quantities of granular
materials.

The microscopic dynamic behavior of granular flows is often described in Cartesian coor-
dinates in DEM simulation. However, for granular flows with a geometry such as a cylindrical
hopper, it is more convenient to describe their macroscopic dynamic behavior in orthogonal
curvilinear coordinates. Therefore, it is necessary to determine the transformation between the
variables under the two coordinates. For this reason, let

{
xi
}

be the Cartesian coordinates of
the three-dimensional Euclidian space R3,

{
yi
}

(yi = yi(x1, x2, x3), i= 1,2,3) be the orthog-
onal curvilinear coordinates in this space, u, ω, T and M be the coordinates of the macro-
scopic quantities u, ω, T and M of granular matter under

{
xi
}
, and ū, ω̄, T̄ and M̄ be the

coordinates under
{
yi
}
. It can be readily obtained that

ū=uA, ω̄=ωA, T̄ =ATTA, M̄=ATMA. (20)

where A= (∂yi/∂xj ) Ḡ, Ḡ is 3×3 matrix whose components are
√
gij (i, j = 1,2,3), gii = e′i ·

e′i = (∂x1/∂yi)2+ (∂x2/∂yi)2+ (∂x3/∂yi)2(i= 1,2,3), and gij = 0 if i �= j . Equation (20) gives
the expressions of u, ω, T and M under the orthogonal curvilinear coordinates

{
yi
}
.

Cylindrical coordinates are special orthogonal curvilinear coordinates. Assuming that
{r, θ, z} is the cylindrical coordinates, we observe that there exists a relationship between cylin-
drical and Cartesian coordinates, namely

x1= r cos θ, x2= r sin θ, x3= z. (21)

It can be obtained that

A=
⎛⎝ cos θ − sin θ 0

sin θ cos θ 0
0 0 1

⎞⎠ . (22)

Therefore, by use of (20) and (22), the expressions of u, ω, T and M under the cylindrical
coordinates can be readily obtained. Note that the mass density is independent of the coor-
dinate transformation, as it is a scalar.

3. Results and discussion

3.1. Simulation conditions and measurement strategy

To generate results that can be directly compared with those under steady-state flow condi-
tions, the geometry of the hopper used in this work is similar to that in our previous work [9].
It is cylindrical in shape, of diameter of 20d (d is the maximum particle diameter) and with a
circular orifice of diameter of 8d at the center of its flat bottom. Twenty-four thousand multi-
sized spherical particles of uniform size distribution in a range of 0·8− 1·0d are considered.
Other physical parameters for particles and wall are as follows. Young’s modulus and Pois-
son ratio of particles are set to 50000πρpdg/6 (ρp is the mass density of particle, and g is
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the gravitational acceleration) and 0·3, respectively. The sliding and rolling friction coefficients
between particles are set to 0·6 and 0·001d, respectively. The normal and tangential damping
coefficients are set to 0·3. The wall is assumed to have the same properties as the particles,
except the sliding friction coefficient, which is 0·5. The time step used is 0·001

√
d/g.

The microscopic properties of granular flows can be generated by means of the DEM sim-
ulation, whereas their macroscopic properties can be obtained by use of the micro-dynamic
information generated and the average method described above. In this work, the microscopic
quantities of the hopper flow, including velocity field and force structure, are analyzed in
Cartesian coordinates {x, y, z} fixed at the center of the orifice of the hopper with z-axis at the
central axis of the hopper. The values of the macroscopic quantities, such as density, velocity,
stress and couple stress at the probe point far from the bottom and vertical walls (larger than
4d) in the coordinates, are calculated by use of Equations (9), (10), (15) and (16), whereas
those at the probe point adjacent to the walls by use of Equations (18) and (19) in addition to
these equations. Since the resulting macroscopic variables should be reasonably axially sym-
metric, consistent with the practical treatment [23, pp. 298–372], all computed macroscopic
quantities are averaged from the values of two symmetrical points and shown as a function
of radius r and height z in cylindrical coordinates. The cylindrical coordinates {r, θ, z} starts
at the center of the orifice of the hopper. The velocity, v, mass density, ρ, three independent
components of planer stress, Tzz, Trr and Trz, and two dominant components of couple stress,
Mrθ and Mzθ , have been investigated in this coordinate system. Their magnitudes are obtained
by means of Equations (20) and (22).

3.2. Microscopic analysis

In the DEM simulation, the particles with random initial velocities are first allowed to grad-
ually settle onto the hopper under gravity, giving a packing with height of about 47d. These
particles are then discharged when the hopper outlet is removed, as shown in Figure 1. Three
distinct flow patterns are observed. In the upper part, particles flow downward layer by layer
except those very near the vertical walls due to the sliding resistance by the walls. In the lower
part, particles flow in a V-shape and are discharged except for a small number of particles
staying at the bottom corner of the hopper.

The present microscopic analysis is focused on two key aspects: the velocity field and force
structure. Since the trajectories of and contact forces acting on individual particles are traced
in a DEM simulation, information for such analysis can be readily established. Figure 2

Figure 1. Discharging process of the hopper flow, represented by particles in the central vertical section at different
times.
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Figure 2. Velocity profiles at different times for particles in the central vertical section.

shows the velocity fields in a vertical mid-section of the hopper at t = 60
√
d/g (time of dis-

charge), t=120
√
d/g, t=180

√
d/g and t=240

√
d/g, where each vector represents the compo-

nents of the velocity of a particle in a section as long as its center is located between ±0·5d
of the position of the section. It can be seen that, in the upper part, the velocity in the ver-
tical direction dominates and is almost uniform across the hopper, except for a narrow shear
zone adjacent to the vertical wall. In the lower part, the particles have much larger velocities
at the orifice and very low velocities around the bottom corner of the hopper. Large velocities
in the radial direction concentrate at the two sides of the orifice. These results are qualitatively
consistent with the previous experimental and numerical observations for such a hopper flow
[23–25], [26, pp. 298–372]. That is, there are four different zones: a stagnant zone at the bot-
tom corner of the hopper, a plug flow zone in the upper part, a converging-flow zone in the
lower part, and a transition zone from plug flow to converging flow. Moreover, the plug-flow
zone is observed to reduce with the discharge of particles, whereas the converging flow zone
varies little before t = 180

√
d/g and then reduces with the discharge of the particles in this

zone. The flow regimes can be more clearly shown in terms of the distribution of the aver-
aged velocity in the section on macroscopic analysis.

The force structure is another important local characteristic of granular matter. It has
been used to depict the flow structure, force transmission and other dynamic behavior of
particles [4,5,7,9]. Figure 3 shows the force network in the vertical mid-section at different
times, where the thickness of each stick connecting two particle centers is proportional to

Figure 3. Force networks at different times for particles in the central vertical section.
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the magnitude of the force. The normal contact force is probably the most important, as the
contact tangential force is related to it and is relatively small. Therefore, only the normal force
is included in this figure. Note that the present analysis is focused on the relative values of the
contact forces for a given time; different scales have been used for different times for better
illustration of the flow and force structures. It can be observed that, similar to the steady-state
hopper flow [9], large forces are exerted on the particles at the bottom and vertical walls to
support the particles in the top part. The forces gradually propagate from the walls into the
particle bed. Relatively large forces are also observed in the middle height of the flow, which
corresponds to the transition from plug flow to converging flow in the hopper flow. In the
orifice region, the forces are very small and the force chains are broken. A force chain means
a connection between particles which confines the relative movement between particles. The
breakage of force chains may imply the relative movements between the particles. Therefore,
the flow and force structures are related. These characteristics do not change with time.

3.3. Macroscopic analysis

The DEM results can be used to calculate the macroscopic variables such as mass density,
velocity, stress and couple stress according to (9), (10), (15) and (16). However, strictly speak-
ing, these macroscopic quantities depend on the weighting function h(r, s). Therefore, the
selection of a proper weighting function is important in applying the equations formulated
above. The need to find a suitable weighting function has been noticed; a weighting function
has been recommended, and given by [17]

h(r, s)=f (s)g(s̄), (23)

where s̄=|r|, and f (s) is the simplified SB distribution function [27], whilst g(s̄) is an exten-
sion of the univariate distribution to three variants. They can be explicitly written as

f (s)=
{

1√
2π

2Lt

(L2
t −s2)

exp
(
− 1

2 log2 Lt+s
Lt−s

)
, |s|<Lt

0, |s|≥Lt

, (24)

g(s̄)=
{

c

4πLp(L2
p−s̄2)

exp
(
− 1

2 log2 Lp+s̄
Lp−s̄

)
, s̄ <Lp

0, s̄≥Lp

, (25)

where Lt and Lp are the distribution parameters, c is the normalized constant of the distribu-
tion function g(s̄). The functions f (s) and g(s̄) are smooth in the entire space, and decrease
monotonically with increasing s and s̄, respectively.

Parameter Lp or Lt in the weighting function (23) determines the amount of the contrib-
uting particles to a probe point or time, and the magnitude of contribution of every parti-
cle as well, as illustrated in Figure 4. The specification of appropriate values of Lp and Lt

is a significant part of the application of the averaging method described above. In fact, as
shown in Figures 5 and 6, Lp and Lt do not affect the trend of the distribution of velocity
and stress (only the vertical velocity and the trace of the stress tensor are shown, since the
other components of velocity and stress lead to the same conclusion). However, if Lp and
Lt are too small, the resulting macroscopic quantities fluctuate, giving unreasonable average
results. On the other hand, if they are too large, the local properties of these quantities may
be eliminated. The results in Figures 5 and 6 suggest that, to balance the friction, we can
choose Lp=4·0d and Lt =4·0√d/g. Such a selection can ensure that the averaged quantities
smoothly vary in a considered domain and retain the local properties of these quantities as
much as possible. The results below were all obtained with these two values.
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Figure 4. Variation of the weighting function with parameter Lp and Lt : (a) function f (s) and (b) function g(s̄).
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Figure 6. Effect of the parameters in the weighting function on the trace of stress tensor tr(T): (a) the variation of
tr(T) with time t for different Lt when Lp = 4·0d for a probing point located at r = 0 and z= 12·0d; and (b) the
variation of tr(T) with radius r for different Lp when Lt =4·0√d/g and t=50

√
d/g at height z=12·0d.

Figure 7 shows the mass density or bulk density profiles at t=60
√
d/g, t=120

√
d/g and

t=180
√
d/g. It can be seen that the mass density is lowest at the orifice and increases away

from the orifice in the lower part. The magnitude of mass density in this part does not change
much with time. In the upper part, the mass density is almost constant in the central region
and, because of the dilatancy that takes place during shearing, decreases with the distance
to the axis of the hopper in the region close to the wall. The magnitude of mass density in
the central upper part decreases with the discharge of particles. Figure 8 shows the velocity
profiles of the hopper flow in the vertical mid-section of the hopper at different times. As
expected, the distributions are in agreement with the micro-dynamic analysis as above.

Theoretically, the stress contains two parts: a kinetic contribution related to the transport
of particles and a collisional contribution related to the interaction force between particles
and between particles and walls. For hopper flow, the stress is attributed mainly to collisions
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Figure 7. Contour plots of mass density of the unsteady-state hopper flow at different times (the units for mass
density are πρp/6).

Figure 8. Velocity fields of the unsteady-state hopper flow at different times.

between the particles and between particles and walls. It is related to the magnitude and
direction of the interaction forces. However, close to the orifice, the transport of particles may
also play a role. To ensure the accuracy of the stress distribution, the two contributions are
included in the present calculation. Figure 9 shows the radial distribution of the three com-
ponents of the stress tensor, that is, two normal stress, Tzz and Trr , and a shear stress, Trz.
Another shear stress, Tzr , has a similar distribution to Trz in the whole domain except in a
small region adjacent to the walls, which is not shown for brevity. The results indicate that the
distributions of these stresses are similar to those of steady-state hopper flow [28], and have
similar trends for different times. It can be observed from Figures 9 (a) and (b) that the two
normal stresses are low in a region close to the orifice, and large in a region near the bottom
corner. In the upper part, the two stresses vary little in the central section but vary some-
what near the wall. Furthermore, the two normal stresses in this upper part are almost the
same in the central region, but not so in a region adjacent to the wall. The magnitude of the
radial normal stress Trr is large as well in the middle height in the vertical direction, which is,
as expected, in accordance with the force network in Figure 3. As shown in Figure 9(c), the
shear stress has its largest magnitude in a region close to the vertical wall and decreases away
from this region. In the regions adjacent to the bottom wall and central axis of the hopper,
the shear stress is very low. The magnitudes of the two normal stresses vary little with time in
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Figure 9. Contour plots of the distribution of stress of the unsteady state hopper flow at different times (the units
for stress are πρpdg/6): (a) Tzz; (b) Trr and (c) Trz.

the orifice region, but decrease in other regions. The magnitude of the shear stress decreases
with time at locations far from the bottom wall and central axis of the hopper.

For steady-state hopper flow, the most dominant components in the couple stress are Mrθ

adjacent to the vertical wall of the hopper and Mzθ close to the bottom wall [28]. This phe-
nomenon has also been observed in the present simulation of unsteady-state hopper flow,
as shown in Figure 10, where the distributions of the two dominant components at differ-
ent times are given. In general, the couple stresses at points far from a wall result from the
transport of particles and the collisions between particles. Close enough to the wall they will
also be affected by the collisions between particles and wall. The observed sharp increase of
the magnitudes of Mrθ and Mzθ in Figure 10 can be attributed to the effect of the vertical
and bottom walls. The fluctuation of the couple stress far from the walls results mainly from
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Figure 10. Contour plots of the distribution of couple stress of the unsteady-state hopper flow at different times
(the units for couple stress are πρpd

2g/6): (a) Mrθ and (b) Mzθ .

collisions between particles. The width or height of the region with a large magnitude of Mrθ

or Mzθ is almost the same for different times, that is 4d for Mrθ and 2d for Mzθ . These facts
indicate that the couple stress related to the gradient of particle rotation should be considered
when the effect of walls is included, which highlights the complexity of the macro-dynamic
analysis of granular flow adjacent to physical boundaries.

4. Conclusions

A numerical investigation of the micro- and macro-dynamic behavior of the unsteady-state
granular flow in a cylindrical hopper with flat bottom has been carried out by means of a
modified DEM and an averaging method. It has been found that there are four distinct flow
zones in the hopper: stagnant, plug flow, converging flow and transition zone from plug flow
to converging flow. The plug flow zone reduces with time, while the converging flow zone var-
ies little and then reduces with the discharge of the particles from this zone. Force arching in
the flow is strong and related to the flow structure of particles. The trends of the distributions
of the macroscopic properties, such as the velocity, mass density, stress and couple stress of
the hopper flow, are similar to those of steady-state hopper flow. They do not vary much with
time. However, the magnitudes of these properties in different regions vary at different rates.
In particular, the magnitudes of the two normal stresses vary little with time in the orifice
region, but decrease in other regions; the magnitude of the shear stress decreases with dis-
charge of particles when far from the bottom wall and central axis of the hopper, and the
width or height of the region with a large magnitude of Mrθ or Mzθ is almost the same for
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different times. These results about macroscopic properties should be useful in formulating
and testing continuum models of hopper flow.
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