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This volume contains selected papers presented at the 42nd Biennial Meeting (Hauptversammlung) of the Kolloid-Gesellschaft
held at the RWTH Aachen University September 26–28, 2005. The meeting’s emphasis was given to “Smart Materials: Foams,
Gels and Microcapsules” but also provided a general overview on current aspects of colloid and polymer science in fundamental
research and applications.

The contributions in this volume are representative of the diversity of research topics in colloid and polymer science. They
cover a broad field including the investigation of synthesis and properties of advanced temperature sensitive particles and their
biomedical applications, drug delivery systems, foams, capsules, vesicles and gels, polyelectrolytes, nanoparticles surfactants
and hybrid materials.

The meeting brought together people from different fields of colloid, polymer, and materials science and provided the
platform for dialogue between scientists from universities, industry, and research institutions.

Walter Richtering
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Abstract Thermoresponsive
poly(N-isopropylacrylamide)
(pNIPAm) core/shell particles
bearing primary amine groups in
either core or shell were prepared
via two-stage, free radical pre-
cipitation polymerization, using
2-aminoethyl methacrylate (AEMA)
as a comonomer. The amine groups
were then used to initiate ring-
opening polymerization of γ -benzyl
L-glutamate N-carboxyanhydride
(BLG-NCA), producing poly(γ -
benzyl L-glutamate) (PBLG) side
chains covalently anchored to the
particles. Photon Correlation Spec-
troscopy (PCS) and 1H NMR were
employed to characterize these par-
ticles. A shift of phase transition to
a lower temperature and an increase

in particle deswelling volume ratios
were observed as a result of grafting
hydrophobic PBLG chains to the
particles. Further studies by 1H NMR
in different solvents indicate that
the PBLG chains grafted from the
particle shell phase separate on the
pNIPAm networks in aqueous media
but remain well solvated in DMSO.
Together, these results suggest
that both core- and shell-grafted
architectures can be synthesized
with equal ease, and that the particle
structure and colloidal behavior can
be manipulated by tuning the relative
solubility of the network and graft
portions of the particle.

Keywords Microgel · Core/shell ·
PBLG · pNIPAm · Phase separation

Introduction

Considerable research attention has been paid to the
stimuli-responsive polymers since they can offer many
great potential applications in biomedical fields and in the
creation of environmentally responsive materials. Poly-
mers that respond to pH [1], temperature [2], light [3],
and protein binding [4] have been reported. Among these
polymers, thermosensitive poly(N-alkylacrylamides), par-
ticularly poly(N-isopropylacrylamide) (pNIPAm), have
been most widely studied [2, 5–7]. In aqueous media,
pNIPAm exhibits a “coil-to-globule” phase transition
around 31 ◦C, which is commonly referred to as a lower
critical solution temperature (LCST). This is due to dis-
ruption of water-polymer hydrogen bonds and the con-
comitant hydrophobic association of isopropyl groups.

The phase-separating nature of pNIPAm can be exploited
to synthesize microgels in the sub-micron size range
by precipitation polymerization. Such particles are col-
loidally stable and possess a sharp volume phase tran-
sition (VPT) near the polymer LCST [6]. Furthermore,
strong modulation of the physical properties of these
particles is observed at the phase transition, including
hydrophobicity, porosity, refractive index, colloidal sta-
bility, scattering cross section, and electrophoretic mo-
bility. Along with this progress, the particles that have
a more advanced architecture have been pursued to gen-
erate multifunctional properties. One example of these
could be the responsive core/shell or core/corona particles
that have been synthesized either to spatially localize the
chemical functionalities to the particles [1, 8–11], to ren-
der thermoresponsity to non-responsive particles [12, 13],
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or to modify a specific physical property of the par-
ticles [14].

Previously, we have reported preparation of multi-
responsive core-shell particles via incorporation of poly
(acrylic acid) into the pNIPAm particles [1]. The par-
ticles appeared to be sensitive to both solution temperature
and pH. It was also found later that introduction of small
amounts of hydrophobic monomer units into the particle
shell could significantly change the particle deswelling ki-
netics without perturbation of the transition thermodynam-
ics [15]. The results suggest that the location of functional
groups is very important in the design of responsive col-
loidal gels. In this contribution, core/shell particles that
contain primary amine groups in either the core or the
shell were first constructed using the same two-stage poly-
merizations described previously [1, 9, 11, 15–21]. The
amine-bearing particles were then used to initiate another
polymerization, producing a hydrophobic polypeptide
poly(γ -benzyl L-glutamate) (PBLG) covalently anchored
to the desired portion of the particle (Scheme 1). PBLG
is an interesting synthetic polypeptide [22] that has been
studied in the design of complex colloidal [23] and poly-
meric structures [24, 25].

Scheme 1

Experimental Section

Materials

All the chemicals were purchased from Aldrich unless
otherwise stated. The monomer N-isopropylacrylamide
(NIPAm) was recrystallized from hexanes (J.T. Baker) be-
fore use. The cross-linker N,N ′-Methylenebis(acrylamide)
(BIS), and 2-aminoethyl methacrylate (AEMA), 2,2′-
azobis(2-methylpropionamide) dihydrochloride (ABM-
PAm), and dimethyl sulfoxide (DMSO) were used as re-
ceived. The amino acid γ -benzyl L-glutamate N-carboxy-

anhydride (BLG-NCA) was synthesized via the reac-
tion of γ -benzyl L-glutamate (BLG) with excess phos-
gene/benzene solution (Fluka) in dry tetrahydrofuran
(THF) at 65 ◦C; it was purified by crystallization from
petroleum ether [22]. Water used in all synthesis and
measurements was distilled, and particulate matter was
removed via a 0.2 µm filter incorporated into a Barn-
stead E-Pure system that was operated at a resistance of
18 MΩ.

Synthesis

Low polydispersity pNIPAm microgels were prepared by
free-radical precipitation polymerization, using ABMPAm
(1 mol % based on the monomer NIPAm) as a cationic
initiator and BIS (5 mol %) as a crosslinker. Core/shell
microgels were constructed via two-stage polymeriza-
tion, where the particle core prepared at the first stage
served as nuclei in the second-stage polymerization. It
should be emphasized that the polymer synthesized in the
second stage preferentially precipitates onto the existing
seed particles, leading to formation core/shell morph-
ology [1, 8, 16, 26]. Both core particles and core/shell
particles were purified via dialysis (Spectra/Pro 7 dialy-
sis membrane, MWCO 10 000, VWR) against water for
14 days, with daily replacement of fresh water. Grafting
of poly(γ -benzyl L-glutamate) (PBLG) to the microgels
was achieved using primary amine groups incorporated
into the particles to initiate ring-opening polymerization of
BLG-NCA (Scheme 1). Table 1 lists the chemical compo-
sitions and particle size information of microgels used in
this study.

Samples C and C–NH2

To synthesize simple core particles (sample C) and amine-
modified core particles (sample C −NH2), NIPAm, BIS,
and AEMA (1.5 mol % based on NIPAm, Sample C−NH2
only) were dissolved in degassed water with a NIPAm con-
centration of 0.01 g/mL. The solution was bubbled with
nitrogen for 2 h, followed by addition of ABMPAm to start
the polymerization. The reaction was then carried out at
70 ◦C for 6 h.

Sample C/S–NH2 and C–NH2/S

To prepare sample C/S–NH2, NIPAm, BIS, and 1.5 mol %
AEMA were introduced to a suspension of sample C;
the polymer concentration of the dispersion of sample C
was that which resulted from the initial synthesis of sam-
ple C. Sample C−NH2/S was prepared via addition of
NIPAm and BIS to a suspension of sample C−NH2. The
monomer concentrations used in both shell syntheses were
0.01 g/mL. Both reaction mixtures were nitrogen-bubbled
at 70 ◦C for 2 h. Addition of the ABMPAm triggered the
second-stage polymerization, which was then carried out
at 70 ◦C for 6 h.
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Table 1 Chemical compositions and particle size information of pNIPAm-based microgels

Core a Shell a Core-shell PBLG Grafts
Sample AEMA, R, c Polyd, AEMA, R, c Polyd, Mass, R, c R, d

mol-% b nm % c mol-% b nm % c wt % e nm nm

C 0 102 22
C/S−NH2 0 102 22 1.5 124 23
C/S-BLG10 0 102 22 1.5 124 23 10 128 112
C/S-BLG20 0 102 22 1.5 124 23 20 135 124
C/S-BLG60 0 102 22 1.5 124 23 60 – f 136
C−NH2 1.5 106 20
C−NH2/S 1.5 106 20 0 125 17
C-BLG10/S 1.5 106 20 0 125 17 10 120 109
C-BLG20/S 1.5 106 20 0 125 17 20 117 107

a Both core and shell were synthesized with BIS (5 mol % based on monomer, NIPAm) as a cross-linker
b feed ratio based on NIPAm
c Particle radii (R) and polydispersity (Polyd.) were measured by PCS at 25 ◦C in water suspension
d radius measured in DMSO at 25 ◦C
e feed ratio of BLG-NCA compared to the microgel used
f not measurable due to formation of flocs

Sample C/S-BLG10 and C/S-BLG20

The freeze-dried sample C/S−NH2 (0.07 g) was re-
dispersed in 15 mL of DMSO, to which BLG-NCA
(10 wt % for C/S-BLG10, and 20 wt % for C/S-BLG20,
based on the C/S−NH2 used) was introduced. The reac-
tion mixture was vigorously stirred at room temperature
for 3 days. After this reaction was completed, 15 mL wa-
ter was added to the solution, and the organic solvent was
removed via dialysis against water for 10 days.

Sample C-BLG10/S and C-BLG20/S

To a C−NH2/S suspension in DMSO, BLG-NCA
(10 wt % for C-BLG10/S, and 20 wt % for C-BLG20/S,
based on the C−NH2/S used) was added, and the graft-
ing reaction was carried out using the same procedure as
described above.

Measurements

Photon Correlation Spectroscopy (PCS)

The particle sizes and the size distributions in aque-
ous solutions were measured by PCS (Protein Solutions,
Inc.), with a programmable temperature controller. Prior
to taking measurements, the particle solutions were al-
lowed to thermally equilibrate at each temperature for
10 min. Longer equilibration times did not lead to vari-
ations in the observed hydrodynamic radii, polydisper-
sities, or scattering intensities. All correlogram analyses
were performed with manufacturer-supplied software (Dy-
namics v.5.25.44, Protein Solutions, Inc.). The data pre-
sented below are the averaged values of 20 measurements,

with a 15 s integration time for each measurement. The
deswelling volume ratios (V/V ∗) of the particles were cal-
culated via the relation: V/V ∗ = (R/R∗)3, where R and
R∗ are the PCS measured particle radii at the measured
temperature and at 25 ◦C, respectively.

1H NMR

The freeze-dried particles were re-dispersed in either D2O
or DMSO-d6, and the spectra were then recorded at am-
bient temperature using a Varian Unity 300 MHz NMR
spectrometer. The water peak caused by residual water
inside the particles was supressed, in order to more effi-
ciently observe the proton signals of the particles.

Results and Discussion

Synthesis

In these studies, the pNIPAm-based particles were pre-
pared via free radical, precipitation polymerization in
aqueous solution at a temperature (70 ◦C) well above the
LCST of pNIPAm. At that temperature, water is a good
solvent for the monomer but a poor one for the polymer.
Therefore, the growing polymer chains, once reaching
a critical length, precipitate from the solution and form sta-
ble particles via coagulation of multiple unstable nuclei
and by monomer and oligomer capture. A cationic initia-
tor (ABMPAm) renders to the particles positively charged,
which is largely responsible for the colloidal stability of
the particles. In the synthesis, a crosslinker (BIS) is used to
generate polymeric networks, and thus maintain the spher-
ical shape and network connectivity of the particles once
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the solution is cooled back to room temperature. To incor-
porate primary amine groups into the particles, a cationic
comonomer (AEMA) bearing a terminal primary amine is
copolymerized with NIPAm and BIS.

The core-shell pNIPAm particles were prepared by
two-stage polymerization, where the particles prepared
at the first stage served as nuclei in the second stage.
The oligomers that precipitate from the aqueous solu-
tion are preferentially captured by the existing particle
cores, which are relatively more hydrophobic and par-
tially deswollen at the reaction temperature [1, 8, 16, 26].
As the polymerization proceeds, the sizes of the exist-
ing particles continue to grow, leading to formation of
core-shell morphology. Both theoretical prediction and ex-
perimental measurements have demonstrated that the total
particle number remains constant so that the particle size
is only a function of amount of polymer produced at this
stage [27, 28]. As such, introducing AEMA at different
stages in the polymerization can be employed to locate the
amine groups in the particle core or in the shell.

The amine-bearing particles were then used to ini-
tiate the ring-opening polymerization of BLG-NCA in
DMSO [25], producing PBLG side chains covalently an-
chored to the particles. Replacement of DMSO with water
via dialysis yields a particle/water suspension. Given the
much more hydrophobic character of PBLG and higher
mobility of these grafted side chains compared to the
crosslinked polymer main chains, the grafted PBLG chains
are expected to lead to a change in the particle structure
and morphology, and thus modulate the physical proper-
ties. To investigate the effects of the location of grafted
side chains on the particle properties, the PBLG was
grafted from either particle core or shell. The chemical
compositions and particle size information for these par-
ticles are summarized in Table 1.

PBLG Chains Grafted from the Microgel Shell

To investigate the influence of PBLG grafting from a mi-
crogel shell, sample C/S−NH2 that contained 1.5 mol %
AEMA in the shell was prepared. Shown in Fig. 1 are
the PCS measurements of the parent core particles and
the core/shell particles as a function of solution tempera-
ture. For sample C, a simple pNIPAm microgel, the par-
ticle sizes gradually decrease with solution temperature
until the VPT range (31–36 ◦C), where a sharply reduced
particle size is observed (Fig. 1a). Once the temperature
is raised above the volume phase transition temperature
(VPTT), the particle sizes do not change with tempera-
ture and the curve reaches a plateau. This type of par-
ticle size variation has been widely documented as be-
ing due to expulsion of water from the particle as pNI-
PAm becomes insoluble in water at temperatures above the
LCST8. This temperature induced “coil-to-globule” transi-
tion, is a result of disruption of water-polymer hydrogen

Fig. 1 Hydrodynamic radii (panel a) and normalized particle
deswelling volume ratios (panel b) of samples C (circles) and
C/S−NH2 (triangles) as a function of solution temperature

bonds and concomitant formation of hydrophobic associ-
ations among isopropyl groups of pNIPAm. Addition of
a pNIPAm shell that contains 1.5 mol % AEMA (sam-
ple C/S−NH2) leads to a very smooth phase transition
(Fig. 1a) with an increased size relative to sample C both
below and above the pNIPAm LCST.

To directly compare the phase transitions of the core
particles and the core-shell particles, the PCS measured
particle size variations were normalized to as particle
deswelling volume ratios by the calculation method de-
scribed in Experimental Section. After normalization,
these two particles clearly show some difference in
the transition behavior (Fig. 1b). Introduction of small
amounts of hydrophilic and charged AEMA to the par-
ticles results in a broadened transition that apparently
shifts to a slightly higher temperature. In addition, the
particle deswelling volume ratio in the collapsed state is
significantly reduced, i.e. the core/shell particles do not
deswell to the same degree as the core particles. These
changes in phase transition behavior can reasonably be
ascribed to a reduced AEMA-rich phase near the par-
ticle periphery. Given the more hydrophilic character of
pAEMA compared to pNIPAm, it is reasonable to assume
that more pAEMA units would be located at the periphery
of the particles due to phase separation during polymer-
ization. Indeed others have combined the techniques of
NMR, chemical titration and zeta potential measurements
to clearly show the presence of pAEMA-rich phases at the
particle periphery in these types of particles [29]. If indeed
the outer portion of the shell is largely pAEMA, one would
expect an overall decrease in the degree of deswelling, as
pAEMA does not display LCST behavior in water and
should therefore remain water-swollen even in the pres-
ence of a deswollen core.

Shown in Fig. 2 are the PCS measurements of pNI-
PAm particles shell-grafted with hydrophobic PBLG side
chains. For comparison, the measurements of un-grafted
particles are also shown in the same figure. Samples C/S-
BLG10 and C/S-BLG20 are the particles prepared with
addition of 10 wt % and 20 wt % of BLG-NCA to sam-
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Fig. 2 Dependence of hydrodynamic radii (panel a) and particle
deswelling volume ratios (panel b) on the solution temperature for
samples C/S−NH2 (triangles), C/S-BLG10 (squares), and C/S-
BLG20 (diamonds)

ple C/S−NH2. The grafted PBLG chains cause an in-
crease in particle size below the VPTT but a decrease in
size above the VPTT relative to the parent core/shell par-
ticle (Fig. 2a). Upon normalization as deswelling volume
ratios, the difference in the phase transition of those par-
ticles can be more easily observed (Fig. 2b). Grafting of
PBLG chains to the particles results in a shift of the transi-
tion to a lower temperature, and concomitantly an increase
in particle deswelling volume ratios in the fully collapse
state. This is expected because the hydrophobic PBLG
chains were anchored to the particles by amine groups of
pAEMA units, which, due to loss of their hydrophilicity
and charge, no longer produce a highly swollen particle
periphery.

It is interesting to note that C/S-BLG10 and C/S-
BLG20 have quite similar phase transition behaviors,
with the same breadth and sharpness of the transition
curves (Fig. 2b). Only a slight difference in the particle
deswelling volume ratios is observed in the fully collapsed
state. Since these two particles were prepared by the same
amounts of initiator (shell-localized amines), it is reason-
able to assume that they contain the same number of PBLG
chains, and C/S-BLG20 thus has longer PBLG chains than
C/S-BLG10. Calculations based on the feed ratios in graft-
ing reactions suggest that the average number of repeat
units of PBLG chains are about 20 and 40 for C/S-BLG10
and C/S-BLG20, respectively. In aqueous solution, the
hydrophobic PBLG apparently cannot exist as extended
chains, and they must fold into a “globule” to minimize
contact with water. This effect will be discussed later in the
paper in the context of 1H NMR measurements.

Interestingly, longer PBLG chains have a detrimental
effect on particle stability in water. Shown in Fig. 3 are rep-
resentative particles in different solvents. Like pure pNI-
PAm particles, C/S−NH2 containing 1.5 mol % AEMA
in the shell produces a slightly turbid suspension in aque-
ous media (Fig. 3a) due to slight mismatch of refractive
indices between water and the microgels. Sample C/S-
BLG20 is found to be colloidally stable in aqueous media,

Fig. 3 pNIPAm-based microgels (0.005 g/mL) in different sol-
vents: a, C/S−NH2 in water; b, C/S-BLG20 in DMSO; c, C/S-
BLG20 in water; d, C/S-BLG60 in DMSO; e, C/S-BLG60 in water

but the suspension becomes more turbid (Fig. 3c). How-
ever, large particle flocs can be seen in Fig. 3e for sam-
ple C/S-BLG60. In contrast to the particles in water, all
particle suspensions in DMSO, including C/S−NH2 (not
shown) appear completely transparent, regardless of the
grafted PBLG content (Fig. 3b and 3d). It should be em-
phasized that even though C/S-BLG60 precipitates com-
pletely in water (Fig. 3e), it still produces very stable
microgels without any precipitates in DMSO (Fig. 3d).
PCS measurements indicate that C/S-BLG60 exists as
monodispersed, colloidal particles in DMSO, with an aver-
age particle size larger than that of C/S-BLG10 and C/S-
BLG20 (Table 1). The flocculation of C/S-BLG60 in wa-
ter can be explained as formation of inter-particle hy-
drophobic association driven by the higher average mo-
lecular weight of the grafted PBLG chains. Obviously, this
is not the case in DMSO since both pNIPAm and PBLG
have good solubility in this solvent.

To further investigate the structure of the particles,
1H NMR experiments were performed after re-dispersing
the freeze-dried sample into deuterated solvents. Shown
in Fig. 4 are representative NMR spectra of C/S-BLG20
in two different solvents, DMSO-d6 and D2O. DMSO is
a good solvent for both pNIPAm and PBLG segments,
while we expect D2O to be a good solvent only for the
pNIPAm portion of the microgels. The characteristic pro-
ton signals of isopropyl groups from pNIPAm units are
observed as Peak a and b, which can be assigned to
the methyl and methylene protons, respectively. Peak f at
5.0 ppm is contributed by the α-methylene protons of ben-
zyl groups from PBLG segments, whose aromatic proton
signals are located at 7.1–7.5 ppm (Peak e). The proton
signal i from PBLG is buried under a large peak arising
from the complex formed between DMSO and residual
H2O. The proton signals c and d, contributed from poly-
mer backbone of the particles, overlap with signal h and g
of PBLG. In all, the proton assignments are consistent with
the chemical structure of the polymer.

Inspection of the NMR spectrum suggests that Peak b
and f, exclusively contributed from pNIPAm and PBLG,
respectively, are well resolved. Therefore, taking the ratio
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Fig. 4 1H NMR spectra of sample C/S-BLG20 in D2O and DMSO-
d6. The grafted PBLG side chains cannot be detected in D2O due to
phase separation

of integrated areas of these two peaks should give some
information about the chemical compositions of the par-
ticles. It is surprising to find that the PBLG content ob-
served by NMR technique is approximately two times
that which is calculated from the feed ratio used in the
reaction. The same phenomenon was observed for C/S-
BLG10 (about 1.5 times apparent excess). In a striking
contrast, the 1H NMR spectrum recorded in D2O, which
is a good solvent for pNIPAm but a poor one for PBLG,
only shows the signals of pNIPAm segments with the
PBLG resonances being completely absent from the spec-
trum.

Based on these results, a morphological description is
proposed to explain the possible behavior of PBLG chains
anchored to the pNIPAm particle shell. Water is a good
solvent for pNIPAm (at ambient temperature) but a non-
solvent for PBLG. In aqueous media, the PBLG chains
may thus be forced to phase separate into a globular con-
formation on or inside the microgel, leading to disappear-
ance of the proton signals of PBLG in D2O. This phe-
nomenon is quite similar to the widely reported micelle
formation by amphiphilic block copolymers, where the hy-
drophobic blocks form the core and the hydrophilic ones
form the shell of the micelle in aqueous media [30–32].

By comparison, DMSO is a good solvent for both
PBLG and pNIPAm, thereby allowing the PBLG side
chains to adopt a solvated chain conformation. The appar-
ently higher PBLG content observed by NMR in DMSO-
d6 may arise from the inherent heterogeneity of the micro-
gel particles. The particle core becomes compressed after
shell addition and has a denser network structure [18–20].
Therefore the relaxation time of some pNIPAm units in-
side the particles may be too short to be detected by NMR.
In contrast, the grafted PBLG chains located at the particle
shell have large mobility, thus the relaxation time is long
enough to be followed by the NMR techniques.

PBLG Grafted from the Microgel Core

Given the inherent porosity of microgels, we examined
the feasibility of grafting PBLG chains from particle
core. For this purpose, another type of core/shell par-
ticle, C−NH2/S, was synthesized such that the particle
core contained 1.5 mol % AEMA, while the shell was
composed of pNIPAm. The temperature dependence of
the particle sizes is shown in Fig. 5 for the core par-
ticles and the core/shell particles. The core particles dis-
play an elevated VPTT and a relatively small degree of
deswelling, presumably due to the presence of the cationic
monomer. Compared to the core particles, the core/shell
particles have increased sizes in both the fully collapsed
and swollen state (Fig. 5a). Furthermore, addition of pure
pNIPAm shell layer diminishes the function of the hy-
drophilic AEMA located in the core since the particle shell
plays a dominant role in the transition behavior as de-
scribed in previous publications [18–20]. As a result, the
core-shell particles collapse at a lower temperature than
the core particles The differences in swelling behavior
can be more easily observed when the particle size varia-
tions are normalized to deswelling volume ratios (Fig. 5b).
Apparently, after addition of pure pNIPAm shell around
the AEMA-containing core, the phase transition becomes
sharper and shifts to a lower temperature. Along with those
changes is a decrease in the deswelling volume ratios at
fully collapsed state. All these results are consistent with
those of C/S−NH2 discussed above.

1H NMR analysis was performed to determine the
chemical compositions of the particles, and thus to eval-
uate the efficiency of the PBLG grafting to the particles
containing amine groups in the core (Fig. 6). The un-
grafted particles, C−NH2/S, show proton signals mainly
contributed from pNIPAm units, as well as peaks due to
DMSO and DMSO/H2O complex. It is worth mentioning
that a broad peak at 7.0–7.6 ppm can be assigned to amide
groups of pNIPAm. This signal cannot be detected in D2O,
because exchange of amide protons with D2O is so fast
that the signal is buried in the HDO resonance [33]. Sam-

Fig. 5 Variations of hydrodynamic radii (panel a) and normalized
particle deswelling volume ratios (panel b) with solution tempera-
ture for sample C−NH2 (circles) and C−NH2/S (triangles)
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Fig. 6 1H NMR spectra of samples C−NH2/S and C-BLG10/S in
DMSO-d6

ple C-BLG10/S displayes the signature peaks of PBLG
chains centered at 5.0 and 7.3 ppm, indicating a success-
ful grafting of PBLG chains from the pNIPAm-AEMA
core. The calculation of NMR integration ratios, as de-
scribed above, shows that the grafted PBLG contents are
very close to those used in the momomer feed. Given the
previous observation of higher than expected PBLG con-
tent for the shell-grafted microgels, it is apparently the
case that the core is less compressed and/or the PBLG is
more restricted in the core-grafted case, thereby leading to
an apparent peak integration that is closer to the predicted
value.

The effects of grafting PBLG chains on the phase tran-
sition of the particles can be seen from Fig. 7, which
shows the PCS measured particle size variations as
a function of solution temperature. Here C-BLG10/S and
C-BLG20/S denote particles with 10 and 20 wt %, re-
spectively, of PBLG grafted to the C−NH2/S particles.
Contrary to what was observed for the shell-grafted micro-
gels, C-BLG10/S and C-BLG20/S have reduced sizes in
the swollen and condensed state in comparison to the un-
grafted C−NH2/S (Fig. 7a). These results may suggest
that the increased hydrophobicity brought about by graft-
ing PBLG into the particle core decrease the equilbrium
swelling volume below the VPTT, as well as a decreased
water content in the condensed state.

On the other hand, there are some similarities for the
particles with PBLG grafted from either the core or the
shell, which can be seen from the normalized particle

Fig. 7 Hydrodynamic radii (panel a) and normalized particle
deswelling volume ratios (panel b) of sample C−NH2/S (tri-
angles), C-BLG10/S (squares), and C-BLG20/S (diamonds) as
a function of solution temperature

deswelling volume ratios as shown in Fig. 7b. Again, as
a result of grafting PBLG chains to the particles, a rela-
tively sharp phase transition that also shifts to a lower
temperature is observed accompanying with an increase in
the particle deswelling volume ratios in the fully collapsed
state. These results can be ascribed to termination of hy-
drophilic AEMA units by hydrophobic PBLG chains.

Conclusions

It has been demonstrated that hydrophobic PBLG chains
can be grafted to the pNIPAm particles from either the core
or the shell, using particles bearing primary amine groups
to initiate ring-opening polymerization of BLG-NCA. As
a result of termination of these charged hydrophilic groups
in the particles, the phase transition of the particles be-
comes sharper and shifts to lower temperature, while the
particle deswelling volume ratios increase. In aqueous me-
dia, the PBLG grafted from particle shell exists as phase
separated globules on the particle surface. Surprisingly,
for low degrees of polymerization (< 40 monomer units)
the shell-grafted PBLG microgels are colloidally stable
in water, despite the relative hydrophobicity of the shell.
However, longer chains with presumably more conforma-
tional flexibility, lead to particle flocculation in water due
to interparticle PBLG association.

Acknowledgement LAL acknowledges support from the Na-
tional Science Foundation Division of Materials Research under
Grant No. 0203707.

References
1. Jones CD, Lyon LA (2000)

Macromolecules 33:8301
2. Schild HG (1992) Prog Polym Sci

17:163
3. Kungwatchakun D, Irie M (1988)

Makromol Chem-Rapid 9:243

4. Kim J, Nayak S, Lyon LA (2005)
J Am Chem Soc 127:9588

5. Heskins M, Guillet JE (1968)
J Macromol Sci Chem A2:1441

6. Pelton R (2000) Adv Colloid Interface
Sci 85:1

7. Saunders BR, Vincent B (1999) Adv
Colloid Interface Sci 80:1

8. Berndt I, Pedersen JS, Richtering W
(2005) J Am Chem Soc 127:9372

9. Nayak S, Lee H, Chmielewski J,
Lyon LA (2004) J Am Chem Soc
126:10258



8 D. Gan · L.A. Lyon

10. Nayak S, Lyon LA (2004) Angew
Chem Int Ed Engl 43:6706

11. Nayak S, Gan D, Serpe MJ, Lyon LA
(2005) Small 1:416

12. Makino K, Yamamoto S, Fujimoto K,
Kawaguchi H, Ohshima H (1994)
J Colloid Interface Sci 166:251

13. Senff H, Richtering W, Norhausen C,
Weiss A, Ballauff M (1999) Langmuir
15:102

14. Shiroya T, Tamura N, Yasui M,
Fujimoto K, Kawaguchi H (1995)
Colloid Surf B-Biointerfaces 4:267

15. Gan D, Lyon LA (2001) J Am Chem
Soc 123:7511

16. Gan D, Lyon LA (2001) J Am Chem
Soc 123:8203

17. Gan D, Lyon LA (2002)
Macromolecules 35:9634

18. Jones CD, Lyon LA (2003)
Macromolecules 36:1988

19. Jones CD, Lyon LA (2003) Langmuir
19:4544

20. Jones CD, McGrath JG, Lyon LA
(2004) J Phys Chem B 108:12652

21. Nayak S, Lyon LA (2004) Angew
Chem 116:6874

22. Fuller WD, Verlander MS,
Goodman M (1976) Biopolymers 15:

23. Fong B, Russo PS (1999) Langmuir
15:4421

24. Schmidtke S, Russo P, Nakamatsu J,
Buyuktanir E, Turfan B, Temyanko E,
Negulescu I (2000) Macromolecules
33:4427

25. Block H (1983)
Poly(gama-benzyl-L-glutamate) and
other glutamic acid containing
polymers. New York

26. Berndt I, Richtering W (2003)
Macromolecules 36:8780

27. Marion P, Beinert G, Juhue D, Lang J
(1997) Macromolecules 30:123

28. Kawaguchi S, Winnik MA, Ito K
(1995) Macromolecules 28:1159

29. Meunier F, Elaissari A, Pichot C
(1995) Polym Adv Technol 6:489

30. Thurmond KB II, Kowalewski T,
Wooley KL (1996) J Am Chem Soc
118:7239

31. Inoue T, Chen G, Nakamae K,
Hoffman AS (1998) J Controlled
Release 51:221

32. Zhao Y, Liang H, Wang S, Wu C
(2001) J Phys Chem B 105:848

33. Larsson A, Kuckling D, Schonhoff M
(2001) Colloids Surf A 190:185



Progr Colloid Polym Sci (2006) 133: 9–14
DOI 10.1007/2882_063
© Springer-Verlag Berlin Heidelberg 2006
Published online: 28 April 2006 POLYMER PARTICLES AND CAPSULES

Abdelhamid Elaissari Thermally Sensitive Colloidal Particles:
From Preparation to Biomedical Applications

Abdelhamid Elaissari (�)
CNRS-bioMérieux laboratory, ENS-Lyon,
46 allée d’Italie, 69364 Lyon cedex 07,
France
e-mail: Hamid.Elaissari@ens-lyon.fr

Abstract This short article is a con-
densed review of recent work devoted
to thermally sensitive based poly-
mer particles and their potential
applications as biomolecules carriers
in biomedical diagnostic. Firstly,
several aspects related to synthesis of
different thermally sensitive colloidal
particles are presented. Secondly, the
general colloidal properties of such
particles are reported and illustrated.

Finally, some fine applications of
reactive, hydrophilic thermally sensi-
tive particles in biomedical diagnostic
are briefly presented.
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Introduction

Latex microspheres are largely studied according to their
exhaustive and numerous applications in various fields: as
a chromatography supports in analytical biochemistry, as
a carriers in biomedical diagnostic, as a nano-capsules for
drug delivery system and in academic studies as a col-
loidal model. Due to the versatility of the polymeriza-
tion processes, various polymer latexes have been elab-
orated and used in numerous applications. Polystyrene-
based particles for instance, have long been used as solid
phase supports in diagnostic applications and principally
in macroscopic agglutination assays [1]. However, in some
in-vitro biomedical applications, hydrophilic particles are
of great interest in order to avoid non-specific adsorption
of proteins and their denaturation [2]. Then, various re-
active and hydrophilic particles have been elaborated and
evaluated in biomedical applications as a solid support
of biomolecules. The hydrophilic character of the par-
ticles surface reduces drastically proteins adsorption [3–5]
when both pH and salinity are simultaneously controlled.
Stimuli-responsive biodegradable materials are reported to
be of paramount importance in drug delivery. In biomed-
ical diagnostic, such “smart materials” [6–9] are studied
as new tools for biomolecules purifications: extraction,

specific adsorption, and concentration enhancement. Var-
ious kinds of stimuli-responsive particles have been ex-
amined. Recently, pH, salinity- and thermally-sensitive
colloidal particles have received an increasing attention
as evidenced by the recent numerous papers published
last decade [8–10]. In this direction, various thermally
sensitive microgel particles have been elaborated and ex-
amined in biomedical diagnostic as a solid support of
biomolecules [11–13].

Preparation

Various thermally sensitive materials (polymer solutions,
gels and particles) have been prepared by controlling the
recipe and the polymerization condition as shown in Fig. 1.
To some extent, the physical aspect (gel, free polymerchains
and particles) of the final polymer material depends: on
the polymerization temperature (regarding the LCTS of
the corresponding main homopolymer), on the crosslinker
and finally, on the nature of used initiator. The gel for-
mation is manly related to amount of used water-soluble
crosslinker agent [14,15]. Whereas, the water-soluble poly-
mer is obtained when the polymerization is conducted in
free crosslinker recipe [16]. To obtain particles, various as-
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Fig. 1 Thermally sensitive materials. CI: Changed Initiator, NCI:
Non Changed Initiator

pect should be controlled [11,17, 18]: (i) the polymerization
reaction temperature should be higher than the correspond-
ing homopolymer low critical solution temperature (LCST),
(ii) the colloidal stability should be induced by charge initia-
tor (KPS, V-50 . . . ) or the charged comonomer (i.e. acrylic
acid) and (ii) the polymerization should be conducted in
moderate solid content (preferably less than 5 w/w %) [19].
The preparation of colloidal particles is quite fastidious
and delicate since various parameters affect the polymer-
ization rate, the swelling ability of the particles, the amount
of the formed water-soluble polymer and consequently, the
final properties of the colloidal particles [20]. To prepare
such particles, precipitation polymerization is used to ob-
tain microgel particles and the combination of emulsion
and precipitation polymerization leads to core-shell par-
ticles [12, 21].

Fig. 3 a Influence of water-soluble initiator and temperature on the amount of water-soluble polymer formation. b Effect of cross-linking
agent concentration on the water-soluble polymer formation

Fig. 2 Thermally sensitive microgel, core-shell and composite mi-
crospheres

Since the first works reported by Pelton et al. [11] and by
Kawaguchi et al. [22], various reactive thermally sensitive
microgel particles were developed such as the prepar-
ation of low charged thermally sensitive microgel using
(NIPAM/MBA/cationic and anionic initiators) mixture,
cyano-functionalized particles (NIPAM/MBA/Acryloni-
trile/anionic initiators) [23], amino-containing poly(N-
isopropylacrylamide) [19], polystyrene core-thermally sen-
sitive shell latex particles [12], magnetic in nature [18, 24].
Nowadays, it is possible to obtain various thermally
sensitive particles, from the relatively simple poly(N-
isopropylacrylamide) microgel to much more complex
polymers, polymer matrix and structures (i.e. core-shell,
capsules) as shown in Fig. 2.

The optimization of polymerization process with a view
to favour the particles formation should take into account
the effect of each polymerization parameter (or reactants)
on the particles conversion and water soluble-polymer
formation (Fig. 3) by examining the amount of water-
soluble polymer formation as a function of temperature,
crosslinker agent, charged comonomer and charged initia-
tor concentrations.

As expected, an increase of the charged initiator con-
centration, results in an increase of the formation of water-
soluble polymers and a reduction of final particle size.
The polymerization temperature must be higher than the
LCST of the corresponding homopolymer, in order to pro-
mote the precipitation of oligomers formed in aqueous
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phase. As for the influence of charge initiator, increas-
ing the temperature enhance the amount of water-soluble
polymer formation. The concentration of water-soluble
crosslinker used in the polymerization recipe should be
appropriate in order to favour the crosslinking efficiency
of the particles during the polymerization process. But,
high crosslinker amount lead to low thermally sensitive
particles. The charged comonomer contributes to water-
soluble polymer formation and production of low particle
size.

Physiochemical and Colloidal Properties

The colloidal characterization of thermally sensitive par-
ticles has been investigated by examining principally the
effect of temperature on the colloidal properties of the par-
ticles. The swelling ability has been principally examined
in detail.

Swelling Ability

The swelling ability of the microgels has been investi-
gated as a function of temperature using dynamic light
scattering (Fig. 4). Generally, significant reduction of
hydrodynamic particle size is observed in the vicinity
of the LCST of the corresponding polymer (i.e. 32 ◦C
for N-isopropylacrylamide based particles) [25]. The
swelling ability was found to be more significant for low
crosslinked and low charged microgel particles. In the case
of charged microgel particles, the influence of both salin-
ity and pH has been investigated. It is important to notice
that the volume phase transition of microgel particles oc-
curs in a wider range of temperatures (5–10 ◦C) compared
to the LCST of linear polymer (i.e. PNIPAM in aqueous
phase). The observed swelling ability as a function of tem-
perature is basically a consequence of the increase in the
interaction parameter (χ) of the polymer. Interesting work

Fig. 4 The effect of temperature on the hydrodynamic size and
electrophoretic mobility of PNIPAM based microgel particles. TVPT
is the volume phase transition temperature and TEKT is the elec-
trokinetic transition temperature

has also been reported by Ballauff et al. [26] by investigat-
ing the volume phase transition temperature of thermally
sensitive charged core-shell.

Electrokinetic Properties

The electrokinetic properties of thermally sensitive par-
ticles are examined by measuring the electrophoretic mo-
bility as a function of temperature, pH and salinity. The
general trend is the increase in the electrophoretic mobility
(in absolute value) versus temperature. This phenomenon
was attributed to the reduction of the particle size, which
results in the increase of the interfacial charge density of
the particles, and therefore the increase in electrophoretic
mobility (at constant pH and salinity) as illustrated in
Fig. 4. However, the investigation of electrophoretic mo-
bility as a function of salinity, ions nature, solvent and pH
as at constant temperature is questionable. In fact, only few
works have been dedicated to such phenomena [27, 28].

Colloidal Stability

Nabzar et al. [28] has reported interesting research work
in the colloidal stability of thermally sensitive particles
by studying amino-containing N-isopropylacrylamide-
styrene copolymer particles. The colloidal stability has been
examined as a function of both temperature and salinity (at
a constant pH). The emanate results from those studies re-
vealed the high colloidal stability below the volume phase
transition temperature due to electrosteric stabilization and
hydration forces. Whereas, the colloidal stability was con-
siderably reduced above the TVPT as expected. In short, the
increase in salt concentration reduces the TVPT and conse-
quently the colloidal stability. Then, the colloidal stability
of such stimuli-responsive microgels should take into ac-
count both temperature and salinity concentration. To some
extent, the colloidal stability of thermally sensitive particles
is a reversible process as illustrated in Fig. 5.

Fig. 5 Colloidal stability diagram of charged thermally sensitive
particles as a function of temperature and salinity
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Additional Properties

The internal and the interfacial microstructure of ther-
mally sensitive microgel particles and core-shell latexes
have been examined using the NMR technique [29] and
fluorescence analysis [30] respectively. The NMR study
of poly(NIPAM) microgel particles reveals that the water-
soluble crossliner used is incorporated in a gradient com-
position (looser and looser from the core to the shell). This
is in agreement with the high reactivity of such crosslinker.
The Fluorescence analysis of the core-shell like particles
(such as polystyrene-poly(NIPAM)) shows the complexity
of the interface as a function of temperature and in some
cases, the polystyrene core can be easily reached by the
used hydrophobic probe. This point has been examined
using fluorescent dye (pyrene).

Applications in Biomedical Diagnosis

Thermally sensitive particles exhibited outstanding capa-
bility for the immobilization of biomolecules such as pro-
teins and nucleic acids. Various systematic studies have
been reported by investigating the influence of physi-
cal chemistry parameters (i.e. pH, salinity, ions nature,
temperature etc.) on the adsorption and desorption of
biomolecules. Special attention has been focused on the
adsorption and release of enzymes as model in drug de-
livery. The activity of entrapped and released enzyme
molecules has been adequately examined. In this part, we
will focus on some fine applications of thermally sensitive
particles in biomedical diagnostic.

Proteins Purification and Concentration

The adsorption and the desorption of protein (or pro-
teic materials) was found to be principally controlled by
the incubation temperature as first reported by Fugimoto
et al. [31] and then by Elaïssari et al. [32, 33]. The ad-
sorbed amount of protein material onto thermally sen-
sitive particles was examined in view of both electro-
static and hydrophobic interactions. As a general ten-
dency, the proteins adsorption was principally controlled
by the adsorption temperature (Fig. 6), which regulates
the charge density and the hydration of the particles.
The desorption of adsorbed proteins is then favoured by
cooling the polymer particles bearing adsorbed proteins.
Using such approach, protein concentration and purifica-
tion are achieved by controlling the adsorption and the
desorption, temperatures, the pH and the salinity during
the incubation steps in order to enhance the desorption
efficiency (below the volume phase transition tempera-
ture). The protein concentration is first reported to be pos-
sible by using anionic thermally sensitive core-shell mag-
netic particles [34]. The protein concentration step was
examined by performing the desorption in a small vol-
ume.

Fig. 6 Schematic illustration of proteins adsorption (in mg/g) onto
thermally sensitive particles as a function of temperature [16, 18]

Nucleic Acids Extraction, Purification,
Concentration and Amplification

Cationic thermally sensitive particles provide capacities
that are potentially interesting for biomedical diagnosis
and samples preparation (Fig. 7). The presence of cationic
charges favours the attractive electrostatic interactions of
nucleic acid molecules (ssDNA, DNA and RNA) nega-
tively charged [32, 35]. It is interesting to notice that the
adsorbed nucleic acids onto cationic poly(NIPAM) based
particles can be desorbed by increasing both the pH and
ionic strength. Whatever the incubation temperature, the
quantities of nucleic acid molecules adsorbed decrease
with increasing the pH, due to the reduction of cationic
character of the particles. Then, to select the adsorption of
nucleic acids rather than proteins, the adsorption should
be performed below the TVPT. To extract protein from any

Fig. 7 Principle of separation and concentration of nucleic acids
and proteins
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biological sample containing nucleic acids, the use of neg-
atively charged particles is strongly recommended.

Furthermore, amplification of captured nucleic acid
molecules can be performed directly in the presence of
such cationic hydrophilic particles without any release
step. This is directly related the presence of hydrated
shell and to total consumption of cationic charges on
the particles. Consequently, for low particles amount, the
PCR (Polymerase Chain Reaction) [17, 20] amplification
of captured nucleic acids can be performed without remov-
ing the particles from the PCR medium, which reduces
steps and then reduction in time consuming.

Conclusions

Although widespread, the use of hydrophilic monomers
and functional comonomers in the precipitation polymer-
ization often brings complex problems, some of them be-
ing far to be solved or even well understood principally in
the case of combined polymerization processes. The distri-
bution of water-soluble crosslinker in the polymer matrix
is also questionable. In fact, the control of the crosslinker
reactivity, will lead to well-defined microstructure par-
ticles.

The use of charged water-soluble comonomer leads to
high amount of soluble oligomers and polymer chains. In
such polymerization, special attention should be focussed
on the reduction of water soluble-polymer formed gener-
ally after particles formation.

The colloidal characteristics of poly(N-alkylacryl-
amide) or poly(N-alkylmethacrylamide) based microgel
particles depend on temperature, salinity and pH. The
incubation temperature principally governs the swelling
ability, the hydrodynamic size, the electrokinetic proper-
ties and the colloidal stability. The volume phase transition
temperature is mainly related to the chemical composition
of the polymer particles.

Such stimuli-responsive particles are explored in bio-
medical applications in order to improve the sensitivity via
samples preparation (i.e. purification and concentration of
targeted biomolecules). The cationic particles are explored
as new tool for nucleic acids extraction, purification and
concentration. Interestingly, such hydrophilic particles are
compatible with various enzymatic nucleic acids amplifi-
cations. The use of negatively charged thermally sensitive
particles was found to be useful for protein purification and
concentration. This application has been extended to bac-
teria and viruses detection and found to be of great interest.
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Abstract Microparticles offer var-
ious significant advantages as drug
delivery systems, including: (i) an ef-
fective protection of the encapsulated
active agent against (e.g. enzymatic)
degradation, (ii) the possibility to
accurately control the release rate of
the incorporated drug over periods
of hours to months, and (iii) an easy
administration (compared to alter-
native parenteral controlled release
dosage forms, such as macro-sized
implants). Desired, pre-programmed
drug release profiles can be provided
which match the therapeutic needs
of the patient. This article gives an
overview on the most important
past, current and future strategies
using drug-loaded microparticles to
improve the efficiency of various

medical treatments. Special em-
phasis is laid on the different types
of preparation techniques that are
commonly used, the physicochemical
properties of the devices and practical
examples illustrating the considerable
benefits of this type of advanced drug
delivery systems. But also the major
challenges and obstacles to be over-
come during the development and
production of these pharmaceutical
dosage forms are pointed out.

Keywords Advanced drug delivery ·
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Microencapsulation ·
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Solvent extraction/evaporation

Controlled Drug Delivery

Controlled drug delivery systems can be extremely help-
ful to optimize the effects of pharmaco-therapies [1–3].
Each drug has a characteristic so-called “minimal effect-
ive concentration”, below which no therapeutic effects
occur, and a characteristic “minimal toxic concentration”,
above which undesired toxic side effects occur (Fig. 1).
The range in-between is the so-called “therapeutic range”,
or “therapeutic window”. Depending on the type of drug,
this window can be rather narrow. To be able to opti-
mize the therapeutic effects of a medical treatment it is
of major importance to maintain the drug concentration
within the therapeutic range over prolonged periods of
time. This is particularly true for highly potent drugs, such
as anticancer drugs. If the entire drug dose is adminis-

tered at once using conventional pharmaceutical dosage
forms, e.g. standard tablets, the whole amount is rapidly
released into the stomach, absorbed into the blood stream
and distributed throughout the human body. Consequently,
the rate at which the drug reaches its site of action is often
high. Depending on the therapeutic range and adminis-
tered dose, the risk of toxic side effects can be consider-
able. Subsequently, as no continuous drug supply is pro-
vided and as the human body eliminates the active agent,
the concentration of the latter decreases again. In some
cases, the therapeutic range is attainted during only very
short time periods (Fig. 1, thin curve).

To overcome these restrictions, to be able to control the
resulting drug concentration-time-profiles at the site of ac-
tion, controlled drug delivery systems can be used. The
idea is to incorporate/surround the drug within/by a ma-
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Fig. 1 Schematic presentation of the “therapeutic window” of
a drug and possible drug concentration time profiles upon admin-
istration of oral immediate (thin curve) and parenteral controlled
release dosage forms (thick curve) (c denotes the drug concentration
at the site of action in the human body, t the time after administra-
tion)

trix former (very often polymer are used), which controls
the resulting release rate. Various processes, such as diffu-
sion, erosion and/or swelling can be involved in the con-
trol of the overall drug release rate, resulting in a broad
spectrum of possible release patterns. For example, a con-
tinuous drug supply can be provided, compensating the
elimination of the active agent out of the human body,
thus, resulting in about constant drug concentrations at the
site of action over prolonged periods of time (Fig. 1, thick
curve).

Various types of controlled release dosage forms are
available on the market, including tablets, capsules, pellets
(spherical devices with a diameter of about 0.5–1.5 mm),
patches and microparticles. The latter have significant ad-
vantages over the other types of dosage forms, such as:
(i) the possibility to avoid the gastrointestinal tract (cer-
tain drugs loose their activity upon oral administration) by
intramuscular or subcutaneous injection; (ii) easy admin-
istration using standard needles (in contrast to alternative
controlled release parenteral dosage forms, such as macro-
sized implants); (iii) the possibility to directly administer
the drug into the target tissue (thus, reducing the drug con-
centrations in the rest of the human body and the risk
of related undesired side effects); (iv) the possibility to
reach target tissues, which are normally not accessible for
the drug (e.g., the Central Nervous System); and (v) no
need of surgical removal of empty remnants, if biodegrad-
able matrix formers are used. Poly(lactic-co-glycolic acid)
(PLGA) is a frequently used biodegradable matrix former,
because it is biocompatible and degraded into lactic and
glycolic acid, two naturally occurring substances in the hu-
man body. However, the pH within PLGA-based micropar-
ticles can significantly decrease due to the accumulation
of acidic degradation products and some drugs (especially
proteins) can consequently loose their biological activity
(upon denaturation).

Process Technology

Very different technologies can be used to prepare drug-
loaded, controlled release microparticles, such as milling
of films, spray-drying of drug-matrix former solutions,
coacervation techniques and solvent extraction/evaporation
methods. The latter are frequently used, especially at the
lab scale. An excellent recent review on the current state
of the art of this preparation technology is given by Fre-
itas et al. [4]. At a small scale, the most frequently applied
technique is the so-called “beaker method”, which is il-
lustrated in Fig. 2. The principle steps for the preparation
of microparticles using a water-in-oil-in-water (W/O/W)
technique are shown: (1) The drug is either dispersed or
dissolved within an inner aqueous phase; (2) The latter is
emulsified into an organic solution of the matrix form-
ing polymer. Droplet formation is caused by mechanical
stirring, e.g. using a propeller. (3) The obtained water-in-
oil (W/O) emulsion is dispersed within an outer aqueous
phase, resulting in a water-in-oil-in-water (W/O/W) emul-
sion. Again, droplet formation is caused by mechanical
stirring, e.g. using a propeller. As soon as the organic sol-
vent comes into contact with the outer aqueous phase, it
diffuses into the latter. Due to convection and diffusion, the
organic solvent reaches the surface of the W/O/W emul-
sion, at which it evaporates. Thus, the concentration of
the polymer in the organic phase continuously increases.
At a certain time point, the macromolecules start to pre-
cipitate and encapsulate the drug: The microparticles are
formed. As steps (1)–(3) are all performed in beakers, this
preparation technique is called “beaker method”. (4) Sub-
sequently, the microparticles are separated by filtration and

Fig. 2 Schematic illustration of the “beaker method”, the most fre-
quently used technique to prepare drug-loaded microparticles by
solvent extraction/evaporation at the lab scale (adapted from [4],
with permission). As an example, the preparation of microparticles
using a water-in-oil-in-water (W/O/W) technique is shown
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dried. A major advantage of this technique is that it does
not require particularly cost-intensive equipment. How-
ever, the upscale of this process technology is not straight-
forward (in particular, because the “volume : surface ratio”
is very important) and often the microparticle size distribu-
tion is relatively broad.

An interesting technique allowing to obtain very nar-
row microparticle size distributions is the so-called “jet
excitation method” [5], illustrated in Fig. 3. As an example
the preparation of microparticles using an oil-in-water
(O/W) extraction/evaporation method is shown. The idea
is to dissolve the drug together with the matrix forming
polymer in an organic solution. This solution is pumped
through a nozzle (nozzle #1), creating a continuous liquid
stream. The latter is periodically disrupted into individual
droplets due to vibration, caused for example by ultra-
sound. The droplets are falling into a collection/extraction
fluid bath, containing an aqueous phase into which the or-

Fig. 3 Schematic illustration of the “jet excitation method” to
prepare drug-loaded microparticles with a very narrow size distribu-
tion using an oil-in-water (O/W) extraction/evaporation technique
(adapted from [4], with permission)

ganic solvent can diffuse. To prevent coalescence of the
droplets and deformation upon impact on the surface of
the fluid bath, generally an outer aqueous liquid stream
of “stealth fluid” [being pumped through a second nozzle
(nozzle #2)] surrounds the organic drug-polymer solution
(Fig. 3). Thus, a biphasic stream is disrupted into bipha-
sic droplets, the organic phase being in the center. As
the disruption of the stream can be well controlled and is
very reproducible, similar-sized droplets can be generated,
resulting in microparticles with very narrow size distribu-
tions (Fig. 3).

The principle of the so-called “static mixture method”
to prepare microparticles by solvent extraction/evaporation
is illustrated in Fig. 4 for an oil-in-water (O/W) solvent
extraction/evaporation technique. The idea is to pump an
organic drug-polymer solution (future inner phase) to-
gether with an aqueous phase (future outer phase) through
columns containing static obstacles, e.g. baffles. Upon im-
pact with these obstacles the liquid stream is disrupted and
droplets of the organic phase are formed within the aque-
ous phase. If necessary, additional outer aqueous phase
can be added afterwards to assure complete polymer pre-
cipitation and microparticle formation. One of the major
advantages of this method is the possibility to relatively
easy upscale the process by putting several static mixtures
in parallel (Fig. 4). However, attention has to be paid that
all mixing columns are fed with a liquid stream of iden-
tical composition. Thus, an efficient pre-blending unit is
mandatory.

Fig. 4 Schematic illustration of the “static mixture method” to
prepare drug-loaded microparticles using an oil-in-water (O/W) ex-
traction/evaporation technique (reprinted from [4], with permission)

Practical Examples

Drug-loaded microparticles (in particular biodegradable
ones) can be very useful to improve the efficiency of the
treatment of various types of diseases [6–9]. Table 1 gives
examples for products, which are commercially available
on the market. Since 1989, Lupron® Depot containing
the anticancer drug leuprorelin acetate [embedded within
a poly(lactic-co-glycolic acid) (PLGA) matrix] is used for
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Table 1 Examples for pharmaceutical products based on drug-
loaded, biodegradable microparticles available on the market

Drug Trade name Company Application

Leuprorelin acetate Lupron Depot Takeda Prostate cancer
Leuprorelin acetate Trenantone Takeda Prostate cancer
Recombinant human Nutropin Genentech- Growth hormone
growth hormone depot Alkermes deficiency
Goserelin acetate Zoladex I.C.I. Prostate cancer
Octreotide acetate Sandostatin Novartis GH suppression

LAR depot anticancer
Triptorelin Decapeptyl Debiopharm Cancer
Recombinant Posilac Monsanto Milk production
bovine somatropin in cattle
Risperidone Risperdal Janssen Schizophrenia

Consta

the treatment of prostate cancer [10]. Scanning electron
micrographs of surfaces and cross-sections of these mi-
croparticles are given in Fig. 5. Clearly, the particles are
spherical in shape and slightly porous. Leuprorelin ac-
etate is a superactive luteinizing hormone-releasing hor-
mone (LH-RH) agonist. Its biological activity is tenfold
that of LH-RH. When administered chronically at a higher
dose, it paradoxically produces antagonistic inhibitory ef-
fects on pituitary gonadotropin secretion and testicular or
ovarian steroidogenises (“chemical castration”). These ef-
fects, attributable to a down-regulation of the receptors,

Fig. 5 Scanning electron micrographs of leuprorelin-loaded,
poly(lactic-co-glycolic acid) (PLGA)-based microparticles (Lupron
Depot®) used for the treatment of prostate cancer (adapted
from [7], with permission): A overview on an ensemble of mi-
croparticles, B surface of a single (smaller) microparticle, C sur-
face of a single (larger) microparticle, D partial cross-section of
a single microparticle

are temporary and reversible. Importantly, they can be
used for the treatment of hormone-sensitive tumors, such
as prostate [10] and breast cancer [11] and endometrio-
sis [12], with minimized side effects and avoiding surgical
castration. The in vivo efficiency of this type of biodegrad-
able microparticles is illustrated in Fig. 6. At the top, the
serum concentration of the drug leuprorelin acetate is in-
dicated, at the bottom the resulting testosterone levels
upon monthly subcutaneous injection of the microparticles
into rats. Testosterone stimulates the growth of sensitive
prostate cancers. Clearly, high initial drug concentrations
were observed upon each administration and about con-
stant drug levels in-between. Importantly, the testosterone
level is effectively lowered during the entire observation
period (except for early time points). Thus, the growth
of hormone-sensitive prostate cancers can be reduced.
Trenantone® (Takeda) is a similar product, releasing the
drug leuprorelin acetate over a longer period of time (dur-
ing 3 month), being commercially available since 1995.

In addition to the possibility to accurately time-control
the release rate of an incorporated drug, microparticles of-
fer the major advantage to be directly injectable into the
target tissue. Thus, the concentration of the drug in other
parts of the human body (and related undesired side ef-
fects) can be minimized. In addition, potential natural bar-
riers, which might normally hinder the drug to reach its site
of action, can be overcome. For example, the Blood-Brain-
Barrier (BBB) very well protects the Central Nervous Sys-
tem (CNS) against potential toxins and, thus, renders the
treatment of brain diseases often extremely difficult. Only
low molecular weight lipid-soluble molecules and a few
peptides and nutrients can cross this barrier to a signifi-
cant extent, either by passive diffusion or using specific
transport mechanisms. Thus, for most drugs it is difficult
to achieve therapeutic levels within the brain tissue. In

Fig. 6 In vivo efficiency (in rats) of poly(lactic-co-glycolic acid)
(PLGA)-based, leuprorelin-loaded microparticles used for the treat-
ment of prostate cancer (adapted from [7], with permission)
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addition, highly potent drugs (e.g., anticancer drugs and
neurotrophic factors) that may be necessary to be delivered
to specific areas in the CNS, often cause serious toxic side
effects in other parts of the human body (especially if high
systematic concentrations are required to assure sufficient
drug levels in the target tissue).

The stereotaxic injection of drug-loaded, biodegradable
microparticles directly into the brain tissue (intracranial
administration) offers a very promising possibility to over-
come this restriction (Fig. 7). Optimized drug concentra-
tions at the site of action can be provided over prolonged
periods of time, improving the efficiency of the pharma-
cotherapy. An example for this type of treatment method is
illustrated in Fig. 8. The black circle represents a brain tu-
mor. As is can be seen, the surrounding environment has
already been infiltrated by single tumor cells (Fig. 8A).
If possible (if operable), the surgeon removes the tumor
(Fig. 8B). However, due to the risk to affect vital functions,
the surgeon cannot remove large parts of the surrounding tis-
sue. Thus, the risk is very high that single tumor cells remain
within the brain, leading to local recurrences of the cancer.
In the case of malignant glioma, the average life-time ex-
pectancy is only about 11 months after diagnosis [13]. To
reduce the risk of local tumor recurrences, anticancer drug-
loaded, biodegradable microparticles can be injected into
the walls of the resection cavity during the same operation,
when the crane is still open (Fig. 8C). These microparticles
release the drug in a pre-determined, time-controlled man-
ner, assuring optimized drug concentrations over prolonged
periods of time at the site of action. Recently, a phase II
clinical trial with 5-fluorouracil (5-FU)-loaded, poly(lactic-
co-glycolic acid) (PLGA)-based microparticles has shown
promising results [14].

Fig. 7 Stereotaxic implantation of drug-loaded, biodegradable mi-
croparticles into human brain tissue. This procedure allows an ac-
curate and well-controlled injection into the targeted brain regions
(adapted from [15], with permission)

Fig. 8 Schematic cross-sections through human brains illustrating
the treatment of brain cancer by surgical removal and subsequent
stereotaxic injection of anticancer drug-loaded, biodegradable mi-
croparticles into the walls of the resection cavity: A before surgery,
the black circle represents the tumor, B after surgical tumor resec-
tion, C during microparticle administration

Furthermore, the stereotaxic administration of anti-
cancer drug-loaded microparticles allows the treatment of
inoperable brain tumors. In these cases, the tumors are
located in brain regions that are not accessible for the sur-
geon without significant damage of major vital functions.
Figure 9 shows a magnet resonance image and computed
tomography (CT) scans of a human brain before and after
microparticle injection into such tumors. Clearly, the con-
trolled drug delivery systems could effectively be admin-
istered into the target tissue (Fig. 9C), releasing the drug
in a time-controlled manner directly at the site of action.
A clinical phase I trial showed first promising results with
this novel treatment method [15].

Another example for the use of controlled release mi-
croparticles is the optimization of the growth and differ-
entiation of cells used for cell therapy (living cells are
implanted into human tissue). Main restrictions of this type
of therapy include limited cell survival, differentiation and
integration into the host tissue. The time-controlled release
of drugs that can stimulate the growth and differentiation
of the implanted cells can help to overcome these restric-
tions. For example, Tatard et al. [16] incorporated nerve

Fig. 9 Administration of anticancer drug-loaded, biodegradable mi-
croparticles into human, inoperable brain tumors: A pre-operative
magnetic resonance image showing a malignant glioma, B pre-
operative computed tomography (CT) scan, C CT scan after im-
plantation of the microspheres (reprinted from [15], with permis-
sion)
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growth factor (NGF) in PLGA-based microparticles and
obtained promising results. Figure 10A shows a schematic
representation of this treatment method: Cells adhere to
the microparticles, which release the growth factor in
a time-controlled manner. This leads to improved cell sur-
vival and differentiation. Figure 10B,C shows optical and
scanning electron microscopy pictures of PLGA-based mi-
croparticles containing NGF, with PC12 cells adhering to
their surfaces. These systems are intended to be implanted
into human brains: The differentiated cells can produce
dopamine, which is needed to treat Parkinson’s disease.

Fig. 10 Drug-loaded microparticles used to optimize cell growth
and differentiation in cell therapies: A schematic illustration of the
concept; B optical microscopy picture; and C scanning electron
microscopy picture of cells adhering to the surfaces of the micropar-
ticles (adapted from [16], with permission)

Drug Release Mechanisms
from PLGA-based Microparticles

Despite of the steadily increasing practical importance
of poly(lactic-co-glycolic acid) (PLGA)-based micropar-
ticles as advanced drug delivery systems, yet only little
knowledge is available on the underlying physical and
chemical processes controlling the resulting drug release
rates [17]. This can be attributed to the complexity of the
occurring phenomena [18, 19]. Upon contact with aque-
ous body fluids water diffuses into the system (Fig. 11).
Due to concentration gradients the drug subsequently dif-
fuses out of the device. Importantly, the matrix forming
polymer PLGA (being a polyester) is cleaved into shorter
chain acids and alcohols upon contact with water. This
significantly alters the conditions for drug diffusion with
time. With decreasing macromolecular weight, the mobil-
ity of the polymer chains increases and, thus, the appar-
ent drug diffusivity increases. As water imbibition into
PLGA-based microparticles is rapid compared to the sub-
sequent polymer chain cleavage, polymer degradation oc-
curs throughout the entire system (“bulk erosion”).

Fig. 11 Schematic illustration of a bulk-eroding, poly(lactic-co-
glycolic acid) (PLGA)-based microparticle. Water penetration into
the system is much faster than polymer hydrolysis

Often, three-phasic drug release patterns are observed
with PLGA-based microparticles. An example is illus-
trated in Fig. 12, showing the release of 5-FU-loaded sys-
tems in phosphate buffer pH 7.4. The three phases can
essentially be attributed to: (i) pure diffusion at early time
points (the very short diffusion pathway lengths lead to
high initial drug release rates, so-called “burst effects”);
(ii) a combination of drug diffusion, polymer chain cleav-
age and the limited solubility of 5-FU, leading to ap-
proximately constant drug release rates (the increase in
the diffusion pathway lengths is compensated by an in-
crease in drug diffusivity); and (iii) to the breakdown of the
polymeric network as soon as a critical threshold value is
reached, resulting in the disintegration of the microparti-
cles. Consequently, the surface area available for diffusion
significantly increases and the diffusion pathway lengths
decrease. Both effects result in a pronounced increase in

Fig. 12 Drug release from and drug release mechanisms in
5-fluorouracil (5-FU)-loaded, poly(lactic-co-glycolic acid) (PLGA)-
based microparticles
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the resulting drug release rate (final rapid drug release
phase), leading to complete drug exhaust.

It has to be pointed out that the composition, inner
and outer structure (e.g., porosity), size and preparation
technique of the microparticles can significantly affect the
underlying drug release mechanisms. Depending on var-
ious parameters, including the type of drug and matrix
former, drug loading, presence of additional excipients and
dimension of the systems, different physical and chemical
phenomena can be dominating and control the resulting
drug release kinetics. To be able to assure a secure pharma-
cotherapy, it is obviously highly desirable to know which
processes are of importance in the particular product. Fur-
thermore, based on this knowledge the optimization of this
type of controlled drug delivery system can be signifi-
cantly facilitated.

Conclusions

Microparticles can effectively be used as controlled drug
delivery systems, allowing to optimize the resulting drug

concentration-time-profiles at the sites of action in the hu-
man body and, thus, the therapeutic effects of the medical
treatments. Furthermore, they can be directly injected into
the target tissues. This reduces the drug concentrations in
the other parts of the human body (and consequently the
risk of undesired side effects) and permits to reach tar-
get tissues, which are normally not accessible for the drug
(e.g., the Central Nervous System). Various process tech-
nologies can be used for the preparation of these advanced
drug delivery systems and broad ranges of drug release
patterns can be provided, matching the therapeutic needs
of the patient. However, the development and production
of drug-loaded microparticles is not straightforward, be-
cause many physical and chemical processes can be in-
volved in the control of drug release. Thus, great care has
to be taken when identifying the optimal system design
(composition and dimension) and preparation procedure.
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Abstract Molecular exchange
through membranes of dispersed
vesicles is studied using nuclear
magnetic resonance spectroscopy
combined with pulsed field gradi-
ents. Encapsulated molecules are
differentiated from those in the con-
tinuous phase by their mean square
displacement depending on a variable
time interval ∆. Generally, two field
gradient pulses are combined with
a stimulated pulse echo sequence. In
case of small capsules and vesicles
with diameters below 1 µm, the
Brownian motion of the capsules
dominates the lateral motion for the
encapsulated fraction and the echo
decay curve can be analyzed with
a simple analytical approach. In case
of larger vesicles and capsules with
diameters above 1 µm, the diffusion

inside the encapsulated domain be-
comes the dominating phenomenon
and the echo decay has to be fitted
with a numerical approach based on
a finite element approximation. For
very slow exchange processes with
average residence times above 10 s,
permeation is directly observed in
a time resolved measurement on the
non-equilibrium state. In all cases,
a careful analysis yields data on
the release of a given encapsulated
ingredient as well as, under variation
of the tracer molecule, on the specific
permeability of the capsule walls for
molecules of various size, polarity or
flexibility.
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Introduction

Hollow spherical capsules in liquid dispersion may occur
naturally as well as artificially as synthetic vesicles [1] or
nanocapsules [2, 3]. In most cases, their principal purpose
is to separate small spherical compartments from the con-
tinuous phase. Therefore, one of their key properties is
the permeability of their membranes for molecules which
are dissolved in the continuous and discontinuous liquid
phases. From the analytical side, the characterization of
molecular exchange through the capsule membranes is not
straightforward as the location of the molecules is dif-
ficult to be detected directly. In many cases, the inner
and the outer continuum represent almost identical envi-
ronments in terms of their physical and chemical prop-

erties. This makes it very hard to separate encapsulated
molecules from their counterparts in the continuous phase
by means of, e.g., simple absorption or emission spec-
troscopy. Under these circumstances, the only physical
property distinctly connected to the encapsulated state of
the molecule is its reduced mean square displacement for
an extended period of time ∆. While the “free” fraction of
molecules undergoes practically unhindered self diffusion,
the encapsulated fraction is experiencing a certain degree
of hindrance in its lateral mobility. For completely imper-
meable capsule membranes, the situation can be treated
as hindered diffusion in a spherical compartment. In most
cases however, the thin capsule or vesicle membranes al-
low for a considerable amount of molecular exchange be-
tween the internal and the external continuum, connected



Molecular Exchange Through Capsule Membranes Observed by Pulsed Field Gradient NMR 23

to a corresponding change in the mean square displace-
ment for individual molecules.

A very powerful experimental technique for the direct
observation of the mean square displacement of molecules
even in complex mixtures is nuclear magnetic resonance
spectroscopy (NMR) in presence of pulsed field gradients
(PFG) [4–6]. In an NMR echo experiment which is com-
bined with two pulsed magnetic field gradients with a sep-
aration ∆, the relative echo intensity Irel strongly depends
on the average lateral shift of the molecules with respect to
the gradient direction. The corresponding echo attenuation
is easily calculated for free diffusion [5] and, using some-
what more sophisticated approaches, also for molecules
encapsulated in hollow spheres [7–9]. The resulting an-
alytical expressions allow for a complete analysis on the
structure of o/w and w/o emulsions [10–14]. In add-
ition, approaches have been developed to describe molecu-
lar exchange phenomena in these systems. This includes
adsorption–desorption processes of amphiphilic molecules
on the surface of nanoparticles or vesicle membranes [15–
17] as well as the molecular permeation and exchange
through the phase boundaries [18–23]. A two-dimensional
variety of the PFG-NMR experiment, diffusion–diffusion
exchange spectroscopy (DEXSY) has recently been pro-
posed and applied to systems undergoing exchange [23,
24]. A detailed mathematical description of the effect of
limited diffusion together with molecular exchange on the
result of a PFG-NMR experiment can be developed numer-
ically [21, 25, 26]. Based on numerical simulations of the
PFG-NMR experiment for given diffusion constants and
various exchange rates, the experimental data can be ana-
lyzed to yield the relevant parameters for the molecu-
lar exchange in a capsule system. If the permeation pro-
cess is slow enough, it can also be observed under non-
equilibrium conditions in a time resolved experiment.

The resulting exchange constant is an important param-
eter whenever a chemical component is meant to be con-
fined by nanocapsules or vesicles for an extended period
of time, such as an active ingredient in a pharmaceuti-
cally relevant carrier system. On the other hand, a study
under systematic variation of the observed tracer molecule
in terms of its molecular weight, its polarity or its flexi-
bility yields valuable data on the permeability properties
of the separating membrane [21]. Altogether, PFG-NMR
turns out to be a versatile approach for a detailed study
on nanocapsules and vesicles. Its only severe drawback,
a general lack of sensitivity, may be compensated by the
choice of tracer molecules or extended measuring time.
In the following, we want to summarize an analytical
as well as a numerical description of PFG-NMR echo
decay curves. These are applied to colloidal dispersions
which may be used as pharmaceutical carrier systems. Ex-
change phenomena with time constants over more than
three orders of magnitude are discussed, characterized by
average residence times in the encapsulated state varying
between 54 ms and 93 s.

Theory and Simulation Procedure

Echo Decay for Free Diffusion

In the given case, all PFG-NMR experiments consist of
the application of two field gradient pulses with a stimu-
lated echo pulse sequence (90◦ − τ1 −90◦ − τ2 −90◦ − τ1-
echo) [5]. The pulse gradients with a gradient strength G
and duration δ are applied during both waiting periods τ1
with an overall separation ∆. In presence of free diffusion
with a diffusion coefficient D, this leads to a decay of the
echo intensity I with respect to the original value I0 (for
G = 0) according to:

I/I0 = Irel = exp
[
−γ 2δ2G2 D (∆− δ/3)

]
(1)

With encapsulated domains of the observed spin system
(e.g. inside of vesicles), the situation becomes more com-
plicated. In this case, the molecules reside in different
compartments, the capsules and the continuous phase, and
only the continuous phase allows for random motion that
comes close to free diffusion. The capsule walls form
something like a diffusion barrier that partially restricts the
passage between the two compartments.

Echo Decay for Chemical Exchange:
Analytical Approximation

In case of very small capsules or vesicles with diameters
significantly below 1 µm the hindered diffusion inside the
encapsulated volume has little or no effect on the echo
decay. In addition, the Brownian motion of the capsules
becomes very efficient and dominates the echo decay for
the enclosed molecules. In this case, it is a good approx-
imation to consider the situation as an exchange between
two molecular reservoirs with two different exponential re-
laxation times. These circumstances have been treated in
detail by Woessner [27] for a general type of relaxation and
can be adapted to the PFG-NMR measurement (see [16]
or [28] for examples). In the following, we will assume
that spin-spin and spin-lattice relaxation does not differ
for the internal and the external domain. For vesicles and
nanocapsules, this condition is justified as long as the sol-
vent and the concentrations of all constituents are identical
for both domains. Further, we neglect the influence of spin
diffusion, a process which could principally contribute to
the magnetization exchange for stimulated echo experi-
ments with consequences similar to molecular exchange.
However, this phenomenon would not depend on molecu-
lar mass of the observed tracer, so this issue can later be
discussed based on the experimental results (see Results
and Discussion). With the approximation ∆ ∼= (∆− δ/3)
which is valid for short gradient pulses and long separa-
tions, the echo decay is described by:

Irel = P′
a exp

(−k′
a∆
)+ P′

b exp
(−k′

b∆
)

(2)
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with:

k′
a = C1 −C2 (3)

k′
b = C1 +C2 (4)

P′
a = 1

2
+

1
4

[
(Pb − Pa) (ka − kb)+ 1

τa
+ 1

τb

]
C2

(5)

P′
b = 1

2
−

1
4

[
(Pb − Pa) (ka − kb)+ 1

τa
+ 1

τb

]
C2

(6)

C1 = 1

2

(
ka + kb + 1

τa
+ 1

τb

)
(7)

C2 = 1

2

[(
ka − kb + 1

τa
− 1

τb

)2

+ 4

τaτb

]1/2

(8)

ka = γ 2G2 D′
aδ

2 and (9)

kb = γ 2G2 D′
bδ

2 (10)

with Pb and Pa being the relative populations of the encap-
sulated and the free phase, respectively (with Pa + Pb = 1).
The apparent diffusion constants D′

a and D′
b determine the

initial and the final slope of an individual plot Irel vs. G2,
while the average residence times τa and τb take influ-
ence on the dependence of the final plateau level on the
diffusion time ∆ (with τa/τb = Pa/Pb). This analytical ap-
proach can be further improved by introducing an apparent
diffusion coefficient that accounts for the internal diffu-
sion [29], however, it still relies on considerations that are
valid for restricted diffusion.

Echo Decay for Exchange and Restricted Diffusion:
Numerical Simulation

For larger capsules or vesicles with diameters above 1 µm,
the approximations made above do not hold any longer,
as the internal diffusion becomes dominating while at the
same time the Brownian motion is slowed down. In add-
ition, the simultaneous permeation process through the
membranes acts together with the internal and external
self diffusion, leading to a complicated superposition of
lateral motions. Therefore, an alternative numerical pro-
cedure has been developed which is based on a finite
element approximation: the z-axis of a cubic (or, more
general, a rectangular-prismatic) subspace of the sam-
ple (the z-direction being coaxial with the direction of
the magnetic field gradient) is segmented into sites of
equal length ∆z corresponding to sample “slices” of equal
thickness, identified by their time dependent magnetiza-
tion contributions Mn(t) [21, 25]. Each such magnetization
element is further split into contributions from the contin-
uous phase (m = 1) as well as from the various capsules

being located at zn (m = 2, 3, 4, . . . ) such that

Mn(t) =
∑

m

Mnm(t) (11)

The continuous diffusive motion is now modeled by a first
order exchange of contributions Mn(t) according to Fick’s
law, while at the same time the magnetization of each slice
develops according to its individual time dependent Lar-
mor frequency ω(n, t). This, in first approximation, leads
to a new magnetization element Mnm(t +∆t) after a short
time interval ∆t [21, 25, 26]:

Mnm(t +∆t) = Mnm(t) exp [iω(n, t)∆t]

+
∑
n′,m′

{− knn′mm′∆tMnm(t)

×exp [iω(n, t)∆t]+ kn′nm′m∆tMn′m′(t)

× exp
[
iω(n′, t)∆t

]}
(12)

with knn′mm′ being the first order rate constant for the flow
of magnetization from site (n, m) to (n′, m′). The Larmor
frequency depends on time as well as on the lateral pos-
ition zn according to

ω(n, t) = −γG(t)zn (13)

with γ being the gyromagnetic ratio of the observed nu-
cleus. The gradient function G(t) depends on the particular
experiment to be simulated, in the given case it reflects
the action of two rectangular gradient pulses (with gradient
strength G) during the time intervals τ1.

The equilibrium populations Pnm of the sites (n, m) re-
flect the geometry of the diffusion compartments, which
is infinite for the continuous phase and spherical for the
encapsulated volumes [21, 25]. They are given by

Pn1 = (1− xin)/nmax (14)

for the continuous phase with xin being the encapsulated
fraction of observed molecules and nmax being the total
number of sites in z, and

Pnm = xin

ncap

P′
nm∑

n
P′

nm
for m > 1 (15)

with

P′
nm =

[
a2

m − (zn − z0m)2
]

for a2
m ≥ (zn − z0m)2

P′
nm = 0 for a2

m < (zn − z0m)2

for the molecules in an individual spherical capsule m,
where ncap is the overall number of capsules in the re-
garded subspace while am and z0m stand for the radius of
the capsule and the position of the capsule center, respec-
tively.

The set of rate constants knn′mm′ fully describes the
diffusive motions in the different environments as well as
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the molecular exchange through the capsule wall. Conse-
quently, each rate constant depends on the diffusion con-
stants Db and Da for the encapsulated and the continuous
phase, on the average exchange rate kex, and on the popu-
lations of the sites nm and n′m′. Details on the calculation
of the full set of rate constants are given elsewhere [21, 25,
26].

For the simulation of a PFG-NMR measurement based
on a stimulated echo, every step of the experiment is rep-
resented by a corresponding element of the calculation:
a) The magnetization in the x,y-plane after the initial 90◦-

pulse is reflected by the following starting condition:

Re[Mnm(0)] = Pnm Im[Mnm(0)] = 0

b)During the following time-dependent evolution of all
complex magnetization elements Mnm(t) according to
Eq. 3, the gradient function G(t) is set to G for the du-
ration δ.

c) The second 90◦-pulse which transfers part of the mag-
netization in the longitudinal direction is represented
by setting the real part of Mnm(t) to zero at t = τ1,
while the imaginary part is maintained.

d)This step is followed by a further evolution in τ2, where
the values Mnm(t) describe the development of the
magnetization in the z-direction.

e) The third 90◦-pulse is represented by formation of the
conjugated complex of Mnm(t) at t = τ1 + τ2. Here-
after, M(t) again describes the magnetization elements
in the x,y-plane.

f) Finally, the action of another field gradient G with a du-
ration δ represented by a corresponding function G(t)
leads to partial refocusing of the magnetization elem-
ents Mnm(t) and the formation of an echo signal. The
time that evolves between the onsets of the two gradient
pulses is given by ∆. The echo signal is directly ob-
tained as I/I0 by a summation over all magnetization
elements Mnm(t) over the sites n and m.

Experiments

Vesicles from two different block-copolymers, poly[(iso-
prene)53-b-(ethylenegylcol)28] (PI-PEO9) and poly[(2-
vinylpyridine)54-b-(ethylenegylcol)34] (P2VP-PEO10),
have been obtained from the research group of S. Förster,
University of Hamburg, Germany. The general prepar-
ation procedure for the vesicles has been described else-
where [21]. Samples of polyethylene oxide (PEO) of
various molecular mass (from PEO-200 with 200 g/mol
to PEO-1500 with 1500 g/mol) have been purchased
from Merck-Schuchardt OHG, Hohenbrunn, Germany and
Sigma–Aldrich Chemie, Munich, Germany. For sample
preparation, the polyethylene oxide (PEO) samples have
been added to the vesicle dispersion to yield a concentra-
tion of 1%. Earlier studies had shown that the complete
equilibration was assumed after a few minutes [21].

All measurements are performed on a Bruker Avance
400 spectrometer (Bruker AG, Karlsruhe, Germany)
equipped with a BAFPA 40 gradient amplifier and a Bruker
DIFF30 probe. The instrument is tuned to 400 MHz pro-
ton frequency, gradient pulses are adjusted to gradient
strengths between 0 and 4 T/m with individual dura-
tions of 1.2 ms. For all measurements, the stimulated echo
(90◦ − τ1 −90◦ − τ2 −90◦ − τ1-echo) is used in combina-
tion with the gradient pulses during each τ1 waiting period.
The spacing ∆ between the two gradient pulses is varied
between 50 and 300 ms. All measurements are performed
at 293 K. The samples are filled into regular 5 mm NMR
sample tubes and are used without further sample prepar-
ation.

In case of time resolved measurements, the tracer sig-
nal from the continuous phase is simply filtered out by
an adequate setting of δ, ∆ and G which leads to a com-
plete relaxation of the mobile fraction. At a given point of
time t = 0, the tracer is added and mixed homogeneously
with the dispersion. Subsequently, a set of successive PFG-
NMR measurements is started and the echo amplitude is
determined as a function of t.

Results and Discussion

Rapid Exchange of Water

The most natural candidate for a study on molecular ex-
change in an aqueous vesicle dispersion is obviously wa-
ter. Figure 1 shows two sets of echo decay curves observed
on the water signal of vesicle dispersions under variation
of the field gradient strength G for different spacings ∆ be-
tween the two gradient pulses. Logarithmic relative echo
amplitudes Irel are plotted vs. the parameter γ 2G2δ2(∆−
δ/3) such that a linear dependence with the slope equal
to the negative self diffusion constant (−D) is obtained
for free diffusion according to (Eq. 1). In many cases such
as for P2VP-PEO10, the exchange of water molecules
through a vesicle membrane is very rapid and only free dif-
fusion can be observed (Fig. 1, top). This is only partially
a consequence of the limitations of the experiment, but
rather due to the fact that some vesicle membranes do not
represent a significant barrier for the self diffusion. In vesi-
cles from P2VP-PEO10, the inner part of the vesicle mem-
brane is formed by poly(2-vinylpyridine), a polymer which
still exhibits some residual polarity which facilitates the
water permeation. In contrast, the inner part of membranes
of PI-PEO9 vesicles consists of poly(isoprene), a polymer
which is distinctly unpolar and therefore represents a much
stronger barrier for water molecules. Consequently, the
permeability is sufficiently reduced to lead to significant
confinement of water molecules (Fig. 1, bottom). Here, the
complete set of curves has been fitted based on Eqs. 2–10
with a single data set (see caption to Fig. 1). The initial
very steep slope down to ln(I/I0) = −5, which is very
similar to the one for P2VP-PEO10, corresponds to the
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Fig. 1 Echo decay curves observed on the water signal of dispersed
vesicles from P2VP-PEO10 (top) and PI-PEO9 (bottom) under vari-
ation of the field gradient strength G for different spacings ∆ be-
tween the two gradient pulses. Experimental data are given as sym-
bols, the solid lines show the best fit obtained by Eqs. 2–10 using
a single data set. For PI-PEO9 (bottom), the common simulation pa-
rameters are as follows: Da = (1.99×10−9 ±0.013×10−9) m2/s,
Db = (9.5×10−13 ±0.66×10−13) m2/s, Pa = (0.9887±0.00016),
τb = (54±0.25) ms

nearly free diffusion of the water in the continuous phase,
which here contributes to (98.87 ±0.016)% of the over-
all water content. The common slope of all six curves
reflects a self diffusion constant of Da = (1.99×10−9 ±
0.013×10−9) m2/s which comes close to the value for
free self diffusion of pure water with 2.26×10−9 m2/s
for 298 K (source: AIP). The final slope, again shared
by all six echo decay curves, is related to the Brown-
ian motion of the vesicle which, according to the over-

all best fit, amounts to a diffusion coefficient of Db =
(9.5×10−13 ±0.66×10−13) m2/s. For Brownian motion
in water at 298 K, this is in accordance with spherical
particles with a diameter of 520 nm, a value which corres-
ponds well to the expected size of the vesicles.

Finally, the dependence of the echo intensities on ∆
for larger gradients reveals the exchange rate between the
states (a) and (b). According to the overall best fit, the aver-
age residence time for an individual water molecule in the
encapsulated state amounts to τb = (54 ±0.25)ms. This
result is based on the assumption of a first order kinetics
of the exchange process. However, one has to be careful
to assign this transfer between the states (a) and (b) com-
pletely to actual molecular exchange. In fact, the migration
of protons as well as spin diffusion during the stimulated
echo experiment could contribute to the transfer of mag-
netization between the two domains. In order to estimate
this contribution, a systematic study under variation of the
molecular weight of the tracer molecule is required.

Exchange of Tracer Molecules
with Variable Molecular Weight

A study on molecular exchange for variable molecu-
lar weight is performed on P2VP-PEO10 vesicles using
polyethylene oxide (PEO) tracer molecules [21]. The echo
decay curves for PEO at five different molecular weights
between 200 and 1500 g/mol are observed using the sin-
gle proton signal at 3.2 ppm, three examples are shown
in Fig. 2. Due to the relatively large size of the vesicles
(d = 1.4 µm), the internal diffusion inside of the vesicles
can no longer be neglected. Consequently, the numerical
simulation procedure according to Eqs. 11–15 has to be
applied for a suitable description of the PFG-NMR experi-
ment. The simulated echo decays, resulting from a single
data set for each PEO tracer, are shown as solid lines in
Fig. 2 (simulation parameters are given in the figure cap-
tion). All initial slopes are much smaller as compared to
water which is expected for the slower self diffusion of the
larger PEO molecules. The diffusion coefficients clearly
decrease with increasing molecular weight which is in ac-
cordance with the growing hydrodynamic radii of the PEO
chains in water. On the other hand, the final slopes for high
field gradients are shallower which indicates the slower
Brownian motion due to the larger vesicles. From the hy-
drodynamic radius of the vesicles, a Brownian motion with
Db = 3.5×10−13 m2/s can be expected. Compared to the
contributions of the internal and the external self diffusion
of the PEO, this phenomenon can be neglected in good
approximation.

More interestingly, the dependence of the exchange
rate between the states (a) and (b) on the pulse spac-
ing ∆ strongly varies with the molecular mass of the PEO
tracer. This is directly represented by the dependence of
the echo intensities on ∆ for larger gradients. While the
data on PEO-300 exhibit a large variation within the given
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Fig. 2 Sets of echo decay curves for PEO-300 (top), PEO-400
(centre) and PEO-600 (bottom) in a P2VP-PEO10 vesicle dis-
persion. Each individual plot refers to a given pulse spacing ∆

as shown in the inserts. Symbols mark the experimental data,
solid lines the results for the best fit simulations according to
Eqs. 11–15. The latter are labelled with corresponding symbols
on the right margin. Simulation data sets are as follows: PEO-
300 (Da = 4.91×10−10 m2/s, Pb = 0.022, τb = 157 ms), PEO-400
(Da = 4.28×10−10 m2/s, Pb = 0.0205, τb = 329 ms), PEO-600
(Da = 3.58×10−10 m2/s, Pb = 0.015, τb = 1420 ms)

range of pulse spacings (with the value for ∆ = 15 ms be-
ing approximately 150 times larger than for ∆ = 300 ms,
see Fig. 2 top), the dependence of the data for PEO-600
is quite small (with the value for ∆ = 15 ms being only
1.8 times larger than for ∆ = 300 ms, see Fig. 2 bottom)
and almost completely vanishes for PEO 1500 (data not
shown). The parameters for the complete set of simu-
lated echo decay curves (as shown for PEO-300, PEO-400
and PEO-600 in Fig. 2) yield data for the average ex-
change rates kex which are related to the overall exchange
rates and the average residence times in the encapsulated
state [21]. In Fig. 3, the average residence times τb are
plotted against the hydrodynamic radii of the PEO tracers
as obtained from their self diffusion coefficients. As ex-
pected, increasing residence times are found for increasing
hydrodynamic radii of the PEO tracers. For PEO-200 up
to PEO-600, the logarithm of the residence time depends
linearly on the hydrodynamic radius. This fact indicates
that the activation energy for the permeation process is
proportional to the radius of the tracer molecule. In add-
ition, this clear dependency rules out a strong contribution
of those exchange phenomena which are not occurring on
a molecular basis, in this case mainly represented by spin
diffusion. With the given dependency, it can be stated that
the spin diffusion is definitely slower than the molecular
diffusion and the exchange of PEO-600.

However, the situation looks somewhat different for
PEO-1500. Its value for τb clearly deviates from the lin-
ear behaviour of its smaller counterparts. This could be
related to a different mechanism of permeation, possibly
connected to an uncoiling of the PEO chain. Alternatively,
this could also indicate the growing contribution of proton
spin diffusion which could dominate the exchange of the
magnetization between the domains while the parameter
for the molecular exchange still would follow the original
linear dependence. On the basis of the given experimental

Fig. 3 Logarithmic plot of average residence times for PEO tracers
of different molecular weights and hydrodynamic radii in dispersed
P2VP-PEO10 vesicles. Except for PEO-1500, the values for log τb
approximately follow a linear dependence on the hydrodynamic ra-
dius (broken line)
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data, this fact remains unclear. On the other hand, the clear
relation between exchange rate and hydrodynamic radius
for the other tracers already gives valuable information on
the permeability of the vesicle membrane.

Slow Exchange: A Time Resolved Experiment

The actual limits for the detection of the exchange rates
using the methods described so far are defined by the range
of the pulse separation ∆. For technical reasons, it be-
comes very difficult to use pulse separations shorter than
10 ms, given that the duration of each pulse is already in
the range of one ms. On the other hand, experiments with
pulse spacings significantly above 300 ms are generally
suffering from the consequences of spin-lattice relaxation
and bad signal to noise ratio. However, with average res-
idence times above 10 s, slow exchange processes allow
for an observation in a time resolved PFG-NMR measure-
ment. In this case, the tracer signal from the continuous
phase is simply filtered out by an adequate setting of δ,
∆ and G which leads to a complete relaxation of the mo-
bile fraction. At a given point of time t = 0, the tracer
is added and mixed homogeneously with the dispersion.
Subsequently, a set of successive PFG-NMR measure-
ments is started and the echo amplitude is determined as
a function of t. In this non-equilibrium situation, the PEO
molecules are now migrating through the separating mem-
branes into the encapsulated domain where they can be
directly detected. With good signal to noise ratio, a single
echo experiment with four scans can be performed within
a few seconds, such that the determination of average res-
idence times above 10 s are possible. In Fig. 4, examples
are shown which refer to PEO-12 000 and PEO-35 000 in
P2VP-PEO10 vesicles. In good approximation, both plots
follow first order kinetics up to the point where the equi-
librium concentration is reached (solid lines in Fig. 4). The
average residence times can be obtained from the best fit
exponential and amount to τb = 66.7 s for PEO-12 000 and
τb = 83.7 s for PEO-35 000.

Conclusion

PFG-NMR represents an elegant and powerful tool for
the analysis of exchange phenomena in dispersed systems.
In case of dispersed vesicles or nanocapsules, an experi-
ment using a stimulated echo sequence in combination
with two gradient pulses is suitable for the observation of
trans-membrane exchange of active ingredients or tracer
molecules. For small capsules and vesicles with diameters
below 1 µm, the Brownian motion dominates the echo at-
tenuation for the encapsulated fraction and the echo decay
curve can be analyzed with a simple analytical approach.
In case of larger vesicles and capsules with diameters
above 1 µm, the internal diffusion becomes the dominat-
ing phenomenon and the echo decay has to be fitted with

Fig. 4 Result of a time resolved PFG-NMR experiment on PEO-
12 000 (top) and PEO-35 000 (bottom) in presence of dispersed
P2VP-PEO10 vesicles. In each case, the PEO tracer is added to
the dispersion at t = 0. A constant setting for δ, ∆ and G is used
to erase all signal contributions from the continuous phase. Under
these conditions, the signal contribution Iint of the encapsulated
fraction which derives from the permeation under non-equilibrium
conditions is directly detected over time

a numerical approach based on a finite element approx-
imation. For very slow exchange processes with average
residence times above 10 s, the permeation process is di-
rectly observed in a time resolved measurement. Following
this principle, similar studies on tracers under variation of
polarity or flexibility of the molecule could be carried out
to further elucidate the mechanism of trans-membrane per-
meation. In addition, this kind of information turns out to
be extremely valuable in cases where capsules or vesicles
are being used as pharmaceutical carrier systems.
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Abstract Copolymerization of
methylmethacrylate (MMA) and the
polymerisable surfactant (surfmer)
p-(11(acrylamido)undecanoyloxy)-
phenyldimethylsulfonium methyl-
sulfate (AUPDS) by emulsion
polymerization resulted p(MMA-
co-AUPDS) particles with a yield
> 95%. The particle diameter
depended on the surfmer feed con-
centration and was to be chosen
in the range of 116 nm to 145 nm.
The particle surface area per activated
ester surfmer residue depended on the
surfmer concentration and amounted
to 0.7 nm2 to 1.24 nm2. All area-
per-charge values were found to be
smaller then the analogous value
from cmc measurements of an
AUPDS solution in ultrapure water
which was found to be 1.42 nm2.
The protein conjugate streptavidin
peroxidase (SAv-POD) was immo-

bilized covalently on the particle
surface by incubating particles in
PBS buffer containing this enzyme.
By addition of the enzyme substrate
3,3′,5,5′ tetramethylbenzidine (TMB)
the activity of the particle-bound
enzymes was determined at pH 7.2
to (5.3±0.2) mU mg−1. The enzyme
activity was raised to (15.5±0.2)
mU mg−1 when the particles were
incubated in a pH 8.0 buffer. The
non-specific binding was determined
to 37% when compared to the total
binding by incubating particle blank
samples with the same amount of
SAv-POD.

Keywords Bioconjugation ·
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Nanoparticles ·
Surface charge titration ·
Surfmers

Introduction

Nanosized polymer particles have become important tools
in modern biotechnology research. They are mainly used
as solid phase carriers for the handling of proteins and
peptides. The advantage of using nanoparticles for these
purposes is primarily their high surface area that al-
lows the creation of a high number of binding sites for
biomolecules. Another important feature of the particles
is that they can be used in fluid handling systems which
enable for a relatively easy use.

In order to conjugate with a biomolecule, the particles
must have a specific chemical function on their surface

that can react chemically and form a covalent bond with
an available functional group of the biomolecule. This re-
action must proceed under mild conditions so that the
three-dimensional structure and biological activity of the
biomolecule is maintained. The activated ester is a func-
tional group that fulfills these conditions excellently. An
activated ester reacts with an adequate nucleophilic group
such as a primary amine on proteins under mild condi-
tions [1, 2]. One way to achieve a surface with activated es-
ters is to use specific polymerizable surfactants, so-called
surfmers, to introduce the activated ester group [3–5]
(see Fig. 1). Such surfmers can be employed in emulsion
copolymerization and enable to obtain in a controlled way
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Fig. 1 Chemical structure of the surfmer p-(11(acrylamido)undeca-
noyloxy)phenyldimethylsulfonium methylsulfate (AUPDS) with an
activated ester functionality

nanosized particles with an activated ester surface in a one-
stage reaction [6].

We found earlier in a comparative study employing
a variety of surfmer molecules and different comonomers
that a well suited activated ester system for protein immo-
bilization was p-(11(acrylamido)undecanoyloxy)phenyl-
dimethylsulfonium methylsulfate (AUPDS) copolymer-
ized with methylmethacrylate (MMA) [7].

In the present study we prepared and characterized also
p(MMA-co-AUPDS) nanoparticles. The particle diam-
eter was determined by dynamic light scattering and the
ζ-potential by microelectrophoresis. The charge density
on the particle surface was calculated by using results
from polyelectrolyte titration combined with the calcu-
lated surface area from light scattering. A protein conju-
gate consisting of streptavidin and the enzyme peroxidase
(SAv-POD) was immobilised on the functional particles.
Peroxidases belong to the group of oxido-reductases, en-
zymes that catalyze oxidation-reduction reactions [8].
Peroxidases catalyze different oxidative reactions using
hydrogen peroxide (H2O2) as electron acceptor.

Experimental

Materials. AUPDS was synthesized according to lit-
erature [3]. 3,3′,5,5′ tetramethylbenzidine (TMB sub-
strate kit 34021, Pierce, Rockford, USA), Streptavidin
(SAv, Boehringer-Ingelheim, Germany), streptavidine per-
oxidase conjugate (SAv-POD, Roche AG, Germany),
biotin-4-fluorescein (Pierce, Rockford, USA), PBS (phos-
phate buffered saline) buffer (0.01 mol L−1 Applichem,
Germany) and 2,2′-Azobis (Methyl-propiomamidine)-
dihydrochlorid (AIBA, Fluka, Switzerland) were used
without further purification. Methylmethacrylate (MMA),
stabilized with hydrochinon (99% Fluka, Switzerland),
was purified by washing with a 10% sodiumhydrox-
ide solution, drying over CaCl2 followed by distillation.
Polydiallyldimethylammonium chloride (PDADMAC)
and sodium polyethensulfonate (NaPES) (both Mütek,
Herrsching, Germany) were also used without purification.

Instrumentation. The particle size measurements were car-
ried out with purified particles by photon correlation spec-
troscopy at a scattering angle of 90◦ using a Zetasizer HS
3000® (Malvern, Germany).

The light absorption measurements where performed
at 450 nm using a SPECTRA max PLUS 384 instrument
(Molecular Devices, München, Germany).

The polyelectrolyte titrations were carried out with
a PCD 3 PH (Mütek, Herrsching, Germany) particle
charge detector equipped with a Titrino 702 SM titrator
(Metrohm, Herisau, Switzerland). For titration 1 mmol L−1

PDADMAC- und NaPES-solutions were used.
The sulfur amount in the dried latex-particles was de-

terminated by an Vario EL elemental analyzer (ELEMEN-
TAR, Hanau, Germany). 4–20 mg of solid were folded in
tin foil and ashed at 1200 ◦C in an oxygen atmosphere.

The fluorescence intensity was measured with the flu-
orescence reader “Spectraflour plus” (Tecan, Crailsheim,
Germany) at an excitation wavelength of 485 nm and an
emission wavelength of 535 nm.

Preparation of the latexes. Preparation of the latex is car-
ried out in a 100 mL three-necked-flask equipped with
a reflux condenser, rugby-ball-shaped magnetic stirrer bar
and an argon supply-line. 30 mL of water were degassed
by altering vacuum and argon atmosphere for three times
and 30 min argon bubbling through the liquid.

Surfmer dissolved in 2 mL degassed water and mono-
mer was added with a syringe through a rubber-septum.
The emulsion was stirred (400 U min−1) and heated to
the reaction temperature of 60 ◦C at which the water dis-
solved initiator (AIBA) is added. After two hours, the latex
solution is heated to 65 ◦C for ten minutes, then the heat-
ing is removed and the product is allowed to reach room
temperature. The yield was determinated by weighing the
solid content from a dried aliquot of the latex. The remain-
ing part of the latex was purified by centrifugation and
redispersion at 4 ◦C three times with water before further
application. After the last redispersion step the solid con-
tent of the latex was adjusted with water to 5 wt % and
subsequently stored at 4 ◦C.

Experimental conditions for the latexes were de-
scribed as following: An initiator (AIBA) concentration of
1.1 mmol L−1 (36 µmol per 34 mL), a MMA concentra-
tion of 0.47 mol L−1 (1.8 mL per 34 mL) and a surfmer

Table 1 AUPDS-concentrations cAUPDS, particle diameter and cal-
culated particle numbers Nc for samples PA 0 to PA 4

Sample cAUPDS 100∗ d̄DLS Nc
cAUPDS/cMMA

mmol L−1 % nm L−1

PA 0 0 – 601±30 (3.6±0.7)×1014

PA 1 5.0 1 132±5 (3.6±0.3)×1016

PA 2 5.9 1.2 146±5 (2.6±0.4)×1016

PA 3 10.0 2 120±3 (5.0±0.5)×1016

PA 4 15.0 3 116±4 (5.8±0.7)×1016
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concentration from 0 mmol L−1 to 15 mmol L−1 (see
Table 1), 2 h of polymerization at 60 ◦C.

Preparation of control samples. For the immobilization
experiments we used the PA2 copolymer particles and
PA2 particles with a hydrolyzed surface as blank samples.
Through the hydrolysis the activated ester groups are re-
moved. To hydrolyze the PA2 particle surface the particles
where allowed to stand overnight in a borate buffer (pH 9).
Then the particles where washed by repeated centrifuga-
tion and dispersion cycles.

Determination of the SAv-POD concentration. The con-
centration of the used SAv-POD solution was determined
by the fluorescence titration method developed by Kada [9,
10]. A 1 : 1000 dilution of the original SAv-POD solu-
tion was used as sample. The reference solution was pre-
pared from lyophilized SAv. First 0.750 mg SAv were dis-
solved in 1 ml phosphate puffer (pH 7.0). Then the solution
was further diluted to give a 134 nM SAv solution. The
biotin-4-fluorescein solution was prepared in MES buffer
(pH 5.0) to yield a final concentration of 670 nM. From the
titration a concentration value for the relation between en-
zyme activity and amount of SAv-POD can be calculated
for (96±26) pmol U−1.

Immobilization of SAv-POD on the Latex

The immobilization experiment was performed at 22 ◦C
in two different PBS buffers, one with pH 7.2 and one
with pH 8.0. p(MMA-co-AUPDS) particles (sample PA 2)
were incubated with the SAv-POD solution in plastic test
tubes. For each pH value three different types of sam-
ples where prepared; one with normal particles, one with
hydrolyzed particles and one control sample without par-
ticles. To the first two types of samples 0.4 mg of the
particles where added. SAv-POD was added to all samples
so that the enzyme activity in each sample was 8.3 mU.
The final volume of the samples was adjusted to 1 ml
with buffer. Three multiples of each different sample with
particles and one control sample for each buffer where
made. The samples where placed in a test tube shaker
and incubated for 5 hours. After the incubation a wash-
ing procedure followed. Three times the samples where
centrifuged for 10 min at 13 000 rpm. After each centrifu-
gation step the pellet was dispersed in PBS buffer (pH 8.0)
using ultrasonification combined with vigorous shaking.
The enzyme activity was measured from each solution by
taking a 50 µL aliquot on a microplate. Then 100 µL of the
TMB substrate was added to each well by which a colour
change from clear to brilliant blue appears where enzyme
is present. After a few minutes the desired colour is de-
veloped. The reaction was stopped by addition of 100 µL
0.5 M sulphuric acid. After this addition the absorption
was immediately measured at 450 nm.

Results and Discussion

Particle Preparation and Characterization

The copolymerization of AUPDS with MMA yielded
nanoparticles in a diameter range from 116 nm to 146 nm
(see Table 1). As stated in our earlier work the particles
showed a narrow size distribution in scanning electron mi-
croscopy and in dynamic light scattering [4].

The numbers of particles were in the range from (2.6±
0.4)×1016 L−1 to (2.6 ±0.4)×1016 L−1. The diameter
as well as the particle numbers were in a typical range
for latexes made by emulsion polymerization [11, 12].
The polyelectrolyte titration of the purified p(MMA-co-
AUPDS) particles yielded a charge-to-mass ratio from
48 µeq g−1 to 95 µeq g−1. Taking into account that the par-
ticles have a spherical shape we were able to calculate the
surface area of the nanoparticles from their diameter deter-
mined by dynamic light scattering (Table 2). By combina-
tion of surface area, density and charges-per-mass ratio the
charge-to-area, and closely related the area-to-charge ratio,
were calculated. The results shown in Table 2 depict that
the area which was occupied by one charge decayed from
1.24 nm2 to 0.72 nm2 when the surfmer concentration was
raised. The blank sample PA 0 showed an area-to-charge
ratio of 3.3 nm2. We supposed that in contrast to the PA 1,
PA 3 and PA 4 samples, positive charges in the blank
originated from polymer end groups generated by the ami-
dinium initiator.

To rate the calculated area per charge values, we used
a geometric model of the single surfmer molecule shape
and coverage. Assuming by van der Waals length calcu-
lations we approximated that every molecule covered an
area of 0.6 nm×0.6 nm which equals a 0.36 nm2. Based
on this minimum area approximation the coverage with
the surfmer molecules rised from 29% to 51% (Table 2)

Table 2 Results from polyelectrolyte titration of p(MMA-co-
AUPDS) particles with NaPES, radius of the particles and calcu-
lated surface area for samles PA 0, PA 1, PA 3 and PA 4

Sample Radius Charges Surface Charges Area per Coverage
per Mass Area per Area Charge

nm (µeq g−1)(m2 g−1) (m−2) (nm2) (%)

PA 0 350 3 6.7 3.3×1017 3.3 5 1

PA 1 66 48 35.5 8.1×1017 1.24 29 2

PA 3 60 71 39.1 1.2×1018 0.92 39 2

PA 4 58 95 40.4 2.4×1018 0.70 51 2

1 The coverage of the blank sample PA 0 was calculated with an
area of 0.43 nm, 0.43 nm = 0.18 nm2 per amidinium residue
2 The coverage of the p(MMA-co-AUPDS) samples were calcu-
lated based on an area of 0.43 nm× 0.43 nm = 0.18 nm2 per ami-
dinium residue
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with increasing surfmer content in the nanoparticles. The
increasing surfmer concentration therefore caused a de-
creasing particle diameter and a closer surfmer pack-
age on the colloidal surface. Further on the adsorption
parameter aAUPDS resulting from cmc determination of
AUPDS by surface tension measurements took a value of
1.42 nm2 [7]. Hence the surfmer molecules at the particle
surface were more closely packed than at the air-water in-
terface.

Immobilization of an Enzyme on the Particle Surface

Immobilization of SAv-POD on p(MMA-co-AUPDS)
nanoparticles in pH 8.0 resulted in almost three times as
much enzyme activity on the particles (Fig. 2) as incuba-
tion in pH 7.2 with (5.3 ±0.2) mU mg−1). The enzyme
activity on one mg of p(MMA-co-AUPDS) was calculated
to (15.5±0.2) mU when the incubation was proceeded at
pH 8.0.

Also the non-specific binding which was determined
through incubation of hydrolyzed particles with SAv-
POD, was higher at an increased pH. Expressed as a per-
centage value of the total enzyme immobilization the
non-specific binding was 53% for incubation in pH 7.2
and only 31% when the incubation was made in pH 8.0.
The control samples without particles lost their activity
completely.

With the relation between the enzyme activity and the
amount of SAv-POD from the titration results in experi-
mental section and by using the hydrodynamic particle
diameter of (146 ±5) nm we were able to calculate also

Fig. 2 Results from the incubation of 0.4 mg p(MMA-co-AUPDS)
nanoparticles and hydrolyzed control particles with 8.3 mU SAv-
POD in PBS-buffers with different pH values. TMB substrate was
added to the different samples after incubation and absorption was
measured at 450 nm. A high absorption value indicates a larger con-
sumption of substrate and thereby a higher enzyme activity

the enzyme immobilization density to a value of (1.49 ±
0.45) nmol SAv per 1 g particles or (4.3 ±1.3) µm2 per
Sav-POD molecule. For comparison the maximum im-
mobilization of pure SAv on p(styrene-co-AUPDS) with
a radius of 53 nm is (500 ±90) nmol per 1 g particles or
160 nm2 per SAv tetramer [7]. Even though 1 g of these
smaller particles possessed a larger surface this is a large
difference. The relation between enzyme activity and the
amount of SAv in the SAV-POD solution determined by
biotin titration was considered to be a minimum value.
Therefore we assumed that the values of enzyme activities
per mass of particles attained in this experiment were still
below the possible maximum value. So the optimization
of the immobilization process has to be expanded on other
parameters as surfmer structure or copolymer composition
such as using surfmers with oligoethyleneglycol spacers or
more hydrophilic comonomers.

Conclusions

The copolymerization of MMA and AUPDS yielded par-
ticles with a surfmer concentration dependent diameter
between 116 nm and 145 nm. The activated ester surfmer
residues covered an area of 0.7 nm2 to 1.24 nm2 depending
on surfmer feed concentration. This area-per-charge was
smaller than the analogous value of 1.42 nm2 taken from
cmc measurements.

The protein conjugate streptavidin peroxidase (SAv-
POD) was immobilized on the particle surface by incu-
bating particles in PBS buffer containing this enzyme. By
addition of the enzyme substrate TMB the enzyme ac-
tivity on the particles was determined. A higher enzyme
activity was achieved if the particles were incubated in
a buffer with pH 8.0 than with pH 7.2. The non-specific
binding could be determined to 37% of the total binding by
incubating particle blank samples with the same amount
of protein. The experiments showed that SAv-POD can
be immobilized on surfmer copolymer particles with pre-
served activity. This result shows that the surface of the
surfmer copolymer is able to act as a stabilization agent
similar to the proteins like BSA used for enzyme preser-
vation. This ability of the surfmer copolymers may proof
to be advantageous for the particulate formulation of en-
zymes in biotechnological applications. Additionally the
covalently linked streptavidin conjugates still contain their
free biotin binding sites. These could be used e.g. for im-
mobilization of another type of enzyme thus enabling en-
zyme cascade reactions in the confined space around the
nanoparticles.
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Abstract Swelling properties of
doubly temperature sensitive core-
shell microgels consisting of two
thermosensitive polymers namely
poly-N-isopropylacrylamide (PNI-
PAM) with a lower critical solution
temperature (LCST) at ca. 34 ◦C and
poly-N-isopropylmethacrylamide
(PNIPMAM) with a LCST of
ca. 44 ◦C have been investigated
by small-angle neutron scattering
(SANS). Two types of microgels
with different core-shell composi-
tion were studied: PNIPAM-core –
PNIPMAM-shell microgels as well as
a microgel with inverse structure, i.e.
PNIPMAM-core – PNIPAM-shell.
A core-shell form factor has been
employed to evaluate the structure
and the real space particle structure is
expressed by radial density profiles.
By this means the influences of
composition and temperature on the
internal structure have been revealed.
At temperatures between the LCSTs
the swelling of the PNIPMAM-
shell leads to an expansion of the
PNIPAM-core. At temperatures
below the core LCST, the core cannot

swell to its native size (i.e. in the
absence of a shell) because the
maximum expanded shell network
prohibits further swelling. Thus
depending on temperature the shell
either expands or compresses the
core. The inverse PNIPMAM-core –
PNIPAM-shell microgel displays
qualitatively different behavior.
At intermediate temperatures, the
segment density of the shell is higher
as compared to the core. Since
the density ratio of shell and core
depends on temperature, such core-
shell microgels provide interesting
opportunities for encapsulation and
controlled release.

Keywords Core-shell ·
Data modelling · Microgel ·
Poly-N-isopropylacrylamide
(PNIPAM) ·
Poly-N-isopropylmethacrylamide
(PNIPMAM) ·
Small angle neutron scattering
(SANS)

Introduction

Materials composed of chemically cross-linked polymers
that are sensitive to external stimuli have been used in
a wide variety of applications as, e.g. in catalysis [1],
drug delivery [2], sensors [3], biomolecule immobiliza-
tion [4], colloidal crystals [5], and micro-optics [6]. Poly-

N-isopropylacrylamide (PNIPAM) is the most widely in-
vestigated temperature sensitive microgel system [7] and
shows structural changes upon heating above the lower
critical solution temperature (LCST) in aqueous solu-
tion [8]. The temperature sensitive properties of PNIPAM
can be extended to react on further stimuli as, e.g. ionic
strength [9], solvent composition [10], pH [11], and selec-
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tive reaction [12] by copolymerization with monomers that
show sensitivity to one of those stimuli.

Lyon and co-workers introduced multi-responsive mi-
crogels with a core-shell morphology preparing PNIPAM
core-PNIPAM-co-acrylic acid shell microgels which are
sensitive to temperature and pH [13]. Our group re-
cently presented core-shell microgels composed of two
temperature sensitive polymers, PNIPAM and poly-N-
isopropylmethacrylamide (PNIPMAM) with LCST of 34
and 44 ◦C, respectively, in either core or shell [14].

Detailed knowledge of the internal microgel structure
is important for their application in fields where particular
properties are required. Scattering methods as small-angle
neutron scattering (SANS), small-angle X-ray scattering
(SAXS) as well as dynamic (DLS) and static light scat-
tering (SLS) are powerful tools to explore the structure of
macromolecules and have been successfully applied to mi-
crogels [15, 16].

Stieger et al. have been the first to apply a direct mod-
elling approach to describe SANS data of PNIPAM micro-
gels over a wide q-range (where q = 4π

λ
sin Θ

2 is scatter-
ing vector at wavelength λ and scattering angle Θ) [17].
They convoluted a homogeneous sphere form factor with
a Gaussian obtaining density profiles that gradually de-
creased at the surface to describe the surface fuzziness
at temperatures below the LCST. This particle structure
agrees with studies revealing that the cross linker is con-
sumed faster than the monomer [18]. The same model
was applied to SLS data of PNIPAM microgels and it
was demonstrated that a stepwise addition of cross linker
during the synthesis leads to a more homogenous struc-
ture [19]. Boyko et al. combined a hard sphere form fac-
tor with the form factor of a randomly branched polymer
to describe SANS data of temperature sensitive poly-N-
vinylcaprolactam-co-N-vinylpyrrolidone microgels [?]

The mutual influence of core and shell swelling was
observed with core-shell systems where both core and
shell consist of swellable polymer networks [14, 21, 22].
Experiments by Lyon and co-workers employing fluores-
cence resonance energy transfer techniques (FRET) re-
vealed that swelling properties of the core are affected by
the shell and the phase transition temperature of the core
shifted towards higher temperatures as the shell thickness
increased. This technique also allows for a calculation of
core-shell interface thickness [23, 24].

Our group recently established a form factor model
to describe scattering data and analyze the structure of
microgel particles with core-shell morphology [25–28].
The model accounts for an interpenetrating layer of core
and shell network and a graded particle surface. Here we
demonstrate what structural information on core-shell mi-
crogels can be obtained from SANS combined with direct
data modelling. Data from PNIPAM-core – PNIPMAM-
shell microgels as well as from a microgel with inverse
structure, i.e. PNIPMAM-core – PNIPAM-shell will be
discussed.

Experimental Section

The synthesis of the core-shell microgel particles has been
described in detail previously [14, 26]. Specifications of
the shell composition of PNIPAM-core – PNIPMAM-shell
microgels are given in the sample name scheme, for ex-
ample CS-5/0.69, where the first number denotes the molar
percentage of cross linker monomer in the shell (omit-
ting the units) and the second number gives the rela-
tive mass ratio mshell/mcore after purification (see below),
where mshell is the mass of the shell and mcore is the
mass of the core. The samples were purified by repeated
ultra-centrifugation, decantation of the supernatant and re-
dispersion in deionized water. Dynamic light scattering
experiments have been performed with a modified ALV
goniometer setup. SANS experiments were carried out at
the D11 beam line at the Institut Laue-Langevin (ILL) in
Grenoble, France. ILL provided software GRASANSP was
used for absolute calibration, background correction, and
azimuthal averaging following standard procedures at the
ILL. The microgels were investigated at mass concentra-
tions of 0.2 wt % in D2O.

Theory and Data Analysis

Small-angle neutron scattering experiments provide an in-
tensity distribution I(q) in reciprocal space as a function
of momentum transfer q and real space information can
be revealed from data analysis [29]. A convenient way to
express the scattering intensity distribution of a sample is
the introduction of the differential scattering cross section
dσ(q)

dΩ
as it is independent of the transmission and form

of the sample. In general the differential scattering cross
section may be expressed for a dispersion of spherically
symmetric particles by

dσ

dΩ
= n P(q)S(q) , (1)

where n is the number density of particles. P(q) is the par-
ticle form factor that describes the structure of the particle
and S(q) is the structure factor. P(q) is normalized so that
P(0) = ∆ρ2V 2

polymer, where ∆ρ is the scattering contrast
of the polymer and Vpolymer the volume of the polymer
within the particle. The structure factor accounts for the
interference of scattering from different particles. In the
present paper we present only data obtained at high di-
lution (0.2 wt %); hence, inter-particle correlations can be
neglected and S(q) = 1.

Microgel particles are expected to have an inhomoge-
neous structure with a fuzzy surface due to faster con-
sumption of cross linker molecules during at the earlier
stages of the synthesis [18]. As a consequence our model
of the structure of core-shell microgels employs a profile
like the one shown in Fig. 1, with a graded outer surface
characterized by σout, and an interface between core and
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Fig. 1 Schematic illustration of the internal structure of core-shell
microgels. Wcore and Wshell describe the widths of central core and
shell boxes. The interpenetration layer of core and shell is charac-
terized by 2σin and σout denotes the half width of the outer surface.
The dotted line represents the total of core and shell

shell characterized by σin. The inner part of the core is de-
scribed by a box of width Wcore and the central part of the
shell by a box of width Wshell. The central portions may
have different densities depending on the swelling state of
the particles. We used a parabolic shape for the fuzzy inter-
faces.

The radial density profile ρ(r) of a particle with
a graded surface can also be expressed by the half width
radius R and the interface half width σ . The Fourier trans-
formation of this profile can be calculated analytically and
the normalized Fourier transformation is

Φ(q, R, σ) = 4π

V

[(
R

σ2 + 1

σ

)
cos (q(R+σ))

q4

+
(

R

σ2 − 1

σ

)
cos (q(R−σ))

q4

−3 sin (q(R+σ))

q5σ2 − 3 sin (q(R−σ))

q5σ2

+2 cos (qR)

q5σ2
+ 6 sin (qR)

q5σ2

]
. (2)

Thus the scattering amplitude of a core-shell particle can
be expressed by

A(q) = ∆ρshellVshellΦshell(q, Rout, σout)

+ (∆ρcore −∆ρshell)VcoreΦcore(q, Rin, σin) . (3)

Particle size polydispersity was described by a normalized
Gaussian number distribution. The finite collimation of the
neutron beam, wave length spread, and the finite resolution
of the detector contribute to the experimental smearing and
can each be approximated by a Gaussian function [30] so
that the experimental smearing can be expressed by a com-
bined resolution function.

Results and Discussion

Core-shell microgels composed of PNIPAM, that exibits
a LCST of 34 ◦C in the core, and PNIPMAM with a LCST

of 44 ◦C in the shell show distinct changes in particle size
at temperatures corresponding to the transitions of core
and shell polymers. (All experiments were performed with
D2O as solvent; in H2O the transition temperatures are
slightly lower.) In Fig. 2 the temperature dependent hy-
drodynamic radius is plotted for a PNIPAM–PNIPMAM
as well as for a PNIPMAM–PNIPAM core-shell microgel,
the data of the corresponding core particles is shown for
comparison.

The collapsed state at high temperatures can be re-
garded as a reference state since the synthesis proceeded
at 70 ◦C, which is well above the core LCST and thus the
shell is polymerized onto the collapsed core microgel. At
temperatures above 45 ◦C all the core-shell particles have
a larger radius as compared to the parent core.

PNIPAM-core – PNIPMAM-shell microgels reveal two
transitions when the temperature is reduced. First the sol-
vent quality changes from poor to good for the shell polymer
and at 44 ◦C a distinct transition is found. With further de-
creased temperature below 34 ◦C the PNIPAM core starts
swelling and a second transition is observed. For the inverse
system PNIPMAM-core – PNIPAM-shell only a slight
increase of the hydrodynamic radius is observed when low-
ering the temperature below the LCST of PNIPMAM. The
core-shell microgel is smaller as compared to the naked core
at temperatures between 35 and 41 ◦C.

Fig. 2 Particle sizes as obtained from DLS in heavy water
for core-shell microgels and the parent core. Top: PNIPAM-core
– PNIPMAM-shell microgel sample CS-5/0.23, bottom: inverse
PNIPMAM-core – PNIPAM-shell microgel
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SANS is a powerful technique to investigate internal
structural changes of core-shell microgels whereas DLS
only provides information on the total hydrodynamic par-
ticle size. SANS experiments were carried out at three
temperatures: 50, 39, 25 ◦C. These temperatures corres-
pond to the states where (a) both core and shell are col-
lapsed, (b) one part is swollen and the other is collapsed,
and (c) both core and shell are swollen. A broad q-range
(0.001–0.2 Å−1) was studied which allows to obtain infor-
mation on the internal as well as on the overall structure of
the core-shell microgel particles.

PNIPAM-core – PNIPMAM-shell Microgels

The modeling of SANS data in the fully collapsed state is
straightforward and the structure of the core-shell particles
can be well described by two-box profiles with a narrow
core-shell interface and a sharp outer surface. The width
of the core-shell interfaces for the different samples is
2σin = 3.4–4.2 nm and slightly smaller than the surface
thickness of the collapsed pure core which is 5.4 nm. The
width of the outer surface 2σout = 3.4–5.2 nm is similar
to that of the pure core. Increased shell/core mass ratios
lead to thicker shells. The core profiles show only mini-
mal deviations from the pure core profile. The total particle
sizes quantitatively agree with the hydrodynamic radii as
measured by DLS.

Behavior at intermediate temperature: In Fig. 3 scatter-
ing data and fits at 39 ◦C are presented. A slight shift of the
form factor minima towards lower q-values is found with
increased shell mass with samples CS-5/0.23, CS-5/0.69
and CS-5/1.42 indicating slightly increased dimensions of
the dense PNIPAM core. Obviously, the scattering pro-
file of sample CS-5/2.50 is more affected by contributions
from the shell in the range q = 0.015–0.04 Å−1 and an
even stronger shift to lower q is observed.

The scattering profiles reveal a steeper slope in the low
q range (q = 0.002–0.008 Å−1) with increased core-shell
mass ratio indicating a bigger radius of gyration. This in-
tuitively agrees with the DLS results as a thicker shell is
more swellable than a thinner one. Furthermore, one ob-
serves that the slope of the scattering profiles in the inter-
mediate q-range from 0.01–0.04 Å−1 becomes less steep
with higher shell mass. Thus there are only small contri-
butions from swollen shell

(
I(q) ∝ q−2

)
to the scattering

profile in this regime.
A swelling of the shell polymer network proceeds in

tangential and radial direction. The radial swelling directly
leads to an increase of the shell thickness. Swelling in
the tangential directions influences the core as it leads to
a mechanical stress at the core-shell interface [23, 25, 26].
This stress is released by expanding the flexible core and
core-shell interface; in other words, the core-shell interface
is pulled outwards. The force which is developed from the
swollen shell to stretch the core increases with the shell

Fig. 3 a Scattering profiles of core-shell microgels with var-
ied shell/core mass ratios taken at 39 ◦C. Samples CS-05/0.23,
CS-5/0.69 and CS-5/1.42 exhibit a slight shift of the form factor
minima towards lower q compared to the pure core indicating in-
creased dimensions of the core. The scattering profile of CS-5/2.50
is more affected from contributions of the shell in the intermediate
q range. b Density profiles at 39 ◦C. The PNIPAM core has a com-
pact structure, but its dimension is increased due to the influence
of the swollen shell. The effect increases with higher shell mass.
Dotted lines represent the total polymer density distribution

mass [31, 32]. The core dimensions will be increased un-
til equilibrium between the force exerted by the shell and
the resisting elastic force developed in core is reached. Ra-
dial density profiles obtained from SANS curves at 39 ◦C
are displayed in Fig. 3b.

Generally, the density profiles reveal that the structure
can be described by a dense box profile for the core and
a highly swollen shell. The dimensions of the core (de-
scribed by Rin) grow from 47 nm to 60 nm as the shell
mass increases and the width of the interface increases
from 2σin = 7 nm at the sample with the thinnest shell to
12 nm at the sample with the thickest shell. The polymer
volume fraction of the core decreases from 46% to 32%
in the same order. One observes that the volume fraction
of the shell increase from 3.3 to 9.7% as the shell mass
increases. The thickness of the shell as given by σin +
Wshell +2σout increases from 20 to 39 nm.

The sample with the highest shell mass (CS-5/2.50) re-
veals a much broader box in the shell profile. This may
explain why this sample shows a much larger stretching
of the core. From a chemical point of view, one may as-
sume a much higher cross linker gradient in the shell than
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in the core, so that in case of thin shells (low shell mass)
only a narrow layer of highly cross-linked polymer close
to the core-shell interface is present and the fuzzy sur-
faces of the these samples mainly consist of only loosely
cross-linked polymer chains. Only the cross-linked layers
in the shell close to the core-shell interface will develop
the force, which expands the core. Thus samples CS-5/0.23,
CS-5/0.69 and CS-5/1.42 show small expansions of the core
as the shell mass increases, but compared to sample CS-
5/2.50 the deformations a rather small. Due to a much higher
shell/core mass ratio CS-5/2.50 provides a much thicker
layer of highly cross-linked polymer in the shell and will
consequently develop a stronger expanding force than the
other samples. Calorimetric measurements revealed that the
core transition is shifted to higher temperatures when the
swollen swell restrains the core to collapse. The temperature
shift increases with the mass of the shell [31, 32].

Behavior at low temperature: The scattering data at
25 ◦C show fewer details as compared to higher tempera-
tures. The total density profiles of all samples smoothly
decay similar to the profiles of pure core microgels in the
fully swollen state.

More remarkably for the PNIPAM-core – PNIPMAM-
shell microgels is the fact that the dimensions of the
core are significantly reduced to about 80–90 nm as com-
pared to the naked core where Rin +2σin was found to be
122 nm. The situation at 25 ◦C is opposite to what happens
at temperatures just below the shell’s LCST. At 34 ◦C the
core begins to swell and pushes the shell in radial direction
and an opposing force is developed in the shell due to the
elasticity of the network. The cross-links in the shell close
to the core-shell interface limit the core swelling. Even
stronger forces from the core cannot lead to further size in-
crease when the shell network is expanded to a maximum
extent. The cross-linker content is similar in all shells, so
that one may understand why the reduced core swelling is
almost independent of the shell mass.

PNIPMAM-core – PNIPAM-shell (Inverse) Microgel

Figure 4 displays the calculated radial density profiles ob-
tained from SANS data on the inverse PNIPMAM-core –
PNIPAM-shell microgel. At high temperatures, i.e. above
both LCSTs, both core and shell are collapsed and the
structure is well described by a density profile consisting
of two boxes with a narrow interface and a sharp surface
with a total width of 3–4 nm. The polymer volume frac-
tions in core and shell are similar at ca. 50%. The particle
size obtained from SANS agrees nicely with the hydro-
dynamic radius determined by dynamic light scattering.
At 25 ◦C, both core and shell networks are swollen. The
density profile still shows a change in the segment density
between core and shell, and the profile decays constantly
from the center to the periphery.

Most interesting is the density profile obtained at
39 ◦C. The dimensions of the core are increased due to

Fig. 4 Radial density profiles calculated from the modeling proced-
ure at 25, 39, and 50 ◦C. At the intermediate temperature the shell
reveals a higher density than the swollen core

the swelling of the PNIPMAM at this temperature and the
water content in the core increased. Nevertheless, the di-
mensions of the core at 39 ◦C (128 nm) are still reduced
as compared to the pure, naked core at 39 ◦C which were
determined independently from SANS measurements to
148 nm (not shown in the plot). More important, however,
the density of the shell is higher than the density inside
the core. At this temperature D2O is already a good sol-
vent for the PNIPMAM core but still a bad solvent for the
PNIPAM shell. Apparently, the thermodynamic hydration
forces that lead to the swelling of the core are not sufficient
to expand the PNIPAM network in the shell. Consequently,
a structure is obtained with a shell that is denser as com-
pared to the core. Thus the inverse PNIPMAM-core –
PNIPAM-shell microgel shows a qualitatively different
density profile as the PNIPAM-core – PNIPMAM-shell
microgels discussed above.

Conclusions

The data presented here demonstrate how polymers with
different temperature sensitivity can be combined in mi-
crogels with a core-shell morphology in order to tailor
and control the polymer density in different regions of
the particle. Most important is the sequence of polymer,
i.e. whether the component with the higher transition tem-
perature forms the core or the shell. In the former case,
core-shell microgels with a higher density in the shell can
be obtained. Since the density ratio of shell and core de-
pends on temperature, such core-shell microgels provide
interesting opportunities for encapsulation and controlled
release.

Furthermore the temperature dependent swelling can
be controlled by the shell-core mass ratio and the cross link
density in core and shell. Depending on temperature and
microgel composition, the shell can develop a mechani-
cal force which expands the core or restricts its swelling.
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This mutual influence can be studied in detail by scattering
experiments that cover a broad q-range so that the entire
particle structure is probed.
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Abstract We prepared giant unil-
amellar vesicles (GUVs) enclosing
solutions or covalent gels of Poly(N-
isopropylacrylamide) (PolyNipam).
Concentrated suspensions of GUVs
were prepared by applying an alter-
native field on a lipid film hydrated
by a monomer solution containing
N-isopropylacrylamide, crosslinker
(N,N ′-methylene-bis-acrylamide),
initiator and sucrose. Vesicle inner
medium was polymerised and cross-
linked by UV irradiation of the
suspension, yielding viscous vesicles
enclosing a solution of linear PolyNi-
pam chains (when no bisacrylamide
was used) or elastic vesicles filled
with a covalent PolyNipam gel.

We show that gel-filled vesicles are
responsive systems triggered by the
temperature: they shrink, reducing
by a factor eight their volume below
the critical temperature (32 ◦C in
water, lower in glucose solution)
and re-swell in a reversible and
reproducible way upon decreasing
temperature. In both cases, we show
that the vesicle lipid membrane
interacts with the internal polymer,
resulting in an strong resistance of
the vesicles to external mechanical
stresses (enhanced tension of lysis).

Keywords Gels ·
Poly(N-isopropylacrylamide) ·
Vesicles polymer · Volume transition

Introduction

Giant unilamellar vesicles (GUVs) are fluid and semi-
permeable soft lipid shells. They have been extensively
studied because their sizes and curvatures are similar to
that of living cells and their lipid bilayer membrane ex-
hibits basic properties of biological membranes [1, 2].
However, their poor mechanical properties due to the ab-
sence of cytoplasm and cytoskeleton, limit their relevance
as minimal models for living cells. The goal of this study is
to prepare viscoelastic GUVs with controlled mechanical
properties, which confer to them an enhanced resistance
to external stresses, thus allowing to address open phys-
ical questions relative to the behaviour of deformable
soft shells submitted to external stresses (flow, pressure).
A second objective is to obtain responsive systems, trig-
gered by an external parameter, and able for instance

to release material or to move by themselves in succes-
sive contraction/extension stages. Hydrophilic polymers
are well-suited candidates to confer such properties to
vesicles although only a few works have been devoted to
combinations of polymer networks and liposomes. Apart
studies concerning gel beads coated with lipids [3–9], lipid
vesicles were mainly combined with physical gels, used
as external coating (rigid actin filaments [10]) or inter-
nalized in the vesicle volume (rigid actin networks [11,
12], agarose gels [13], solutions of aggregated Poly(N-
isopropylacrylamide) (PolyNipam) [14]). A recent work
dealt with controlled covalent PolyNipam gels but con-
cerned submicronic liposomes [15, 16].

Here, we report the preparation, first characterisation
and the responsive behaviour of GUVs enclosing PolyNi-
pam solutions or gels. PolyNipam is known to present
a volume transition at 32 ◦C, see for example [17].
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Experimental Section

The lipid is 1,2-dioleolyl-sn-glycero-3-phosphocholine
(DOPC) (Sigma; St Quentin-Fallavier, France). One ex-
periment was performed using 5% biotynilated 1,2-
dioleoyl-sn-glycero-3-phosphoethanolamine-n(biotinyl)
(Sigma; St Quentin-Fallavier, France) lipid, incubated
with FITC-streptavidin in order to make the membrane
fluorescent. The monomer intended to constitute the poly-
mer gel is N-isopropylacrylamide (NIPAM) (Acros Or-
ganics; Janssens Pharmaceuticalaan 3A, Belgium). The
crosslinker is N,N ′-methylene-bis-acrylamide (MBA)
(Sigma) and the initiator is 2,2-diethoxyacetophenone
(DEAP) (Acros Organics).

Vesicles were electroformed [18] in a pregel aqueous
solution containing sucrose (100 mM), NIPAM (300 mM),
MBA (0 mM, 3 mM, 9 mM or 15 mM) and DEAP
(1 µl/ml). A small volume of the obtained vesicle sus-
pension was injected in small chambers filled with a so-
lution of glucose (100 mM), NIPAM (300 mM), DEAP
(1 µl/ml), but which did not contain the crosslinker. This
former solution i) allows vesicle sedimentation since the
density of sucrose is smaller than that of glucose, and
makes easier the observation of vesicles from phase con-
trast microscopy (sucrose and glucose have different re-
fractive indexes); ii) ensures osmotic sucrose/glucose
equilibrium; iii) equilibrates Nipam concentration (Ni-
pam can diffuse through the lipid membrane); iv) prevents
gelation of the external solution (since no crosslinker is
present), which would trap gel-filled vesicles in the exter-
nal medium.

All solutions were deoxygenated by bubbling with
dry argon for 30 mn and kept in a glove bag under ar-
gon atmosphere. Finally, the chambers were covered by
a quartz coverslip and placed over an ice pack (Medi-
cool coolpack MC-15) to keep temperature below 30 ◦C.
UV irradiation was performed for five minutes to one
hour using a UV lamp (UV-B Mid-range 300 nm Sunlight-
Erythemal AH 68-1091 F6T5E, Harvard Apparatus).
Photo-illuminated vesicles were then diluted in a 100 mM
glucose solution and observed by phase contrast or fluores-
cence (inverted microscope Olympus IX71, CCD camera).
Image analysis was performed using the image software
(NIH, 1.62c). A detergent (Decon90, Prolabo, France) is
used to dissolve the gel-filled vesicles membrane and Rho-
damine 6G (Sigma) is used as fluorophore for membrane
labelling.

Results

The vesicles observed after photo-illumination are well
contrasted and generally present very regular spherical
shapes of radii in the range 10–60 µm (Fig. 1a).

Fig. 1 Gel-filled vesicle observed from phase contrast mi-
croscopy (a) and fluorescence microscopy: FITC-streptavidin fixed
on biotynilated lipids on the membrane (b)

Characterisation of Vesicles Enclosing
a Gel or a Polymer Sol

The presence of the lipid membrane is clearly demon-
strated from fluorescence observations of vesicles pre-
pared with biotynilated lipids bearing FITC-streptavidin,
as illustrated in Fig. 1b.

The sol or gel nature of the inner vesicle volume was
characterised after breakage of the membrane upon in-
jection of a detergent close to the vesicle. The behaviour
of a polymer sol filled-vesicle is illustrated in Fig. 2a–c.
Upon Decon injection, the membrane of the vesicle (ini-
tial state, Fig. 2a) breaks and the inner polymer solution
progressively vanishes, since it is fully soluble (Fig. 2b,c).

Fig. 2 Attack of a vesicle by a detergent (Decon). Vesicle filled
with a PolyNipam solution observed by phase contrast microscopy:
a: initial state, b,c: the membrane is broken and the vesicle progres-
sively vanishes; gel-filled vesicle (MBA concentration 9 mM) and
observed by fluorescence microscopy (d–f): d: initial state; e: gel
collapse after membrane rupture; f: re-swelling of the gel after De-
con dilution. Gel after membrane destruction observed by phase
contrast microscopy: g: diameter of the gel is greater than the initial
vesicle diameter
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The behaviour of a gel-filled vesicle is shown in Fig. 2d–f.
First, rhodamine is added to the solution. It concentrates in
the hydrophobic lipid bilayer and permits to see the mem-
brane by fluorescence microscopy (initial state: Fig. 2d).
After Decon injection, the inner volume of the vesicle
shrinks and keeps its shape (Fig. 2e), thus disclosing the
presence of a 3D gel network. Shrinkage is attributed to
the gel collapse at the contact of PolyNipam with De-
con, (non-solvent of PolyNipam) after the breakage of the
membrane. Concomitantly, rhodamine accumulates in the
collapsed hydrophobic gel. Finally, glucose solution is in-
jected close to the gel, which reswells (Fig. 2f) and re-
leases rhodamine. No more fluorescence is detected on the
object: the lipid membrane has been destroyed. The final
size of the gel bead is larger than the initial vesicle size
(Fig. 2g), which indicates that when the gel was enclosed
in a vesicle, it was not swollen at its maximal degree.

Responsive Vesicles:
Temperature-induced Phase Transition

PolyNipam solutions and gels are known to exhibit a re-
versible microphase separation and a sharp volume change
respectively, which are triggered by the temperature upon
crossing the lower critical solution temperature (T = 32 ◦C
in water, 29 ◦C, 25 ◦C and 21 ◦C in 0.1 M, 0.25 M and
0.5 M glucose solutions respectively). Indeed, microphase
separation upon heating with formation of large aggregates
in the inner volume of linear PolyNipam-filled vesicles
is observed, as shown in Fig. 3 and recently reported by
Jesorka et al. [14]. More interesting is the behaviour of
gel-filled vesicles. Figure 4 depicts selected time frames
from movies that show the typical size changes induced
by a cycle of temperature (25 ◦C – 40 ◦C – 25 ◦C) of three
gel-filled vesicles. Above the transition temperature, vesi-
cles contract rapidly (Fig. 4a,b) while keeping their shape.
They reach a stationary size when the temperature is main-
tained at 40 ◦C (Fig. 4c). Finally, when the temperature is
lowered back to 25 ◦C, vesicles re-swell and retrieve their
initial size, (Fig. 4d). The first vesicle (a1–d1) is observed
by fluorescence after addition of rhodamine. It is clearly
seen that the membrane is not destroyed during both gel
contraction and expansion stages. It also indicates that the

Fig. 3 Vesicle filled with a PolyNipam solution: a intial state
b micro-phase separation after heating (40 ◦C)

Fig. 4 Heating above the PolyNipam demixion temperature and
cooling stages of gel-filled vesicles: fluorescence observation of
a gel-filled vesicle (MBA: 9 mM) incubated with rhodamine: a1 ini-
tial state T = 20 ◦C, b1,c1 heating T = 40 ◦C, d1 final state after
cooling T = 20 ◦C; phase contrast observations: vesicle (MBA:
3 mM): a2 initial state T = 20 ◦C, b2,c2 heating T = 40 ◦C,
d2 cooling and final state T = 20 ◦C; vesicle (MBA: 9 mM): a3 ini-
tial state T = 20 ◦C: t = 0 sec, b3: heating: t = 10.7 = 40 ◦C sec,
c3 heating: t = 30 sec T = 40 ◦C, and d3 cooling T = 20 ◦C

membrane is coupled to the gel during the volume tran-
sition and is believed to crumple onto the surface. The
mechanisms of crumpling and the origin of PolyNipam-
lipid interactions have still to be studied. The cycle of
temperature was successively repeated six times without
apparent vesicle damage.

Gel Membrane Interaction

In order to test the vesicle membrane strength, we per-
formed micropipette suction experiments to produce a uni-
form membrane tension and stretch bilayers of sol and gel-
filled vesicles. The applied pipette suction (up to 104 Pa)
is small compared to osmotic driving forces (105 Pa) re-
quired to displace water on the time scale of the experi-
ment and small compared to the osmotic activity of the

Fig. 5 Micropipette aspiration of a sol-filled vesicle held by mi-
cropipette suction (104 Pa)



44 M. Faivre et al.

trapped sucrose (2×105 Pa). Thus, the vesicle volume re-
mains fixed during the test. A typical experiment is shown
in Fig. 5 on a sol-filled vesicle. The pipette suction is
increased up to more than 104 Pa without membrane ly-
sis occurring. The corresponding tension, measured from
a geometric relation based on the pipette caliber and the
diameter of the vesicle spherical segment exterior to the
pipette [19] reached ∼ 0.1 Nm. Gel-filled vesicles present
a similar behavior under pipette suctions of 104 Pa and
higher, though the aspirated projection length inside the
pipette is comparatively smaller. In particular, no separa-
tion of the membrane from the gel is detected.

The value reached for the membrane tension and
pipette suction are about one order of magnitude higher
than that obtained for the lysis tension and maximal
applied pressure for simple DOPC vesicles [20]. This
result clearly suggests that the membrane of PolyNi-

pam filled vesicles is strongly strengthened, likely due to
lipid/PolyNipam interactions.

Conclusion

We prepared GUVs containing solutions and elastic gels
of PolyNipam. The concentration and the nature of com-
ponents in the inner volume of the vesicles can be varied
to modulate both their mechanical properties and the phase
transition temperature. We showed that gel-filled vesicles
are responsive systems, which exhibit a reversible volume
transition triggered by temperature. The membrane of both
sol and gel-filled vesicles is strongly strengthened com-
pared to that of simple vesicles and is coupled with the
inner gel. These systems appear as excellent candidates to
isolate and mimick certain cell mechanical features.
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Abstract This study describes
the layer-by-layer (LbL) assembly
of polyelectrolyte multilayers of
poly(diallyldimethylammonium
chloride) (PDADMAC) and
poly(styrenesulfonate) (PSS) on
soft and porous supports as provided
by the entangled mesh network
of poly(N-isopropylacrylamide)
(PNiPAM) microgels with varying
thermoresponsive core and core-shell
structures. Dynamic light scattering
was used to follow the build-up
of the PDADMAC/PSS multilayer
assembly on thermoresponsive mi-
crogel particles and electrophoresis
measurements were used to confirm
charge reversal after each layer
deposition. We demonstrate an “odd-

even” effect of the size of the coated
microgel depending on the type of
polyelectrolytes in the outermost
layer. We also show that a priming
layer of polyethyleneimine (PEI)
causes drastic surface modification of
the microgel, but that on subsequent
adsorption of the next layer (PSS)
the thermoresponsive behavior of the
native microgel can be recovered.
Similarities and differences to LbL
assembly of polyelectrolyte multilay-
ers on hard and rigid supports will be
discussed.

Keywords Core-shell microgel ·
Layer-by-layer · PNiPAM ·
Polyelectrolytes · Thermoresponsive

Introduction

In the early 1990s, Decher developed the layer-by-layer
(LBL) assembly [1–3] of polyelectrolyte multilayers on
charged substrates. LbL has become a versatile way of
fabricating thin films with tailored architecture on sub-
strates of virtually any size and shape [1–13]. A tremen-
dous amount of research has been done on LBL assem-
bly on rigid and planar substrates to study the physico-
chemical [14, 15] aspects of film formation and growth
as influenced by the degree of charge of polyelectrolytes,
pH, salt and ionic strength [16–24] from which the film is
deposited from. It was once thought that electrostatic inter-
actions are the main driving force for multilayer formation
between two oppositely charged polyelectrolytes. How-
ever it has been recently demonstrated that secondary (non
electrostatic) or cooperative interactions such as hydrogen-

bonding and hydrophobic interactions [25–29], could also
play a substantial role as well. The polyelectrolyte con-
formation, its adsorbed layer structure, and the degree of
charge reversal upon adsorption determine ultimately, not
only the film formation behavior but also, the structure
of the resulting multilayer films (thickness, porosity, per-
meability, etc.). Polyelectrolyte multilayers deposited on
hard and rigid planar substrates have been shown to be
extremely interdigitated [30, 31] but with nevertheless dis-
tinct regions within the film assembly [32, 33] depending
on whether the layers are situated closest to the substrate
(inner layers), or in the middle core, or furthest from the
substrate (outermost layers).

The LbL technique was subsequently extended to solid
and hard particles, substituting planar substrates with
colloids as precursors to hollow capsules. In the late
1990s, Sukhorukov [4–6] and Caruso [7–9] systematically
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studied the LbL of polyelectrolytes on sacrificial core par-
ticles, which were then dissolved to leave well-defined
hollow capsules made up of only polyelectrolyte multi-
layers. The size of the hollow capsules was determined
by the template diameter while the capsule wall thickness
was controlled with nanoscale precision by the number of
layers deposited on the particles. In this case as well the
permeability of these capsule walls was additionally de-
termined by the interdigitation of the multilayers, which
confers the elastic properties of the capsules wall. Since
then it has opened up a new era for the potential use of
these hollow capsules for drug (or any other active agents)
encapsulation (storage), transport, and delivery [10].

Recently, Caruso demonstrated the feasibility of LbL
assembly of polyelectrolyte multilayers onto rigid but
porous templates [11, 12]. Caruso exploited the electro-
static interactions between charged polymers (poly(acrylic
acid), PAA and poly(allylamine hydrochloride), PAH) and
mesoporous silicas to sequentially infiltrate and coat the
inside of the pores. The mesoporous silica spheres used
by Caruso possessed a bimodal pore structure; that is
they possess small (2–3 nm) and large pores (10–40 nm),
while the particles themselves have a diameter of 2–4 µm.
Evidence of the successive deposition of polyelectrolytes
within the pores was obtained by Fourier transform in-
frared experiments [11].

This paper demonstrates the LbL assembly of poly-
electrolyte multilayers onto soft and porous templates
as provided by the entangled mesh network of a com-
monly studied microgel, Poly(N-isopropylacrylamide)
(PNiPAM) [34–36]. PNiPAM is thermoresponsive with
a lower critical solution temperature (LCST) of around
32 ◦C, which means that below the LCST PNiPAM is
water-soluble with a hydrophilic coil and becomes water-
insoluble with a hydrophobic globule above the LCST.
Microgel particles have a very high surface area to vol-
ume ratio and usually contain between 80 and 99% water
in the swollen state [35] making them suitable for dye or
drug encapsulation and delivery as well as providing sup-
port for immobilization of functionalized monomer units
(e.g. enzymes, proteins, DNA, etc.) within the particles or
on the surface. Unlike hard and rigid templates, we are
now dealing with soft and porous templates [13] whereby
adsorbed polyelectrolyte layers can not only interdigitate
among themselves, but also penetrate the templates, con-
ferring novel surface modification and properties to soft
and porous substrates. In an attempt to vary the LCST
or the swelling and deswelling behavior of microgels,
hydrophobic or hydrophilic components (with polyelec-
trolyte structures) have been widely employed to be chem-
ically incorporated into the microgel as a copolymer. In
contrast, this paper actually explores the LbL assembly
of polyelectrolyte multilayers to coat microgels [13], and
investigates the characterizations of both the substrate (mi-
crogel) and the multilayer coated microgel. The physico-
chemical behavior of the swelling and deswelling of the

coated microgels as influenced by the presence of the poly-
electrolytes “shell” is also assessed.

Experimental Section

Materials: Poly(diallyl dimethylammoniumchloride)
(PDADMAC, MW = 100 000), Poly(styrene sulfonate)
(PSS, MW = 70 000), and Polyethyleneimine (PEI, MW =
750 000) were purchased from Sigma–Aldrich. All chem-
icals from commercial origin were used without purifica-
tion. The water used in all experiments (unless otherwise
stated) was double-distilled Ultrapure water (Milli-Q-plus
system, Millipore). The polyelectrolytes were dissolved in
0.5 M NaCl at a concentration of 1 mgmL−1 and used as
such with no further adjustment of the pH.

Preparation of microgels: Three different types of
building block were investigated: (a) a “neutral” core, con-
stituted of poly(N-isopropylacrylamide) (PNiPAM), N;
(b) a core-shell, wherein the shell is negatively charged
(made up of a PNiPAM core and a poly(N-isopropylacryl-
amide-co-acrylic acid) (P(NiPAM-co-AA) shell), NC; and
(c) a core-shell, wherein the core is negatively charged
(made up of a P(NiPAM-co-AA) core and a PNiPAM
shell), CN (inverse configuration of NC). The PNiPAM
core microgel, N, was prepared via free radical polymer-
ization [37, 38] while NC and CN were prepared by seed-
and-feed polymerization of NiPAM/AAc onto a PNiPAM
core [37–40] and NiPAM onto a PNiPAM/AAc core [41]
respectively. The size of our building block varies between
140 nm for N, 200 nm for NC, and 250 nm for CN in the
swollen state (at low temperatures) and 50 nm for N and
80 nm for NC and CN in the collapsed state (at high tem-
peratures).

Layer-by-Layer assembly: The LbL assembly of poly-
electrolyte was done by slowly adding an aqueous solution
of the microgel to a 0.5 M NaCl solution of the polycat-

Scheme 1 Reaction pathways to obtain various core, core-shell
structure microgels as template for LBL assembly of polyelec-
trolyte multilayers
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ion (step 1), PDADMAC (or PEI) in a volume ratio of 1 : 5
under constant stirring for 30 minutes. The excess poly-
cation was removed by centrifugation at 40 000 rpm for
20 minutes at 20 ◦C (step 2). The coated microgel was re-
dispersed in water by vigorous shaking (step 3). Step 3
was repeated three times before adsorption of the next
layer, which is the polyanion, PSS (step 4). Again the
excess polyanion is removed (step 2) and redispersed in
water three times (step 3). The whole sequence was re-
peated until the desired number of layers was obtained,
after which time the coated microgel was redispersed in
water overnight. Prior to characterizations, the coated mi-
crogel was filtered at least three times through a non-
pyrogenic single-use 0.45 µm filter (Minisart from Sarto-
rius) in a laminar-flow box.

Particle size determination: The particle size was
measured by dynamic light scattering (DLS) as a function
of temperature (ranging from 20 to 60 ◦C). Light scatter-
ing experiments were carried out on highly diluted samples
(double-distilled Milli-Q water) with an ALV goniometer
equipped with an avalanche photodiode. The samples were
allowed to equilibrate for 20 minutes before a reading is
done, and three sets of recordings were measured at each
temperature. Temperature was varied from 20 to 60 ◦C, in
steps of 2 ◦C, in both directions, so that one complete cycle
consists of a heating curve followed by a cooling curve.
Scattered light was detected at 60◦ with an integration
of 120 s and computed with a digital ALV 5000E auto-
correlator using an ALV Software version 5.3.2. Particles
size was calculated by cumulant fits.

Electrophoretic measurements: The zeta potential and
the electrophoretic mobility of the particles were measured
with a Zetasizer 3000HSA (from Malvern Instruments,
England) as a function of the number of layers and tem-
perature (from 20 to 60 ◦C). Each point is the average
of at least ten measurements. For temperature dependent
measurements, the sample was allowed to equilibrate for
15–20 minutes to the set temperature before any recording
was done.

Results and Discussion

DLS was used to monitor the stepwise deposition of each
layer onto microgels by measuring the hydrodynamic ra-
dius, RH, of the microgel. Figure 1 shows the thermore-
sponsive behaviors of various microgels coated with dif-
ferent number of layers as a function of temperature. The
uncoated microgels differ not only in their architecture and
size but also in their responsive behaviors: N undergoes
a sharp LCST around 32 ◦C, Fig. 1a; CN presents a rather
broad LCST around 35 ◦C, Fig. 1b while NC presents
a timid two transitions at 33 (sharp) and 42 ◦C (broad),
Fig. 1c; and swelling and deswelling are completely re-
versible for all the uncoated microgels. On adsorption of
polyelectrolyte layers, the thermoresponsive behavior of

Fig. 1 Thermoresponsive behaviors of PDADMAC/PSS-coated
a N, b CN and c NC
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the coated microgels differs dramatically and can be seen
to be template-dependent, or in other words, dependent
on the location of charges in the uncoated microgel. LbL
polyelectrolyte multilayer on a “neutral” microgel core
does not affect the LCST of the microgel, Fig. 1a. In fact,
N is not quite neutral since it still has some charges from
the synthesis. However, there cannot be too many of them
as confirmed by the zeta potential of N (data not shown)
and the sharp LCST at around 32 ◦C. In the swollen state,
the coated N shows an expected, but very minimal, incre-
ment in size when two layers (PDADMAC/PSS) are de-
posited but an additional layer of PDADMAC causes a col-
lapse of the size (from 140 to 120 nm). In the collapsed
state however all the coated N have about the same size
(60 nm), which is, as expected, bigger than the uncoated N
(50 nm). In the case of the CN system, Fig. 1b, the first
layer (PDADMAC) has for effect to (i) decrease the size
of the coated microgel in the swollen state, (ii) shift the
LCST to lower temperature (32 ◦C), and (iii) make the
transition from swollen to collapsed state a sharper one, as
compared to the uncoated microgel. On addition of a sec-
ond layer (PSS), the behavior of the uncoated microgel is
recovered. A third layer (PDADMAC) again causes a col-
lapse of the size of the coated microgel at low tempera-
tures with an additional feature beyond the LCST, Fig. 1b.
Above 34 ◦C, the three-layer coated CN microgel appears
to exhibit a “reverse-effect” – starting to swell again be-
fore leveling off around 50 ◦C. The cooling curve shows
some hysteresis, but taking into account conformational
rearrangements, this additional feature is well present and
can be fully reproduced.

In the case of NC system, Fig. 1c, we notice an “odd-
even” effect on the size of the particle depending on
the type of polyelectrolytes in the outermost layer. De-
position of the first layer (PDADMAC) anneals the na-
tive two-transition behavior of NC. NCMAC is drastically
smaller (125 nm) in the swollen state than the uncoated NC
(220 nm) – a situation analogous to [11]. Caruso found that
the first layer deposited (PAA) on mesoporous silicas dra-
matically decreased the surface area by nearly 50%, and
the author explained this decrease by the high PAA loading
and blocking of some of the mesopores. Here it is unlikely
that the pores are blocked since we are dealing with de-
formable substrates with “transient” pores. It could be due
to a combination of two main effects. It could be that in
the swollen state of NCMAC, PDADMAC chains are able
to penetrate the microgel particle interior. The increase in
“contact points” due to electrostatic interactions between
the microgel and the polyelectrolyte restricts the extent of
swelling of the ensemble. The deposition of this first layer
forms like a network structure around the microgel [39].
The deposition of the second layer (PSS) now causes the
coated microgel to expand (225 nm) in the swollen state.
It was not possible to run any heating/cooling cycle dur-
ing the DLS measurement on NC coated with 3 layers as
the particles start to bridge and aggregate as the tempera-

ture is increased. However, at 20 ◦C, NC(MACPSS)1.5 has
a RH of about 145 nm (data not shown), which means that
every time PDADMAC is deposited there is a decrease in
the particle size in the swollen state and on addition of each
PSS layer the particle size increases again. To the best of
our knowledge it is the first time that an “odd-even” effect
is shown on LbL assembly of polyelectrolytes on soft and
porous building blocks.

Particle swelling is entropy driven and is dependent
on the hydrogen-bonding between the microgel segments
and water. An increase in temperature causes rupture of
these H-bonds causing the microgel to deswell and col-
lapse as water is excluded from the microgel. Above the
LCST, inter- and intra-chain hydrogen bonding and hy-
drophobic interactions are dominant. However, due to the
polyelectrolyte coating, attractive electrostatic interactions
between the polyelectrolyte layer and the microgel of-
fer some opposition to this deswelling, which results in
somewhat larger particles size for the coated microgel in
the collapsed state as compared to the uncoated one. On
cooling, previously buried, trapped, entangled segments
become accessible to the continuous phase and become
mobile and have the possibility to reorient, restructure, and
reorganize as more water flows in the microgel, thence ex-
plaining the different hydrodynamic radii observed, and
the hysteresis imparted to the microgel. This hysteresis can
be exploited to tune novel surface properties conferred to
coated microgel particles.

By substituting the first PDADMAC layer by a prim-
ing layer of PEI, a highly branched high molecular weight
polyelectrolyte known for its high surface charge dens-
ity and excellent anchoring properties, we cause a drastic
change in the thermoresponsive behavior of the coated
microgel. Figure 2 shows the hydrodynamic radius, RH,
of the coated microgel particles (NPEI) as a function of
temperature. Due to the high branching and high molecu-
lar weight, PEI is assumed impenetrable in N, and this
is translated as an increase in the particle size (from 140
to 150 nm) in the swollen state. As the temperature is in-

Fig. 2 Thermoresponsive behavior of N coated with a priming layer
of PEI
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creased the N core tendency to collapse is restricted by
the electrostatic interaction of the PEI layer with N, result-
ing in a higher particle size, even around the LCST of N
– which is also slightly shifted towards higher tempera-
ture by about 2 ◦C. Beyond the LCST, the coated microgel
(NPEI) undergoes an abrupt and rapid transition to reach
the collapsed state with a size particle of about 120 nm,
which is about twice the size of the uncoated N in the
collapsed state. The flow of water out of PEI-coated N
is drastically impeded by the branched network around N
and also the elastic properties conferred by the interactions
between N and PEI chains allow the entire particle to ex-
pand further than the uncoated N. Deposition of a PSS
layer on the PEI-coated N amazingly recovers partially
the native thermoresponsive sensitivity of N. The LCST of
NPEIPSS is shifted by about 5 ◦C to higher temperatures,
and the particle size in the collapsed state is now surpris-
ingly lower than NPEI but, as expected, higher than N.
The positive charges inherent to PEI is now “shared” be-
tween interactions with N and this new layer of PSS layer;
in other words, we have simultaneously a reinforcement of
interactions between polyelectrolyte multilayers (PEI and
PSS) and a diminishment of interactions between poly-
electrolyte (PEI) and the microgel (N), resulting in the
microgel to collapse more – bearing in mind, that it is, after
all, the microgel which is thermosensitive.

In Fig. 2, we can see new features in the behavior of
NPEIPSS: some form of hysteresis between the heating
and cooling curves. Figure 3 shows the thermoresponsive
response of NPEIPSS after different periods of time. In
between experiments the samples were stored at room tem-
perature. We previously reported [13] hysteresis on a two-
layer coated NC where we found that the first heating cycle
results in major alteration of the particle, and that extended
time periods under harsher conditions leads only to small
changes. In the case of NPEIPSS the highly branched
positively charged PEI causes fast and permanent alter-
ation, Fig. 3. The only difference after 1 month was that,

Fig. 3 Hysteresis behavior of NPEIPSS over different periods of
time

in the swollen state (below the LCST), the particles size
was bigger than that originally prepared. However on the
cooling curve, the original behavior of NPEIPSS was re-
stored. Above the LCST, swelling and deswelling were
completely reversible.

Because of the expansion and contraction of the soft
template during adsorption of polycations and polyan-
ions on microgels (NC and CN), it is difficult to obtain
a direct measurement of the increment in film thickness
upon deposition of the polyelectrolyte at each adsorption
step. Therefore, evidence of the successive deposition of
polyelectrolytes on the microgels was obtained qualita-
tively by electrophoretic measurements as a function of
temperature. Figure 4 shows the zeta potentials and elec-
trophoretic mobility of the coated microgel as a function
of the number of layers, here only shown for NC meas-
ured at 20 ◦C. Figure 4 clearly indicates that the surface
charge of the microgel is reversed with each additional
adsorption step, suggesting that polyelectrolytes are ad-
sorbed in discreet layers. The result is consistent with
electrophoretic measurements of polyelectrolyte multilay-
ers adsorbed on rigid particles. Of particular interest is
the value of the zeta potential after deposition of each
PDADMAC layer. It is well-documented that the zeta po-
tential of PDADMAC/PSS system on rigid particles alter-
nates between +40 and −40 mV upon addition of every
PDADMAC and PSS layer respectively. However for as-
sembly on soft and porous supports, we find that we
reach −40 mV whenever we deposit PSS, but hardly reach
+40 mV when PDADMAC is deposited. Similarly, for N
(data not shown), after deposition of the first (PDAD-
MAC) and second (PSS) layer, the zeta potential alternates
between +40 and −40 mV but on addition of the third
(PDADMAC) layer, only −5 mV is reached, indicating
that no charge reversal occurs. In the case of NC, this low
positive surface potential is a possible cause for particles
bridging observed during the heating cycle of the DLS
measurements. In this respect, polyelectrolyte multilayer
assembly on soft and porous supports differs from that on

Fig. 4 Electrophoretic measurements as a function of number of
layers coated on NC
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rigid and solid substrates – it is support-dependent. The
nature of the soft and porous template (core or core-shell
system) dictates whether we have (i) complete or partial
coverage of the surface, (ii) penetration of the polyelec-
trolyte in the interior of the support or not, and/or (iii) sec-
ondary cooperative interactions coming into play during
the LbL assembly.

Figure 5 shows the electrophoretic measurements as
a function of temperature for NC coated with different
number of layers. One striking feature is that every time
the outermost layer is PSS, the absolute zeta potential
either slightly decreases (NC(MACPSS)1.0) with tem-
perature or remains roughly constant (NC(MACPSS)2.0),
while the absolute value of the electrophoretic mobil-
ity increases smoothly with temperature. However, when
NC is PDADMAC-terminated (NC(MACPSS)0.5 and
NC(MACPSS)1.5) the absolute value of both zeta potential
and electrophoretic mobility are roughly constant below
the LCST and increase abruptly above it. At this point it is
not clear why we observe such differences in behavior, but
it is nevertheless obvious from these results that polyelec-
trolyte adsorption strongly influence the thermoreponsive
behavior of microgels. Hysteresis between the heating and
cooling cycle, Fig. 5, is particularly noticeable after the
very first layer adsorption (NC(MACPSS)0.5). On cooling,
there are drastic reorganization of the interdigitation and
interpenetration of polyelectrolyte and microgel.

Conclusions

The results presented in this work demonstrate the feasibil-
ity of layer-by-layer polyelectrolyte multilayer assembly
on soft and porous building block as provided by the entan-
gled mesh network of various core/core-shell microgels.
Charge reversal was achieved and indicated successful de-
position of polyanions and polycations, although there are
indications that build-up could be incomplete or assisted
by cooperative interactions. Polyelectrolyte coated micro-
gels possess new thermoresponsive behaviors through new
surface properties. We demonstrated for the first time an
“odd-even” effect in the size of the coated microgel de-
pending on the type of polyelectrolyte in the outermost
layer. We also showed that a priming layer of PEI drasti-
cally modifies the surface properties of the microgel, but
that the native thermoresponsive sensitivity of the microgel

Fig. 5 Temperature dependence of the electrophoretic measure-
ments for coated NC

could be recovered on subsequent layer deposition on the
PEI layer.
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Abstract We investigated the poten-
tial profile between colloidal probes
floating above a polyelectrolyte mul-
tilayer (PEM), built up by the layer
by layer technique with Total Internal
Reflection Microscopy (TIRM).
The interaction between a single
poly(ethyleneimine) layer and an
amino-terminated polystyrene latex
sphere can be accurately described
by the superposition of electrostatic
repulsion and gravity. PEM with
more than one layer exhibit laterally

inhomogeneous potentials with
extremely long ranging repulsive
contributions.
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Introduction

Polyelectrolyte Multilayers

The ongoing miniaturization of devices causes a further
increasing interest in ultrathin coatings of interfaces, be-
cause such films serve to modify surface properties in an
easy and controlled way. In the early 1990s Decher and
coworkers proposed a new technique to prepare ultra-thin
polymer films. Polyelectrolyte multilayers (PEM) can be
prepared with the layer-by-layer (LbL) method [1, 2] by
alternating adsorption of polyanions and polycations from
aqueous solutions. The main feature of PEM is, that the
film thickness can be easily tuned to Ångstrom precision
by the number of deposited layers or the ionic strength
of the ployelectrolyte solution. Further, the macroscopic
properties (optical or conductive) are controlled by the
type of polyelectrolyte used for the preparation. Besides
planar surfaces also colloidal particles can be coated [3] or
even objects with a highly irregular shape.

During the adsorption process of a new layer, polyan-
ion/polycation complexes are formed with the formerly
adsorbed polyelectrolyte layer [4] due to the exchange of

the counterion by the oppositely charged polyelectrolyte.
This means that most of the charges within the polyelec-
trolyte multilayer are compensated by the opposite poly-
mer charges and not by small counterions. A consequence
of this “intrinsic” charge compensation might be the strong
interdigitation between adjacent layers found by neutron
reflectometry [5–7]. The rms-roughness of the internal in-
terfaces can be of the order of the thickness of a single
layer.

One of the questions still under discussion concerns the
driving force for the multilayer formation. For a long time,
electrostatic attraction between polylelectrolytes in solu-
tion and the oppositely charged surface was discussed as
the only driving force for the formation of multilayers [2].
Indeed, it has been shown that a minimum polymer charge
density is required for the formation of multilayers [8–
11]. Electrokinetic measurements at multilayer coated col-
loidal particles in an electrical field show that the poten-
tial changes sign after each adsorption step, i.e. the zeta-
potential as a function of the number of adsorbed layers
shows a kind of zig-zag curve with alternating charge sign
(e.g. [3]). It is assumed that a charge reversal is required
for the built-up of PEM.
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On the other hand, this assumption is contradicted
by the observation that PEM can be formed at an ionic
strength of the polyelectrolyte solution as high as 1 mol/L.
Since at these salt concentrations the electrostatic inter-
actions are mostly screened (the Debye length is about
3 Å [11]), the PEM formation has to be driven by other
effects. Another contradiction to the simple model of elec-
trostatic attraction of polyelectrolytes by the surface is the
fact that it is possible under certain conditions to build up
consecutive layers of the same charge sign [12].

With regard to these observations the question arises
what kind of surface potential is presented by the top layer
to its surroundings. Since polyelectrolyte tails are directed
towards the solution, it is assumed that electrokinetic ex-
periments measure the potential at a kind of shear plane
near the end of the tails. Of course the conformation of
the tails can be changed due to the directional flux along
the particles. The potential includes also all free and en-
trapped ions between the shear plane and the particle sur-
face. All these factors could affect the surface potential
and make it different from the local potential which the
polyelectrolyte chains really experience. The same prob-
lems occur in streaming potential measurements, where
a liquid flows along the surface [13]. The surface potential
was also studied by static measurements like in a surface
force apparatus (SFA) [12] or by an atomic force micro-
scope (AFM) [14]. The SFA measures forces between two
half cylinders normalized to their curvature raduis (typic-
ally 1–2 cm). This results in a very low lateral resolution.
This problem is overcome in Colloidal Probe AFM stud-
ies where the AFM cantilever tip is replaced by a mi-
cron sized sphere, which determines the lateral resolution.
In the present paper we propose a different technique,
i.e. Total Internal Reflection Microscopy (TIRM) [15] to
measure the surface potential. While TIRM and AFM pro-
vide roughly the same spatial resolution, the “force reso-
lution” of TIRM is in the order of 0.01 pN, which is about
two orders of magnitude higher than that of AFM.

Total Internal Reflection Microscopy

A charged colloidal sphere in solution, which sediments
due to gravity will eventually come close enough to the
bottom wall of the container, and experience electrostatic
repulsion from that, if the wall carries like charges. The
superposition of gravity and electrostatic leads to an in-
teraction potential between the particle and the wall with
a shallow minimum at a distance hmin. However, the par-
ticle will not stay statically at this equillibrium distance.
Due to Brownian motion it will rather sample a distribu-
tion of heights, p(h), which is related to the interaction
potential profile by Boltzman’s equation

p(h) = A exp

{
−φ(h)

kBT

}
. (1)

Fig. 1 Sketch of the evanescent wave optics

Here p(h)dh is the probability to find the particle in the
height interval h +dh and A is a constant normalizing the
integrated distribution to unity.

The height fluctuations resulting from the thermal mo-
tion can be directly observed by TIRM. For this pur-
pose a Laser beam is directed via a prism to the con-
tainer/solution interface as sketched in Fig. 1, with an in-
cident angle αi such that it is totally reflected. The electric
field of the Laser beam penetrates the interface causing
an evanescent wave, the amplitude of which decays ex-
ponentially with the distance from the interface. A single
colloidal sphere, interacting with this evanescent wave will
scatter light depending on its position as [16]

IS(h) = I(h = 0) exp{−ξh} , (2)

where h is the minimum distance of the sphere from the
wall in the normal direction and ξ is the inverse penetration
depth of the evanescent wave. By virtue of this relation the
particle’s height fluctuations will cause fluctuations of the
scattered intensity and

p(IS(h))dIS(h) = p(h)dh , (3)

where p(IS(h))dIS(h) is the probability to observe scat-
tered intensity in the interval IS(h)+dIS(h). Introducing
Eqs. 1 and 2 into Eq. 3 relates the the probability density
of the scattered intensity to the interaction potential by

−p(IS(h))
IS(h = 0)

ξ
exp{−ξh} = A exp

{
−φ(h)

kBT

}
. (4)

In a typical TIRM experiment static scattering intensi-
ties are measured with a time resolution in the range of
10 ms, which translates as 3×104 data points recorded
for a five minutes measurement. This is sufficient to make
the normalized intensity histogram N(IS(h)) converge to
p(IS(h)). Therefore, dividing Eq. 4 by the corresponding
expression for the intensity which occurs with the highest
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frequency, IS(hm) yields

N(IS(h))

N(IS(hm))

IS(h)

IS(hm)
= exp

{
−φ(h)−φ(hm)

kBT

}
. (5)

When solving Eq. 5 for the potential difference ∆φ =
φ(h)−φ(hm), it can be expressed as a function of four
measurable quantities

∆φ

kBT
= ln

(
N(IS(hm))

N(IS(h))

)
+ ln

(
IS(hm)

IS(h)

)
. (6)

Finally, the second logarithmic term on the right hand side
of Eq. 6 can be related to the particle’s distance to the wall
using Eq. 2

∆φ

kBT
= ln

(
N(IS(hm))

N(IS(h))

)
+∆hξ , (7)

where ∆h = h − hm and ξ = 2π/λ0

√
(n1 sin αi)2 −n2

2
with λ0 the laser vacuum wavelength, n1 and n2 the index
of refraction of the glass and the solvent, respectively. Ac-
cording to Eq. 7 it is possible to detect the potential profile
in front of the surface by TIRM.

Experimental

Multilayer Preparation

Branched polyethylene imine (PEI) and poly(styrene sul-
fonate) sodium salt (PSS) were obtained from Aldrich
(Steinheim, Germany). The molecular weight of PEI is
750 000 g/mol and 70 000 in the case of PSS. Poly(diallyl-
amine dimethylammonium bromide) (PDADMAC) was
a donation from Werner Jaeger (Fraunhofer Institute for
Applied Polymer Research, Potsdam, Germany) and has
a molecular weight of 100 000. The polymer solutions
contained 10−2 monomol/l (concentration of monomer
units) of the respective polyelectrolyte in Milli-Q-water.
The dipping solutions were prepared in 0.1 molar NaCl
without adjustment of pH. The substrates were conven-
tional microscope slides and cleaned for 30 min in 1 : 1
H202/H2SO4 mixture. After that they were coated with
a PEI layer. On some substrates then, PSS and PDADMAC
were deposited consecutively via the layer-by-layer tech-
nique by immersion for 20 min into the respective aqueous
polymer solutions and by rinsing with Milli-Q-water three
times after each deposition step. The films were dried in an
air stream only after completion of the desired multilayer
assembly.

TIRM

Our TIRM instrumentation is a home-built set-up, which
was in parts assembled with standard microscope compo-
nents from Olympus. We use a 15 mW HeNe-Laser with
λ0 = 632.8 nm to generate the evanescent wave. The Laser

is mounted on a vertically oriented goniometer, to allow
for the variation of incident angles, i.e. the variation of
penetration depth. For all experiments of this contribution
we applied an angle of incidence of 67.5 degree, which
corresponds to a penetration depth of ca. 120 nm. Scattered
light was collected through an infinity corrected objec-
tive (Olympus SLCPLFL 40X) and split into two paths
both of which contained a tube lens to image the field of
view either to the chip of a CCD-camera (JAI M1) or the
photo-cathode of a photomultiplier tube (PMT) (Hama-
matsu H7421-40). In the path of the PMT we introduced
a diaphragm with a diameter of 400 µm in the image plane
of the tube lens to cut off most of the observed background.
This ensured a signal to noise ratio better than 25. The
CCD-camera was used to make sure a single particle was
located in the center of the area observed through the di-
aphragm. Since we did not apply optical tweezers and the
particles are in thermal motion they have a limited resi-
dence time in the area observed through the diaphragm of
the order of 10 minutes for a freely floating sphere of ra-
dius R ≈ 5 µm. This limited the observation time to the
range of about 300 seconds. The PMT was operated in
the single photon counting mode with a time resolution of
500 ns. It was read out by a National Instruments counter
card at a frequency of typically 100 to 1000 Hz. An ex-
ample of the resulting intensity trace is shown in Fig. 2.
For further evaluation the raw data were converted to in-
tensity histograms and potential profiles using Origin (by
OriginLab Corporation) work sheet scripts.

Two kinds of probe spheres were applied to measure
the potential of differently charged top layers of the PEM-
assembly. If the top layer was positively charged (PEI
or PDADMAC) we used an amino-terminated polystyr-
ene latex (Fisher Scientific) with a radius of R = 2.92 µm
according to the manufacturer’s specifications. To probe
the negatively charged surface of PSS layers we used
a polystyrene latex with sulfonate end-groups and a radius
of R = 4.54 µm. In the following we will refer to these
probes as PSA and PSS respectively. The latex spheres
were diluted from their stock suspension down to a vol-
ume fraction of 10−8 and the solutions were contained in
a carbonized PTFE-frame sandwiched between the PEM-
coated microscope slide and a bare glass slide on top. The
ionic strength of the solutions was adjusted by addition of
NaCl if PSS top layers were to be probed and in the other
cases HCl was added to adjust pH and ionic strength.

Results and Discussion

Raw data from a PSA-sphere floating above a glass slide
coated with a single PEI-layer are shown in Fig. 2. The
pH of the solution containing the PSA-particle was ad-
justed to 4 which corresponds to a Debye screening length
of κ−1 = 30 nm. To check reproducibility we collected
data from three different spheres. The resulting intensity
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Fig. 2 Raw data of intensity vs time from a TIRM experiment on
a 2.92 µm PSA sphere floating above a glass surface coated with
a single PEI-layer

Fig. 3 Intensity histograms from TIRM experiments on PSA
spheres floating above a glass surface coated with a single PEI-
layer. Different line types and symbols represent different spheres
at different locations

Fig. 4 Interaction potential between PSA spheres and a glass sur-
face coated with a single PEI-layer. The potentials were calculated
from the histograms shown in Fig. 3

histograms and potential profiles are displayed in Figs. 3
and 4. The experimental potential profiles were linear
least squares fitted with the superposition of a gravita-
tional contribution and an electrostatic term. According to
Prieve [15] this can be expressed as

∆φ

kBT
= G

kBT

[
1

κ
(exp{−κ∆h}−1)+∆h

]
, (8)

where G = 4πR3∆ρg/3 is the buoyancy corrected net
weight of the sphere with ∆ρ the particles excess mass
density and g the acceleration of gravity. According to
Eq. 8 G can be directly extracted from the linear branch of
the potential profiles at large ∆h. The average value we get
from the three potential profiles is G ≈ 0.08 pN. The com-
plete list of fitting parameters is given in Table 1. The full
line in Fig. 4 was calculated using the mean values for G
and κ−1 from Table 1, which shows that the experimental
data for this case can be described by this simple model
within an experimental error of about 10% for the gravita-
tional part and of ca. 15% for the electrostatic repulsion.

However the situation changes dramatically when the
probed coating consists of more than one polyelectrolyte
layer. An example for the raw scattering data from a PSS
sphere above a PEI/PSS double layer is shown in Fig. 5.
The raw data are not anymore statistically distributed as in
Fig. 2 but they rather appear to have two privileged mean
values around which they fluctuate. Accordingly the his-
tograms show two maxima. The experiments could not be
reproduced, even if the same sphere is observed at dif-
ferent times. Furthermore we observe that contrary to the
behavior of a PSA sphere above a single PEI-layer, the
spheres do not move laterally, i.e. they stay in the area ob-
served through the diaphragm for hours.When we applied
a gentle flow with the peristaltic pump we usually use to
exchange solvent in the sample cell, the probe particles
were not displaced. They moved out of position for some
particle diameters, but snapped back as soon as the pump
was switched off. After 24 to 48 hours usually all particles
are found to stick to the surface, which we did not observe
for the single PEI-layer.

This behavior does not quantitatively change neither
with the number of layers nor with the chemical nature of

Table 1 Net particle weight G and Debey screening length κ−1 ob-
tained by fitting Eq. 8 to the potential profiles shown in Fig. 4. The
values for the particle radii, R, were calculated from G assuming
a constant excess mass density of ∆ρ = 0.05 mg/mL

Sphere no. G/pN κ−1/nm R/µm

1 0.07 15 3.4
2 0.07 19 3.2
3 0.09 15 3.6



56 D. Kleshchanok et al.

Fig. 5 Raw data of intensity vs time from a TIRM experiment on
a 4.54 µm PSS sphere floating above a glass surface coated with
a PEI/PSS double layer

Fig. 6 Various interaction profiles of polystyrene latex spheres with
PEM. Circles: 4.54 µm PSS spheres above eight PDADMAC/PSS
double layers; Down Triangles: 4.54 µm PSS spheres above one
PDADMAC/PSS double layer; Square: 2.92 µm PSA spheres above
a PEI/PSS/PDADMAC assembly. Open symbols refer to a nominal
Debye length of κ−1 ≈ 30 nm, full symbols to κ−1 ≈ 14 nm

the topmost layer nor with the strength of the electrostatic
repulsion. This is demonstrated in Fig. 6 where we have
collected randomly chosen potential profiles from various
experiments under different conditions.

It is however noteworthy, that the width of the poten-
tial profiles extracted from these systems are much larger
than observed for the PEI single layer. The repulsive part
of the profiles generally extends over more than 200 nm.
This is in agreement with the results of osmotic pressure
measurements on PEM-coated silica particles reported re-
cently [17]. These authors argue that the chains of the top-
most polyelectrolyte layer at very low ionic strength may
reach out into the surrounding solvent up to a distance of
about half its contour length. Due to this chain stretching
the electrostatic repulsion is caused to range much further

than one would expect for a collapsed top layer based on
DLVO calculations. Although we were working at mod-
erate ionic strengths a similar effect might cause the long
ranging repulsion also observed in our experiments.

While in the case of a PSA sphere above a single PEI
layer the repulsive part of the potential can be attributed
to gravity alone, this is not possible in all other cases.
For this deviation we can offer only a speculative inter-
pretation at the moment. It is in some cases possible to
fit the experimental data to a harmonic potential profile,
as if the probe sphere were stuck to a Hookian spring,
which hints to the possibility that the particle might be ad-
sorbed to a oppositely charged chain stretching out into
the solvent. This requires that also the second layer from
top is to a certain degree extended into the surrounding
solution. Such a strong interdigitation between adjacent
polyelectrolyte layers was detected in neutron reflectom-
etry measurements [5, 7]. It was observed that polyanion
layers may penetrate up to three consecutive polycation
layers. If this holds also for the second layer from top, then
chains from this layer can stretch out into the solution far
enough to get in contact with the probe sphere. That might
explain why the particles do not move laterally when float-
ing above a multilayer and why the PSA sphere floating
above single PEI layer behaves as expected. In this case
there are no oppositely charged chains to which the probe
sphere could stick.

In summary our experiments show that the interac-
tion potential, which PEM deliver to their surroundings
is not a simple laterally homogeneous DLVO-potential.
Rather, the PEM is laterally inhomogeneous containing
patches where electrostatic repulsion is over compensated
by an attractive contribution to the interaction potential.
The area fraction of these patches was roughly quanti-
fied with chemical probe experiments reported recently by
Bosio et al. [14]. There the authors find that related PEM-
systems cause adhesive forces to like charged spheres at
about 30–50% of the locations probed. This behavior does,
like in our experiments, not change with the number of
layers. The reason for the existence of these adhesive areas
is probably the strong interdigitation of adjacent polyelec-
trolyte layers.

Conclusions

We investigated the potential profiles between polyelec-
trolyte multilayers and spherical colloidal probes by total
internal reflection microscopy. The interaction potential
between a single PEI layer and a PSA sphere can be accu-
rately described by the superposition of a pseudo-attractive
part caused by gravity and a repulsive electrostatic con-
tribution. If the polyelectrolyte assembly consists of more
than one layer we observe that the experimental interaction
profiles become irreproducible and that the probe spheres
cease to move laterally. This is independent of the number
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of layers and the charge sign of the top layer. As a com-
mon feature all profiles exhibit a repulsive part which is
very long ranged. These findings are further support to

earlier observations of PEM-layers being laterally inhomo-
geneous [14] and chains of the top layer stretching out into
the surrounding solution [17].
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Abstract We review recent experi-
ments on the interaction of proteins
with anionic polyelectrolytes in
aqueous solution. Data from litera-
ture demonstrate that proteins can
form soluble complexes even on
the “wrong side” of the isoelectric
point, that is, for pH values above
the isoelectric point of the proteins
under which the polyelectrolytes and
the proteins are like-charged. All
data published so far demonstrate
that this type of adsorption be-
comes weaker with increasing ionic
strength. A much stronger interaction
is found if the polyelectrolyte chains
are grafted onto solid surfaces to
form polyelectrolyte brushes. Here
it has been shown that spherical
polyelectrolyte brushes consisting of
a core of ca. 100 nm diameter and

long attached polyelectrolyte chains
strongly adsorb proteins at low ionic
strength (“polyelectrolyte-mediated
protein adsorption”; PMPA). Virtu-
ally no adsorption takes place onto
the spherical polyelectrolyte brushes
at high ionic strength. A critical com-
parison of data obtained on free poly-
electrolytes and on polyelectrolyte
brushes shows that both phenomena
can be traced back to patches of
positive charge on the surface of the
proteins. Moreover, the PMPA may
directly be related to the Donnan-
pressure within the brush layer.

Keywords Protein · Adsorption ·
Polyelectrolyte ·
Donnan-equilibrium ·
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Introduction:
Interaction of Polyelectrolytes with Proteins

We review recent work on the interaction of polyelectrolytes
with proteins in solution. This problem is twofold: One
must first consider the interaction of proteins with linear
polyelectrolyte chains in solution. In a second step the in-
teraction of proteins with polyelectrolyte chains grafted to
a surface is to be discussed. In the following we shall demon-
strate that these problems are closely related to each other:

Free Polyelectrolytes

Proteins carry positive and negative charges on their sur-
face and may be regarded as polyampholytes. This fact has

been recognized quite early and the behaviour in solutions
of electrolyte as the function of the pH can be understood
on this base [1, 2]. Depending on the pH proteins may have
either a net positive or negative charge which is balanced
at the isoelectric point. Given this fact it is obvious that
proteins must interact strongly with linear polyelectrolytes
of opposite charge in solution. More than 80 years ago,
Bungenberg de Jong and Kruyt were the first to explore
this complex formation in closer detail [3]. Much of the
older work has been summarized in the second volume of
the treatise of Kruyt [4]. Very recently, a comprehensive
review was given by de Kruif and coworkers [5].

It has been recognized that proteins may interact with
polyelectrolytes even on the “wrong side” of the isoelectric
point pI, that is under a pH where the polyelectrolytes and
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the proteins are like-charged. Dubin and coworkers (see [6–
8] and further citations given therein) demonstrated that
in this case soluble complexes may be formed at a criti-
cal value pHc above the isoelectric point. The value of pHc
goes through a distinct maximum as the function of the
concentration of added salt. Dubin and coworkers could
explain this unexpected finding by the presence of posi-
tive “patches” on the surface of the proteins that persist
beyond the isoelectric point. The interaction of linear poly-
electrolytes may hence be rationalized in terms of a balance
of attraction of the positive patches and the repulsion by the
overall negative charge of the protein. In particular, the the-
ory of Rubinstein and coworkers [9] treating the protein as
a dipole may be applied to this problem. Dubin et al. were
able to show that the theory of Rubinstein et al. can give
a semi-quantitative description of the strength of interac-
tion between the polyelectrolyte and a number of proteins
as, e.g. bovine serum albumin (BSA) [7]. For an overview
on this work the reader is deferred to exhaustive review by
Dubin and coworkers given in [8].

A different theoretical approach for the interaction of
proteins with polyelectrolytes was given by de Vries and
coworkers [10]. Here the problem of complex formation
is addressed in terms of polyelectrolyte adsorption on ran-
domly charged surfaces. The strength of interaction is
predicted to vary as the function of the pH and the con-
centration of added salt. Moreover, soluble complexes are
expected to form at the “wrong side” if the ionic strength
is low enough. De Vries et al. could correlate their experi-
mental data with this model in a semi-quantitative fashion.
More details on this approach may be found in the recent
review by de Vries and coworkers [5].

Polyelectrolyte Brushes

If linear polyelectrolytes are densely grafted to a solid
surface, a polyelectrolyte brush results [11]. Recently,
we have shown that polyelectrolytes as poly(acrylic acid)
(PAA) and poly(styrene sulfonic acid) (PSS) can be
grafted to the surface of colloidal latex particles leading
to spherical polyelectrolyte brushes (SPB) [12–14]. Fig-
ure 1 displays the structure of these particles in a schematic
fashion. The linear dimensions of the grafted chains are
of the order of 50 to 250 nm whereas the distance be-
tween two chains directly at the surface is of the order of
3–6 nm only. Hence, the dense layer of linear chains is in
the so-called brush limit. Since the chains attached to the
solid surface are carrying the same charge as the dissolved
proteins, a strong repulsion is expected to result from
both steric interaction and electrostatic repulsion. How-
ever, we have demonstrated that bovine serum albumin
(BSA) and several other proteins adsorb strongly on spher-
ical polyelectrolyte brushes if the ionic strength is low. No
adsorption takes place at high ionic strength [15–20]. This
“polyelectrolyte-mediated protein adsorption” (PMPA) is
also observed on planar polyelectrolyte brushes [21, 22].

Fig. 1 Scheme of the radial structure of the spherical polyelec-
trolyte brushes used in previous studies of the polyelectrolyte-
mediated protein adsorption. Attachment of chains of the weak
polyelectrolyte poly(acrylic acid) leads to an annealed brush [11–
14]. The pH in the system was chosen to be high enough in order
to ensure full ionization of the charged groups within the brush
layer [14]. If the strong polyelectrolyte poly(styrene sulfonic acid)
is attached, a quenched brush results [14]. The average distance D
between the chains on the surface is of the order of a few nanome-
ters only. Hence, the polyelectrolyte chains strongly interact and
form a polyelectrolyte brush. The thickness L of the brush layer
can be tuned by the salt concentration ca in the system that de-
termines the salt concentration cc within the brush layer through
a Donnan-equilibrium [13, 14, 39]

All experimental findings obtained so far thus indicated
that the PMPA is a general phenomenon that can be traced
back to the interaction of the positive patches on the sur-
face of the protein and the polyelectrolyte chains in the
brush layer [15, 23].

Concluding this brief comparison one can state that
the PMPA and the interaction of proteins with free poly-
electrolyte chains seem to be closely related phenomena:
Both can take place on the “wrong side” of the isoelec-
tric point and the ionic strength within the system is one
of the decisive factors. In the subsequent section we shall
delineate the main experimental findings on the PMPA
process available so far. This includes a brief compari-
son with data obtained on free polyelectrolytes. Section III
then will discuss the main driving forces for the PMPA.
A brief Sect. IV will conclude this paper.

Polyelectrolyte-mediated Protein Adsorption:
Experimental Results

The experimental findings related to the PMPA obtained so
far can be summarized as follows:
i) All investigations done so far demonstrate that the

polyelectrolyte-mediated protein adsorption is a spon-
taneous process [15–23]. Figure 2 shows the experi-
ment in a schematic fashion: The protein and the spher-
ical polyelectrolyte brush (SPB) particles are mixed in
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Fig. 2 Schematic representation of the experiment: Solutions of
BSA were prepared in buffer solutions with defined concentrations
of added salt. These solutions were added to the SPB dissolved in
the same buffer. After equilibration for 24 hours the non-adsorbed
protein was removed by careful serum replacement [15]. For the
desorption experiment BSA is first adsorbed onto the spherical
polyelectrolyte brushes at low ionic strength ca,1. Unbound protein
is flushed away by ultrafiltration against buffer solution of the same
ionic strength. The controlled release of the BSA is induced by
ultrafiltration with buffer solution of higher ionic strength ca,2 [23]

an aqueous buffer solution of defined ionic strength.
The PMPA process takes place and the unbound protein
is removed by ultrafiltration against a buffer solution of
the same ionic strength. It needs to be noted that the ul-
trafiltration in this step is done with a large excess of
solution. Yet, no protein is liberated. This experimen-
tal finding points to a non-equilibrium state within the
brush layer. If there would be an equilibrium distribu-
tion of the protein between the SPB and the solution,
the process of ultrafiltration would flush away all the
bound protein as well. This, however, is not observed
and the strong binding of the proteins to the SPB is to
be explained by the theoretical models to be discussed
in turn.

ii) The decisive parameter of the PMPA is the ionic
strength in the system [15, 23]. This is shown schemat-
ically in Fig. 3. Here the amount of adsorbed protein
per gram of the SPB τads is plotted against the con-
centration csol of the protein remaining in solution. In
this way the resulting curves resemble much the usual
adsorption isotherms. Investigations by small-angle
X-ray scattering (SAXS) [24] and cryogenic transmis-
sion electron microscopy [25] have demonstrated that
proteins as BSA enter deeply into the brush. SAXS
furthermore shows that the protein is closely corre-
lated to the polyelectrolyte chains. The same finding
was reported for planar polyelectrolyte brushes [22].

Fig. 3 Schematic presentation of the adsorption of proteins onto
spherical polyelectrolyte brushes. The amount of adsorbed protein
per gram of the carrier particles τads is plotted against the con-
centration of the protein csol remaining in solution. Parameter of
the curves is the concentration ca of added salt defining the ionic
strength in the system. Strong adsorption takes place at low ionic
strength whereas little protein is adsorbed if the ionic strength is
high

In some cases the adsorption is so strong that virtu-
ally no protein is left in the solution. In this case the
“isotherm” shoots up at the origin and bends over only
at high adsorption degrees [15]. At intermediate ionic
strength the amount of protein varies linearly with csol
in first approximation. Only at high ionic strength (see
Fig. 3) the brush layer becomes more and more protein-
resistant. In this regime the steric repulsion between the
dissolved proteins and the brush layer of the SPB fi-
nally becomes operative and only marginal adsorption
results.

iii) Previous studies have shown that the secondary struc-
ture of the adsorbed BSA, β-lactoglobulin and of ri-
bonuclease A is nearly undisturbed [17, 19]. Moreover,
the activity of adsorbed enzymes as e.g. glucoamylase
is largely preserved [18, 20]. The same conclusion was
drawn from a study of the fluorescence activity of the
fluorescent protein mEosFP [26]. It becomes hence ev-
ident that the PMPA presents a very mild way of immo-
bilizing proteins which circumvents the denaturation
that may easily occur on solid surfaces [27].

iv) The protein molecules are evenly distributed within the
brush layer [24]. This could be shown directly by ana-
lyzing the SPB before and after the adsorption of pro-
teins by small-angle X-ray scattering (SAXS). These
findings have been qualitatively corroborated by cryo-
genic transmission electron microscopy [25] and indi-
cate clearly that the driving force for the PMPA must be
related to the direct interaction of the proteins with the
polyelectrolytes within the brush layer.

v) Most of the adsorbed proteins as e.g. BSA can be lib-
erated again by raising the ionic strength in the sys-
tem [15, 23]. This release can be done in a controlled
fashion and the amount of protein released for each
raise of the ionic strength is well-defined [23]. This
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finding again underscores the decisive role of the ionic
strength for the PMPA.

vi) The amount τads of adsorbed protein per unit weight of
the SPB is uniquely related to the concentration csol of
the protein remaining in the serum. It can be described
by an expression which is akin the conventional BET-
isotherm describing the equilibrium adsorption of mul-
tilayers [15, 23]. The resulting expression reads [20]

τads

τads, M
= z ·wadsc

1/n
sol(

1−wadsc
1/n
sol

) [
1+ (z −1)wadsc

1/n
sol

] , (1)

where τads, M denotes the maximum mass of protein
needed for the strongest adsorbed layer and zwadscsol
with z > 1 is the probability of the adsorption of
a protein molecule onto this layer. The probability for
the adsorption of subsequent layers is only wadscsol.
Hence, τads as function of csol may be described in
terms of four adjustable parameters τads, M, wads, z
and n. Hence, the strength of the PMPA can be given
quantitatively in terms of τads, M. This parameter is
found to depend strongly on the ionic strength of the
solution. However, we reiterate that the PMPA does not
lead to an equilibrium distribution of the protein be-
tween the surface layer of the SPB and the serum in
which the SPB and the protein is dissolved (see above).

Fig. 4 Schematic representation of the protein molecules embed-
ded into the spherical polyelectrolyte brush. The diagram shows
right in scale the dimension of a typical annealed brush system. The
distribution of the adsorbed proteins within the brush layer could
be stated by SAXS measurements for BSA and RNase A. Taken
from [24]

Polyelectrolyte-mediated Protein Adsorption:
Driving Forces

In the following we shall discuss the driving forces of the
PMPA discussed so far: 1) A charge reversal of the protein

by a pH lower within the brush layer than outside [28], and
2) the counterion release forces [22, 29–32]. Both effects
have already been discussed previously in a qualitative
manner [15].

Charge Reversal

The localization of counterions within a weak polyelec-
trolyte may be followed by a smaller pH within the brush
layer if the ionic strength is low. This effect and its impli-
cation for the PMPA was recently discussed in detail by
Biesheuvel and Wittemann [28]. By suitable combination
of the pH adjusted in the system and a low ionic strength,
the local pH within the brush layer may be lower than
the pI of the protein. Hence, the net charge of the protein
is reversed and a strong electrostatic attraction between
unlike charged objects becomes operative. The theory of
Biesheuvel and Wittemann [28] predicts therefore a strong
dependence on the pH and the adsorption is predicted to
vanish for a sharply defined pH.

Previous experiments, however, have revealed that
the pH is a parameter of secondary importance [15]. This
can be seen from the discussion of Fig. 8 of [15]. Here the
amount τads of adsorbed protein per unit weight of the SPB
is plotted against csol as shown schematically in Fig. 3. Pa-
rameter is the pH which ranges from a value just above
the isoelectric point pI up to a value more than two units
above the isoelectric point. There is a very pronounced ad-
sorption of BSA in the immediate vicinity of the isoelectric
point. The curves of τads as the function of csol will there-
fore shoot up and only bend over at very high values of τads
(see Fig. 3). In this region charge reversal is certainly op-
erative and leads to a marked adsorption of proteins. Here
charge reversal is certainly the main driving force for the
PMPA. However, strong adsorption still takes place at con-
siderably higher pH. This points to the fact that the pH is
an important but not a decisive parameter.

Counterion Release

The main difference between free polyelectrolyte chains as
compared to a polyelectrolyte brush is the strong localiza-
tion of the counterions in the latter case. Pincus [33] and
Borisov, Birshtein and Zhulina [34] were the first to pre-
dict that most of the counterions cannot evade the brush
layer but are confined within. This leads to an enormous
osmotic pressure for salt-free systems (“osmotic brush”)
which in turn will stretch the polyelectrolyte chains of the
brush layer to nearly full length. For spherical polyelec-
trolyte brushes it can be shown by dynamic light scatter-
ing [13, 14] and by direct osmotic measurements that 95
to 97% of the counterions are osmotically inactive [35].
Nearly all counterions are confined within the brush layer.
The high osmotic pressure thus created determines the
structure and interaction of these particles [36]. This is



62 A. Wittemann et al.

quite in opposite to what is found for linear polyelec-
trolytes in solution. Here only the Manning fraction of
the counterions is immobilized by the electric field of the
linear macroion [37, 38]. For typical polyelectrolytes as
e.g. the poly(acrylic acid) used for the synthesis of the
SPB, this fraction is of the order of 75%, that is, the os-
motic coefficient giving the fraction of free counterions is
around 0.25.

The driving force for the PMPA can now be discussed
in terms of the number of released counterions. We con-
sider the uptake of a protein from solution as shown in
Fig. 5. Here we enumerate the net release of counter-
ions in this process. Because of pH > pI, the number
N− of negatively charged groups on its surface is slightly
greater than N+, the number of positively charged groups
on the surface. Evidently, these charges must be balanced
by an equally high number of counterions of the oppo-
site sign. Therefore each protein carries along N+ negative
and N− positive counterions. We now consider the im-
mersion of the protein in the brush layer (see Fig. 5). The
N+ positive charges on the surface of the protein now
become counterions of the negatively charged polyelec-
trolyte chains. As a consequence, N+ positive counterions
previously immobilized within the brush layer as well as
the N+ negative counterions formerly carried along by
the protein in solution are released. On the other hand,
the N− negative charges on the surface of the protein
carry along their N− positive counterions which will in-
crease the number of small ions within the brush layer
again. The balance between the release and the uptake,
however, is positive since a total of ∆N = 2N+ − N− > 0
counterions have been released in this process. The con-

Fig. 5 Enumeration of the released counter- and coions during
the process of protein adsorption. N− is the number of neg-
atively charged groups on the surface of the protein which is
slightly greater than N+, the number of positively charged groups
on the surface (pH > pI). For each protein molecule a total of
∆N = 2N+ − N− > 0 counterions of the protein and the brush
layer is released. The decrease of Donnan-pressure ∆ΠD (cf. Eq. 2)
within the brush layer thus obtained leads to the strong adsorp-
tion of proteins at low ionic strength. At high salt concentration ca
the effect must vanish because ∆ΠD = 0 in this case. See text for
further explanation

comitant lowering of the free energy is of the order of
kT∆N.

A point to be made in conjunction with Fig. 5 is the size
of the patches on the surface. These patches must necessar-
ily be of a minimum size to ensure the strong correlation
of the respective counterions. A single charge on the sur-
face would not localize the counterion and there would be
no difference upon putting the protein into the brush layer.
However, patches of a few charges will bind their coun-
terions more strongly and become multivalent counterions
in turn when the protein is located within the brush layer.
Therefore the counterion release mechanism is bound to
the presence of charged patches on the surface of the pro-
teins. Hence, the above balancing leading to ∆N must be
restricted to the number of localized counterions.

This relief of the osmotic pressure within the brush
layer can now be treated quantitatively in terms of the
classical Donnan-equilibrium ([39]; see also [13, 14]). The
brush layer is characterized by its thickness L (cf. Fig. 1).
The concentration of the counterions cc is given by the
number of charges within the brush layer because we as-
sume full dissociation. Counterion condensation [37, 38] is
taken into account [14, 39] by assuming that counterions
will condense onto the polyelectrolyte chains until the dis-
tance between two charges is given by the Bjerrum-length
lB (= 0.714 nm in water at 25 ◦C). Therefore cc follows
as [14, 39]

cc = 3R2σLc

lB
[
(R+ L)3 − R3

] , (2)

where R is the radius of the core particles, σ is the number
of grafted chains per unit area, and Lc is the contourlength
of the grafted chains (cf. Fig. 1). The thickness L is deter-
mined for each concentration of added salt ca by dynamic
light scattering [13, 14]. From this the Donnan-pressure
∆ΠD can be calculated to [23]

∆ΠD = RT2ca

⎡
⎣(( cc

2ca

)2

+1

)1/2

−1

⎤
⎦ . (3)

The Donnan-pressure ∆ΠD is the difference of the os-
motic pressure inside and outside the brush. For small ca
it assumes a maximum value determined by cc. Raising ca
leads to a gradual decrease of ∆ΠD, of course. In the limit
of the salted brush where ca � cc, ∆ΠD = 0 and the SPB
is expected to behave as an uncharged system.

If the counterion release is to be the main driving force
it should be possible to correlate ∆ΠD with parameters
characterizing the strength of adsorption. The discussion
given in [15] suggests to take the quantity τads, M which
denotes the maximum mass of protein needed for the first
adsorbed layer (see above). Figure 6 displays the plot of
both quantities for the adsorption of BSA. The experimen-
tal data have been taken from [15]. Evidently, both ∆ΠD
and τads, M are strongly related to each other: A high ∆ΠD
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Fig. 6 Correlation of the Donnan-pressure ∆ΠD (hollow circles; cf.
Eq. 3) and the quantity τads, M (Eq. 1) [15]; filled quadrangles). The
excellent correlation between the two quantities demonstrates that
the release of counterions, that is, the lowering of ∆ΠD is the main
driving force for the polyelectrolyte-mediated protein adsorption.
See text for further explanation

is followed by a marked adsorption as expressed through
τads, M a small Donnan-pressure ∆ΠD leads to nearly neg-
ligible adsorption.

In principle, the release of strongly bound counteri-
ons thus effected by the interaction of the protein with
the brush layer also occurs when the protein interacts with
single linear polyelectrolyte chains in solution. However,
the gain of free energy gained for the brush layer must be
considerably higher because of the high Donnan-pressure
which does not exist for single chains, of course. This

leads to the marked stretching of the polyelectrolyte chains
in the brush mentioned earlier. Counterion release from
a brush layer is thus related to the partial relief of the high
Donnan-pressure. The PMPA must therefore be a more
pronounced effect than the interaction of proteins with sin-
gle polyelectrolyte chains.

Conclusion

The interaction of proteins with polyelectrolytes in solu-
tion above the isoelectric point has been considered. Two
cases are to be discussed: The formation of soluble com-
plexes with free polyelectrolytes and the polyelectrolyte-
mediated protein adsorption on spherical polyelectrolyte
brushes. Both types of protein/polyelectrolyte interaction
can be traced back to the presence of positive patches on
the surface of the proteins. These patches must be of suf-
ficient size to induce the binding to free polyelectrolytes
as well as the PMPA in case of spherical polyelectrolyte
brushes. However, the Donnan-pressure ∆ΠD is a feature
which is unique for the SPB. The data displayed in Fig. 6
suggest clearly that the strength of the PMPA as expressed
through the parameter τads, M is related to the Donnan-
pressure ∆ΠD. This underscores the importance of the
counterion release for the PMPA.
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Abstract The DLVO theory of
colloidal particle interactions has
been at the core of colloid science
for a long time. Quantitatively,
agreement between experiment and
theory was illusory except at salt
concentrations less than about 10-2
molar. The same problem with theory
exists for pH measurements, buffers,
electrochemistry, zeta potentials,
electrolyte activities, interfacial
tension of salt solutions and a host of
phenomena that depend on so called
specific ion effects, This is so, most
dramatically in biology, but also in
colloid, polymer and surface science
generally. The problems date back
to Hofmeister whose work stands
in the scheme of things as Mendel’s
did to genetics. Where problems
occurred we have tended to argue
them away, capturing specificity in
unquantifiable terms embodied in
words like cosmotropes, chaotropes,
hydrophilicity, hydrophobicity, soft
and hard ions, pi–cation interactions,
hydration and hydrophobic forces,
water structure. To complicate the
puzzle further the role of dissolved
atmospheric gas or other sparingly
soluble (hydrophobic) solutes is
sometimes major, and has been
completely ignored in theories or
simulations.

Some progress in unravelling these
difficulties has been made. It turns
out that theories have been seriously

flawed. They depend on an ansatz that
separates electrostatic forces from
the totality of non electrostatic (NES)
quantum mechanical electrodynamic
fluctuation (Lifshitz or dispersion)
forces. These NES forces are ignored,
as for the Born self energy of an
ion, or its decorations. Or else the
electrostatic forces are treated in
a non linear theory (e.g. Poisson
Boltzman), and the quantum forces
via Lifshitz theory as for DLVO.
Even for the continuum solvent
approximation this violates both
the Gibbs adsorption equation,
and the gauge condition on the
electromagnetic field.

These problems are highly non
trivial and occur equally in quantum
field theories and biophysical prob-
lems that couple electron and photon
transfer.

When the faults are repaired, the
revised theory does seem to account
for ion specificity and a veritable
zoo of postulated new forces begin
to fall into place quantitatively. An
account will be given of the emerging
situation, the role of dissolved gas
and “hydrophobic” forces. This leads
to new insights into the necessary
cooperativity that occurs with water
in biological and other systems.

Keywords Molecular Forces ·
Hofmeister · Specific Ion Effects ·
Interactions in Colloids · in Biology
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Introduction

F. Wilhelm Ostwald (1853–1932) received the Nobel Prize
for Chemistry in 1909, the citation being for his work in
catalysis, chemical equilibria and reaction velocities. His
interests included enzymes that he recognised were cata-
lysts. He did a vast amount too in electrochemistry. His
students included Arrhenius, Van’t Hoff and Nernst, all
Nobel laureates.

And the students presumably included his son Wolf-
gang Ostwald (1883–1943), generally regarded as the
founder of colloid chemistry, after whom this award is
named. Wolfgang began life as a zoologist.

Whether designated by the fashionable new word,
nanotechnology, or its original name, mathematical physics
(coined by the Reverend Challis of Trinity College Cam-
bridge in two lectures to the British Association in 1836),
colloid and surface chemistry is still colloid and surface
chemistry. The 19th century biologists and the physiolo-
gists believed that advances in their subjects had to depend
on advances in colloid science. In this they were certainly
correct. But the fact is that physical chemistry and colloid
and surface science today sit in splendid disjunction from
modern cell and molecular biology. The reasons are now
becoming a little clearer.

They have to deal with several things. One is our
awareness now that structural models for self assembly are
much too crude, and have to allow bicontinuous, cubic, cu-
bosomes and mesh phases that are ubiquitous. A second
has to do with our inability to explain Hofmeister, or spe-
cific ion effects that are equally ubiquitous. These date to
Hofmeister’s pioneering work starting in 1880. A third is
due to the neglect of the role of dissolved gas.

Foundations

Before doing so recall that – according to all the books –
colloid interactions (DLVO theory), in first approximation,
are based on the competition between two separate forces.
(Fig. 1). These are the electrical double layer, with dec-
orations to include surface dissociation equilibrium, and
van der Waals–Lifshitz forces. Both assume a continuum
model for an intervening solvent. The attractive van der
Waals forces are treated in a theory equivalent to quan-
tum field theory. The theory of Lifshitz and its extensions
includes all non electrostatic forces. They are many body
dipole–dipole, dipole–induced dipole, and induced dipole–
induced dipole forces, ion fluctuation forces. They are tem-
perature dependent, include retardation and are accessible
from measured bulk dielectric susceptibilities as a func-
tion of electromagnetic frequency. The forces can NOT be
derived from two body molecular potentials.

For a single charged or uncharged surface in an elec-
trolyte we have the limiting double layer theory of On-
sager. It does not work.

Fig. 1 Standard Representation of Forces acting in Colloid Science.
Specific In effects are not included

At a higher level, for bulk electrolytes, we have correla-
tion energies (Debye Huckel theory or its extensions) and
further still the Born electrostatic free energy of a single
ion.

Whether they are extended to include a molecular
model of the solvent or not, the Born, Debye-Huckel and
Onsager type theories ignore NES forces acting on ions.

Where these text book theories fail, we have been used
to invoking a slew of extra parameters and forces, and
words-hydration, hydrophilic, hydrophobic, cosmotropic,
chaotropic, hard and soft ions, pi–cation interactions and
so on. It is important to remark that the intuition on forces
in biology, whether it be membrane potentials, ion bind-
ing, zeta potentials, proton or ion pumps, pH, buffers, or
in physical chemistry generally all derives from DLVO, the
double layer, Debye Huckel and Born electrostatic theo-
ries.

A Problem with Enzymes

With this in mind let us begin with a problem that com-
bines the interests of the Ostwald’s, father and son.

Restriction enzymes are one of the several basic tools
of molecular biology. They are catalysts that cut DNA
at a particular symmetric small sequence of nucleotides.
Some things are known about these (Fig. 2). The enzyme
has a hydrophobic pocket of nucleotides, the “active site”,
which has dimensions of about 10–20 Å. To fold up right it
needs to bind specifically some Mg++. Other divalent ions
like Mn++ can substitute. The enzyme attaches to DNA,
driven by molecular forces that we are familiar with. It
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Fig. 2 Cartoon of the Problem of Restriction Enzymes

Fig. 3 Efficiency of a Standard Restriction Enzyme in Cutting DNA as a function of salt and salt type. The buffers (4 mM) are phosphate
and cacodylate at pH 7.5. The Hofmeister series reverses with change in buffer. a Cation variation b Anion variation

then dimerises and diffuses along the DNA until the ac-
tive site of the enzyme finds the required (lock ad key)
sequence. Then it cuts the DNA at a phosphate bond – with
exquisite, repeated regularity. But a question remains as
for all catalysis and surface chemistry. What is the source
of the energy that drives this? The weak molecular forces
of association are somehow harnessed, presumably co-
operatively, to produce a much higher chemical energy.
A buffer is usually used, and is apparently necessary.

This is ought to be a problem of colloid science.
(polymer–protein interactions) [1]. Figure 3 shows the ef-
ficiency of cutting as a function of salt concentration for
different salts, and in 2 different buffers at pH 7.5, phos-
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phate and cacodylate. Anions rather than cations show the
greatest variation. In both buffers the increase in efficiency
up to about 0.1–0.2 M agrees with what we expect: Both
protein and polymer are negatively charged. Then with
added salt the electrostatic forces are reduced, exponen-
tially screened with range given by the Debye length, and
so enhancing association. Thereafter all is confusion. The
efficiency follows a Hofmeister sequence, more or less, for
phosphate buffer. But with cacodylate buffer at the same
pH the sequence is reversed. Such specific ion effects are
ubiquitous in biological problems, and indeed in physical
chemistry proper.

The Debye Length is not the Debye Length

Usually the Hofmeister effects appear at high salt concen-
trations. So one might argue that the electrostatic – double
layer – theory should provide a more or less reasonable
description of matters at physiological salt concentrations,
which is about 0.15 M. But this is illusory. In biology there
is a good amount of highly charged proteins or polymers
like 7+ RNA in the soup. So too in chemical engineer-
ing. The Debye length is completely different from that for
standard 1 : 1 electrolytes here. Even an extremely small
amount of added multivalent electrolyte reduces the Debye
screening length dramatically and the specific ion effects
dominate even at low concentrations [2–5].

Hofmeister with pH

Consider a simple problem that we think we know about.
Figure 4 shows pH measured by a standard glass elec-

trode. The standard pH measurement depends on the in-
terpretation of the potential set up by the electrical double
layer.

Again, with pH, we have Hofmeister series with very
significant systematic variations [6, 7]. The sequence is
reversed for phosphate and cacodylate buffers. CO2 is
not a problem here. (The standard sequence is H2PO4
> SO4 >F> Cl> Br> NO3, >I>CLO4> SCN. The
left side are considered strongly “structure making” cos-
motropic merging into “structure breaking” chaotropic.
But the order depends on substrate.) The dashed curve
shows pH calculated from the standard theory of elec-
trolytes (extended Debye Huckel theory). The trends are
roughly correct, but to fit a particular electrolyte one would
have to choose fitting parameters for buffer anion radii that
vary for each salt and are absurdly large. (There is no cor-
relation between apparent pH and cutting efficiency of our
enzyme.)

If we change Na+ for K+ the pH dependence for phos-
phate reverses to that of cacodylate!

The problem is getting awkward. Bearing in mind our
caveat on the Debye length in real biological systems, we
simply have no idea what pH means.

Fig. 4 Hofmeister series for pH measurements with glass electrode.
Upper curves are for phosphate buffer at 5 mM, lower for cacody-
late. pH is fixed initially at 7.5 and salt added. The apparent pH
sequence is reversed for the two buffers. With cacodylate and K+
instead of Na+, the sequence reverses again!

Dissolved Gas

Except for an awareness of CO2 effects that can be over-
come by using buffers or high salt, nowhere in our the-
ories have we considered the effects of dissolved atmo-
spheric gas (oxygen or nitrogen) on forces. The concen-
tration is typically around 5×10−2 M at one atmosphere
pressure. This is about the same as the electrolyte con-
centration above which DLVO breaks down and starts to
show up Hofmeister effects. At an air water interface the
gas concentration changes from 1 atmosphere (1 Mole per
liter) to 5×10−2 M over a distance of two or three water
molecules. So the interface is difficult to define.

Consider then what ought to be a less difficult colloid
flocculation problem. We look at the rate of flocculation
of a hydrophobic colloid, here paraffin particles function-
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alised by stearic acid [8]. The zeta potential is around 40
millivolts, nothing special, and typical.

We explore rates of flocculation, again for different
salts. The rates more or less follow trends predicted by
the DLVO theory. Some are peculiar – citrates and salicy-
lates follow the 1 : 1 electrolyte curves. But the theoretical
predictions are wrong quantitatively by an order of mag-
nitude at least. This is a bit alarming. More so is what
happens if we do the same experiment with the atmo-
spheric gas removed. The rates drop by one or two orders
of magnitude [8]! If we attribute the failure of theory to
“hydrophobic” forces, then these “extra-DLVO” forces are
switched off when gas is removed. The same happens with
emulsions, and emulsion polymerisation [9]. Something
peculiar is missing. This shows up dramatically with ex-
periments on nanosecond pulse neon laser experiments
[10–13]. In gas-containing water, a plasma flash, indicat-
ing dielectric breakdown appears every 25 or so pulses. At
hydrophobic surfaces the rate increases by a factor of 100
compared with that for hydrophilic surfaces.

When we remove the gas the flashes disappear. With
salt something qualitatively different occurs for say Cl – vs
acetate above 0.15 M.

Bubble–Bubble Interactions

We can try an apparently simpler experiment [14], illus-
trated in Fig. 5. Nitrogen gas is bubbled through a glass
frit and ascends a column. The bubbles fuse and the col-
umn stays clear. At and above 0.15 M salt (physiological
concentration) the bubbles do not fuse. (The same experi-
ment can be done with single bubbles.) The fact that the
bubbles do not fuse as salt increases seems quite counter-
intuitive. According to DLVO theory, the (charged bubble–
bubble interactions) ought to be more strongly screened

Fig. 5 Schematic of bubble–bubble interaction experiment with
addition of salts

with added salt, and bubble fusion enhanced, not inhib-
ited with salt. Even more peculiar is the fact that for some
salts there is no effect at all on bubble fusion even up to
5 M. There is an apparently universal rule. One can assign
a characteristic A or B to each ion. Then AA and BB pairs
give rise to the phenomenon, AB and BA pairs have no
effect at all!

With different isomers of sugars the same effects occur
but at much higher concentrations around 1 M rather than
0.15 M.

Direct Force Measurements

Admitting that the simple problem of bubbles is too hard,
we can try direct force measurements between molecularly
smooth mica to test the theory. Figure 6 shows force meas-
urements between mica in electrolytes KBr and KAc.

They do decay according to double layer theory [15].
But the forces are 100 times larger with acetate than with
bromide. Attempts to explain this by postulating 80% of
Br is “bound” is contrary to the theories and experiments
on ion binding that depend on double layer theory. But
such forces are real enough, as can be seen by the dif-
ferences in self assembly of double chained quaternary

Fig. 6 Direct Force measurements between molecularly smooth
mica sheets coated with an adsorbed bilayer of double chained
cationic surfactant, in electrolyte. With added salt KBr or KAc,
the forces are about 50 times larger with acetate as counterion as
compared with bromide. The forces decay with the correct Debye
length, the form predicted by double layer theory. The fit is per-
fect with KAc, with no free parameters. For Bromide one has to
postulate that 90% Br is bound to the surfaces
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ammonium surfactants. Spontaneous vesicles form with
one counterion, collapse into lamellar phases with others
[16, 17]. The same is true for microemulsions, and for an-
ionic lipids with Li+ and Na+ salts giving totally different
phase behaviour in accordance with the different ion spe-
cific forces operating [16, 17].

Addition of mM phosphate to electrically neutral phos-
pholipids results in immediate adsorption, charging and
a huge zeta potential of 140 millivolts! No way in conven-
tional theory can this make sense.

What Went Wrong? Towards a Reconciliation

The list is endless [18, 19], from Hofmeister’s original
work on protein precipitation, to interfacial tensions at air
water or oil water interfaces, electrochemistry to micelles
and microemulsions, ion exchange columns, flow of salts
through porous rocks in oil recovery, flotation of miner-
als, water uptake by wool [20, 21], and even to bacterial
growth rates [20, 21]. None of these effects are remotely
explained by standard theories.

It appears that nothing is sacred.
The answer is embarrassing. It turns out that we made

a mistake at the very beginning. The ansatz of DLVO is
that double layer electrostatic (ES) and quantum mechan-
ical many body van der Waals non electrostatic (NES)
forces can be treated separately. It is just plain wrong [22–
24]. The one is treated in a non linear theory, the other in
a linear theory. It can be shown that this violates both the
Gibbs adsorption equation and the gauge condition on the
electromagnetic field, (charge–current conservation equa-
tion).

What to do about it [22–24]? We can take a first step
to fixing the theory as follows. First, one can extract ion–
substrate interactions from Lifshitz theory. Then use those
potentials at the same level and in concert with the dou-
ble layer potentials acting on ions. Linearisation of the new
(combined) distribution function gives back the old the-
ory. When the theory is so redone, specific ion effects do
emerge. The same is true for the double layer itself, air
and oil–electrolyte interfaces, for pH, buffers, additional
contributions to the Born energy, ion binding, microemul-
sions, lipids and so on.

The meaning of a quantities as fundamental as meas-
ured potential or pH has to be revisited, as has ion trans-
port.

The Born energy, extended to include NES forces gives
specificity and does seem to encompass the notions of soft
and hard ions, cosmotropes and chaotropes [25–40].

So there is a reconciliation. It would take me too far
afield to outline the progress that has been made with
taking account of these new effects properly. (There are
a large number of recent papers by the author with M.
Bostrom and colleagues that discuss some progress that
has been made. Some of these are listed within [25–40].)

Bulk and surface effects are both involved, and both con-
tribute. The first is obvious to anyone who swallows epsom
salts (Mg SO4), what Hofmeister termed the “water with-
drawing power” of salts.

But surface adsorption driven by NES forces missing
from standard theories seem to play an equally important
role.

Ion specificity does emerge naturally from the repaired
theory.

Bubbles and Hydrophobic Interactions

If, as I claim, we now begin to better understand how to
turn forces on or off and to control curvature and asso-
ciation in self-assembled systems, we can approach the
more difficult problem of hydration within a better, unified
consistent framework. But what about very long ranged
hydrophobic forces between colloids or surfaces? Model
water simulation, and work of James Clerk Maxwell dat-
ing back more than 100 years tells us that surface induced
water structure can extend to at most about a separation
distance of at most about 6 water layers, three for each
surface. The same conclusion can be reached from dimen-
sional analysis.

We can envisage subcritical fluctuations in the gap be-
tween hydrophobic surfaces (contact angle greater than
zero) [41–46]. Think of these like the crazing of a poly-
meric material, flaws in the material or cylinder like cracks
that extend from one surface to another. The dimensions
are only a cylinder of about 1/10 angstrom diameter cor-
responding to a surface induced cooperative realignment
of water dipoles. The resulting water density depletion in
the gap gives rise to a “hydrophobic” force. At contact an-
gles above 90 degrees the fluctuations are critical and expel
water in the gap.

Then how can these forces be so long ranged? The
answer seems to be because of dissolved gas (or other hy-
drophobic solutes). It seems to be because such hydropho-
bic solutes, at 5×10−2 M, are about 30 angstroms apart
in bulk water, much closer near a hydrophobic surface.
These act as far as these tiny subcritical fluctuations are
concerned as hydrophobic surface themselves. They can
propagate fluctuations from one solute molecule to another
over large distances. Chaotropic or cosmotropic salts ei-
ther assist the propagation of these density fluctuations or
oppose it.

The bubble–bubble problem is bit more complicated. It
probably involves expansion of such cracks via necks be-
tween two bubbles as for emulsion droplets, but with the
above in mind it makes some sense.

It is a misnomer to speak of THE hydrophobic force.
The long ranged “hydrophobic” forces that occur with ad-
sorbed submonolayers of surfactant [41–46] have a very
different driving mechanism.
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Restriction Enzymes

On one matter we are certainly on solid ground. The failure
of the DLVO ansatz is proven to be wrong. It is not an hy-
pothesis. If we can accept that there may be some truth in
these things, we can come back now to our initial problem.
Where did the energy come from to cut a phosphate bond?
A reasonable hypothesis is this.
1. The enzyme is associates with the DNA polymer, under

the influence of familiar forces, dimerises and diffuses
along.

2. It finds the active (hydrophobic) site by stereochem-
istry.

3. Spontaneous cavitation occurs expelling water.
4. It is known from sonochemistry that due to the instanta-

neous high pressures and temperatures in such a cavity
free radicals are formed.

5. The free radical so formed then cuts the bond (addition
of a free radical scavenger like vitamin C stops the en-
zyme activity).

6. In different salts, and at different concentration, spe-
cific ion adsorption changes the active site, both its
conformation, and hydrophobicity to inhibit and switch
off the cavitation process.

It is not clear if dissolved gas (O2 or N2) would be neces-
sary to produce the proper radical. Probably it is.

1–6 provide at least a plausible hint at the answer to our
question. What is involved is a way of harnessing the weak
NES specific ion forces cooperatively to do the job. No one
has tested this.

If this is correct the mechanism need not be universal.
For possibly the most studied enzyme, horseradish peroxi-
dase, no one has identified an active site. There may not be
one.

In that case a different mechanism must be involved.
That would involve adsorption of reactants and their dif-
fusion along the catalytic surface. Changes in dispersion
(NES) self energies on adsorption are cooperative again,
and involve interactions with the collective modes of the
enzyme, specially in the infrared. These can either weaken
or enhance the strength of chemical bonds depending on
substrate. The mechanism in such cases would be exactly
like that involved in catalysis by zeolites of hydrocarbons
[47]. Specific ion adsorption of cations and anions driven
by the missing NES forces changes not just “surface” hy-
dration but also the collective modes. Hence we can guess
one possible source of superactivity. It makes some sense
in that it would explain why enzymes like ATPase gener-
ally are so big.

Conclusion

Whatever the validity of such speculations, some things
are not in dispute. Even given its simplifying assumptions
(continuum model for water), perfectly smooth surfaces,

hydrated ions, the DLVO theory, however decorated, vio-
lates two fundamental physical laws. Ion specificity deter-
mined by NES forces is not included. This is acceptable
even allowing the assumptions, only for very dilute sys-
tems. The same defects hold true for the Born self energy,
correlation energies (Debye Huckel and its extensions) and
interfacial tensions. When the flaws are removed, the dif-
ficulties disappear and ion specificity emerges. When the
born and ionic interaction energies are modified to include
the NES contributions, notions of “hard” and “soft” ions,
“cosmotropy” and “chaotropy”, the “civilised” model of
electrolytes of Stokes, emerge naturally. Further they are
quantitatively accessible from dielectric data. There is no
conflict between old and new ideas except that the new
ones allow quantification. We know how to exploit specific
ion effects to switch forces on or off and control curvature
in self assembling systems. Changes of hydration on ad-
sorption are included in principle. The fact that the Debye
length is NOT the simple Debye length in systems contain-
ing only very low concentrations of multivalent ions means
that even at low salt concentrations < 5×10−2 M) where
the electrostatic forces should win out, the older theories
are inapplicable, as in real biology.

Further the whole question of what we mean by pH and
buffers has to be revisited. And that of concepts like mem-
brane potentials and transport across pores. Most of the
intuition in biology is based on the older theories, So for
example the transport of ions through pores, however so-
phisticated the water models used, depends on and ignores
anion transport that is excluded by electrostatic forces.

Another example that illustrates our point is this. It is
known that red blood cells have very different concentra-
tions of K+, higher inside than outside, and of Na+ higher
outside than inside. The differences are attributed to ion
pumps. But the evidence for such pumps is somewhat du-
bious and energetically impossible. The concentration of
haemoglobin inside the cell is almost close packed. It is
then comprehensible that specific ion adsorption driven
by NES forces alone might explain the differences and in
the (finite volume) blood cell system give rise naturally to
a membrane potential. Such ionic segregation does indeed
occur in two phase phospholipid water electrolyte systems
(see the challenging article of Ludwig Edelmann “Doubts
about the Sodium-Potassium Pump are not Permissible in
Modern Science” in Special Issue of Cell and Molecular
Biology, 2005, Issue 8: Those Scholars who Talk to the
Wind).

Even if these problems are sorted out, we have another.
The role of dissolved gas and other sparingly soluble hy-
drophobic solutes, in mediating especially hydrophobic in-
teractions, and the complex interplay between this role and
electrolytes looms large. At least the problem is identified,
and once recognised, can be used to guide and interpret
experiment.

Finally let us finish on another note. Exactly the same
(linear) Lifschitz theory for condensed media is equiva-
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lent to a semiclassical theory. It is equivalent to quantum
electrodynamics, and despite its apparent complexity de-
pends on just Maxwell’s equations for the electromagnetic
field and the Planck hypothesis on quantisation of light.
The Casimir interaction between perfect metal plates and
Casimir Polder interaction are trivial specialisations of Lif-
schitz theory. It turns out that these are strictly valid only
at zero temperature. The same semi classical theory can be
used to derive the resonance or Forster interaction (pho-
ton transfer) between an excited state and ground state
atom. Which is relevant to photosynthesis. Remarkably,
this classical result is not even correct at zero tempera-
ture!

From the Casimir interaction it is possible to derive
a theory of mesons and nuclear forces. It is as for our
cases still a linear theory and is used to evaluate the bind-
ing energies of nucleons in nuclei – a competition between
electrostatic and NES forces. So the same ansatz under-

lies nuclear physics which is just as flawed as our classical
colloid science theories [48–53]!

With thanks to Morris Kline’s wonderful book Math-
ematics the Loss of Certainty, the present situation might
be summarised in the words of Greek philosopher Xeno-
phanes:

The gods have not revealed all things
from the beginning.

But men seek and so find out better in time.
Let us suppose these things are like the truth.
But surely no man knows or ever will know
The truth about the gods and all I speak of,

For even if he happens to tell the perfect truth,
He does not know it,

but appearance is fashioned over everything.

At least we have some things to do. And I am sure the
Ostwald’s would have liked that.
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Abstract For the classical DLVO
theory, which deals only with elec-
trostatic forces acting between ions
and colloids, all ions in solution with
the same charge should result in the
same force between colloids. Ion
specificity does occur in the opposing
attractive Lifshitz forces but only
very weakly. Ion size parameters,
inner and outer Helmholtz planes
are used to fit the specificity but
that do not work. At, and above,
biological salt concentrations other,
non electrostatic (NES) ion spe-
cific forces act that are ignored in
such modeling. To exemplify the
general ideas we use a system that

corresponds to pairs of nanoparticles.
We show that ion specific double
layer forces can be understood once
NES forces acting between ions and
colloids are included consistently in
non-linear theory and in Monte Carlo
simulations.
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Introduction

Precipitation is often used as an initial step in purification
of proteins from complex solutions because of its low cost
and selectivity [1]. Precipitation and many important bio-
engineering and biochemical processes [1, 2], as well as
processes in ceramic suspensions [3], depend on interpar-
ticle forces. Lewith and Hofmeister showed in a series of
papers during the 1880s that these forces, in blood serum
plasma and in hen-egg-white protein solutions, could be
manipulated, in a highly ion specific way, by the addition
of different salt solutions. Recent English translations of
a few of Hofmeister’s publications can be found in [4].
Depending on the anion, different concentrations were re-
quired to precipitate a prescribed concentration of egg
white. The salts could be ordered in what is now referred
to as a Hofmeister sequence of effectiveness. Solubility
experiments [5] and low angle X-ray scattering [6] have re-
vealed that for pH < pI, where salt anions are counterions,

the repulsive double layer force between two proteins in-
crease in the order NaSCN < NaI < NaCl. In contrast, at
higher pH > pI, where anions are co-ions, the forces in-
crease in the order NaCl < NaI < NaSCN.

Ninham and Yaminsky [7] demonstrated that one im-
portant reason for the failure of double layer theory
to explain the observed ion specificity was the neglect
of ionic dispersion potentials acting between ions and
macroions. These potentials that originate from quantum
electrodynamic fluctuations must for consistency be in-
cluded at the same non-linear level in the theory as the
electrostatic potentials. At physiological salt concentra-
tions (around 0.1 M and above) electrostatic potentials
become strongly screened and these ionic dispersion po-
tentials often dominate the interaction. We have in a series
of papers demonstrated that it is possible to understand
the observed ion specificity in a large number of sys-
tems when these ionic dispersion potentials are included
in theory and simulations. A few examples include sur-
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face tension of electrolytes [8], double layer forces [9, 10],
protein charges [11], and electrochemical potentials near
surfaces (what we refer to as “surface pH”) [12]. We will
here demonstrate how the experimentally observed ion
specificity in hen-egg-white lysozyme crystallization can
be understood when ionic dispersion potentials acting be-
tween ions and between each ion and the proteins are
included in Monte Carlo simulations. Our predictions are
also valid for other types of colloids (e.g. silica nanoparti-
cles).

We rehearse briefly in Sect. “Theory” the theory of
Monte Carlo simulations (they have been described in de-
tail in Refs. [10, 14, 15]). Numerical results for protein-
protein interactions are give in Sect. “Mean Force of Hen-
Egg-White Lysozyme”. We will also demonstrate that it is
possible to obtain qualitative agreement between second
virial coefficients obtained from theory with published ex-
perimental results. We end with a few concluding remarks
in Sect. “Conclusions”.

Theory

Near a charged protein ions experience an electrostatic
potential that leads to accumulation (depletion) of coun-
terions (co-ions). According to classical DLVO theory all
monovalent salts should give the same results and there
should be no co-ion adsorption or co-ion effects since
these ions should be pushed away from the interface. How-
ever electrostatic potentials are not the only potentials that
influence the ionic distributions near a protein. We let
U±(r) be the non-electrostatic effective interaction poten-
tial beyond pure electrostatics experienced by the ions.
We include here ionic dispersion potentials acting between
ions and between ions and the interface. There will in gen-
eral also be contributions from image potentials and solva-
tion energy changes near interfaces and charge groups.

The non-retarded dispersion interaction between a point
particle and a sphere of radius rp can within the pair sum-
mation approximation be written as

U± = B±(
r −rp

)3 [
1+ (r −rp

)3/(
2r3

p

)] . (1)

Here the dispersion coefficient (B±) will be different for
different combinations of ion and spherical protein mem-
brane. When retardation is neglected we can calculate the
dispersion coefficients from the corresponding planar in-
terface result as a sum over imaginary frequencies (iωn =
i2πkBTn/�, where � is Planck’s constant).

B± =
∞∑

n=0

(
2− δn,0

)
α± (iωn) [εw (iωn)−εoil (iωn)]

4βεw (iωn) [εw (iωn)+εoil (iωn)]
. (2)

For Na+, F−, Cl−, Br−, and I− the following B values
have been used [10]: −0.45×10−50 JM3; −1.43 ×
10−50 Jm3; −3.57×10−50 Jm3; −4.44×10−50 Jm3;

−5.71 × 10−50 Jm3. It would be desirable to have a better
characterization of the ionic excess polarizabilities and the
dielectric properties of proteins. But although the values
presented may deviate slightly from the correct values for
a specific ion and a specific surface area of a protein they
are of the right order of magnitude. Our results are quite
general since many proteins (such as lysozyme and cy-
tochrome c) are built up from similar groups and hence
have similar dielectric properties in the visible and UV
frequency range.

Canonical Monte Carlo simulations were used to cal-
culate the mean-force between two macroions in an elec-
trolyte solution. Details of the NVT Monte Carlo simula-
tions are given elsewhere [10, 14, 15].

Mean Force of Hen-Egg-White Lysozyme

Using Monte Carlo simulations Tavares et al. [10] demon-
strated that it is possible to obtain the correct trends for
second virial coefficients of colloids in salt solutions. We
will here show that we can obtain qualitative agreement
between theoretical and experimental second virial coeffi-
cients for hen-egg-white lysozyme in 0.1 M NaCl, 0.2 M
NaCl, and 0.2 M NaI. The lysozyme protein was modeled
as a hard homogeneously charged (+10 e0) sphere with
an effective diameter of 33 Å. The charge of the protein
depends on the particular pH and salt solution used [11].
It is important to note that the large size of the protein
requires that we perform a much larger simulation com-
pared to the one by Tavares et al. [10]. This is because
there will be a large amount of counterions physisorbed
on the protein surface for highly polarizable anions. In
order to have a sufficiently large amount of ions in solu-
tion to obtain good statistics we performed a simulation
with 600 monovalent ions. For each macroion-macroion
distance the mean force were obtained by performing
60×106 trial moves for equilibration and 120×106 for
production. The Monte-Carlo simulation is carried in
a cubic simulation box contains two identical macroions
(proteins) and 600 small ions that satisfy overall charge
neutrality. The volume of the box is adjusted to give
a specified ionic strength (i.e., 0.1 or 0.2 M). In all cases,
the box length is about one order of magnitude larger than
the Debye screening length; therefore, the electrostatic
interaction between macroions (proteins) due to the in-
troduction of periodic boundary conditions is negligible.
Standard canonical Monte Carlo simulation is applied to
calculate the average forces and internal energies. During
each run, the two proteins are fixed at a given separation
distance, along the box diagonal, while the small ions are
free to move throughout the box. The Ewald-sum method
is applied to account for long-range electrostatic inter-
actions. Trial moves of proteins are used to determine
collision probabilities and the mean force [10].
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Fig. 1 Total mean force between two macroions with size and
charge corresponding to hen-egg-white lysozyme proteins at pH
4.5 in “NaCl” electrolytes of ionic strength 0.1 M and 0.2 M. (The
lines are smooth fitted curves obtained using KaleidaGraph.) The
colloid-colloid centre to centre distance is normalized with the col-
loid particle diameter

We show in Fig. 1 the total mean force between two
macroions with size and charge corresponding to hen-egg-
white lysozyme proteins at pH 4.5 in “NaCl” electrolytes
of ionic strength 0.1 M and 0.2 M. The overall interac-
tion becomes less repulsive as the solution salt concen-
tration increases. Notably, in agreement with experiments,
the attraction also increases with increasing polarizability
(Fig. 2). The total mean force is more attractive with 0.2
M “NaI” than with 0.2 M “NaCl”. We show in Fig. 3 the
different contributions to the total mean force between two

Fig. 2 Total mean force between two “lysozyme” macroions in
a monovalent electrolyte of ionic strength 0.2 M for “NaCl” (di-
amonds) and “NaI” (circles). The electrostatic contributions are
shown as dotted line for “NaCl” and dashed line for “NaI”. (The
solid lines are smooth curve fit to the total mean forces obtained
using KaleidaGraph.) The colloid-colloid centre to centre distance
is normalized with the colloid particle diameter

Fig. 3 Contributions to the mean force between two “lysozyme”
macroions in a monovalent electrolyte of ionic strength 0.2 M for
“NaCl”. The open circles, squares, diamonds, and solid circles are
the total mean force, and the contributions from collision, elec-
trostatic, and ionic dispersion potentials, respectively. The colloid-
colloid centre to centre distance is normalized with the colloid
particle diameter

“lysozyme” colloids in 0.2 M “NaCl” salt solution. We
note that there is a large degree of cancellation between the
collision and the ionic dispersion potential contributions.
This is so since the main influence on these two terms are
from the ions that are very close to the colloidal surface.
We show in Fig. 4 the potential of mean force obtained
from smoothened mean force curves (shown in Fig. 2).
There can be an attractive minimum when the distance be-
tween the colloidal surfaces is equal to one ion diameter,
i.e. when exactly one counterion layer can be pressed be-
tween the two colloidal particles.

The osmotic second virial coefficient is commonly
used to estimate the strength of protein-protein interactions
and provide important information about colloid-solution
stability. The second virial coefficient A2 can be written as
a function of the total interaction potential of mean force

Fig. 4 Potential of mean force between two “lysozyme” macroions
in a monovalent electrolyte of ionic strength 0.2 M for “NaCl” (di-
amonds) and “NaI” (circles). Distance show the centre to centre
distance minus the colloidal diameter
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between two lysozyme particles in solution:

MA2/v = 2πNA/(Mv)

∞∫
0

{1− exp [Utot(r)/kBT ]}r2dr ,

(3)

Utot(r) =
⎧⎨
⎩

+∞ for r < 2rp

W(r)− ε

r6 for r > 2rp
. (4)

Here M is the molecular weight, v the partial specific
excluded volume (for lysozyme equal to 0.74 [6]). With
this normalization MA2/v is equal to 4 for hard spheres.
W(r) is the potential of mean force obtained from simu-
lations (described above) which does not include the dir-
ect van der Waals interaction between the two globular
proteins. We use for this second term the same effect-
ive attractive van der Waals/hydrophobic interaction (ε =
8.4×109 kJ/(mol Å6)) that Linse and co-workers found
could reasonably well accommodate second virial coef-
ficients in NaCl solutions. A positive second virial coef-
ficient indicates overall repulsive forces in the colloidal
(protein) solution. The solution is more likely to crystal-
lize the more attractive the overall forces are, i.e. the more
negative the second virial coefficient become. We find that
the normalized second virial coefficient of lysozyme is
around −0.8 in 0.2 M NaCl and more negative than −5 in
0.2 M NaI. The compressibility obtained from the struc-

ture factor is related to the osmotic pressure and hence
with the second virial coefficient. This means that one
can compare our theoretical results with experimental re-
sults deduced from small angle X-ray scattering. Bon-
neté et al. [17] deduced MA2/v = −0.78 for 0.20 M NaCl
at 20 ◦C (prepared with a 50 mM NaOAc buffer at pH
4.5 which should give a net protein charge close to our
model protein). The normalized second virial coefficient
became more attractive with increasing salt concentration
(increased screening) and with increasing polarizability of
the ions. With 0.15 M NaNO3, and keeping other things as
above, gives for example MA2/v = −9.06.

Conclusions

We have exploited the Monte Carlo simulation program
developed originally by Wu et al. [14, 15] and extended
to incorporate ion-ion and ion-protein dispersion interac-
tions [10] to investigate the mean force between a pair
of lysozyme globular proteins. It is evident that inclusion
of non-electrostatic (dispersion) potentials can account, at
least, qualitatively for the observed ion specific trends.
Future work will explore how other non-electrostatic con-
tributions may contribute to the effective potential of mean
force between pairs of nanometer sized colloidal particles.
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Abstract We consider a model to
describe starlike polymers featuring
a steric repulsion accompanied by
a dispersion- or depletion-induced
tunable attraction. The range and
depth of the latter can be controlled
by suitable choices of the solvent,
salt concentration and/or depletant
size and type, whereas the strength of
the steric repulsions is set by the arm
number f of the stars. We focused
on star polymers with arm number
f = 32. Depending on the choice of
the attraction characteristics and on
the temperature, the system exhibits,
in addition to the usual ultra-soft
repulsion, a relatively short range

attraction and a secondary repulsive
barrier at longer distances. Our
results show a variety of structurally
distinct states. In the fluid phase we
find evidence for cluster formation
which is accompanied by fluid-phase
separation. Moreover the system
presents unexpected fluid-solid
transitions which are completely
absent for the purely repulsive case.
The dependence of the cluster and
solid regions, and the location of
the critical point on the potential
parameters is quantitatively analyzed.

Keywords Polymers · Soft colloids ·
Clusters

Introduction

Soft matter systems are characterized by a high degree
of structural complexity. This complexity expresses itself
both in terms of the architecture of the constituent par-
ticles and in terms of the vast separation of length- and
time-scales between the dissolved, mesoscopic aggregates
and the microscopic solvent. A statistical mechanical ap-
proach towards analyzing such systems would be therefore
unfeasible if one attempted to keep track of all degrees
of freedom involved. It turns out that an efficient strat-
egy to overcome these difficulties is to integrate out the
fast, microscopic degrees of freedom, so that only the
mesoscopic ones remain in the picture. The result of this
process is the introduction of an effective interaction po-
tential between the heavy particles, which is to a large
extent induced by the degrees of freedom that have been
integrated out [1]. Consequently, the effective interaction
potential can be tuned in a number of ways, giving rise to

an unprecedented flexibility in controlling the interparticle
interactions, a feature absent in atomic systems.

A prominent example of a tunable and, from an atom-
istic point of view, unusual effective interaction is the one
acting between the centers of two star-polymers in good
solvents. These macromolecules consist of f chains an-
chored on a common center [2]. The effective interaction
between star polymers shows a logarithmic dependence on
their center-to-center separation r for small distances and it
crosses over to a Yukawa form for larger ones [3, 4]. More-
over, the overall strength of the interaction scales with
temperature and is also proportional to f 3/2. Thus, f con-
trols the softness of the stars which, formally, reduce to
hard spheres in the limit f → ∞.

Due to recent advances in the synthesis of regular,
monodisperse stars [5], and to their several medical and
industrial applications [2], star-polymer solutions received
a great deal of attention in the recent past. In addition,
star polymers are excellent model systems as colloids
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with tunable softness. Accordingly, there has been a large
amount of theoretical [3, 4, 6–15] and experimental [4,
16–26] work pertaining to their equilibrium and rheolog-
ical properties. Moreover, the non-equilibrium phase be-
havior of mixtures between stars and linear chains has also
attracted considerable attention [27–29]. Here we summa-
rize those findings that are most relevant to the present
work. First simulation and theory have shown that a criti-
cal functionality fc = 34 exists, below which star polymer
solutions never crystallize, at any concentration [10]. Sec-
ondly, the density-functionality phase diagram of the stars
features several regions of reentrant melting upon density
increases [10]. Thirdly, the ideal glass transition lines from
Mode Coupling Theory roughly follow the equilibrium
crystallization transition [12]. And, finally, experiments
and theory have shown that ergodicity can be restored in
a dynamically arrested star solution by addition of smaller
linear homopolymer [27].

One-component solutions of regular star polymers with
a pointlike center, dispersed in an athermal solvent fea-
ture the above-mentioned, purely repulsive and entropic
effective interaction. However, attractions that must be su-
perimposed to the steric chain repulsion can be present
due to a number of additional factors. First, suppose that
the polymer chains are grafted on a colloidal particle of
finite size b (still b � σ , with σ denoting the chains’ spa-
tial extent). In that case, the attraction is caused by the
ubiquitous dispersion force between the compact spherical
colloids [30, 31]. In fact, grafting of the chains has been
originally put forward as precisely a means of providing
a steric barrier to counteract this attraction [3]. Further,
effective, depletion-like attractions between stars emerge
in multicomponent star-chain [28, 29] or star-star mix-
tures [32], which have been looked upon recently, both in
theory and in experiment. Other interesting systems, in this
context, are star polymers with attractive polar end groups,
telechelic associating polymers with hydrophobic terminal
groups and associating polyelectrolytes in homogeneous
solutions [33–35]. Theoretical approaches have been de-
veloped to describe flower-like micelles with hydrophobic
terminal groups that self-assemble in water. Such aggre-
gates show a characteristic “bridging attraction” [36, 37].
Hence, the study of a system interacting by a combina-
tion of a starlike repulsion and an additional attraction is
physically motivated.

Along these lines, a model potential to describe star-
polymer solutions in which, in addition to the excluded
volume effects, attractions emerge, has been recently
studied [38]. For this model the fluid-fluid phase dia-
gram has been determined using mean field theory and
two fluid-state-theories, the modified hypernetted chain
closure (MHNC) [39] and the hierarchical reference the-
ory (HRT) [40, 41] for different f -values. If the strength
of the interaction is strong enough a fluid-fluid phase
transition appears but the density-temperature coexistence
curve bifurcates at a triple point into two lines of coex-

istence terminating at two critical points. This peculiar
phase behavior is related to the unusual form of the repul-
sive contribution. For the same pair interaction, dynamical
properties as well as the appearance of glass transition
have been studied [13]. The interplay between attractive
interactions of different range and ultra-soft core repulsion
has been investigated analyzing the effect on the dynam-
ics and on the occurrence of the ideal glass transition line,
together with the interplay between equilibrium and non
equilibrium phase behavior.

In [13, 38], the parameters were chosen in such a way
that the total potential featured just the ultrasoft repulsion
at short distances and a pure attraction for longer ones.
However, this is not the case, e.g., for depletion-induced
attractions: the total potential features both an attractive
part and a secondary, repulsive barrier at longer distances.
It is the purpose of this paper to analyze quantitatively
the behavior of such systems. Our results show a remark-
able variety of structural and thermodynamic phenomena,
including the formation of clusters, fluid-fluid phase coex-
istence as well as the emergence of stable solids, which
are unstable in the absence of attractions. This paper is
organized as follows: in Sect. 2 we introduce the system
and the effective interaction we employed. In Sect. 3 we
describe the theoretical and numerical tools to study struc-
tural properties and phase behavior, whereas in Sect. 4 we
present and critically discuss our results. Finally, in Sect. 5
we summarize and draw our conclusions.

The Model System: Effective Pair Interaction

The steric part of effective pair interaction between star
polymers with f arms in a good solvent, vst(r), is given by
the functional form [4]:

βvst(r) =
5

18
f 3/2

⎧⎨
⎩
[
− ln

( r
σ

)+ 1
1+√

f /2

]
if r ≤ σ;

1
1+√

f /2

(
σ
r

)
exp

[
−

√
f (r−σ)
2σ

]
if r ≥ σ,

(1)

where β = (kBT)−1, with Boltzmann’s constant kB and the
absolute temperature T , and σ is the corona diameter of the
stars, related to the experimentally measurable radius of
gyration Rg via σ � 1.26Rg [8]. On top of this repulsion,
now superimpose an attraction w(r), introducing thereby
the total interaction potential Vtot(r) = vst(r)+w(r). The
form of w(r) follows from the physical motivation put for-
ward in [38]. In order to maintain the ∼ 1/r-scaling of the
effective force F(r) = −∇Vtot(r) at short distances, the at-
tractive contribution w(r) is chosen to have the form of
a Fermi potential, which is essentially constant for small
r-values, and whose point of inflection and sharpness are
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free parameters. In particular, w(r) reads as:

w(r) = −C

{
exp

[
r − A

B

]
+1
}−1

. (2)

Let us briefly discuss the meaning of the various param-
eters and the physical mechanisms that allow them to be
externally controlled. C is an energy scale, whereas A
and B are length scales. The relevant physical quantity is
the reduced temperature

T∗ ≡ kBT

C
. (3)

If the attraction results from dispersion forces, then C
can be tuned by modifying the solvent that affects the
value of the Hamaker constant [30, 31]. In this case, C is
temperature-independent and the system is thermal. If the
attraction is caused due to the addition of athermal deple-
tants (such as polymer coils [28, 29] or smaller stars [32]),
then C scales with kBT , hence temperature is irrelevant,
but it acquires a dependence on the depletant concentra-
tion. In this case, the above-defined quantity T∗ can be
interpreted, roughly, as an inverse depletant reservoir con-
centration. The length scales A and B can also be tuned
externally. In the case of dispersion-induced attraction,
they can be influenced by screening the dipole–dipole in-
teraction through addition of salt, which remains mainly in
the intermolecular space, not affecting therefore the con-
formation of the stars. In the case of depletant-induced
attraction they can be influenced by modifying the softness
and size of the smaller component.

For this model, the case in which the full potential,
Vtot(r), is deprived of secondary maxima at large r � σ has
been previously discussed in detail, focusing on the equi-
librium phase diagram [38] and the presence of glass tran-
sitions [13]. Some peculiar and interesting characteristics
have been found, such as, e.g., the existence of two critical
points and, for 46� f � 70 and shrinking the well poten-
tial, a progressively shift of the glass region to higher dens-
ity. Moreover, it has been shown that for a two-component
asymmetric star-star mixture, the introduction of small de-
pletant stars determine, for certain ranges of f and density
of the depletant, an attractive contribution to the interac-
tion plus a repulsive bump for long distances [32]. In that
case, the big-macromolecules in solution have a high arm
number, f � 270 value. The phase diagram of asymmetric
mixture has been considered, finding in particular that the
addition of small stars melts the crystal formed by the big
ones.

In this paper we modify the parameters A and B in
order to analyze the effect of the repulsive barrier on the in-
teraction that we obtain by “shrinking” the well potential,
moving at the same time the minimum to lower inter-
particle separations. In order to avoid excessive freedom
associated with many parameters, we fix the value of A
to A = 1.35σ throughout and the functionality to f = 32,
varying solely the parameter B that controls the sharp-

ness of the Fermi potential, (Eq. 2). In Fig. 1a we show
the total interaction potential Vtot(r) for the three values
of B employed in this work, B = 0.15σ , 0.1σ , and 0.05σ .
It can be seen that decreasing B has the effect of lower-
ing the depth of the attractive well, reducing its range and
enhancing the height of the secondary, repulsive barrier.
In the same Figure, we also show the potential shape for
the choice of parameters employed in previous work [38],
namely A = 2.1σ and B = 0.35σ . Here, it can be seen that
Vtot(r) is free of repulsive barriers and that the attraction
is much deeper and longer in range. In Fig. 1b we see that
for high enough temperatures, T∗ � 2.0, Vtot(r) essentially
reduces to the purely repulsive interaction vst(r), as the
thermal energy is sufficiently strong to wash out the attrac-
tion. Finally, in Fig. 1c we show the Fermi-like attraction
w(r) for the same combination of A- and B-values as in
Fig. 1a.

The reasons to focus on star polymers with functional-
ity f = 32 are many fold. First, we wish to analyze here
a typical intermediate-functionality case right between the
polymer-like ( f � 1) and the colloid-like ( f � 1)-limits.
Secondly, f = 32 is a truly interesting case: below this
value the purely repulsive star solution as well as the
model attraction considered till now (i.e., without repul-
sive bump and with a long range attraction [38]) is always
fluid changing the relevant thermodynamic parameters.
Thus, for this borderline case the peculiar features with re-
spect to the previously analyzed cases are more evident.
And, finally, f = 32-arms star polymers are quite common
experimentally, since they can be synthesized by growing

Fig. 1 a The total interaction potential βVtot(r), versus the inter-
particle separation r∗ = r/σ for temperature T∗ = 0.1, f = 32 and
several value of the parameter B in Eq. 2. The dotted line shows
a case considered in [38]. b Comparison between T∗ = 2.0 for
B = 0.05σ and the purely repulsive interaction. c The attractive
contribution w(r) for the B-values of panel (a)
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living polymers on the reaction sites located at the ends of
dendritic cores.

Modified Hypernetted Chain (MHNC) Integral Equation

Our analysis is based on the examination of the pair corre-
lation functions of the system, in particular the radial dis-
tribution function g(r) and the structure factor S(q) [42].
The latter depends on the momentum transfer �q in a scat-
tering experiment, q being the magnitude of the scattering
wavevector. The relation between S(q) and g(r) reads as:

S(q) = 1+ρ

∫
d3re−iq·r[g(r)−1] , (4)

where ρ is the density of the system. We define the dimen-
sionless density ρ∗ as

ρ∗ = ρσ3 . (5)

The pair correlation functions can be calculated for
any given interaction potential and thermodynamic param-
eters (ρ∗, T∗) by employing approximate closures to the
Ornstein–Zernike relation [42], resulting thereby in a var-
iety of integral equation theories for uniform fluids. In this
work, we employ the modified hypernetted chain (MHNC)
integral equation [39], which is very accurate, both for
purely repulsive potential as well as in presence of at-
tractive contribution. In the particular case of star poly-
mers, the high accuracy of this theory to describe fluid and
metastable states in good solvent [12] as well as in pres-
ence of attractive contributions [13, 38] has been verified
for a large range of f , density values and temperatures.

From a cluster expansion origin, one obtains the exact
relation connecting the radial distribution function g(r) to
any given interparticle potential φ(r):

g(r) = exp[−βφ(r)+ g(r)−1− c(r)+ E(r)] , (6)

where E(r) is the bridge function and c(r) the direct cor-
relation function [42], related to g(r) with the aforemen-
tioned Ornstein-Zernike relation:

g(r)−1 = c(r)+ρ

∫
d3r ′[g(|r′ − r|)−1]c(r ′) . (7)

In the MHNC scheme, the exact bridge function E(r) is
replaced by that of a fluid of hard spheres, EHS(r), of
a suitably chosen diameter d. To optimize this choice,
which depends on the parameter d, the free energy is min-
imized [39] via the relation:∫

dr [g(r)− gHS(r; ηHS)]
∂EHS(r; ηHS)

∂ηHS
= 0 , (8)

where ηHS = πρd3/6 is the packing fraction of the effect-
ive hard sphere system and gHS(r, ηHS) the radial distribu-
tion function of the same. Verlet and Weis [43] provided
an accurate parametrization of gHS(r, ηHS) based on the

Percus–Yevick solution, with a correction which incorpo-
rates thermodynamical consistency through the Carnahan-
Starling state equation [42]. This, together with Eqs. 6–8
gives a closed set of equations which are solved by a stan-
dard iterative method. The dependence of ηHS on the dens-
ity as determined by Eq. 8 reflects the peculiar features of
the interparticle interaction [38].

Results and Discussion

We analyzed three different solutions of star polymers
in presence of attractive interactions, modeled by Eq. 2,
all with functionality f = 32 and at fixed A = 1.35σ . As
mentioned before, three different values of the parameter
B were examined, namely B = 0.15σ (system code SP-
B.15), B = 0.1σ (system code SP-B.1), and B = 0.05σ
(system code SP-B.05). At fixed temperature, a decrease
in B has the effect of increasing the depth of the attractive
well, shrinking its range and at the same time increasing
the height of the accompanying repulsive bump. Our goal
is to gain insight into the influence that these changes of
the interparticle potential have on the phase diagram of the
system and to quantify the effects of the competition be-
tween a relatively short-range attraction and a longer-range
repulsion in a system with a peculiar ultra-soft repulsive
core. Though systems with a combination of attraction and
a repulsive hump have been studied in the past [44–50]
the short-range steric repulsion has always been steep; the
presence of the ultrasoft repulsion in our system, which is
not able to support stable crystals in and of its own [10, 38]
provides an additional novel aspect of the system at hand.

Unlike purely repulsive star polymers, in the present
system the temperature is a relevant thermodynamic vari-
able. We begin with a relatively high temperature, T∗ =
2.0. In Fig. 2 we show the structure factor of the SP-

Fig. 2 Structure factor of the SP-B.15-model for at T∗ = 2.0
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B.0.15 system at this temperature and for a wide range
of densities. We found essentially the same structure fac-
tors obtained for purely repulsive one component stars [6].
Indeed, at sufficiently high temperatures, the Fermi con-
tribution to our model-interaction becomes unimportant
because it is washed out by the thermal energy. Thus, the
anomalous dependence of S(q) on density, known from
usual star polymers, is recovered. Starting at low densities,
the first peak of S(q) grows in height and moves to higher
q-values, which scale as ∼ ρ1/3, up to the overlap density
ρ∗ � 0.8. For higher values of the density, the main peak
height starts decreasing, the second peak height starts in-
creasing (eventually replacing the first peak as the highest)
and the peak positions become density-independent. All
these features arise from the interplay between the long-
distance Yukawa decay of the interaction of Eq. 1 and
its short-distance ultrasoft, logarithmic dependence. Be-
low the overlap density, the former is felt, giving rise to
normal structure factors, whereas above the overlap dens-
ity the logarithmic repulsion causes the peak anomalies.
These features have been analyzed in detail in [6]. For
the whole density range, the peaks in the structure fac-
tor never exceed the value of 2.85: in agreement with the
Hansen–Verlet criterion [51], this means that the system is
always a fluid, an assertion explicitly confirmed by exten-
sive Monte-Carlo simulations [10] and in full agreement
with experimental results [21]. The indistinguishability of
the structure factors at T∗ � 2.0 from those of the purely
repulsive system has been found for all three systems
studied, SP-B.0.15, SP-B.0.1, and SP-B.0.05.

Let us now look at the effects of decreasing the tem-
perature. We examined temperatures in the range 0.1 ≤

Fig. 3 Structure factor for the system SP-B.15 at T∗ = 0.1. Top: no-
tice the appearance of a low-density small peak. Bottom: for high
density the main peak of the structure factor is considerably higher
than 2.85 at ρ∗ = 1.0

T∗ ≤ 2.0, whereas the density was varied in a wide range,
typically 0 ≤ ρ∗ ≤ 10.0. In Fig. 3 we present the structure
factor for the system SP-B.15 at T∗ = 0.1, which shows
marked differences as compared with the same quantity at
T∗ = 2.0, Fig. 2. For small densities ρ∗ = 0.04, (Fig. 3, up-
per panel), we can already observe a value of S(q = 0) > 1,
which is a signature of a neighboring spinodal, on which
S(q = 0) diverges. At the same time, more unusual fea-
tures of S(q) show up. Unlike its high-temperature coun-
terpart, S(q) has two distinct peaks, a pre-peak at qσ � 1,
whose position moves to higher q-values with increas-
ing density and a main peak at qσ � 6, whose position
is strictly density-independent, up to a density ρ∗ � 0.6.
These characteristics carry the signature of cluster forma-
tion within the uniform fluid [47]. The interparticle po-
tential features a minimum at rmin � 1.3σ , which leads to
particle aggregation with an interparticle separation rmin.
The accompanying repulsive barrier limits the growth of
the aggregates, leading thereby to the formation of finite
clusters of a typical size Rcl and intercluster separation L.
As the length scale rmin is set by the interaction and not
by the concentration, the particle–particle distance within
a cluster manifests itself, in momentum space, in the form
of a density-independent peak at q � 2π/rmin. The low-q
pre-peak, on the other hand, is the cluster-peak that is re-
lated to the intercluster separation as q � 2π/L. Indeed,
as the density grows, the clusters approach each other, re-
sulting into the observed displacement of the cluster peak
to higher q-values. At a density ρ∗ � 0.6 the cluster peak
disappears altogether. We interpret this as a merging of dif-
ferent clusters, which leads to the loss of cluster identity
and thus leaves individual particles as the only distinguish-
able scattering units in the system. This assertion is cor-
roborated by the fact that for ρ∗ � 0.6 the particle–particle
peak, which was previously density-independent in its lo-
cation, now does shift to higher q-values with increasing ρ.

In Fig. 3, lower panel, we see how S(q) then further
develops upon density increase. Whereas the main peak
position shifts to higher q′s up to a density ρ∗ � 1.0, the
usual star-polymer scenario [6] takes over thereafter: the
position of the main peak does not evolve with ρ∗, its
height decreases and that of the second peak increases, as
in the purely repulsive case. These effects are due to the ul-
trasoft logarithmic divergence of the potential. Yet, a very
important quantitative difference with respect to the case
T∗ = 2.0 shows up: the height of the main S(q)-peak now
markedly exceeds the Hansen–Verlet value 2.85, clearly
pointing to the possibility that the added attractions now
stabilize a crystal that is thermodynamically unstable in
their absence.

The same behavior has been found for the systems
SP-B.1 and SP-B.05; selected, representative results are
shown in Figs. 4 and 5, respectively. Referring to Fig. 4
and in comparison with Fig. 3, we see that the effect of
reducing the value of B is to enhance the growth of the
height of the principal peak of S(q) at a given temperature.
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Fig. 4 Structure factor of the SP-.1-system at T∗ = 0.1. In the in-
set, we show the trend of S(q) for high densities and T∗ = 0.2 at
increasing densities

Fig. 5 Structure factor for for the system SP-.05 at T∗ = 0.15 for
several densities. Inset: structure factor for fixed density ρ∗ = 0.1
changing the temperature

Otherwise, clustering is still clearly visible at, roughly, the
same range of densities as in the case B = 0.15. Once
again, we discover that the position of the highest peak
does not change with concentration and it is accompanied
by a cluster pre-peak, whose position moves to slightly
higher q-values. In the inset of Fig. 4, we see the evolu-
tion of S(q) for much higher densities: it can be seen that
the particle peak at qσ � 7, which used to be quite high
at lower densities, has all but disappeared and the peak at
qσ � 12 has taken its role as the main one [6]. Yet, even
this second peak diminishes now in height upon increas-
ing ρ. In conjunction with the Hansen–Verlet freezing rule,
this points to a reentrant melting scenario, similar to the
one occurring in usual star polymers [10] or in other sys-
tems interacting by means of ultrasoft potentials [52, 53].

In Fig. 5, the evolution of the structure factor for the
system SP-B.05 is shown. Note that here we had to move
to a higher temperature than in the preceding cases, T∗ =
0.15, because large parts of the T∗ = 0.10-isotherm are,
for this system, subcritical (see below). In the main plot
of Fig. 5, the evolution of S(q) with density is shown,
featuring once again the typical characteristics of cluster
formation. More insight into the nature of the clusters and
the incipient macroscopic phase separation can be gained
by looking at S(q) at fixed density and lower tempera-
tures, shown the inset of Fig. 5. Here, it can be seen that
the position of the particle–particle peak of S(q) hardly
moves upon temperature changes. However, the cluster
peak moves to lower q-values, signaling a growth of the
cluster size Rcl and, concomitantly, the cluster separa-
tion L. At fixed density, this corresponds to a growth of
the population of the individual clusters, i.e., the number of
particles participating in a particular cluster. Consequently,
the intercluster separation grows, and the compressibility
of the system, which is proportional to S(q = 0) [42], in-
creases as well. Further lowering of the temperature leads
then to a formation of a cluster of macroscopic dimen-
sions. The local minimum of S(q) at q = 0 turns into
a maximum at the Lifshitz line [54, 55] and at the spinodal
line this maximum diverges. In other words, a macroscopic
phase separation into two fluids at different concentration
takes place.

Before proceeding into a quantitative description of all
phenomena associated with such systems (clustering, con-
densation, and crystallization), it is informative to take
a look at the emergence of clustered phases in real, as
opposed to reciprocal, space. In Fig. 6 we show the ra-
dial distribution function g(r) for all three systems con-
sidered here at fixed density ρ∗ = 0.05 and temperature

Fig. 6 The radial distribution function g(r) of the systems consid-
ered in this work at density ρ∗ = 0.04 and temperature T∗ = 0.125.
Inset: detail of the second peak region
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T∗ = 0.125, together with the same quantity for the purely
repulsive star polymer solution interacting by means of the
potential of Eq. 1. Whereas the radial distribution function
of the latter is rather flat and has a very weak maximum
at a � ρ1/3, the corresponding quantities for the models
SP-B.15, SP-B.1, and SP-B.05 are very different. A pro-
nounced maximum at r = rmin can be seen, clearly signal-
ing the tendency of the particles to stick together at this
distance. Note, however, at the same time, the depression
at distances 1.5� r/σ � 2.0, arising from the repulsive
barrier, which limits the growth of the clusters. Moreover,
it can be clearly seen that the stiffness of the clusters is
most pronounced for the SP-B.05-system, which features
the deepest and shortest-range attraction, together with the
strongest repulsive bump. In the inset of Fig. 6, we show
the region around the second peak of g(r). For SP-B.15
a broad second peak appears around r/σ = 3.5, this dis-
tance roughly corresponding to the cluster–cluster sepa-
ration. Decreasing B we can observe a more structured
second peak. In particular, for SP-B.05 there is a small
additional first peak around r/σ = 2.5 which can be inter-
preted as a weak second-shell of neighbors within a given
cluster. The height and the number of the peak around
r/σ = 3.5 increases with the density until, as sufficiently
high ρ∗, the clusters come close to each other, merge, and
thereafter the radial distribution function recovers a shape
that describes a usual, unclustered fluid.

The competition between attraction, which favors clus-
ter formation for low T∗, and long range repulsion that
favors small aggregates [47, 48], is evident under consid-
eration of all three cases investigated. Whereas the occur-
rence of macrophase separation is sharply defined through
the divergence of S(q) at q = 0, marking the spinodal line
of the system, cluster formation in a thermodynamically
stable fluid is not associated with any accompanying phase
transition. In this respect, the emergence of clusters on
a supramolecular scale is akin to the formation of meso-
scopic spatial structures in other soft matter systems, such
as the random, “sponge” phase in ternary mixtures of oil,
water and amphiphilic surfactants [56]. Indeed, also in this
case, there is no clear phase boundary between the sponge-
and random-mixture states, and one has to resort to some-
what arbitrary structural criteria in order to delineate the
regions of stability of the two [54–56]. In our case, we de-
cided to use the existence of the cluster pre-peak in S(q)
at low but finite q-values in order to characterize a clus-
tered fluid. In particular, we introduce the criterion than
whenever the pre-peak local maximum exceeds the neigh-
boring local minima by more than 0.05, the fluid consists
of clustered superstructures.

In Fig. 7 we show the cluster regions as well as the
spinodal curves for the systems we investigated. For
fixed B, an increase in temperature reduces the range of
stability of the cluster region, due to the reduction of the
attractive forces in our system. Decreasing B leads to
a broadening of the region of the clustered fluid. This be-

Fig. 7 Cluster region and fluid–fluid coexistence region as delim-
ited by the spinodal line

havior is connected to the intensity of the attraction which
for such low density has to be strong enough to deter-
mine cluster aggregation. In the same figure, the spinodal
curves are shown as well: the critical temperature in-
creases with decreasing B and the critical density moves to
slightly lower densities. This trend is in agreement with the
evolution of the second virial coefficient B2(T) of the inter-
action potential, which becomes more and more negative,
at fixed temperature, passing from SP-B.15 to SP-B.1 and
finally to SP-B.05. More precisely, at T∗ = 0.1, we have
B2 = −0.13σ3 for SP-B.15, B2 = −0.20σ3 for SP-B.1,
and B2 = −2.66σ3 for SP-B.05. To provide a comparison,
we calculated this coefficient also for the case investigated
in [38], which is free of repulsive barriers, finding a value
B2 = −4.59σ3 at the same temperature. This is consistent
with the result that the critical temperature there has a high
value, T∗

crit = 0.623 (MHNC calculation).
The occurrence of finite-size clusters in the system is

a direct consequence of the existence of a repulsive po-
tential barrier that accompanies the short-range attraction.
In this respect, our results are in line with a wealth of
theoretical [45–49] and experimental [29, 50] results in
three-dimensional systems as well as with a recent theor-
etical analysis of a two-dimensional model that shows the
formation of stable circular and stripe patterns [44]. The
phenomena observed here can be understood in terms of
the competition between the (generally complex) poles of
the structure factor S(q) [46, 57, 58]. Let qR + iqI be such
a pole, with qR and qI denoting its real and imaginary
parts, respectively. If qi = 0 and qR �= 0, then the fluid is
thermodynamically unstable with respect to microphase
separation, i.e., ordered microstructures of wavelength
λ = 2π/qR, such as lamellae or periodic crystals, spon-
taneously form. On the other hand, the case qi = 0 and
qR = 0 leads to a spinodal curve and macrophase separa-
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tion. In the case of the systems we examined, the former
pole does not occur, but the imaginary part qi is suffi-
ciently small, so that the cluster pre-peak shows up. At
appropriate thermodynamic conditions, the second type of
pole occurs and the system phase-separates. The system at
hand shows a tendency to form microregions of clustered
particles, however true microphase separation is inhibited.
The structure factor pre-peak remains finite and the clus-
ter phase possesses full translational symmetry (uniform
fluid). Under competition between the attractive plus re-
pulsive parts of the potential, we expect the cluster peak
to become the dominant feature of S(q), leading to true
microphase separation which at least in 2D gives rise to
a thermodynamic signature in terms of a peak in the spe-
cific heat [44].

Depending on the potential parameters, only one, both,
or none of the two scenarios regarding the existence of real
poles of S(q) will materialize. In some cases, the existence
of the repulsive barrier may lead to a complete disap-
pearance of the spinodal line, which would be otherwise
present under the influence of the attraction alone. Here,
we rather have a situation in which the repulsive barrier
suppresses the critical point without altogether eliminating
it, in agreement with the recently studied case of mixtures
between multiarm star polymers and depleting, homopoly-
mer chains [29].

Finally, we briefly discuss the occurrence of stable
crystals in the system, which are unstable both in the com-
plete absence of attractions [10] and in the presence of
long-range, smooth attractions [38]. The very high values
of the structure factor peak, see Figs. 3–5, are a clear
structural signature of the stability of crystal phases. More-
over, there exist regions in the density-temperature plane,
deep in the solid, where the MHNC fails to converge or
yields physically unacceptable results, e.g., negative parts
of S(q). Thus, the interactions at hand give rise to freez-
ing transitions. Tracing out the precise phase boundaries
would require the calculation of the free energies of the
competing, fluid and solid phases. This is a cumbersome
task, which is additionally complicated by the fact that
the precise crystal structure is unknown. Therefore, we re-
sort here to a structural criterion to delineate roughly the
freezing lines, namely we trace out the locus of points
for which the maximum of S(q) attains the Hansen–Verlet
value 2.85. This approach has been shown to reproduce
phase boundaries quite well, even for ultrasoft potentials,
such as the Gaussian interaction [52]

In Fig. 8 we describe the full “phase diagram”, drawn
under the procedure described above. The system shows
a spinodal line, a cluster line and a line of crystallization.
The solid region increases with decreasing B. Irrespec-
tive of quantitative details, we can distinguish within the
solid region two structures: one region centered around
ρ∗ = 0.85 plus a tail for higher densities. The first re-
gion is connected to the evolution of the main peak of
S(q), which corresponds to the first peak for ρ∗ � 0.6.

Fig. 8 Full “phase diagrams” for SP-B.15, SP-B.1, and SP-B.05

The second density region is connected to the evolution
of the second peak in the structure factor. We observe that
for SP-B.15 and ρ∗ � 5.0, the first/main peak disappears
and the second peak becomes the main one, but for all
the temperatures investigated this peak did not exceed the
value 2.85. On the contrary, for SP-B.1 and SP-B.05 there
exist some regions where the second peak in the struc-
ture factor becomes higher then 2.85 and the first peak
becomes lower than this value, at temperatures around
T∗ � 0.4 and T∗ � 0.8, respectively. In this high dens-
ity tail, we can have small intervals of reentrant melt-
ing.

The stabilization of the crystal phase is an effect of
the attractive part of the potential and of its range. Indeed
solid phases are not present neither for the purely repul-
sive interaction or for the case studied e.g., in [38] where
the attractive interaction is really longer ranged. Changing
density and temperature, for the three different model at-
tractions, we could have also a change in the symmetry of
the lattice in relation to the position of the repulsive bump
with respect to characteristic nearest neighbor and second
neighbor distances. The observed trend of broadening of
the region of stability of the solid upon shrinking of the at-
tractive well is fully consistent with previous results on the
double Yukawa system [59]. Contrary to the case of [59],
however, our freezing transition is forced to disappear at
sufficiently high temperatures, since then we recover the
purely repulsive case, which does not support stable solids.
Consequently, the freezing line is of reentrant type, sim-
ilarly to the case of the Gaussian model [52] or indeed
a whole class of ultrasoft potentials [53].

Finally, we remark that for high densities and low tem-
peratures, T∗ � 0.1 we found evidence of the increasing
of S(q = 0), signaling the appearance of a fluid–fluid phase
separation, in agreement with the occurrence of a second
critical point (ρ∗ = 1.96, T∗ = 0.247) in [38]. However,
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for such a low temperature and high density, this region is
metastable with respect to the freezing.

Conclusions

We have examined the structural and thermodynamic be-
havior of a system of intermediate-functionality star poly-
mers with additional attractions. The resulting total poten-
tial features the original, logarithmic repulsion for close
interparticle approaches, dressed with a short-range at-
traction, which is followed by a repulsive hump at large
separations. This is a flexible and tunable system, since
the characteristics of the interaction can be tuned by, e.g.,
suitable choices of smaller polymeric entities to be added
to the star polymer solution. We found a wealth of new
phenomena, such as a fluid–fluid phase separation, ac-
companied by a formation of clusters in the stable fluid
at supercritical temperatures. The internal structure of the
clusters can not be resolved with the tools at hand and it
will be the subject of future work. Moreover, the attraction
brings about a stabilization of crystal phases, which can-
not be supported by the ultrasoft repulsions alone, for the
functionality value f = 32 studied here. This freezing tran-
sition features a maximum crystallization temperature and
is reentrant along the density axis.

A number of questions open up, which are related to
both the equilibrium and the dynamical behavior of the

system at hand. The crystal structures should be identi-
fied and the question should be answered as to whether
we have polymorphic transitions between lattices of dif-
ferent symmetry. To this end, the powerful tool of genetic
algorithms [60] can be employed, to allow for a bias-free
search of the crystal structures. Associated with freezing is
the possibility of formation of repulsive glasses, in analogy
with the case of usual star polymers, for which indeed the
region of ideal glass formation is strongly correlated with
the domain of stability of the solid [12]. In this respect, the
depletants here could have an effect opposite to that seen
for multiarm star polymers [27]: whereas for f � 1 added
chains melt the glass formed by the stars, in our case the
exciting possibility opens up that they might induce a glass
transition in a system that shows no vitrification, at arbi-
trary densities [12]. At the same time, the property of this
system to form clusters makes it possible that a gelation
transition could find place at low densities, in analogy with
the recently-studied case of Sciortino et al. [47]. Applica-
tion of computer simulations and Mode-Coupling Theory
should help clarify the questions of the types of arrested
states that can occur in our system. The investigation of
these questions is the subject of ongoing work.
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Abstract The Debye-Hückel-
Potential in combination with an
effective or renormalized charge is
a widely and often successfully used
concept to describe the interaction in
charged colloidal model systems and
the resulting suspension properties.
In particular the phase behaviour
can be described in dependence
of the parameters particle number
density, salt concentration and
effective charge. We performed
simultaneous measurements of the
phase behaviour, the shear modulus
and the low frequency conductivity
of deionised aqueous suspensions
of highly charged colloidal spheres.
From the shear modulus the interac-
tion potential at the nearest neighbour
distance in terms of a Debye-Hückel
potential can be determined with an

effective charge Z∗
G as free parameter.

Conductivity measures the number
of freely moving small ions Z∗

σ and
thus relates to the ion condensation
process in the electric double layer
under conditions of finite macro-
ion concentrations. We present the
first experimental access of the pair
energy of interaction in charged col-
loidal suspensions which describes
both the elastic properties and the
fluid crystalline phase behaviour.
This means that a consistent descrip-
tion of the suspension properties is
obtained, when Z∗

G is taken from the
elasticity measurement.

Keywords Charge spheres ·
Colloids · Effective charge ·
Phase behaviour

Introduction

Due to the long ranged nature of the screened Coulomb
interaction, colloidal crystals may form in suspensions of
highly charged spherical particles at volume fractions as
low as Φ ≈ 10−3, if the concentration c of screening elec-
trolyte is kept on or below the µM-level. Melting of the
colloidal solid is achieved by reducing the electrostatic
interaction between the particles either by reducing the
particle number density np = 3Φ/(4πa3) (a is the particle
radius) or increasing c. As early as 1988 this melting line
was theoretically predicted from computer simulations on
monodisperse particles using a Debye Hückel (DH) poten-
tial with an effective charge Z∗ [1]. Later work resulted in
quantitative corrections but the general form of the melting

line was retained and further also confirmed by perturba-
tion theoretical calculations [2–4]. On the other hand the
phase behaviour of charged colloidal suspensions was also
intensively studied experimentally under well defined con-
ditions for np and c and Z∗ determined in independent ex-
periments [5–7]. Here no consistency with the theoretical
predictions was obtained. The correct determination and
description of the phase behaviour in charged stabilised
colloidal suspensions is a long standing problem that is
mostly related to the lack of precise knowledge of the cor-
rect interaction potential between highly charged particles
and the influence of polydispersity.

Recently there has been an enormous theoretical effort
to improve the theoretical foundation of this key quan-
tity in the description of system properties. It comprises
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both charged and uncharged colloidal systems as well as
mixtures of different particles [8]. For charged spheres in
particular theoretical approaches on different levels of ap-
proximation were investigated [9–11]. In all cases the long
distance behaviour of the interaction potential is well de-
scribed analytically using the solution of the DH-equation
with an effective charge Z∗, which is much smaller than
the structural charge Z. This concept of charge renormal-
ization is very general and is interpreted as condensation
of counter ions. The functional form was also confirmed
by experiments on pairs of isolated particles [12]. On the
mean field level a solution of the non-linearized Poisson
Boltzmann equation in a cell model (PBC-model) with
successive fit of a DH potential to the parts far off the
surface is general practice [13–15]. Different implemen-
tations, however, may yield slightly different Z∗ and also
a quantitatively different behaviour of Z∗ in dependence
on np [10, 11, 16]. While most authors agree about the
functional form of the far field effective potential, the ques-
tion of the value for Z∗ and the screening parameter is
not settled yet. Another important point is the influence
of many body interaction. Usually a superposition of pair
potentials is applied. Newer investigations give hints that
many body interaction must be considered describing the
interaction in charged colloidal suspensions comprehen-
sively [17]. This situation clearly demands further tests of
the potential form under conditions of strong interaction
and a comparison of experimental methods to access Z∗.

The experimental determination of the strength and
curvature of the interaction potential is still a great chal-
lenge. Different methods are used to get a right idea of
the potential or of Z∗. All these different methods show
quite different results, so that there is clarification needed.
Measurements of the fluid structure factor in combina-
tion with theoretical description is one possibility [18–20].
Also the determined values for Z∗ show a big deviation
in dependence of the measurement technique and in de-
pendence of the used theoretical model (MSA, RMSA,
Rogers Young). Another entrance offers the electrokinetic
properties of charged colloidal suspensions [21, 22]. The
ζ-potential can be determined using electrophoretic meas-
urements. But up to now the relationship between the
ζ-potential and the effective interaction is not understood
and so the physical properties of colloidal suspension can
not be described using the ζ-Potential. Measuring the low
frequency conductivity σ in colloidal suspensions allows
to appoint a transported conductivity charge [23, 24]. This
method can be achieved over a wide range of np and c.
It is found empirically, that this conductivity charge is
in quite good conformity to the effective charge assum-
ing the PBC-model [25, 26]. A new application used in
the last few years is optical tweezing. Here Crocker and
Grier showed measurement of the two particle interaction
potential [12, 27]. However this method can not be used
to determine the interaction potential in higher concen-
trated samples, for example in the bulk. Rarely used is

the torsional resonance spectroscopy (TRS) to determine
the interaction in the bulk [28, 29]. The shear modulus G
shows a direct dependence on the crystalline structure and
solid state morphology and the strength and shape of the
interaction potential. So if the morphology and the crys-
talline structure are known, the interaction can be deter-
mined with high accuracy in the solid state. So it is obvious
that only conductivity measurements (CM) and TRS can
be used to conceive the interaction potential in higher con-
centrated suspensions over a wide range of np, c, and Z.

We here investigated extensively the fluid-crystalline
phase behaviour for different very well characterised
charge stabilised colloidal model systems using static light
scattering (SLS), TRS, CM and Bragg microscopy (BMC).
The interaction potential is determined by CM and TRS, so
that the experimental melting line can be compared to the
theoretical prediction.

Experiment

We used commercially available charged stabilised Poly-
styrene (PS), n-Butylacrylate-Styrene (PnBAPS) and
PTFE spheres for our measurements. The characteris-
tic properties of the used particles like diameter, charge
from conductivity, charge from elasticity and phase bound-
aries are listed in Table 1. For sample preparation we
used a continuous conditioning technique, which allows
fast and reproducible adjustment of the interaction pa-
rameters and the simultaneous measurement of different
suspension properties. Our technique has already been de-
scribed in detail elsewhere [21, 29]. This technique allows
in situ control of both particle number density n (in the
deionised state) and electrolyte concentration c (for known
np). Residual uncertainties are on the order of 1–2% at
np = 3 µm−3 and c = 1 µmol l−1. The particles and the
small ions contribute to the suspension conductivity σ
which can described via [22]

σ = npe
(
Z∗

σ

(
µP + µ̄+)+ M

(
µ̄+ + µ̄−))+σB , (1)

where e is the elementary charge, Z∗
σ denotes the effect-

ive transported charge, σB is the background conductivity
of unidentified small ions and µP is the particle mobil-
ity, which is on the order of (2–10)×10−8 m2V−1 s−1

as determined by laser Doppler electrophoresis. M =
c 1000NA/np is the number concentration of small ions
per particle and µ̄+ and µ̄− are arithmetic mean small ion
mobilities. The arithmetic mean small ion mobilities are
given by the mobility of the electrolyte ions of the species i
assessed with the number concentration Mi :

µ̄+ =
∑

µi M+
i∑

M+
i

; µ̄− =
∑

µi M−
i∑

M−
i

. (2)

For full deionised conditions Mi becomes zero and
µ̄+ = µ

H+ where µ
H+ is the proton mobility of 36.5 ×



90 P. Wette · H.J. Schöpe

Table 1 Investigated colloidal model systems

Sample Batch No. 2aTEM/ np Freeze/ np Melt/ Z∗
σ Z∗

G
nm µm−3 µm−3

PNBAPS68 BASF ZK2168/7387 68 8.0±0.5 8.0±0.5 450±16 331±3
PS85 IDC 767.1 85 3.8±0.5 4.4±0.5 530±32 350±20
PS90 Bangs Lab 3012 90 4.0±0.5 7.0±0.5 504±35 315±8
PS100/1 Bangs Lab 3512 100 3.9±0.5 4.5±0.2 527±30 349±10
PS100/2 Bangs Lab 3067 100 4.2±0.5 5.5±0.2 530±38 327±10
PS120 IDC 10-202-66 120 0.30±0.02 0.44±0.05 685±10 474±10
PS156 IDC 2-179-4 156 0.28±0.05 0.4±0.05 945±70 615±50
PTFE180 Hoechst TF9201 180 2.7±0.2 3.1±0.2 520±50 350±20

10−8 m2 V−1 s−1. Equation 1 can then be written as [22]

σ = npeZ∗
σ

(
µP +µ

H+
)

+σB . (3)

Under these conditions we can determine the effective
transported charge Z∗

σ by measuring σ in dependence of
the particle number density np.

BMC is used to identify the morphology for coex-
istence and the freezing and melting point of the sam-
ples [30, 31]. Here a cell of rectangular cross section (2×
10 mm2) is illuminated with white light under an angle
combination ψ and Θ to obtain a Bragg reflection in the
direction of the observing microscope objective. With this
simple experimental set up systematic measurements of
the position of the freezing and melting in colloidal sys-
tems with high accuracy can easily done.

For SLS and TRS measurements a multi-purpose light
scattering experiment is used which was recently de-
scribed in detail elsewhere [29]. Quasi simultaneous static
and dynamic light scattering (SLS and DLS) which probe
the structure and morphology of colloidal solids, respec-
tively their dynamics, are combined with torsional reson-
ance spectroscopy (TRS) to determine the shear modu-
lus [29].

To determine the structure and the morphology of the
colloidal solids SLS is used. Here the scattered light in-
tensity I(q) is detected for different scattering vectors of
magnitude

q = (4πνS/λ) sin(Θ/2) , (4)

where νS is the refractive index of the suspending medium,
λ the vacuum wavelength of the used laser light and Θ the
scattering angle. The scattered intensity can be written as

I(q) = I0
1

sin Θ
P(q)S(q)+ B(q) . (5)

The first term I0 contains several experimental boundary
conditions. For more details see Reference [29]. The ob-
served scattering volume is inversely proportional to the
sine of the observation angle. P(q) is the particle form
factor and S(q) the static structure factor. Further there

possibly is an additive background B(q) stemming e.g.,
from dust in the match bath, as well as a static background
stemming from ill alignment or unavoidable parasitic re-
flections. For powder averaged experiments on polycrys-
talline samples sharp diffraction peaks are observed at the
scattering vector

qh,k,l = 2π

g

√
h2 + k2 + l2 , (6)

where g is the lattice constant of the crystal and h, k, l are
the Miller indices of the considered diffraction plane. For
an ideal crystal S(q) takes the form of a delta function. In
the case of finite crystal size considerable broadening may
be observed. In the fluid state, the shear melt or in vitre-
ous samples only the first maximum is pronounced and for
large q S(q) goes to 1.

For TRS the sample cell is put into weak oscillation
about its vertical axis, which excites the solid in the cell
to resonant vibrations. Then the shear modulus can be de-
termined by identifying the resonance frequencies of the
sample [29]

ω2
jm =

G
(
µ2

j + (m +1)2π2α2
)

ρR2 (7)

where R is the inner radius of the cylindrical vial, α = 0.5
the ratio between R and the filling height H , ρ is the mass
density of the suspension, and µj are the zeros of the 1st
order Besselfunction J1. Then G can be derived as [32]:

Gbcc = fA
3
√

3

4d3

(
4

9

∂2V(r)

∂r2

∣∣∣∣
r=d

d2 + 8

9

∂V(r)

∂r

∣∣∣∣
r=d

d

)
,

(8a)

Gfcc = fA
1√
2d3

(
1

2

∂2V(r)

∂r2

∣∣∣∣
r=d

d2 + 3

2

∂V(r)

∂r

∣∣∣∣
r=d

d

)
.

(8b)

fA = 0.5 is a numerical factor which accounts for the sam-
ple morphology [33]. V(r = d) is the interaction pair en-
ergy at the nearest neighbour distance d. In highly charged
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colloidal monodisperse systems it can be written as:

V(r) = (Z∗ e)2

4πε0εr

(
exp(κa)

1+κa

)2 exp(−κr)

r
(9a)

κ2 = e2

ε0εrkBT

(
npZ∗ +2000NAc

)
(9b)

with the screening parameter κ. ε0εr is the dielectric per-
mittivity of the suspension and kBT is the thermal energy.
Using Eq. 9 in Eq 8 we obtain the following expression for
the shear modulus:

Gbcc = fA
4

9
npV(d)κ2d2 (10a)

Gfcc = fA
1

2
nPV(d)

(
κ2d2 −κd −1

)
. (10b)

The particle number density and the nearest neighbour dis-
tance in the crystals are connected via

dbcc =
√

3
3
√

4np
(11a)

dfcc =
6
√

2
3
√

np
. (11b)

So that Eq. 10 can be written in terms of np as

Gbcc = fA

3
√

16√
27

Z∗2e4

4πε2
0ε

2
r kBT

×
exp

[
−
√

e2

ε0εrkBT

(
np Z∗ +nSalt

) ( √
3

3
√

4np
−2a

)]
[

1+
√

e2

ε0εrkBT

(
np Z∗ +nSalt

)
a

]2

× (np Z∗ +nSalt
)

3
√

n2
p (12a)

Gfcc = fA
1

2

Z∗2e2

4πε0εr
np

×
exp

[
−
√

e2

ε0εrkBT

(
np Z∗ +nSalt

) ( 6√2
3√np

−2a
)]

[
1+
√

e2

ε0εrkBT

(
npZ∗ +nSalt

)
a

]2

×
⎛
⎝ e2

ε0εrkBT

(
np Z∗ +nSalt

) 3
√

2

3
√

n2
p

−
√

e2

ε0εrkBT

(
npZ∗ +nSalt

) 6
√

2
3
√

np
−1

⎞
⎠ . (12b)

By varying the particle number density (or the nearest
neighbour distance) the interaction potential is modified
via the inter particle distance and via the screening length.

The shear modulus which depends on the first and the sec-
ond deviation of the interaction potential is very sensitive
of the species of the interaction potential by varying the
particle number density.

The colloidal systems are prepared under fully deion-
ised conditions to obtain fast and reproducible measure-
ments. First the systems are prepared in the crystalline
state. Then np is lowered step by step by diluting the sus-
pension. At each step SLS and TRS measurements are
performed to determine shear modulus, particle number
density and crystalline structure. By reducing np the in-
teraction potential becomes lower and the crystal begins
to melt. The phase boundaries of all samples are always
determined in a combination of SLS, TRS and BMC meas-
urements. At the melting point no shear modulus can be
determined while with BMC we can specify this point by
identifying small fluid regions in the sample. By lower-
ing np the freezing point can be appointed with SLS. Here
in the structure factor just no crystalline contribution can
be found. With BMC the freezing point can be easily ap-
pointed when no crystalline areas are visible.

Following we will show how to determine V(r) using
CM and TRS. For demonstration we show measurements
at PNBAPS68 samples. Under full deionised conditions
Z∗

σ can be determined by measuring σ in dependence of
np calibrated by Bragg scattering and fitting Eq. 3 to the
data points. In Fig. 1a the linear dependence of σ on np
can clearly be seen. The quality of this linear fit to the data
also demonstrates the performance of our preparation tech-
nique. Using Z∗

σ V(r) can be calculated using Eq. 9.
In Fig. 1b we now plot G as inferred from the reson-

ance spectra versus np as inferred from crystalline S(q).
Each point represents an average over 3 measurements,
then the residual errors are about 5%. The line is the best
two parameter fit (Eq. 12) using fA = 0.5 and to obtain

Fig. 1 a Conductivity of PNBAPS68 as a function of particle
number density. σ increases linearly with np. b Shear modulus
as a function of np for PNBAPS68. (—) Best two parameter fit
( fA = 0.5, Z∗ = 331±3, c = (2.2±2.1)×10−7 mol)
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an effective charge Z∗
G = 331±3 and a salt concentration

of c = (2.2 ±2.1)×10−7 mol. The data fit very well to
the form of the theoretical curve (reduced χ2 = 0.0022)
which also demonstrates the outstanding performance of
our preparation technique and our multi-purpose light scat-
tering experiment.

In all CM and in all TRS measurements the data can be
well described using a constant Z∗ over a wide range of
np e.g. PnBAPS68 Z∗

σ : 3×1018 m−3 < np < 8×1019 m−3.
There is no dependence of Z∗ on np observable in con-
trast to theoretical predictions [11, 14, 15]. Figure 2 shows
the effective charge Z∗

num in dependence of the volume
fraction for the PNBAPS68 numerical calculated using
a program of Luc Belloni [16]. The effective charge is first
decreasing to reach a minimum value and shows a strong
increase after that. The increase at high volume fractions
is caused by the self screening based on counterions. The
increase starting from the minimum to low volume frac-
tions is based on an entropic effect: here more counterions
can evaporate from the particle’s surface. The vertical lines
represent the investigated concentrations using TRS. The
relative deviation of the effective charge inside the investi-
gated concentration range is about 4% for Z∗

num, 3% for Z∗
σ

and 1% for Z∗
G. So we can conclude that our observation

of a constant effective charge observed in the experiment
is not absolutely inconsistent with the theoretical models.
Table I gives an overview of the determined phase bound-
aries and Z∗ for the different systems. It is flashily, that
Z∗ from CM is always larger than from TRS and the rela-
tion ship between these two charges is constant for all used
particles (Z∗

σ/Z∗
G = 1.44±0.03).

To compare the phase behaviour of the different sam-
ples following we use the phase diagram calculated by
Robbins, Kremer and Grest (RKG) [1, 2]. Here the inverse

Fig. 2 Z∗ of PNBAPS68 from numerical calculations in depen-
dence of volume fraction. The vertical lines represent the investi-
gated concentrations using TRS

normalised interaction energy kBT/V(d̄) at the averaged
inter particle distance d̄ = n−1/3

p is plotted versus a coup-
ling parameter λ = κd̄. The straight line from the lower left
to the upper right is the melting line calculated in [1], the
dotted line a bit lower the melting line calculated in [2].
The dashed line corresponds to the bcc-fcc phase transi-
tion. In dependence of the experimental parameters np, c,
a and Z∗ different states in this diagram can be reached.
The pathway of a suspensions in the kBT/V(d̄)−κd̄-plane
upon changes of the experimental parameters is repre-
sented by state lines. To demonstrate this fact Fig. 3 shows
the phase diagram including four different theoretical lines
of state (two lines each with different a, Z∗, c) in depen-
dence of np.

Starting with the black circles (2a = 100 nm, Z∗ =
200, c = 0 µM) we can discuss the behaviour by vary-
ing the particle concentration. Beginning with high diluted
sample increasing of np leads to an increasing of V(d̄). The
number of small ions is dominated by the self-dissociation
of water so that κ stays nearly constant, while d̄ is de-
creasing. At higher np this behaviour changes because κ
is dominated by the particle counter ions, λ increases with
n1/6

p and the state line turns right. The state line crosses the
melting line at np = 1.25×1020 m−3. At very high np self-
screening becomes important and V(d̄) shows a smaller
increase up to a higher limit or is decreasing. For dif-
ferent system parameters c, a and Z∗ different behaviour

Fig. 3 Universal phase diagram [1, 2]; — melting line [1],
� melting line [2], - - bcc-fcc transition [1]. In dependence
of c, a and Z∗ different lines of state are shown by vary-
ing np: • 2a = 100 nm, Z∗ = 200, c = 0 µM, np = 2.25×1017 −
8.75×1021 m−3, � 2a = 500 nm, Z∗ = 200, c = 0 µM, np =
2.25×1017 − 8.75×1021 m−3, ◦ 2a = 100 nm, Z∗ = 200, c =
1 µM, np = 2.5×1018 −8.75×1021 m−3, � 2a = 100 nm, Z∗ =
1000, c = 0 µM, np = 2.75×1016 −7.0×1019 m−3; in all curves
np is increased in steps of 0.25 in every decade
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is observed. By changing the particle radius to a larger
value (2a = 500 nm, Z∗ = 200, c = 0 µM) the interaction
is increasing more rapid and the melting line is reached
at lower concentrations (np = 1×1019 m−3). There is no
change in the curvature of the curve which means that self
screening is less important. Changing the salt concentra-
tion to a slightly higher value (2a = 100 nm, Z∗ = 200,
c = 1 µM) leads to a small shift of the melting point
to higher concentrations (np = 1.5×1020 m−3). The up-
per part of the state line shifts to the right which means
that the potential becomes steeper compared to the salt
free case. The change in the curvature is less pronounced
which means that self screening in that area is less pro-
nounced. A high np kappa is dominated by counterions
and so the two curves coincide. Changing the charge of
the particles to a higher value (2a = 100 nm, Z∗ = 1000,
c = 0 µM) the melting line is crossed at much lower con-
centration (np = 5.75 ×1016 m−3) while the curve is still
bent to the left which means that the potential becomes
flatter. The changing in the screening is obtained when
the suspension is still in the crystalline region. In a sys-
tem where the stateline crosses the melting line under an
angle close to 90◦ the system is very sensitive in terms of
the fluid crystalline phase transition by varying np while
under a flat angle higher variation of np can be toler-
ated.

In Fig. 4 we see the behaviour of all used systems using
V(d̄) determined by CM. Here for all systems the lines
of state are drawn under full deionised conditions. The
error bars indicate the position of the determined melting
point. Like in earlier investigations no agreement with the
theoretical prediction can be found [6, 7]. By observing

Fig. 4 Comparison of our data using Z∗
σ to the results of RKG.

State lines shown: ♦ PNBAPS68, ◦ PS85, • PS90, � PS100/1, �
PS100/2, � PS120, � PS156, � PTFE180, — predicted melting
line [1], � predicted melting line [2], - - predicted bcc-fcc transi-
tion [1]. Error bars indicate the melting points. np is increased in
steps of 0.25 in every decade

Fig. 5 Comparison of our data using Z∗
G to the results of RKG.

State lines shown: ♦ PNBAPS68, ◦ PS85, • PS90, � PS100/1, �
PS100/2, � PS120, � PS156, � PTFE180, — predicted melting
line [1], � predicted melting line [2], - - predicted bcc-fcc transi-
tion [1]. Error bars indicate the melting points. np is increased in
steps of 0.25 in every decade

the different lines of state it is obvious that the theoret-
ical melting line can only be reached by reducing np about
one to two decades! These facts show a big discrepancy
to the experiment. In the previous investigations Okubo
and Monovoukas had to reduce Z∗ determined by con-
ductivity by a factor 1.36 to get their experimental results
in good agreement with the theoretical predictions [6, 7].
Similarly we can describe the phase behaviour by lowering
our effective Z∗

σ by a factor of 1.4. Whereas using V(d̄) de-
termined by TRS (Fig. 5) we find quite good conformity of
our data with the theoretical melting line. Here the theoret-
ical melting line is reached by varying np about zero to one
decades.

Conclusions

We determined the phase boundaries for different charged
colloidal systems systematically by a combination of SLS,
TRS and BMC with high accuracy under full deionised,
well characterised conditions. Effective charges were de-
termined using conductivity and shear modulus measure-
ments. The conductivity is increasing linearly with par-
ticle concentration not being influenced by phase bound-
aries and can well described using a constant effective
charge Z∗

σ . The shear modulus in dependence of the par-
ticle number density can described brilliant using a Debye-
Hückel potential proposed in the PBC-model with an con-
stant effective charge Z∗

G. The independence of Z∗ of np
is not inconsistent with theoretical predictions. We ob-
serve systematic differences and correlations of the two
effective charges. With Z∗

σ and Z∗
G there exist two dif-

ferent kind of effective charges. The first one is deter-
mined measuring the conductivity which is related to the
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number of freely moving small ions Z∗
σ and thus relates

to the ion condensation process in the electric double
layer under conditions of finite macro-ion concentrations.
The second one is determined by measuring the shear
modulus which is directly connected to the interaction
potential at the nearest neighbour distance in the bulk.
The two charges have a constant relationship Z∗

σ/Z∗
G =

1.44±0.03 independent of particle size and surface charge
density.

Using the interaction potential determined by TRS we
are able to describe the experimental fluid crystalline phase
boundaries in a universal theoretical phase diagram pro-
posed by RKG for the first time. We present the first
experimental access of the pair energy of interaction in
charged colloidal suspensions which describes both the
elastic properties and the fluid crystalline phase behaviour.
This means that a consistent description of the suspension
properties is obtained, when Z∗

G is taken from the elasticity
measurement.

At first sight this result is surprising because it suggests
that the approximation of superposition of pair potentials
still holds in the case of long ranged interaction. By cal-
culating the theoretical phase diagram the authors used the
superposition approximation: The interaction in charged
colloidal systems is reduced to the pair wise additivity of
single particle potentials. This superposition approxima-
tion is also applied by describing the elastic properties of
a crystal in dependence of the interaction potential. So
the physical picture describing phase behaviour and elas-
tic properties is consistent and so it is understandable that
experiment and theory met together.

An interesting open question is still the experimentally
quantitative validation of packing fraction dependence and
the salt dependence of Z∗ predicted in the PBC-model.
New investigations are still in progress.

Acknowledgement We gratefully acknowledge financial support
by the DFG (Pa459/10-1 and 11-1) and the MWFZ Mainz.

References
1. Robbins MO, Kremer K, Grest GS

(1988) J Chem Phys 88:3286
2. Meijer EJ, Frenkel D (1991) J Chem

Phys 94:2269
3. Voegtli LP, Zukoski CF (1991)

J Colloid Interface Sci 141:79
4. Schram PPJM, Trigger SA (1996)

Physica B 228:170
5. Sirota EB et al. (1989) Phys Rev Lett

62:1524
6. Okubo T (1994) ACS Symposium

Series 548:364
7. Monovoukas Y, Gast AP (1989)

J Colloid Interf Sci 128:535
8. Löwen H, Denton AR, Dhont JKG

(1999) J Phys Condens Matter
11:10047

9. Belloni L (2000) J Phys Cond Matter
12:R549

10. Groot RD (1991) J Chem Phys
94:5083

11. Stevens MJ, Falk ML, Robbins MO
(1996) J Chem Phys 104:5209

12. Crocker JC, Grier DG (1994) Phys
Rev Lett 73:352

13. Alexander S et al. (1984) J Chem Phys
80:577

14. v Grünberg HH (2000) J Phys Cond
Matter 12:6039

15. Gisler T et al.(1994) J Chem Phys
101:9924

16. Belloni L (1998) Colloid Surf A
140:227

17. Brunner M, Bechinger C, Strepp W,
Lobaskin V, von Grünberg HH (2002)
Europhys Lett 58:926

18. Hansen JP, Hayter JB (1982)
Molecular Physics 46:651

19. Taylor TW, Ackerson BJ (1985)
J Chem Phys 83:2441

20. Härtl W, Versmold H (1988) J Chem
Phys 88:7157

21. Evers M, Garbow N, Hessinger D,
Palberg T (1998) Phys Rev E 57:6774

22. Hessinger D, Evers M, Palberg T
(2000) Phys Rev E 61:5493

23. Schaefer DW (1977) J Chem Phys
66:3980

24. Yamanaka J, Yoshida H, Koga T,
Ise N, Hashimoto T (1998) Phys Rev
Lett 80:5806

25. Dozier WD, Lindsay HM, Chaikin PM
(1985) J Phys (Paris) Colloq

26. Palberg T, Mönch W, Bitzer F,
Piazza R, Bellini T (1995) Phys Rev
Lett 74:4555

27. Grier DG, Crocker JC (2000) Phys
Rev E 61:980

28. Schöpe HJ, Decker T, Palberg T(1998)
J Chem Phys 109:10068

29. Schöpe HJ, Palberg TJ (2001) Colloid
Interface Sci 233:149

30. Liu J, Schöpe HJ, Palberg T (2002)
J Chem Phys 116:5901

31. Maaroufi MR, Stipp A, Palberg T
(1998) Progr Coll & Polym Sci 108:83

32. Leibfried G (1955) In: Encyclopedia
of Physics. Vol VII, Part I, Crystal
Physics I. Springer, Berlin

33. Zeller R, Dederichs PH (1973) Phys
Stat Sol (b) 55:831



Progr Colloid Polym Sci (2006) 133: 95–99
DOI 10.1007/2882_061
© Springer-Verlag Berlin Heidelberg 2006
Published online: 28 April 2006 POLYELECTROLYTES, COLLOIDAL INTERACTIONS

Alexander Uvarov
Stephan Fritzsche Restricted Rotational Diffusion of Non-rigid

Dumbbell-Type Macromolecules on Surfaces:
Effects of the Bead-Bead and Bead-Surface
Interaction

Alexander Uvarov (�) · Stephan Fritzsche
Institut für Physik, Universität Kassel,
Heinrich-Plett-Str. 40, 34132 Kassel,
Germany
e-mail: uvarov@physik.uni-kassel.de

Abstract A recently derived Difu-
sion equation [Uvarov A, Fritzsche S
(2004) J Chem Phys 121(13):6561]
is utilized to analyze the restricted
rotational motion of macromolecules
in solution if they are immobilized on
a surface. Both, the bead–bead and
bead–surface interactions are taken
into account in order to describe the
orientational dynamics of non-rigid
macromolecules and its relaxation in
time after a perturbation has occured.
Using several realistic bead–bead
and bead–surface potentials, detailed
numerical investigations have been
carried out for the rotational diffusion

coefficient as well as for the confor-
mational phase–space distribution
function of the macromolecules.
From this phase-space distribution,
the orientational correlation function
are derived and compared with
phenomenological computations
from the literature. Such correla-
tion function can be observed in
dielectric relaxation and fluorescence
depolarization experiments.

Keywords Correlation functions ·
Diffusion equation · Immobilized
molecule · Rotational diffusion ·
Orientational relaxation

Introduction

Accurate dynamical studies on macromolecules in solu-
tion are still a challenge for modern DNA and protein
research. During the past decade, therefore, a large number
of experiments have been carried out in order to under-
stand the translational and rotational motion as well as
the shape formation and deformation processes of such
molecules. Apart from free macromolecules in solution [1,
2], these experiments concerned in particular the restricted
mobility of macromolecules which are immobilized on
a surface [3–6]. On the theoretical side, moreover, sev-
eral (often quite large) Molecular and Brownian dynam-
ical simulations [7–11] as well as analytical case studies
have been performed [12–15]. In all these investigations,
the macromolecules are usually described by means of
their molecular subsystems to which we refer below as the
beads of the macromolecule. When immersed into a sol-
vent and immobilized onto a surface, of course, the shape
and the orientation relaxation dynamics of the macro-

molecules will be determined not only by the interaction of
the beads with the surrounding solvent but also by the in-
teraction among their (neighboring) beads as well as with
the surface.

In the present contribution, emphasis is placed on the
internal rotational dynamics of macromolecules which are
immersed into a solution. In contrast to most previous in-
vestigations, in which more often than not a rigid molecule
was assumed [16–20], here we consider the rotational dy-
namics of a non-rigid macromolecule as described recently
by us in [21]. In particular, we explore the question of how
the bead–bead as well as bead–surface interactions affect
the (restricted) rotational diffusion of such molecules at
a surface. In the next section, we start with a brief out-
line and the basic assumptions which are made for the
“non-rigid macromolecule on a surface” in order to de-
rive the diffusion equation for the time evolution of its
configuration–space distribution function. These expres-
sions are later utilized in section III to obtain the rotational
diffusion coefficient as well as the orientation correla-
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tion function for an “extended” dumbbell molecule. Here,
the results from our “semi-phenomenological” theory are
compared with computations from Doi and Edwards [12,
13] which are based on a rigid-rod model of the macro-
molecule; finally, a few conclusion are given in section IV.

Basic Model Equations and Computations

Since we are interested mainly on the internal rotational
dynamics of macromolecules and on how the bead–bead
and bead–solvent interactions affects their dynamics, let us
start from the Diffusion equation (DE)

∂ψ

∂t
=D(Q)

⊥ [∆ψ +βψ∆U +∇ψ ·∇U]

+
(

D(Q)
|| − D(Q)

⊥
)[∂2ψ

∂Q2 +βψ
∂2U

∂Q2 +β
∂ψ

∂Q

∂U

∂Q

]

+
⎛
⎝∂D(Q)

⊥
∂Q

+
2
(

D(Q)
|| − D(Q)

⊥
)

Q

⎞
⎠[ ∂ψ

∂Q
+βψ

∂U

∂Q

]

(1)

as derived recently for the time evolution of the configura-
tion–space distribution function ψ = ψ( �Q; t) of a dumb-
bell molecule. In this equation, Q denotes the length of
the end-to-end vector �Q of the two beads (with radius σ)
of a dumbbell molecule while ∆ is the Laplacian in
a coordinate-free notation and β = 1/kBT the (inverse)
temperature of the overall system. In [21], this diffu-
sion equation was obtained by starting from a Fokker-
Planck equation for the phase–space distribution function
of the N-bead macromolecule. However, to remove the ex-
plicit dependence of this equation from the momenta of
the molecular beads, a number of assumptions had to be
made about the dynamical behaviour of macromolecules
on a surface. Apart from (i) a fast relaxation of the vel-
ocities of the molecular beads (when taken relative to the
relaxation of their position), here we assumed (ii) that all
the effects of the solvent onto the dynamics of the macro-
molecule can be well described by means of the parallel
D(Q)

|| and perpendicular D(Q)
⊥ components of the “diffu-

sion tensor” of the internal motion of the macromolecule.
As seen from Eq. 1, these two components describe the
mobility of the dumbbell along and perpendicular to the
direction of the end-to-end vector �Q.

A further assumption concerned (iii) the interaction po-
tential U = UBB(Q)+UBS including the bead–bead and
bead–solvent interaction of the macromolecule immobi-
lized on a surface (cf. Fig. 1).

Here, UBS refers to the interaction of the “upper bead”
of the dumbbell molecule with the surface while the
bead–bead potential UBB only depends on the distance
of the beads. In the following, moreover, we shall re-
strict ourselves to an “extended” dumbbell molecule with

Fig. 1 Two models of the dumbbell macromolecule immobilized
on a surface: (left) the non-rigid dumbbell and (right) the rigid-rod
model

two spherical beads, for which the bead–bead separa-
tion is much larger than the radii of the beads. With the
assumption (i–iii) in mind, of course, we can use the
configuration–space distribution function from Eq. 1 in
order to investigate various dynamical properties A =
A( �Q) of macromolecules in solution by taking the time
average

〈A〉 =
∫

d �Q A( �Q)ψ
( �Q; t

)
. (2)

Taking the time average over the configuration-space dis-
tribution function ψ( �Q; t) may in general result in quite
lengthy computations as the – parallel and perpendicu-
lar – components of the diffusion tensor depend not only
on the shape of the beads but also on hydrodynamic in-
teractions [12, 13, 15, 23]. For the case of an extended
dumbbell molecule, we may neglect the hydrodynamic
interactions and assume an “isotropic” diffusion tensor
D(Q)

|| = D(Q)
⊥ = D with the parameter D being as the self-

diffusion constant coefficient of the bead if macromolecule
is immersed in the unbounded solvent [21]. However, for
the beads in the present of the surface, the parallel D(Q)

||
and perpendicular D(Q)

⊥ components of the diffusion ten-
sor are no longer of constant values but – due to the bead
– surface hydrodynamic interaction – have to be described
via the scalar mobility functions λ||(h) and λ⊥(h) which
depend on the bead–surface distance h = Q cos θ and de-
scribed [24, 25] the mobility of the beads along and per-
pendicular to the bead–surface direction, respectively, i.e.
D(Q)

||,⊥ = Dλ||,⊥(h). While, moreover, the bead–surface hy-
drodynamic interaction is really inhibit the diffusion of the
beads near the surface (especially when the bead–surface
distance h ≤ 2σ ) [24, 25], in this work we will not take into
account the bead–surface hydrodynamic effects by assum-
ing that λ||,⊥(h) = 1. Since, we consider only restricted
rotational motion of the dumbbell, the simplification about
behaviour of the mobility functions λ||,⊥(h), of course,
can critically distort our results only when the maximal
value of polar angle θ0 is more than 70◦. This can be seen,
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for instance, from the fact that averaged bead–bead dis-
tance Q of the extended dumbbell is always approximately
assumed [21] to be more than 7σ . Therefore, the mini-
mal bead–surface distance is hmin = Q cos θ0 ≥ 2.1 σ and
therefore the mobility functions λ||,⊥(h) always close to
1. Nevertheless, an extension of this approach in order to
fully include the effects of the bead–surface interaction on
the configuration-space distribution function is currently
under work and will be published elsewhere.

In the following, we shall not go into the details
for deriving the configuration–space distribution function
ψ( �Q ≡ (Q, θ, ϕ); t) of a non-rigid dumbbell; using the
ansatz ψ(Q, θ, ϕ; t) = T(t)R(Q)Θ(θ)Φ(ϕ), Eq. 1 can be
separated into four ordinary differential equations for the
variables Q, θ, ϕ and the time t which fully describe
the dynamical behaviour of the molecule. In order to use
these equations, however, we need to specify the proper
boundary conditions for ψ( �Q; t), since the configuration–
space distribution function is supposed to be continuous,
it must satisfy the reflection (von Neumann) condition for
the polar angle and the bead–bead distance as well as the
periodic boundary condition for the azimuthal angle:

∂ψ (Q, θ, ϕ; t)

∂θ

∣∣∣∣
θ=θ ′

0

= 0 ,
∂ψ (Q, θ, ϕ; t)

∂Q

∣∣∣∣
Q=Q′

0

= 0 ,

(3)

ψ (Q, θ, ϕ = 0; t) = ψ (Q, θ, ϕ = 2π; t) .
(4)

Making use these boundary conditions, the configuration–
space distribution function ψ(Q, θ, ϕ; t) can be written in
the form [21]

ψ(Q, θ, ϕ; t) =
∞∑

n=1

∞∑
m=−∞

e−νm
n (νm

n +1)DRt

× (Am
n cos mϕ+ Bm

n sin mϕ
)

× Pm
νm

n
(cos θ)Ψνm

n
(Q) , (5)

where

DR = D

〈
1

Q2

〉
(6)

is the diffusion coefficient for the rotational motion or,
shortly, the rotational diffusion coefficient of the dumb-
bell at the surface. This coefficient still contains all the
information about the influence of the solvent as well as
the bead–bead and bead–surface interactions owing to the
self diffusion coefficient D and the time average of the
end-to-end distance (cf. Eq. 2). In expression (5), Ψνm

n
(Q)

is called the radial distribution function of the end-to-
end distance, while Pm

νm
n
(cos θ) denotes an associated Leg-

endre function of degree νm
n and order m. For both in-

dices, νm
n and m, the allowed values are obtained from

the boundary conditions (3, 4). Since the azimuth ϕ is

not restricted and, hence, the configuration–space distri-
bution should have a period 2π, m must be an integer.
For the degree νm

n (of the Legendre polynomial and ra-
dial distribution function), in contrast, the restriction in the
polar angle θ ≤ θ0 ≤ π/2 leads to non-integer values in
general which, for fixed values of m and n, have to be
calculated numerically from the boundary conditions (3).
A more detailed discussion about these computations and
the properties of the associated Legendre function with
a non-integer degree can be found in [16, 21]. To calculate
and understand the behaviour of the configuration space
distribution function (5), it is essential to use properties the
associated Legendre functions. As known from the litera-
ture, the associated Legendre functions obey the symmetry
Pm

νm
n
(cos θ) = Pm

−νm
n −1(cos θ) even in the case if νm

n has
a non-integer value. In addition, the associated Legendre
functions have the well-known orthogonality properties
θ0∫

0

sin θ dθPm
νm

n1
(cos θ)Pm

νm
n2

(cos θ) = Hm
n1

δn1n2

with

δn1n2 =
{

1 if n1 = n2
0 if n1 �= n2

being the usual Kronecker symbol. In the general form
(5) of the configuration–space distribution ψ(Q, θ, ϕ; t),
therefore, the coefficients Am

n and Bm
n are given by [21]

Am
n =

cos ϕ(0)Pm
νm

n
(cos θ (0)) Q(0)Ψνn

n
(Q(0))

πHm
n (1+ δm0)

,

Bm
n = sin ϕ(0)Pm

νm
n

(cos θ (0)) Q(0)Ψνn
n
(Q(0))

πHm
n

, (7)

where Q(0) denote the initial values of the bead–bead dis-
tance as well as ϕ(0) and θ(0) are the initial values of the
azimuthal and polar angles, respectively.

As seen from expressions (7), the coefficients Am
n and

Bm
n now depend – via the non-integer degree νm

n – on the
(maximal allowed) polar angle θ0 in the restricted motion
of the dumbbell molecule. Below, we make use of these
coefficients and the orthogonally property of the associ-
ated Legendre functions from above in order to calculate
the radial distribution function as well as rotational diffu-
sion coefficient of the dumbbell macromolecule.

Results and Discussions

From the Diffusion equation (1), we see that the dynam-
ics of the macromolecule depend on the overall potential
U , i.e. the interaction UBB(Q) between the beads as well
as the interaction UBS of the (upper) bead with the sur-
face. To obtain further insight into the rotational behaviour
of a dumbbell molecule at a surface, therefore, let us con-
sider four particular combinations of the bead–bead and
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bead–surface interactions. Most of these potential have
their origin in the field of physical chemistry where they
were constructed in order to simulate the chemical bonds
in different (chemical) environments. In the following, we
will consider (i) a Frenkel potential [22]

UFr
BB (Q) = kFr (Q − Q0)

2 (8)

or (ii) a DNA-type bead–bead potential [23]

UDNA
BB (Q) = kDNA

⎛
⎝ 1

4
(

1− Q
Q0

) − 1

4
Q + Q2

2Q0
− 1

4

⎞
⎠

(9)

while, for the bead–surface interaction, we take (iii) the
Cone potential [21]

UCone
BS (θ) =

{
0 if θ ≤ θ0
∞ if θ > θ0

(10)

and (iv) the effective double well (Sin) potential

USin
BB = ksin sin2 θ. (11)

In these potentials (8, 9) and (11), the corresponding (in-
teraction) constant k... determines the strength of the in-
teraction. Note, moreover, the different meaning of Q0 in
the bead–bead potentials (8) and (9); while Q0 is the equi-
librium distance in the case of the Frenkel potential, this
quantity denotes the maximal length beyond which the
beads of the dumbbell cannot be stretched further in the
case DNA-type potential.

Having selected a bead–bead and bead–surface poten-
tial, we can calculate the (set of) radial distribution func-
tions Ψνm

n
(Q). Figure 2 displays the behaviour of the first

several normalized functions Ψνm
n
(Q) for a Cone bead–

surface potential (10) and by comparing a DNA-type and
Frenkel bead–bead potential. Since Ψν0

1
(Q) is just the

equilibrium distribution function, it is independent of the
maximum polar angle θ0 in the restricted motion of the
dumbbell molecule. As seen from Fig. 2, however, all
other distribution functions with order m �= 0 are rather
sensitive to the opening angle of the cone. Moreover, the
structure of the radial distribution functions becomes less
pronounced for, say, 40◦ ≤ θ0 ≤ 90◦. Nevertheless, Fig. 2
clearly demonstrates that maximal value of the radial dis-
tribution functions decreases with increasing of the n and
m quite quickly. It was found, in particular, that in order
to calculate the time behaviour of the end-to-end correla-
tion function Q(0)Q(t) it is enough to use first 12 radial
distribution functions Ψνm

n
(Q) for n ≤ 3 and m ≤ 3.

Figure 3 shows the rotational diffusion coefficient DR
and the orientational correlation function P1 = 〈cos θ〉 for
the different bead–bead and bead–surface potentials (14–
17). Apparently, the rotational diffusion coefficient be-
haves quite different for different combinations to the two
potentials.

Fig. 2 Behaviour of the first three radial distribution functions
Q2Ψνm

n
(Q) of the macromolecule with (left) DNA-type (8) and

(right) Frenkel (9) bead–bead potential as function of the bead–
bead distance Q and restricted angle θ0

While, for example, the rotational diffusion coefficient
DR goes smoothly to zero at a maximal bead–bead sep-
aration of Q0 ≈ 3 in the case of a Frenkel potential, we
find DR ≥ 0.5 at this and even of larger values of Q0
for a DNA-type potential. For a large maximal separation
Q0, moreover, the diffusion coefficient of the dumbbell
with the (strong) DNA-type of the bead–bead potential
is approximately the same like for the rigid-rod macro-
molecule, while it always stays large if compared with the
rotational diffusion coefficient of the dumbbell with the
(soft) Frenkel potential. In addition to the rotational diffu-
sion coefficient, the Fig. 3 also demonstrates the behaviour
of the orientational correlation function P1 = 〈cos θ〉 as
function of the (maximal) restricted polar angle θ0 which is
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Fig. 3 Left: Rotational diffusion coefficient DR as function of the distance bead–bead separation parameter Q0 of the dumbbell molecule
for the Frenkel, DNA-type bead–bead potential UBB respectively. Right: Orientational correlation function P1 = 〈cos θ〉 as function of the
maximal restricted angle θ0 for different bead–surface potentials when the bead–bead potential is assumed as DNA-type (9)

very sensitive to the particular choice of the bead–surface
interaction potential. Since the rotational diffusion coeffi-
cient as well as the orientational correlation function can
be observed directly by means of dielectric relaxation and
scattering as well as fluorescence experiments [1–6], the
Fig. 3 can be – at least in principle – used in order to find
the value of the restricted angle θ0 as well as in order to
analyze the properties of both the bead–bead and bead–
surface interaction potential.

Conclusion

In this work we have analyzed the influence of the bead–
bead and bead–surface interactions on the restricted rota-
tional dynamics of nonrigid macromolecules in solution
if they immobilized with one end at a surface. For such
(N-bead) macromolecules, we derived earlier a Diffusion

equation from first principles [21]. Here, this equation is
applied to investigate numerically the behaviour of the
conformational phase space distribution function as well
as of the rotational diffusion coefficient and the orienta-
tional correlation functions. This correlation functions, in
particular, can be observed directly by means of dielectric
relaxation and fluorescence experiments and can be used to
analyze and better understand the internal structure of the
macromolecule. As seen from our analysis, both the rota-
tional diffusion coefficient and the radial distribution func-
tion clearly depend not only on the bead–bead but also the
bead–surface interaction as well as on the maximum po-
lar angle θ0 for the case of a rotational diffusion in a cone.
In the future, we hope that the radial distribution functions
from above will help interpret (NMR) experiments from
dielectric relaxation and correlation spectroscopy as car-
ried out, for instance, for biological molecules.
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Abstract We review recent progress
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channels, and including the problem
of foam sliding along a solid wall.
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Introduction

Much of the usefulness and appeal of liquid foams lies in
their rheological properties. They combine the properties
of an elastic solid at low stress with those of a liquid when
the yield stress is exceeded [1]. It is this that makes shaving
easy.

There is no mystery in their dual nature. Above the
yield stress, rearrangements of bubbles become possible –
or topological changes, in the language preferred for rela-
tively dry foams.

Many other substances behave in much the same way,
yet this side of the general theory of rheology seems cu-
riously neglected in favour of viscoelastic materials. In
getting to grips with foam rheology we have been ham-
pered by this lack of an adequate theoretical background.

In the present paper we review some of the faltering
attempts to overcome this difficulty1. In addition to sur-
veying bulk rheology we shall report recent progress on
confined foam structures, and the problem of slip at a wall
– the so-called Bretherton problem.

1 An excellent collection of recent papers on foam rheology can be found
in Colloids and Surfaces A: Physicochem. Eng. Aspects, 263, August 2005.

Structure and Properties

The equilibrium structure that undergoes rearrangement
under high stress is surely one of the most beautiful in na-
ture (Fig. 1), a thicket of thin films conspiring to meet ev-
erywhere in the manner prescribed by the rules of Plateau,
with surface tension in balance with pressure differences
across each film. Most basic theories of foam proper-

Fig. 1 An aqueous foam as seen by the photographer Michael
Boran
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Fig. 2 The structure and geometry of dry foam was first described by
the 19th century scientist Joseph Plateau [1]

Fig. 3 The properties of a foam are interdependent and linked to its
structure

ties find their way back to some aspect of that structure
(Fig. 2).

Four main dynamic properties may be identified.
Drainage is the transport of liquid through the foam, rheol-
ogy is the description of the response to stress, coarsening is
the gradual growth of average bubble size (and progressive
elimination of bubbles) by gas diffusion through the films,
and collapse is the eventual fate of most foams, as films rup-
ture. In practice they are often interdependent. For example,
drainage may be the precursor of collapse, and slow creep
below the yield stress may be attributable to the gradual
change of structure associated with coarsening (Fig. 3).

Foam Flows

This heading is the title of an excellent review by A. Kray-
nik [2] in which he stressed from the outset the importance
of the ratio of average bubble diameter d to the character-
istic length scale L of the vessel that contains the foam.
A microflow regime (d ≈ L), may be found in foam flow in

Fig. 4 Viscous froth simulation of a 2D ordered foam flowing aound
a U-bend. As seen in experiments, at a sufficiently high velocity the
bubbles successively change neighbours [4]

a porous medium, but also in the recent area that has been
called “Discrete Microfluidics” [3]. In the latter, individ-
ual bubbles are pushed through a network of specifically
designed channels with the aim of controlled transport and
manipulation of small amounts of gases (or liquids, in the
analogous case of emulsions). An example is shown in
Fig. 4. Relevant experiments pose a variety of questions
concerning the detailed local mechanism of bubble trans-
port, and relate to the Bretherton problem, as described
below.

A continuum description of bulk foam is valid for
d/L � 1. Such macroflow is challenging to theory, partly
due to the non-linearity of the constitutive flow equations.
Above the yield stress, Sy (which depends non-linearly on
the liquid fraction of the foam), the shear stress S may be
described by the Herschel–Bulkley relation as

S = Sy +ηpε̇
m ,

where ε̇ is the strain rate, and ηp is some asymptotic plastic
viscosity (at high strain rate), also called foam consistency.
In theBinghammodel theexponentm = 1,but in theabsence
of convincing experimental data this is only one possible
choice. The corresponding decrease of effective viscosity
(S/ε̇) with strain rate is often called shear thinning [1].

However, the above equation is of limited applicability,
if any. It may be appropriate for such cases as the con-
tinuous application of a positive shear rate, but there is
hysteresis upon its reversal. Various attempts are under-
way to encapsulate such history dependence in a workable
formulation. If the goal of our research is to find a con-
tinuum description, it faces this obstacle, which may well
be the root cause of the deficiency in adequate treatments
of rheology for yield stress materials, lamented above. So
long as it is not overcome, a simulation (whether realistic
or simplified) capturing all the local dynamics of the thin
films is the more practical approach in many cases.

Dilatancy

Dilatancy traditionally describes the expansion of a dense
packing of granular material when sheared [5] and was
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first described by Osborne Reynolds in 1885 [6]. In 2003
quasi-static computer simulations were reported which
feature the same effect in liquid foams [7]. Its possible
importance was suggested by the late pioneer of foam rhe-
ology, Henry Princen, in 1989 [8]. In foams, dilatancy con-
stitutes the local increase of liquid fraction due to shear.
Experimental evidence is still sparse. Marze et al. [9] de-
signed an experiment where a foam is continuously locally
sheared. Observations and measurements of local elec-
trical conductivity (which increases with liquid fraction)
show that the sheared region is wetter. This is attributed to
dynamic dilatancy, i.e. a shear-rate dependent effect which
differs from the static dilatancy described by current the-
ory [7, 10], and is less easily calculated (see however our
discussion of the Bretherton problem below).

Real Foams

Foams are usually polydisperse and disordered. Around
the time of Kraynik’s review, it began to be possible to
simulate reasonably large (static) samples of disordered

Fig. 5 (a) Early computer simulation of a two dimensional liquid
foam [11] which can be used for the computation of a stress–strain
curve as shown in (b) [12]. The slope of the initially linear varia-
tion of stress with strain is proportional to the shear modulus of the
foam. In large bulk sample the jagged curve is smoothed out

Fig. 6 The structure of three dimensional foams is conveniently
computed using the Surface Evolver software of Ken Brakke [14]
(free download at http://www.susqu.edu/brakke/). Here we show
a simulation of the shearing of a Weaire–Phelan foam [13]. (Repro-
duced with kind permission of A.M. Kraynik)

foam, if only in two dimensions [11], and to compute
stress/strain curves [12] (Fig. 5), and hence shear modulus
and yield stress.

In some ways, such a disordered system is much sim-
pler than the ideal ordered one: for example the yield stress
is not dependent on orientation. The shear elastic modulus
is close to that of the honeycomb structure with the same
mean cell area.

Nowadays similar calculations are pursued for 3d
foams [13] as illustrated in Fig. 6, so we have a good ap-
preciation of many quasi-static properties in both cases.
There is good general agreement with experiment.

Experiments

We have not paid enough attention to experiment up to
this point. There exists a plethora of rheological measure-
ments in foams, with a variety of rheometers, pipes with
and without constrictions etc. Mostly this has drawn on
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Fig. 7 Three different set-ups used for experiments with so-called two-dimensional foam. (i) Bragg raft, (ii) bubbles between a liquid pool
and a glass-plate, (iii) bubbles trapped between two glass plates [19]

strong practical motivations in the field of chemical engin-
eering: the consequent spirit of empiricism has not been
very fruitful. Hence, as a greater interest in basic under-
standing developed in recent years, several groups have
resorted to a familiar tactic of the foam physicist: a retreat
into two dimensions. The shearing of a 2d foam sample
can be viewed and imaged directly, recorded by video, and
analysed in complete detail, in addition to relating the ap-
plied stress to the shear rate [15].

Such experiments have included the 2d equivalent of
a Couette viscometer [16], as well as flow around ob-
stacles [17] and through constrictions [18]. The recorded
results have revealed some surprises and are still being di-
gested.

There are qualitative disagreements between some of
the experiments, which may be due to the use of different
kinds of 2d foam. There are at least three kinds, depend-
ing on whether the bubbles are trapped between two plates,
one plate and underlying liquid, or just floating on the li-
quid (Fig. 7) [19].

Simulations

If such experiments are to be simulated beyond the quasi-
static approximation, we require the inclusion of dissipa-
tive forces. In an attempt to do this, we have developed
the ideal 2d viscous froth model [20]. In this the normal
motion of each line (representing a film) is opposed by
a drag force proportional to velocity. As will be explained
below, this simple linear relation is usually not correct, but
it has served to simplify the computational algorithm used
in an initial search for qualitative understanding. It also
has the merit of forming a bridge between foams and the
curvature-driven boundary problems which are standard in
the description of grain boundary motion [21].

Such understanding can only be transferred to 3d in the
most general, qualitative way. The origin of viscous drag
in that case must be completely different. It was consid-
ered long ago by Kraynik and others [2, 22, 23] but is still
a region of uncharted waters.

One of the first specific applications of the 2d model
concerned the flow of an ordered foam structure around
a narrow bend as part of a feasibility study of discrete mi-

crofluidics [20]. The computer simulations successfully re-
produced the experimentally observed swapping of neigh-
bours of bubbles once a certain flow velocity is exceeded;
see Fig. 4. Whereas it was initially thought that quasi-static
simulations would be a sufficient guide for the design of
components for the use in discrete microfluidics, we have
found that there are large velocity-dependent effects, as il-
lustrated by this case.

To date, a variety of standard rheological experiments,
such as Couette shear (Fig. 8), creep (due to coarsening)
or constant stress experiments have become accessible to
similar modelling [24].

Our intention in introducing the viscous froth model
has been to explore it exhaustively in a search for qualita-
tive understanding of the role of dissipative effects. Its dir-

Fig. 8 Viscous froth simulation of a Couette shear experiment in
which the outer boundary (with its contacting vertices) is moved
clockwise, while the inner boundary (and its associated vertices) re-
mains fixed. The solid lines demarcate the region used in the actual
computation [24]
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ect relevance to any particular system is questionable since
other kinds of dissipative forces may well enter. Indeed
Durand and Stone [25] have performed experiments with
simple 2d configurations, accurately measuring their relax-
ation to equilibrium, and found rather different behaviour
in some cases. Whenever a T1 change was produced the
initial displacement of the vertices scaled linearly with
time rather than with the square root which is the implica-
tion of the viscous froth model.

Moreover, the present viscous froth model is confined
to the simulation of dynamic effects in dry foams. A re-
cently developed lattice-gas based model allows for the
simulation of foams over the entire range of liquid frac-
tion [26]. It was applied to the flow of foam past an obsta-
cle with the aim of determining the scale of the resulting
bubble rearrangements [27]. Although this is a dynamic
model, its representation of viscosity is inherently undeter-
mined in lattice-gas models.

Weaire et al. [30] have recently formulated an elemen-
tary continuum model which can account for the localisa-
tion in the experiment of Debregeas et al. [16]. It combines
the elements of the Bingham model with a viscous drag
term associated with the two plates; the localisation length
is given by the square root of ratio of the coefficients of
Bingham viscosity and viscous drag.

The Bretherton Problem

One important source of drag in the 2d case is a wall ef-
fect. Whenever a foam slides along a wall, as in two of the
2d foams shown in Fig. 5, it is opposed by a dissipative
force that depends on its velocity, which we had in mind in
framing the viscous froth model.

It arises in 3d foam rheology as well, wherever there
are walls. It is also a key factor in the motion of bubbles
in channels (Fig. 4), in the context of the kind of microflu-
idics mentioned above.

In a classic paper [22], Bretherton concluded that the
wall stress due to the frictional force of a single bubble ris-
ing in a tube scales as τw ∝ (Ca)2/3, where the capillary
number Ca is given by Ca = ηV/γ (for many purposes it
represents velocity). Here η is the liquid viscosity, γ is the
surface tension and V is the relative velocity of the bubble
with respect to the wall. Naively, the power-law index for
this viscous effect might be expected to be unity: it is the
presence of free surfaces in the system and their variation
with velocity that lies behind this non-trivial result.

This result has been found to apply to other situations
that involve wall slip. Further afield, but still highly rele-
vant here, is the relationship found for tension and rate of
extension for the pulling of a film out of a Plateau border.

Bretherton’s result was derived for a model in which
the surfaces are mobile (that is, have zero surface viscos-
ity). Denkov pursued the same approximations for immo-
bile surfaces and found the exponent 1/2 in this case [28].

Fig. 9 Schematic of the key features of foam flow along a wall

Fig. 10 Computed velocity profile and pressure fields for the flow
of a foam along a wall

All of this has been based on analytic approximations
for the flow in the thin film which adjoins the wall. It is the
variation of the thickness of this film with velocity that is
the root cause of the surprising nonlinear relationships that
have been found in the above theories (and confirmed to
a large degree by experiment).

We have recently succeeded in setting up a complete
2d simulation of the Bretherton problem, including the free
surfaces which lie at its heart [29]. This exposes the full
details of flow and the associated dissipation. At low vel-
ocities, Bretherton’s semi-analytic result was confirmed.
The simulation will be helpful in understanding the previ-
ous work and extending it to other situations.

Figure 9 illustrates the essential features of these calcu-
lations, and Fig. 10 is a detailed example. These calcula-
tions corroborate all of Bretherton’s findings. In the case
of wholly or partially immobile surfaces, there are difficul-
ties in developing a 2d model. Pursuing the same line as
Denkov, the same result was found. However, the role of
surface stresses has yet to be incorporated.

Conclusions

Foams can provide a prototype for all those complex fluids
that exhibit a yield stress. For that reason, as well as their
intrinsic interest and applications, the rheological proper-
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ties of foams are likely to be assiduously pursued in the
years to come. It will take some time to reach the same
competence that we enjoy in relation to static properties,
but that end is almost in sight. Systematic and disciplined
simulations offer a way forward.
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Abstract A photo-destructible
surfactant sodium 4-hexylphenyl-
azosulfonate (C6–PAS, Scheme 1)
has been employed in normal
AOT-stabilized water-in-heptane
microemulsions. Phase studies are
consistent with initially homoge-
neous microemulsions, for which
significant changes in stability as
a function of UV irradiation time
are observed. Photolysis of C6–
PAS in these systems results in
eventual separation of water to yield
a Winsor II system. Proton NMR
spectra show that C6–PAS undergoes
UV-induced decomposition, to yield
a mixture of 4-hexylphenol and the
non-surface active hexylbenzene as
main product. This photo-triggered
breakdown gives rise to changes in
adsorption and aggregation properties

of C6–PAS, representing a unique
route to induce microemulsion
destabilization. Small-angle neutron
scattering (SANS) was used to
follow the resulting UV-induced
shrinkage of the water nanodroplets:
a maximum volume decrease was
found to be in the order of 60–70%.
Multi-contrast SANS experiments
gave further insight, for example it
was demonstrated that the surfactant
shell thickness remained constant
(∼ 9 Å). This study represents
a novel example of light-induced
microemulsion destabilization.
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Introduction

Surfactant molecules adsorb at interfaces, thereby modify-
ing surface properties: this is the physical chemistry un-
derlying biological cell membranes, lung action, emulsion
and foam formation and detergents. For chemically inert
surfactants used in common commercial products, control
over molecular aggregation and adsorption states is nor-
mally only achieved after significant changes, like addition
of electrolyte, jumping pH or temperature. Now imag-
ine a photosensitive surfactant, which could be “switched
off” via a photolysis pathway that generates non-surface-
active products. The concept is that UV light could be
used to control surface activity and drive destabilization
of interfaces. In principle, other properties could be af-

fected though changes in aggregate morphology, leading
ultimately to breakdown in structures such as micelles,
vesicles and emulsion drops. A recent review of the lat-
est advances in photosurfactants, covering a wide range
of different chemistries and physico-chemical effects can
be found elsewhere [1]. The photo-surfactant used here,
sodium 4-hexylphenylazosulfonate (C6–PAS, shown in
Scheme 1), was introduced by Sherrington et al. [2], and
has been employed previously in emulsion polymeriza-
tion [3], for which a successful UV-induced separation
of polymethylmetacrylate (PMMA) latex particles was
demonstrated.

As shown in Scheme 1, this C6–PAS (1) provides op-
portunities for photo-control of properties, since in the
photoscission reaction oil-loving organic chains can be
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Scheme 1 Photolysis of sodium 4-hexylphenylazosulfonate (C6–
PAS), a surfactant that is broken up into its water and oil-loving
segments by light

split away from the water-soluble portion. Hence with pho-
todegradable surfactants like 1 it is possible to controllably
“switch off” the surface activity, by generation of inactive
compounds like 2 and 3. In fact 3 is actually an oily sub-
stance with no interfacial activity whatsoever, and should
partition strongly into organic solvents. The example de-
scribed here concerns a water-in-oil nanodroplet disper-
sion (microemulsion), stabilized by a mixture of 1 and
common Aerosol-OT (AOT). This latter surfactant is inert
under the UV irradiation employed in the experiments.
The concept is shown schematically in Scheme 2. Initially
nanometer-sized spherical water droplets are present, en-
capsulated by the interfacial surfactant film, and dispersed
in an organic solvent. Application of UV light (hν) is ex-
pected to selectively destroy the photo-surfactant 1, leav-
ing the inert co-surfactant AOT intact. As a result the com-
position of the stabilizing layer will change in favor of
AOT surfactant. This should then feed through to changes
in the microemulsion phase stability, and also the preferred
size of the nanodroplets (Scheme 2). Here, the photo-
chemical reactions have been followed, and characterized
by Nuclear Magnetic Resonance (NMR) spectroscopy,
and changes in the nanodroplet structures in water-in-oil
(w/o) microemulsions containing C6-PAS have been ex-
amined by contrast variation small-angle neutron scatter-
ing (SANS) experiments.

The destabilization or resolution of microemulsions
and emulsions is an important process in areas such as

Scheme 2 The concept behind photo-tunable films in microemul-
sions comprising a photo-destructible surfactant

pharmaceuticals, organic synthesis, oil recovery, drug de-
livery, cosmetics and nanotechnology. As such these sep-
arations represent product recovery/release mechanisms.
Several methods have been used to affect phase separation
of thermodynamically stable microemulsions, such as per-
vaporation, addition of electrolytes, low or high tempera-
ture, pH change and saturation with water and finally add-
ition of anti-solvents (for references see citations in [1]).
Here, the utility of a photo-surfactants in microemulsions
is demonstrated, therefore, extending the applications to
oil–water interfaces and nanoreactor droplets, which are
systems of interest to the nanotechnologist.

Experimental

Materials

Photo-surfactant 1 (sodium 4-hexylphenylazosulfonate
C6–PAS) was synthesized, purified and characterized as
detailed elsewhere [2, 4, 5]. The Krafft temperature (Tk =
25 ◦C) and the critical micelle concentration (CMC at
30 ◦C = 2.25 ×10−2 mol dm−3) compare favorably with
literature values [2, 4, 5]. The water-in-oil microemul-
sions were prepared containing AOT sodium salt (Sigma,
99% min, recrystallized from CHCl3 and purified over
activated charcoal), n-heptane (Aldrich, HPLC grade,
99% min), d-heptane (Aldrich, 99%), D2O (Fluorochem,
99.9%) and 1. The surfactant is hence a mixture of
C6–PAS and AOT with a composition defined by X1(%) =
100{[1]/([AOT]+ [1])}; the total concentration of sur-
factant {[1]+ [AOT]} was either 0.05 or 0.10 mol dm−3.
The initial dispersion ratio prior to UV-irradiation w
([water]/[surfactant]) was held constant at w = 40, but
total surfactant concentration and mole ratios were var-
ied (Table 1). Samples were irradiated with a 100 W high
pressure Hg lamp (LPS-220/250 power supply from PTI;

Table 1 Fitted droplet core radius as a function of X1(%) and
{[AOT]+[1]}, before and after irradiation (core contrast)

{[AOT]+[1]}/ X1(%) Core radius, Core radius, % Volume
mol dm−3 before after Shrinkage

irradiation/Å irradiation/Å

0.05 0.0 55.2 55.1 0.3
0.05 2.5 56.9 45.1 50.2
0.05 5.0 58.4 43.2 59.7
0.05 7.5 58.1 43.1 59.1
0.05 10.0 58.8 42.9 61.0
0.10 0.0 52.5 51.6 5.1
0.10 2.5 53.0 44.1 42.4
0.10 5.0 55.0 42.6 53.7
0.10 7.5 55.7 37.4 69.7
0.10 10.0 57.5 35.8 75.9
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lamp housing from HI-TECH Scientific and Mercury short
arc photo optic lamp HBO® 103 W/2), polychromatic to
maximize photon flux.

NMR

1H NMR spectra were measured as a function of UV irradi-
ation time with a JEOL Delta GX/270, for microemulsion
samples initially at w = 40 X1(%) = 7.5% and total surfac-
tant concentration {[1]+ [AOT]} = 0.05 mol dm−3. These
systems were prepared in d-cyclohexane (Goss Scientific,
99.5% D) instead of the more expensive d-heptane (note
h-heptane and d-heptane was used for droplet sizing by
neutron scattering). This switch in solvent is known to af-
fect phase diagram and maximum water uptake; hence,
the compositions of the cyclohexane samples were ar-
ranged to provide single stable phases at 25 ◦C. The use
of cyclohexane in place of heptane for these NMR experi-
ments will have no significant effect on the conclusions
concerning photoproduct formation. Reference microemul-
sions containing standards (Aldrich, 99%) 4-octylphenol
(structurally similar to 2) and 4-octylbenzene (similar to 3)
were also characterized in order to determine the spectra of
the expected photoproducts. The octyl instead of the hexyl-
substituted markers had to be used since the latter are not
commercially available; the 1H NMR spectra and chemical
shifts are expected to be very similar (when comparing octyl
vs. hexyl).

Small-Angle Neutron Scattering (SANS)

SANS experiments were carried out in the time-of-flight
LOQ instrument at ISIS, UK, or at the D22 diffractome-
ter at ILL (Grenoble, France). The experimental con-
ditions and data normalization procedures were as de-
scribed elsewhere [4, 5]. D2O water droplets were con-
trasted against h-surfactant and h-heptane (core contrast)
whereas h-surfactant shell was contrasted against D2O
and d-heptane (shell contrast). Measurements were con-
ducted at 25 ◦C except for X1 = 0 and 2.5% which were
done at 40 ◦C. For post-irradiated bi-phasic systems the
neutron beam was scattered from the upper transparent
microemulsion phase, missing the denser separated part.
Firstly, equilibrium experiments (core contrast) were per-
formed in order to study the effect of concentration of 1,
measuring the scattering before and after UV-irradiation
for a fixed time (1 hour for {[1]+[AOT]} = 0.05 mol dm3,
2 hours for {[1]+ [AOT]} = 0.10 mol dm3); the comple-
tion of the reaction was confirmed by UV-Vis absorp-
tion. Equilibrium experiments at a chosen concentration
(X1(%) = 7.5% and {[1]+ [AOT]} = 0.05 mol dm3) and
two different contrasts (core and shell) were also per-
formed.

SANS data were fitted using FISH [6], which is a flex-
ible multi-model package comprising a variety of different

form factors P(Q), structure factors S(Q), and polydis-
persity functions. After extensive trials, including Porod
and Guinier approximations, and based on previous liter-
ature [7] the most appropriate model was found to be for
Schultz polydisperse two shell hard spheres. In the case
of multi-contrast experiments a simultaneous model was
used to analyze the core and shell contrast experiments to-
gether [8]. The Schultz polydispersity factor was a fitting
parameter, and in all cases was between 0.20–0.23, which
is consistent with previous studies of AOT microemulsion
systems [e.g. 7].

Results and Discussion

Photochemical studies of the microemulsion containing
C6–PAS show obvious effects of UV irradiation (Fig. 1).
Prior to irradiation a clear monophasic system was present
(Fig. 1a): after a 10 min burst of UV partial separation of
the water and loss of some of the photosurfactant gave
rise to an opaque emulsion, shown in Fig. 1b. After 1 hour
irradiation, and 1 hour equilibration a biphasic system re-
solved comprising a Winsor II microemulsion, which is an
upper oily w/o phase in equilibrium with an aqueous phase
(Fig. 1c).

Fig. 1 Photo-induced destabilization of AOT/water/heptane mi-
croemulsions containing C6–PAS. X1(%) = 7.5 and {[AOT]+
[1]} = 0.05 mol dm3. a Initial transparent single-phase sample,
b intermediate irradiated milky emulsion, c Winsor II microemul-
sion with excess aqueous separated phase
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NMR

1H NMR spectra show that C6–PAS undergoes UV-
induced decomposition (Fig. 2), to yield a mixture of
4-hexylphenol and hexylbenzene (Scheme 1). It might be
expected that the photolysis pathway is strongly dependent
on solvent type or microenvironment: in a bulk aqueous
phase below the CMC the ionic mechanism would yield
photoproduct hexylphenol. In more hydrophobic environ-
ments such as micelles, or in the present case w/o droplets,
hexylbenzene would be favored.

Figures 2a,b show 1H NMR spectra in the high δ aro-
matic region for microemulsions containing only AOT as
the surfactant and related amounts (X1(%) = 7.5%) of
standards 4-octylphenol (equivalent to expected spectrum
for 2) and octylbenzene (equivalent to 3) respectively. Fig-
ures 2c–f show corresponding spectra for microemulsions
stabilized by the C6–PAS + AOT mixture (X1(%) = 7.5%,
{[AOT]+ [1]} = 0.10 mol dm−3) as a function of irradi-
ation time. The peaks initially from surfactant 1 (δ = 7.86
and 7.26) decay as photolysis proceeds, whereas new
peaks also appear. The lines at δ = 6.71 and δ = 6.88 in-
dicate the presence of an alkylphenol 2, while the mul-

Fig. 2 Partial 1H NMR spectra of AOT/water/d-cyclohexane mi-
croemulsions containing: a 4-octylphenol; b octylbenzene; c non-
irradiated C6–PAS; d–f are samples from c recorded after different
irradiation times

tiplet at δ = 7.1 is characteristic of alkylbenzene 3. The
temporary doublets that appear at intermediate irradiation
times (Figs. 2d,e) around δ = 8.60 and 7.55 could be at-
tributed to an intermediate diazonium salt; further analysis
is needed to confirm the presence of such intermediates.
The reaction is essentially complete, and a photostation-
ary state is reached after about 110 minutes irradiation,
corresponding to a composition of 10.6% of 1, 37.0%
of 2 and 52.4% of 3, based on the initial amount of 1. In
terms of remaining 1 it is difficult to discriminate between
this and other potential (hard to identify) photoproducts,
since the doublet at δ = 7.26 indicating the presence of 1
overlaps partially with the multiplet from 3. It is possible
that as the reaction proceeds, and the sample goes from
monophasic to Winsor II, the position of the peaks could
shift slightly (peak at δ ∼ 7.8). Nevertheless, the main
photoproduct appears to be non-surface active alkylben-
zene 3, indicating that the reaction is preferentially follow-
ing a radical mechanism (Scheme 1). Considering the final
composition (total surfactant concentration decreases to
∼ 0.045 mol dm−3), the effective w value increases from
w = 40 to about w = 44; furthermore, the major photo-
product (hexylbenzene) is expected to partition strongly
into the continuous oil phase, rather than contribute to-
wards any surface-activity.

Small-Angle Neutron Scattering

The phase separation seen after exposure to UV might be
expected to result in shrinkage of the D2O droplet cores:
small-angle neutron scattering (SANS) was used to follow
possible changes in the microemulsion structure. To this
end contrast variation SANS experiments were performed,
with water core (D2O + h-surfactants + h-oil) and surfac-
tant shell contrast (D2O + h-surfactants + d-oil). Owing
to space limitations the core contrast SANS curves are not
shown. Results from fitting analyses are summarized in
Table 1 for samples as a function of X1, which were irra-
diated for sufficiently long to achieve the photostationary
state.

In general the mean droplet core radius becomes
smaller after irradiation, consistent with the accompany-
ing loss of water from the dispersion. In all cases the
% of volume shrinkage (related to the volume of lost
water) is around 50–60% for samples when {[AOT]+
[1]} = 0.05 mol dm−3, and ∼ 40–76% with {[AOT] +
[1]} = 0.10 mol dm−3. This shrinkage is evidently due to
the destruction of nearly all present C6–PAS as indicated
by 1H NMR. Hence, the change in chemical nature of
the surfactant moves the system to a different position
in the phase diagram and therefore it becomes unstable
and phase separates. With increasing X1 the droplet radius
slightly increases. Increasing X1 represents replacement of
the double chain AOT, which favors −ve curvature, with
the single-chain 1 favoring +ve curvature. These second
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Fig. 3 SANS data in shell contrast from D2O/h-AOT/d-heptane
microemulsions containing C6–PAS at X1(%) = 7.5 and {[AOT]+
[1]} = 0.05 mol dm3 before and after irradiation. Lines are simul-
taneous fits to the shell scattering, but constrained by both core and
shell contrast data sets

order effects are consistent with previous studies of mix-
tures of inert double chain and single chain surfactants in
microemulsions [9].

Shell contrast (d-water/h-surfactant/d-oil) is used to
see a “hollow shell” of surfactant, with characteristic inter-
ference pattern. As shown elsewhere, a robust analysis can
be performed by a simultaneous fit to data from the two
different contrasts (core, shell [8]). As shown in Fig. 3, the
shifts in maxima/minima to high Q are consistent with UV-
induced shrinkage of the water core. Model analyses show

that before UV the mean water droplet radius is ∼ 63 Å,
decreasing to ∼ 40 Å in the irradiated sample. These di-
mensions are in acceptable agreement with the analyses
of core contrast data (Table 1). Fitted shell thickness t are
given on Fig. 3 and this dimension remains almost un-
altered: the value of ∼ 9 Å is in good agreement with
previous studies of AOT-stabilized water-in-heptane mi-
croemulsions [8]. The molecular length of both surfactants
is very similar, and therefore destruction of 1 is in this
context is essentially equivalent to reducing the effective
surfactant concentration, rather than affecting the interfa-
cial thickness significantly.

Conclusions

Formulation of water-in-oil microemulsions containing
a photolyzable surfactant C6–PAS generates novel light-
sensitive dispersions. Photolysis of the C6–PAS compon-
ent changes the surfactant composition, driving changes
in phase stability and internal structure of the microemul-
sions. This UV-driven destruction of C6–PAS is equivalent
to reducing the effective surfactant concentration, which
has consequences for the stability and size of the dispersed
water droplets.

Chemicals like C6–PAS 1 represent a new generation
of surfactants with added functionality and tunability, of-
fering exciting new possibilities for controlling surface
tensions, molecular aggregation and bulk fluid properties
such rheology. Recent research [1] shows this to be a gen-
eral concept, and photo-surfactants can be employed to
affect different properties such as adsorption, micellization
and formation of vesicles, emulsion stability and gelation
of both aqueous and organic phases.
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Abstract We studied the thermal
diffusion behavior of C10E8 (decyl
octaethylene glycol ether) in water
by means of thermal diffusion forced
Rayleigh scattering (TDFRS). We
determined the two diffusion coeffi-
cients DT, D and the Soret coefficient
ST in a concentration range from
w = 5 wt % to 25 wt % in a tempera-
ture range from T = 20 ◦C to 40 ◦C.
The obtained Soret coefficients ST
were positive for all temperatures
and concentrations. Additionally,
we also performed dynamic light
scattering experiments in the same
temperature range in order to com-
pare the measured diffusion constants
and characterize the system. Special

attention was paid to the tiny amount
of inert dye which needs to be added
for absorption and thermalization of
the light energy. The influence of an
organic dye and an organic coloured
salt on the experimentally determined
transport properties has been studied.
The results show that all coefficients
are independent of the choice of
the dye for this particular surfactant
system.

Keywords Ludwig–Soret effect ·
Thermal diffusion · Diffusion ·
Nonionic surfactant

Introduction

Surfactants are widely used as emulsifying agents and
detergents and have been investigated thoroughly [1, 2].
Those systems often exhibit interesting physicochemical
properties. Especially nonionic surfactants of the general
type CmEn , where m indicates the number C-atoms in the
hydrocarbon chain, and n represents the number of ethy-
lene oxide units (−OCH2CH2)n-OH, have been studied
intensively [3–5]. Due to alteration of m and n, head-
group interactions and micelles size can be changed sys-
tematically. The delicate balance of alkyl-chain/water re-
pulsion and repulsion between adjacent headgroups within
the micelle, together with surface curvature and limitations
due to alkyl chain packing lead to specific characteris-
tics of CmEn as structural changes of the micelles, phase
separation, critical phenomenon, and so on [3, 4]. Further-
more, the addition of electrolytes and nonelectrolytes have

a large effect on the phase behavior of nonionic surfac-
tants because of their effect on the water structure and their
hydrophilicity.

So far many properties of the nonionic surfactant sys-
tems have been investigated but there is limited knowledge
on the thermal diffusion behavior for nonionic micellar
solutions. Thermal diffusion describes the thermal diffu-
sion current in the presence of a temperature gradient. In
a binary fluid mixture with non-uniform concentration and
temperature, the mass flow Jm of one component contains
both contributions stemming from the concentration and
from the temperature gradient [6]:

Jm = −ρD∇w−ρw (1−w) DT∇T . (1)

D denotes the collective diffusion coefficient, DT the ther-
mal diffusion coefficient, ρ the mass density, and w the
concentration in weight fractions. In a stationary state
where the diffusion flow Jm vanishes the Soret coefficient
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ST is given by

ST ≡ DT

D
= − 1

w (1−w)

∇w

∇T
. (2)

In recent years, considerable experimental effort has been
devoted to the thermal diffusion of complex molecular
systems, such as micellar phases of soluted surfactants,
colloidal suspensions, and polymer solutions [7–11]. The
Soret coefficient has been measured as a function of var-
ious parameters, such as charge, temperature and concen-
tration of the diffusing particles, and the salt content [7].
For aqueous systems it turned out that hydrogen bonds
can change the thermal diffusion behavior significantly by
reversing the sign [10]. All experiments show that spe-
cific interactions and surface effects have a strong impact
on thermodiffusive behavior. Also, the formation of mi-
celles is dominated by interfacial effects. Therefore, it is
expected that the shape of the micelles has an influence on
the thermal diffusion behavior.

In the past, mainly ionic surfactant systems have been
investigated [12, 13]. Recently, strong interaction effects
for the Soret coefficient of an ionic micellar system have
been observed, where the salt concentration dependence
of the Soret coefficient for the micellar system is reversed
going from very dilute to higher surfactant concentra-
tions [7]. There is, however, very little knowledge about
the thermal diffusion behavior of nonionic surfactants ex-
cept for some preliminary studies on C8E4 in a thermal dif-
fusion cell in the group of Piazza [14]. Due to the fact that
the surfactant has a lower density than water and moves
to the cold side, the measurements were complicated by
convection.

Convection problems can be effectively avoided by
the so called thermal diffusion forced Rayleigh scatter-
ing (TDFRS) method. In the experiment rather small tem-
perature differences of several µK are sufficient to obtain
a reliable measurement signal. A drawback of the method
might be the fact that a tiny amount of dye is needed to
convert the electric field energy by absorption into ther-
mal energy. The chosen dye should show a strong optical
absorption at the writing wavelength, but only a weak ab-
sorption at the readout wavelength of the otherwise trans-
parent liquids. Ideally, the dye is inert, which means that
the dye should not show any photobleaching and does
not contribute to the diffraction signal. For organic mix-
tures it has been shown that the addition of an organic dye
leads only to a very weak contribution, which does not
influence the mean values but leads to slightly asymmet-
ric error bars [15]. In the case of aqueous systems it is
much harder to find an inert dye. Typically, the water solu-
ble dyes change their properties and are dependent of pH,
ionic strength and other parameters. For the investigation
of the surfactant system we used two different dyes: basan-
tol yellow [16], a tri-valent metal organic salt which is di-
rectly soluble in water, and alizarin, an organic dye which
becomes soluble only in the presence of the surfactant.

Both organic compounds probably change the balance of
the hydrogen bond formation and it is expected that the
phase behavior of the micelles is influenced. Especially
for electrolytes there are numerous studies for surfactant
systems [17–23]. Depending on the nature of the anion
the two-phase boundary either shifts to lower or higher
temperatures [23]. Due to the fact that the added dye is
a tri-valent salt we expect a change of the phase behavior
by addition of the dye. In order to study the influence of the
dye we performed all measurements with both dyes.

In this paper we describe thermal diffusion measure-
ments of the surfactant C10E8 in water in a concentration
range from w = 5–25%wt at 20, 30 and 40 ◦C. Addition-
ally, we also performed dynamic light scattering measure-
ments to characterize the system.

Experiment and Data Analysis

Sample Preparation and Contrast Factors

C10E8 ([CH3(CH2)9 − (OCH2CH2)8OH], decyl octaethy-
lene glycol ether; purity ≥ 98%; M.W. = 510.72) was pur-
chased from Fluka BioChemika, Japan. The surfactant was
used without further purification. The alizarin was pur-
chased from Riedel-deHaën and basantol yellow we ob-
tained from BASF.

In order to prepare the samples for the TDFRS ex-
periment a small amount of dye needs to be added to the
samples. The dye has an absorption band at the wavelength
of the writing beam, λw = 488 nm and is transparent at the
read-out wavelength, λr = 633 nm. The absorption coeffi-
cient at λw was adjusted to a value α = 1.5–3 cm−1. This
low absorption leads to a weight fraction of less than 10−5

basantol yellow. The weight fraction of the alizarin is of
the same order of magnitude.

If we used basantol yellow as the dye, we first pre-
pared an aqueous solution with the desired absorption
using deionized water (Milli-Q). Then the surfactant was
added and stirred at least for 4 hours at room tempera-
ture. In the case of the organic dye alizarin, we added the
dye and the surfactant at the same time. The mixture was
then also stirred at least for 4 hours at room temperature to
mix all components thoroughly. After preparation the solu-
tions were filtrated by a 0.45 µm filter (Spartan) directly in
the sample cells. The sample cells for the TDFRS experi-
ment were Quartz cells (Hellma) with a layer thickness of
0.2 mm. For the light scattering experiment we used cylin-
drical glass cells with an inner diameter of 8.5 mm. The
optical path length of the cells for the (∂n/∂T)w,p experi-
ment was 10 mm.

The temperature derivative of the refractive index
(∂n/∂T )w,p was determined at λr = 632.8 nm, using
a scanning Michelson interferometer [24]. Figure 1 shows
(∂n/∂T )w,p of C10E8 in water as a function of the weight
fraction. The refractive index increments (∂n/∂w)p,T were
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Fig. 1 (∂n/∂T)w,p of C10E8 in water as a function of the surfactant
weight fraction at 20 ◦C (�), 30 ◦C (•) and 40 ◦C (�). The samples
contained the same small amount of basantol yellow [16] as used in
the TDFRS experiment

determined with an Abbe refractometer at three different
temperatures T = 20, 30 and 40 ◦C to (∂n/∂w)p,T = 0.134,
0.132 and 0.130, respectively.

TDFRS and DLS

The TDFRS experiment operates as follows: A grating,
created by the interference of two laser beams (λw =
488 nm), is written into a sample. A small amount of
dye, dissolved in the sample, converts the intensity grat-
ing into a temperature grating (thermal grating), which
in turn causes a concentration grating by the effect of
thermal diffusion. Both gratings contribute to a combined
refractive index grating, that is read out under Bragg
condition by another laser of different wavelength (λr =
632.8 nm). Analyzing the time dependent diffraction ef-
ficiency the transport coefficients (mutual diffusion co-
efficient D, thermal diffusion coefficient DT and Soret
coefficient ST) can be obtained, requiring neither exter-
nal calibration nor absolute intensity measurement. Other
characteristic features of TDFRS experiments are the elim-
ination of convection due to the low temperature modula-
tion of several µK, and the short equilibration times of the
order of milliseconds, as well as the simultaneous yield-
ing of the transport coefficients in one single measurement.
A more detailed description of the set-up can be found
elsewhere [25, 26].

The dynamic light scattering (DLS) measurements
were carried out in the angular range 20 ◦C < θ < 120 ◦C.
A Kr-ions laser was used as the light source (wave length
λ = 647.1 nm). An ALV-5000E correlator was used to
measure the correlation function of scattered light. The
cylindrical sample cell was placed in a temperature con-
trolled bath with a temperature stability of δT = ±0.1 ◦C,
the temperature of which was controlled with an un-
certainty of 0.1 ◦C. The sample solutions were kept at
measured temperature for at least 30 minutes to ensure
equilibrium before starting data acquisition.

Data analysis

The normalized heterodyne diffraction intensity of the TD-
FRS experiment for a binary mixture is given by:

ζhet (t) = 1+
(

∂n

∂T

)−1

w,p

(
∂n

∂w

)
p,T

× STw(1−w)
(

1− e−q2 Dt
)

. (3)

The quantities (∂n/∂T )w,p and (∂n/∂w)p,T do not follow
from the TDFRS experiment and have to be determined
separately.

Results and Discussion

Figure 2 shows the phase diagram for decyl octaethylene
glycol ether (C10E8) in water [27], which shows in the
displayed temperature range no two-phase region. In the
literature it is reported that there is a critical temperature
around 85 ◦C but no critical concentration is given [5, 28].
TDFRS experiments were carried out in the micellar solu-
tion phase which are indicated by solid circles in the phase
diagram. In the investigated temperature and concentra-
tion range C10E8 in water forms probably only spherical
micelles, but it might be expected that at higher concentra-
tions close to the hexagonal phase also cylindrical micelles
are formed [4]. The experimental temperature and concen-
tration range is far from the critical temperature so that
the diffusion of the micelles is still not dominated by the
critical slowing down.

One crucial aspect is the addition of the dye. It needs
to be scrutinized that the dye does not change the phase
behavior of the surfactant system. As already mentioned

Fig. 2 Schematic phase diagram of C10E8 [27] in water. The dif-
ferent regions are abbreviated in the following way: micellar solu-
tion (L), hexagonal (H1) and the solid of pure C10E8 (SC10E8). The
solid circles represent the concentrations and temperatures where
TDFRS measurements have been performed
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in Introduction, especially due to the addition of an elec-
trolyte as in the case of basantol yellow, the phase be-
havior of the surfactant system can be changed signifi-
cantly [23]. Another complication might come from the
hydrophobic/hydrophilic hybrid nature of basantol yellow
which might act as a cosurfactant. Therefore, we made
also measurements with alizarin as organic dye and com-
pared the results obtained for the diffusion coefficient by
the TDFRS experiment with DLS measurements, which
were also performed without dye. The results for a surfac-
tant concentration of w = 0.15 are displayed in Fig. 3. The
Soret coefficients show a very weak temperature depen-
dence, while the thermal diffusion and diffusion coefficient
increase with temperature. The obtained results are inde-
pendent of the chosen dye. The diffusion coefficients agree
with the diffusion coefficients which were obtained from
DLS experiment with and without dye. These results in-
dicate that the added dyes do not have any significant
influence on the diffusion of micelles, which implies the
size and the structure of micelles are not modified by the
addition of dyes in the experimental condition. This is also
confirmed in Fig. 4, which shows the diffusion coefficients
for C10E8 for different concentrations (w = 0.05, 0.15,
0.25) in dependence of temperature measured by DLS and
TDFRS. The solutions for the DLS measurements con-
tained the same amount basantol yellow as the TDFRS
sample. The diffusion constants increase with temperature
and the values obtained with the different methods agree
within the error bars. The error bars refer to one standard
deviation. Nevertheless, the diffusion coefficients deter-
mined by DLS seem to be systematically lower than the

Fig. 3 Soret coefficient, thermal diffusion coefficient and diffusion
coefficient of C10E8 (w = 0.15) in water at different temperatures
containing basantol yellow (•) and alizarin (�). For comparison the
diffusion coefficients were also determined by DLS measurement
without dye (�) and with basantol yellow (◦)

Fig. 4 Diffusion coefficient of C10E8 in water for different surfac-
tant concentrations (w = 0.05 (�), w = 0.15 (•), w = 0.25 (�) in
dependence of temperature. The open symbols refer to DLS experi-
ment while the solid symbols refer to the TDFRS measurements. In
both experiments the solutions contained basantol yellow

values obtained by TDFRS. This is probably caused by the
different weighting of the two methods. The TDFRS signal
is weighted by the mass, M, of the micelle, while the DLS
correlation function is weighted by the square of the mass,
M2, of the micelle.

The Soret coefficient of C10E8 is ST = 0.032 ±0.005
which is obtained from averaging over all data points
shown in Fig. 3. The positive sign of ST corresponds to that
the concentration gradient is established with the migra-
tion of micelles towards the cold side of the fluid. Here we
use the sign notation for ST as follows: In a binary mix-

Fig. 5 Normalized heterodyne signal ζhet measured for C10E8
(w = 0.15, T=20 ◦C; top figure) and C12E6 (w = 0.05, T=30 ◦C;
bottom figure) in water. The solutions contained either basantol yel-
low (◦) or alizarin (�) as dye. In the lower figure the inset shows the
enlarged diffraction signal ζhet for the aqueous C12E6 with basantol
yellow



Soret Effect in a Nonionic Surfactant System 115

ture of A and B, ST of A is positive if A moves to the cold
side. Therefore, the sign does not depend on the density of
two components. In the case of the SDS (sodium dodecyl
sulfate) micelles, the sign of ST is also positive [7]. The
value of ST of C10E8 has the same order of magnitude with
SDS micelles, although we can not directly compare the
magnitudes because of a huge contribution of electrostatic
forces on thermal diffusion behavior for SDS systems. So
far, there are no data for the Soret coefficient of nonionic
micelle systems for comparison. It is desired, for example,
to study other nonionic surfactants in the same family as
CmEn . Indeed, ongoing research shows interesting features
in regard to the choice of dye and to the dependencies
of temperature and surfactant concentration. For instance,
C12E6 in the micellar phase show a dramatic changes in
their thermal diffusion behavior. The use of dye, alizarin,
induces ca. 30-folds intensity of TDFRS signal in compar-
ison with the dye basantol yellow (Fig. 5). Furthermore,
C12E6 solution with basantol yellow showed a two-mode
behavior. At the present stage, we do not discuss this point.
But it needs to be pointed out that C10E8 is a well charac-
terized system which forms only spherical micelles while
other surfactants often show a transition to more elongated
micelles. It suggests that a modification of interactions at

the interface leads to a structural change of micelles which
may have a relation with the thermal diffusion behavior
to a great extent. To clarify these system dependence be-
haviors we will report the experimental results for several
nonionic surfactant systems in the future.

Conclusions

The presently investigated surfactant C10E8 in water which
shows the same behavior on thermal diffusion indepen-
dently of the nature of the added dye by means of TDFRS
and DLS experiments. On going research shows that this
is not a general feature. Another nonionic surfactant C12E6
shows a drastic change in thermal diffusion behavior with
the choice of the dye. To clarify under which circum-
stances the behavior remains stable or is changed will be
object of future research.
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Abstract The organisation of
cationic surfactants (DPCl and
CPCl) adsorbed in the cylindrical
pores of a periodic mesoporous silica
(SBA-15, pore diameter ca. 8 nm) has
been studied by small-angle neutron
scattering at different solvent contrast
conditions. In the experimental q
range the scattering curve of SBA-15
is dominated by Bragg peaks re-
sulting from the ordered array of
mesopores. It is found that the peak
intensities are strongly affected by the
surfactant adsorption and the solvent
contrast. The scattering curves can be
modelled by combining the structure

factor of a 2D hexagonal lattice with
the form factor of a core-shell cylin-
der, in which the adsorbed surfactant
film is represented by the shell of
the cylinder. This simple model
accounts for the main experimental
findings and provides a direct method
for estimating the thickness of the
adsorbed film in the pores.
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Introduction

Adsorption of surfactants from aqueous solutions onto flat
silica surfaces and colloidal silica beads has been studied
by a variety of techniques including ellipsometry [1], neu-
tron reflectometry [2], atomic force microscopy (AFM) [3]
and SANS [4, 5]. These studies have produced a wealth of
information about the thickness and lateral organization of
the adsorbed layer as a function of surfactant chain length
and head-group size, and on the influence pH and ionic
strength in the case of ionic surfactants. Relatively little at-
tention has been paid so far to the effects of confinement
on the adsorption and surface aggregation of surfactants.
Confinement in one dimension of space (slit-pore geom-
etry) can be probed by AFM. For the adsorption of cationic
surfactants between two glass/solution interfaces a strong
dependence of the surface concentration on separation was
found in the so-called proximal adsorption regime [6].
Confinement in two dimensions is expected in cylindrical
pores. Until recently, studies of this situation had been im-

peded by the lack of suitable porous materials with cylin-
drical mesopores of uniform size. This situation changed
with the advent of periodic mesoporous silica materials
like MCM-41 or SBA-15 which constitute a regular (2D
hexagonal) packing of cylindrical mesopores of uniform
size [7]. These materials are synthesized by using micel-
lar aggregates of surfactants (MCM-41) [8] or amphiphilic
block copolymers (SBA-15) [9] as structure-directing tem-
plate and their pore size can be tailored by the choice of the
amphiphile.

In this work, we study the aggregative adsorption of
alkyl pyridinium chloride (CnPCl) surfactants in the pores
of a SBA-15 silica of ca. 8 nm pore diameter using small-
angle neutron scattering. The SANS curve of SBA-15 sil-
ica exhibits Bragg peaks in the small-angle regime which
result from the regular packing of the cylindrical pores,
and the intensity of the individual peaks is modulated by
a surfactant layer at the pore walls. Information about this
layer can be extracted by analysing the scattering data in
terms of a model which combines the structure factor of
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the 2D hexagonal lattice with the form factor of a uniform
core-shell cylinder [10].

Experimental Section

Chemicals

Dodecylpyridinium chloride (DPCl, 98%) and cetylpyri-
dinium chloride (CPCl, 99%) were obtained from Sigma-
Aldrich and used without further purification. Pro-analysis
quality KCl was received from Merck. D2O (99.9% iso-
tope purity) was received from Sigma-Aldrich. High purity
water (H2O) was obtained from a Milli-Q pure-water sys-
tem.

Sample Preparation

A high-quality sample of SBA-15 silica was synthe-
sized by the method reported by Zhao et al. [9] using
a technical-grade poly(ethylene oxide)-poly(propylene
oxide)-poly(ethylene oxide) triblock copolymer (Pluronic
P103) as the structure-directing agent and tetraethyl or-
thosilicate (TEOS) as the silicate precursor. Details of
the synthesis and thermal post-treatment of the sam-
ple are given elsewhere [11]. The pore structure of the
calcined SBA-15 sample was characterized by nitrogen
adsorption at 77 K and X-ray small angle diffraction.
The adsorption isotherm exhibits a hysteresis loop with
steep adsorption and desorption branches characteristic of
good-quality samples, and the X-ray diffractogram shows
5 well-separated peaks which can be indexed according
to a 2D hexagonal lattice. Values of the specific surface
area as, specific pore volume vp, pore diameter D and lat-
tice constant a0 are given in Table 1.

Samples of SBA-15 with adsorbed surfactant layers
corresponding to the plateau value of the adsorption
isotherm at different ionic strengths of the solution were
prepared by combining appropriate amounts of surfac-
tant and silica in aqueous KCl solutions (“mixing-type”
samples). Initially, KCl solutions of required concentra-
tion (0.1 or 0.001 M) were prepared with water samples
of different D2O volume fractions, denoted as solvent A,
B and C (Table 2). A suspension of 0.25 g SBA-15 in

Table 1 Characterization of the calcined SBA-15 silica by nitrogen
adsorption and X-ray diffraction: Specific surface area as (BET),
specific pore volume vp, pore diameter D, and pore center-to-center
distance a0. The pore diameter was determined from the ascending
branch of the pore condensation loop and the FHH prescription for
the adsorbed film

as/m2g−1 vp/cm3g−1 D/nm a0/nm

801 0.873 8.1 10.70

Table 2 Composition φH (volume fraction of H2O) and scattering
length density ρl of the three H2O/D2O mixtures; Iinc represents
the incoherent scattering of SBA-15/water samples in the absence
of surfactant, I0 is the respective value in SBA-15/D2O

Solvent φH ρl/1010 cm−2 Iinc/cm−1 (Iinc − I0)/cm−1

A 0 6.34 0.05 0
B 0.197 5.0 0.17 0.12
C 0.385 3.7 0.29 0.24

10 g of this solution was prepared at pH 9, and the esti-
mated amount of surfactant was added. After sonication
and equilibration the supernatant was decanted, and the sil-
ica slurry was transfered into the sample cell. Samples of
SBA-15 containing lower amounts of adsorbed surfactant
were prepared from mixing-type samples by equilibration
with known amounts of the H2O/D2O appropriate solvent
and removal of the supernatant solution (“washing-type”
samples).

Sample Cell

Specially designed aluminium cells as shown in Fig. 1
were used for the SANS measurements. The width of the
sample space between two quartz glass windows (thick-
ness ca. 1 mm) is determined by an aluminium ring of
1 mm thickness. The cell is sealed by O-rings. This con-
struction of the sample cell allows to expose reproducible
amounts of the silica sample to the neutron beam.

Small-angle Neutron Scattering

Measurements were made at instrument V4 of the Berlin
Neutron Scattering Center at the Hahn-Meitner Insti-
tut (Berlin). Neutrons of wavelength λ = 0.605 nm with
a wavelength distribution ∆λ/λ = 0.12 (fwhm) and

Fig. 1 Sample cell (aluminium) used for the SANS measurements:
S: sample; Al: aluminium ring; G: quartz glass windows; O: O-
rings
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sample-to-detector distances of 1 (with hub), 4, and 12 m
were used to cover a range of scattering vectors q from
0.05 to 5 nm−1.

Theoretical Background

For the analysis of the SANS curves a model [10] was
adopted which combines the structure factor of a 2D hex-
agonal lattice of cylindrical pores with the form factor
of a three-density-level core-shell cylinder (Fig. 2). It is
assumed that the pores are monodisperse and of circu-
lar cross-section and perfectly ordered on the lattice. The
system is fully isotropic due to the powder form of the
SBA-15 matrix. The spherically averaged total scattered
intensity is modelled as [10, 12, 13]

I(q) = KS(q) |F(q)|2 + Idiff(q)+ Iinc , (1)

where the first term describes the Bragg reflections from
the ordered structure, with S(q) the structure factor and
F(q) the scattering amplitude of the cylindrical pores with
or without an adsorbed film, and K is a constant. Idiff(q)
represents the diffuse scattering due to micropores or other
inhomogeneities of the matrix, and Iinc is the incoherent
scattering mostly due to protons of the solvent and surfac-
tant. Using the Miller indices (hk) for the lattice planes of
a 2D lattice, the structure factor S(q) of an ideal undis-
torted lattice can be written as

S(q) ∝ 1

q2

∑
(hk)

mhk Lhk(q) (2)

with mhk the peak multiplicity (mh0 = mhh = 6, other-
wise mhk = 12) and Lhk(q) the peak shape function,
which for a Gaussian peak shape becomes Lhk(x) =
(2/πδ) exp(−4x2/πδ2), where δ is a parameter related to
the standard deviation [13], x = (q −qhk), and

qhk = 4π

a0
√

3

√
h2 + k2 +hk . (3)

Fig. 2 Sketch of the 2D hexagonal packing of cylindrical pores
coated with an adsorbed surfactant film (left) and density profile
ρ(r) of a three density level core-shell cylinder (ρ1, liquid core; ρ2,
surfactant film; ρ3, matrix) (right)

The scattering amplitude of a uniform core-shell cylinder
with scattering length densities of the core (ρ1), adsorbed
film (ρ2) and matrix (ρ3) (cf. Fig. 2) is [14, 15]

F(q) = 2π

[
(ρ3 −ρ2)R2 J1(qR)

qR
+ (ρ2 −ρ1)r

2 J1(qr)

qr

]
,

(4)

where R is the pore radius, r the inner radius of the ad-
sorbed film, and J1 is the Bessel function of the first order.
Calculations for the form factor |F(q)|2 with fixed values
of the pore radius (R = 4.0 nm) and scattering length dens-
ity of the silica matrix (ρ3 = 3.7×1010 cm−2) and appro-
priate choices of the parameters r, ρ1 and ρ2 are shown in
Figs. 4b and 5b. Results for the whole model function of
Eq. 1 are shown in Fig. 6.

Result and Discussion

SBA-15 in Water

Scattering curves of SBA-15 embedded in water of three
different scattering length densities (Table 2) are shown in
Fig. 3. The positions of the four leading Bragg reflexes (10,
11, 20, 21) of this sample are indicated by vertical lines.
In D2O (solvent A), which gives a high scattering contrast
against the silica matrix, the (10) reflex appears as an in-
tense, broad peak centred at q10 = 0.678 nm−1. The (11)
and (20) reflexes are not resolved but form a joint peak
due to the wavelength broadening of the neutron beam,
and the (21) reflex appears only as a shoulder on top of
the scattering background. The diffuse scattering intensity
Idiff of the sample in D2O falls off by about one order
of magnitude in the q range from 0.4 to 4 nm−1. When
the scattering contrast of the liquid against the matrix is
lowered, all Bragg peaks become less intense (curve for
solvent B in Fig. 3). In the contrast-matching H2O/D2O
mixture (solvent C) the Bragg peaks and diffuse scattering

Fig. 3 SANS curve of SBA-15 in pure D2O and two H2O/D2O
mixtures of different scattering length densities. The positions of
the leading Bragg reflections (hk) of SBA-15 are indicated by ver-
tical lines
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are entirely suppressed, except for an incoherent back-
ground Iinc, which is due mostly to the incoherent scatter-
ing of the protons of H2O. In the present work we assume
that this incoherent background is given by the scattering
intensity at q > 4 nm−1 where the scattering is indepen-
dent of q. Figure 3 shows that for SBA-15 in water, Iinc
increases strongly from solvent A to C, and Table 2 indi-
cates that the experimental values of Iinc are proportional
to the H2O content of the solvent, except for a small con-
tribution I0 which is also present in D2O. This finding is to
be expected as the amount of liquid in our slurry samples is
similar in all measurements.

SBA-15 with Adsorbed Surfactant

Solvent Contrast Variation. Figure 4a shows scattering
curves from SBA-15 carrying an adsorbed layer of the sur-
factant DPCl, embedded in aqueous solutions of different
scattering length densities (solvents A, B and C). The inco-
herent scattering background Iinc has been subtracted from
the measured intensities in these graphs. The three sam-
ples were prepared in the same way (1 mM KCl solution,

Fig. 4 a SANS curves from SBA-15 with an adsorbed film of
DPCl for three solvent contrasts (water solvents A, B, C) at low
salt concentration (1 mM KCl). The incoherent scattering has been
subtracted for all samples; b Form factor of a core-shell cylinder
with parameters appropriate for the SANS curves in Fig. 3a. The
positions of the Bragg reflections qhk are indicated by vertical lines

“mixing type” protocol) and thus the state of the adsorbed
surfactant film will be similar in these samples. Hence the
curves in Fig. 4a show the influence of the solvent con-
trasts on the scattering at a given thickness of the adsorbed
surfactant film. It is seen that the intensity of the (10)
Bragg reflection decreases sharply with decreasing solvent
contrast, but the broad peak centred near the (11) reflec-
tion and extending into the q range of the higher Bragg
reflections is not strongly affected by the solvent contrast:
There is some decrease in the scattered intensity from sol-
vent A to solvent B, but no further decrease from B to C,
where this broad peak is much stronger than the (10) peak.
The main features of the scattering curves of Fig. 4a can
be rationalized on the basis of the form factor model in-
troduced above. Figure 4b shows graphs of the form factor
|F(q)|2 as given by Eq. 4 for an adsorbed surfactant layer
of thickness d = R−r = 1 nm and scattering length dens-
ity ρ2 = 1.65×1010 cm−2, and scattering length densities
of the liquid (ρ1) as given for the three solvents in Table 2,
based on the assumption that the liquid in the core of pores
represents pure solvent. The graphs in Fig. 4b show that
|F(q)|2 is strongly dependent on ρ1 in the q range near the
(10) Bragg peak but only weakly dependent on ρ1 in the q
range near the (11) and (20) Bragg peaks. As the Bragg in-
tensity I(qhk) is proportional to |F(q)|2 at q = qhk (Eq. 1),
this result implies that the intensity of the (10) Bragg peak
will decrease with decreasing scattering length density of
the solvent while the intensity of the combined (11)+ (20)
peak will be nearly independent of ρ1, in agreement with
the experimental results of Fig. 4a. Hence the form factor
model accounts for the observed influence of the solvent
contrast on the intensities of the first and second Bragg
peak. In particular, it shows that the pronounced decrease
of the (10) peak intensity with decreasing scattering length
density of the aqueous solvent is due to a decrease of the
form factor at q values near the (10) peak.

Variation of Layer Thickness. The influence of the layer
thickness of adsorbed surfactant films on the scattering
curve of SBA-15 was studied with adsorbed films of DPCl
and CPCl. It is well-established that the plateau value of
the adsorption isotherm of cationic surfactants on silica in-
creases with increasing ionic strength of the solution. Spe-
cifically, for the adsorption on a nonporous silica (Aerosil
OX50) under the experimental conditions of the present
work (pH 9) it is reported that an increase of the ionic
strength from 10−3 M to 10−1 M KCl causes an increase
of the plateau value of the adsorption isotherm from 2.7 to
4.0 µmol m−2 for DPC, and from 4.3 to above 5 µmol m−2

for CPC [16]. Preliminary adsorption measurements of
the two surfactants in the pores of SBA-15 support these
trends, although the plateau values of the adsorption in the
mesoporous SBA-15 matrix are significantly lower than at
the surface of nonporous silica. Figure 5a shows the in-
fluence of the surfactant layer thickness on the scattering
curves of SBA-15 samples in film contrast (solvent C). In
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this figure, curves (a) and (b) represent films of CPCl cor-
responding to the plateau value of the adsorption isotherm
in 10−1 M and 10−3 M KCl, respectively (mixing type
samples), and curve (c) represents a film of DPCl prepared
by the washing protocol in 10−3 M KCl. Hence the thick-
ness of the adsorbed surfactant film decreases from (a)
to (c). Figure 5a shows that this decrease of the film thick-
ness causes a systematic decrease of the (10) peak in-
tensity. In the q range of the (11) and (20) reflexes the
scattering intensity of samples (a) and (b) is similar and
significantly higher than for sample (c), but in the q range
of the (21) reflex sample (c) has the highest scattering in-
tensity of the three samples. Again these experimental ob-
servations can be accounted for in a qualitative manner by
our form factor model. This is shown in Fig. 5b, where the
form factor |F(q)|2 is plotted for three values of the film
thickness d (1, 2, and 3 nm) in a pore of radius R = 4 nm
for fixed values of the scattering length densities of the
core liquid (ρ1 = 3.7×1010 cm−2), surfactant film (ρ2 =
1.65×1010 cm−2), and matrix (ρ3 = 3.7×1010 cm−2). It
is seen that at q = q10 the value of |F(q)|2 decreases in
a systematic way with decreasing film thickness. In the q
range of the (11) and (20) reflexions |F(q)|2 is of similar
magnitude for films of thickness 3 and 2 nm, but signifi-
cantly smaller for a film of 1 nm thickness, while in the q
range of the (21) reflexion the smallest film thickness leads
to the highest value of |F(q)|2. All these findings are in
qualitative agreement with the observed effects of the film
thickness on the scattering intensities in the q regions of
the Bragg reflexions.

Values of the film thickness d ranging from 1 to 3 nm,
as adopted in the above model calculation, imply rather
pronounced differences in the amount of adsorbed surfac-
tant. For CPCl, a limiting adsorption Γmax ≈ 5 µmol m−2

(corresponding to 3 molecules/nm2) is reported on a flat
silica surface at pH 9 and high ionic strength (0.1 M
KCl) [16], but considerably lower values of Γmax were
found for the adsorption between two glass/solution in-
terfaces at separations below 10 nm [6]. Whereas on flat
surfaces the surfactant can form a symmetric bilayer film,
geometrical restraints in cylindrical nanopores will cause
asymmetric bilayers in which the number of molecules in
the inner layer is less than that in the outer layer. A rela-
tion between the adsorption Γmax and the film thickness
d in cylindrical pores can be obtained on the basis of
the volume and mean cross-sectional area of the surfac-
tant molecules, and an ad-hoc relation for the fraction of
molecules accommodated in the inner layer as a function
of pore radius R and film thickness d. With such a model
one finds that film thicknesses of 1, 2 and 3 nm correspond
to Γ values of ca. 1, 2 or 3 µmol m−2, with the volume
fraction of water in the adsorbed layer decreasing from ca.
55% for the lowest film thickness to ca. 35% at the highest
film thickness. Preliminary measurements of the adsorp-
tion isotherm of CPCl in our SBA-15 sample at pH 9 give

Γmax = 2.5 ±0.5 µmol m−2 at high ionic strength (0.1 M
KCl). Accordingly, the film thickness is expected to be be-
tween 2 and 3 nm for sample (a) and significantly less for
samples (b) and (c), as shown in the model calculation
in Fig. 5. Further work to corroborate these results is in
progress.

Modelling the Overall Scattering Curves. To represent the
entire scattering curves I(q) of the surfactant-loaded SBA-
15 samples, the diffuse scattering Idiff(q) caused by the
silica matrix has also to be modelled. As SBA-15 con-
sists of particles of submicrometer diameter, Porod scat-
tering IP(q) from the outer surface of the particles will be
dominant in the q range well below q10, and diffuse scat-
tering ID(q) due to micropores and other inhomogeneities
of the matrix will contribute in a q range extending to
well above q10. Such contributions from frozen fluctua-
tions induced by a random field can be represented by
a Lorentzian square term [17, 18]. Hence the overall dif-
fuse scattering is modelled as

Idiff(q) = IP(q)+ ID(q) = AP

q4 + AD(
1+ ξ2q2

)2 , (5)

Fig. 5 a SANS curves from SBA-15 with adsorbed surfactant films
in contrast-matching H2O/D2O (solvent C): CPCl at 0.1 M KCl
(curve a), CPCl at 10−3 M KCl (curve b), and DPCl at 10−3 M
KCl (washing type; curve c); b Form factor calculation with film
thickness 3, 2 and 1 nm film thickness
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where ξ is the correlation length of the fluctuations. Fig-
ure 6a shows how the overall scattering curve of a sam-
ple can be modelled by a superposition of the Bragg
scattering with the diffuse scattering according to Eq. 5,
with an appropriate choice of the model parameters (ξ =
0.9 nm, AD = 0.9 cm−1, AP = 0.1×1026 cm−5, and δ =
0.12 nm−1). Comparison of the resulting function I(q)
with the experimental scattering curve for SBA-15 with an
adsorbed surfactant film (Fig. 6b) indicates that the main
features of the experimental data can be represented rea-
sonably well by this formalism. However, several import-
ant details have not been taken into account in the present
analysis, e.g., the effect of the wavelength distribution of
the neutron beam, effects resulting from the lattice dis-
order (displacement of the pore centres from their ideal
positions) and possible further contributions to the dif-
fuse scattering which are not represented by the Lorentzian
square term. Further systematic work is needed to as-
sess the importance of such contributions for a physically
meaningful representation of the scattering curves.

Conclusion

The present work shows that neutron small-angle scatter-
ing offers a useful tool for studying the organisation of
surfactant layers adsorbed in the cylindrical pores of pe-
riodic mesoporous silica such as SBA-15. In the experi-
mental q range the scattering curve is dominated by Bragg
peaks resulting from the ordered arrangement of the meso-
pores in the silica matrix. The intensities of the individ-
ual Bragg reflexes are strongly affected by the surfactant
adsorption and by the solvent contrast. The observed be-
havior can be understood by modelling the pore by the
form factor of a core-shell cylinder. As the form factor
exhibits pronounced minima in the q range of the Bragg
reflexions, the intensity of the Bragg peaks can vary in
a systematic way with the thickness of the adsorbed film.
The overall scattering curve of the SBA-15 samples can be
modelled by adding appropriate terms for the Porod and
diffuse scattering of the matrix and the incoherent scatter-
ing resulting from the aqueous solvent. A major drawback

Fig. 6 Analysis of SANS data for CPCl in SBA-15 (0.1 M KCl):
a Experimental data (open circles) and simulation (full line);
b Individual contributions to the model function (Eqs. 1 and 2):
(P) particle surfaces (Porod); (D) diffuse scattering of the matrix;
(I) incoherent scattering; the full line shows the sum of all contri-
butions plus Bragg scattering

of small-angle neutron scattering is the broad wavelength
distribution, which implies that only the first Bragg reflex
of SBA-15 is resolved while the higher Bragg reflexes ap-
pear as a combined peak. On the other hand, the possibility
to study the surfactant films in different contrast conditions
by using H2O/D2O mixtures of different scattering length
density, greatly helps to verify the chosen model.
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Abstract Spectroscopic techniques
(UV absorption, fluorescence and
circular dichroism) are applied for
probing the conformational stability
of lysozyme as a model protein
after the impact of surfactants. The
investigations allow the equilibrium
constant, K , and the free energy
change, ∆G, of the transition from
the folded (native) to the unfolded
(denatured) state to be estimated. ∆G
at 25 ◦C in the absence of additives
allows quantifying the conforma-
tional stability of the protein. Though
the results are based on the validity
of several assumptions regarding
folding/unfolding mechanism, eval-
uation procedure, and environmental
conditions, the thermodynamics
of surfactant-induced unfolding
may be estimated. Compared to the
unfolding induced by the chaotropic
denaturant guanidinium chloride,
cationic and zwitterionic surfactants

are found to yield lower ∆G values.
In the case of lysozyme, anionic and
nonionic surfactants did not result in
transition curves. The interpretation
of the transition curves indicated the
existence of a two-state behavior.
Quantities which do not significantly
depend on the unfolding mechanism,
such as the midpoints of denaturant
concentrations and thermal unfolding
curves, c1/2 and Tm, may also be ap-
plied for comparing conformational
stabilities of proteins, even in the
case of irreversible transitions. The
evaluation of the thermal denaturation
allows the derivation of enthalpy and
entropy changes, ∆H and ∆S.
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Introduction

The solubilities of proteins in aqueous solutions vary over
a wide range [1]. Under physiological conditions some
proteins (e.g. simple globular proteins) are highly soluble,
while others (e.g. structural proteins) are totally insolu-
ble. The solubility of a protein in water is governed by its
free energy; differences in the free energy occur as a con-
sequence of interactions with other molecules present in
solution (protein or solvent molecules or any other ad-
ditives). The interactions of a protein molecule are de-
termined essentially by its surface. The most favorable

interactions with aqueous solvent occur via charged and
polar groups of the hydrophilic polypeptide side chains.
Since the envelopes of water-soluble globular proteins are
covered primarily by charged and polar groups, their solu-
bilities are determined by the interactions of these groups
with water [2]. Of course, the extent of interactions is in-
fluenced by the pH of the medium used. Since protein
unfolding usually leads to the exposure of nonpolar groups
to the solvent, protein solubility may be affected drasti-
cally by any kind of unfolding process. Many proteins
can be solubilized by additives such as certain surfactants
or denaturants. Thermodynamic considerations [3] are es-
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pecially important when interactions are to be discussed,
both with respect to the proteins and the additives under
analysis. The comparison of the effects of surfactants and
chaotropic interactions allows information on the weak in-
teractions responsible for the stability and stabilization of
native proteins to be gained.

In general, surfactants and denaturants bind to pro-
teins, however to a different extent depending on the ad-
ditives and proteins applied [1]. Commonly, natural ionic
surfactants and nonionic surfactants do not cause signifi-
cant structural alterations of proteins, whereas most syn-
thetic ionic surfactants cause protein denaturation, owing
to competing intermolecular ionic and hydrophobic inter-
actions. The behavior of proteins at moderate concentra-
tions of ionic surfactants differs considerably from that at
elevated concentrations. The size and structure of protein-
surfactant complexes vary not only for each individual pro-
tein but for the solubilization conditions and the chemical
nature of the surfactant.

Among the physicochemical techniques available for
the structural characterization of protein-surfactant com-
plexes and their constituents, the spectroscopic techniques
turned out to be highly effective for providing local and
global structural information very fast. Spectral measure-
ments of surfactant-induced equilibrium unfolding transi-
tions may be used for estimating the free energy of protein
stabilization [3–7].

The present study is focused on unreduced lysozyme as
a model protein, and on various representatives of anionic,
cationic, zwitterionic and nonionic surfactants. The ther-
modynamic parameters of complex formation were com-
pared with those obtained for other ionic and nonionic
denaturants (GdmCl, urea) or for heat denaturation. In the
case of potent surfactants, the maximal level of protein
denaturation (partial unfolding) requires only millimolar
concentrations, while high molar denaturant concentra-
tions (e.g. 6 M guanidinium chloride (GdmCl), 8 M urea)
are needed for a complete breakdown of the native protein
structure.

Materials and Methods

Samples and Solutions

Hen egg-white lysozyme was obtained from Serva, Hei-
delberg; surfactants, denaturants and cosolvents were of
the highest available purity, preferably of analytical grade.
The protein (final concentration: 0.1 g/l, except calorime-
try (1 g/l)) and the additives were dissolved in 0.1 M
sodium phosphate buffer pH 5.5 (ionic strength approx.
0.2 mol/l). For surfactants/denaturants a wide range of
concentrations was used: generally 0–1 g/l surfactant
(trimethylammonium bromides (C12TMABr, C14TMABr,
C16TMABr), sodium dodecyl sulfate (SDS), dimethyl-
alkylammoniopropane sulfonate (Zwittergent 3–16), C12-
maltoside, etc.), 0–7 M GdmCl, 0–8 M urea. Stock solu-

tions of proteins plus additives were incubated for at least
12 h at 25 ◦C, to allow reaching the final state of denatura-
tion. All experiments were performed at 25 ◦C.

Techniques

Monitoring of absorption, fluorescence and circular dichro-
ism (CD) spectra was performed using a Perkin-Elmer
Lambda 5 spectrophotometer, a Jobin Yvon-Spex Fluoro-
max-2 spectrofluorometer and an Aviv 62A-DS spectropo-
larimeter, respectively. Spectroscopic data were evaluated
and interpreted as described [8–15]. In the context of
surfactants, the investigations have to consider several
caveats [5, 16]: e.g., (i) separation of manifold effects con-
tributing to the spectroscopic signals (effects of proteins
and surfactants as well, unfolding events, quenching phe-
nomena), (ii) establishment of initial states (baselines of
native and denatured states) and potential intermediates,
application of more than one technique, to discriminate
between two- and multi-state behavior, (iii) usage of cer-
tain wavelengths for monitoring, close (but not identical)
to the maxima of absorption/dichroism or fluorescence
emission/excitation, to gain optimal signal-to-noise ra-
tios (frequently wavelengths in the slopes of the spec-
troscopic peaks are used to enlarge the observables).
Spectroscopic studies were complemented by differential
scanning calorimetry (DSC) in a CSC 6100 Nano DSC II
device, to obtain information on the heat dependence of the
protein; evaluations were carried out as described by the
manufacturer (program CpCalc v. 2.1) or in [13, 14, 17].

Thermodynamic Analysis of Protein Denaturation

Comparing the native, folded (F) and denatured, un-
folded (U) states of a protein allows its conformational
stability to be estimated. Provided the F ↔ U transition is
reversible, the equilibrium constant, K , and the free en-
ergy change, ∆G, can be determined. The difference in
free energy between the native and the denatured state,
∆G(H2O) at 25 ◦C and zero denaturant concentration, is
usually defined as the conformational stability of a pro-
tein [3, 5, 18–23]. Spectroscopic techniques such as UV
absorption, fluorescence and far-UV CD turned out to be
extremely useful for monitoring protein unfolding transi-
tions, apart from application of the more time-consuming
hydrodynamic techniques [5–7]. UV absorption and fluo-
rescence are used for monitoring changes in the environ-
ment of the aromatic chromophores Trp and Tyr, this way
signaling, very fast and effective, changes of the tertiary
structure of the protein under analysis, while alterations of
the secondary structure (α-helix, β-structure, random coil
content) can be followed by recording far-UV CD spec-
tra. For the calculation of the free energy of stabilization,
∆G, equilibrium conditions and complete reversibility of
the unfolding/folding transition are mandatory, and the
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existence of significant pre-transition and post-transition
regions is required.

Unfolding of small, monomeric, globular proteins
commonly obeys the two-state model, F ↔ U; multi-
domain and oligomeric proteins may exhibit more com-
plex unfolding curves, owing to the accumulation of inter-
mediates [5, 18–21]. In two-state folding transitions only
the folded and unfolded conformations exist:

fF + fU = 1 , (1)
y = yF fF + yU fU . (2)

Here, fF and fU are protein fractions in the folded and
unfolded states, y represents an experimental parameter at
any point along the denaturation curve, and yF and yU are
the measured characteristics of the folded and unfolded
conformations. Values for y in the transition range are
obtained by extrapolation of the pre- and post-transition
ranges of the denaturation curve (y vs. c plot, where c sym-
bolizes the denaturant concentration). The values for the
equilibrium constant K are estimated in a ln K vs. c plot by
extrapolating several data points near the equilibrium state
(i.e. near the midpoint of the denaturation curve). Using
the definition of K and the relation between K and ∆G
leads to:

K = fU/ fF = (yF − y)/(y− yU) and (3)
∆G = −RT ln K = −RT ln[(yF − y)/(y− yU)] , (4)

where R denotes the gas constant, and T the absolute tem-
perature. Investigations of many proteins are evidence for
the fact that ∆G varies essentially linearly with the de-
naturant concentration, at least in the concentration range
near the midpoint. Therefore, it is generally assumed
that the free energy change in the absence of denaturant,
∆G(H2O), can be calculated by extrapolating the experi-
mental data points to zero denaturant concentration:

∆G = ∆G(H2O)−mc , (5)

where the m value characterizes the dependence of ∆G on
the denaturant concentration, c.

Differences in the conformational stabilities of proteins
under varying denaturation conditions can also be found
by exploiting parameters which do not depend markedly
on the unfolding mechanism. For simplicity, the midpoints
of the denaturant concentration, c1/2, or, in the case of heat
experiments, of the thermal unfolding curves, Tm, can be
applied, whereas the parameter m turns out to be helpful
for unraveling the occurrence of multi-state behavior.

Calorimetric experiments made use of thermodynamic
standard equations [13, 14, 19], to derive heat capacities of
the U and F states of the protein, Cp(U) and Cp(F). This
allows the temperature dependence of the enthalpy change,
∆H , to be calculated:

d∆H/dT = ∆Cp = Cp(U)−Cp(F) . (6)

At the inflection point of the thermal unfolding curve, Tm,
the free energy vanishes:

∆G(Tm) = 0 = ∆Hm − Tm∆Sm , (7)

where ∆S characterizes the corresponding entropy change.

Results and Discussion

The investigation of the additive-induced effects on the
model protein under consideration, monomeric lysozyme,
primarily made use of the following surfactants and de-
naturants: C16TMABr, C14TMABr, C12TMABr, SDS,
Zwittergent 3–16, and C12-maltoside as representatives of
cationic, anionic, zwitterionic and nonionic surfactants, re-
spectively, and GdmCl and urea as well-known chaotropic
denaturants.

For the thermodynamic analysis of the denaturation
behavior, spectroscopic investigations at selected wave-
lengths (monitoring at 292, 360, 280 or 295, and 220 or
230 nm for UV absorption, fluorescence emission, fluo-
rescence excitation, and far-UV CD, respectively) were
performed, in order to derive transition curves and equi-
librium constants K . As follows from Eq. 4, the ordinate
intercepts in the ln K vs. c plots are proportional to the
transition energies ∆G.

The UV absorption of native lysozyme shows only
slight changes upon binding of surfactants/denaturants:
no significant change of the position of the absorp-
tion maximum and only marginal alterations of the ab-
sorbance (increases/decreases). In the case of C16TMABr,
C14TMABr, C12TMABr, Zwittergent 3–16, and GdmCl,
moderate changes of the absorbancies were monitored, the
data obtained with GdmCl still being the most reliable
ones. Because of unfavorable low signal-to-noise ratios,
both the transition curves, absorbance A vs. c, and the ln K
vs. c plots are afflicted with considerable errors, and the
same holds true for the changes in free energy, ∆G, de-
rived from K (not shown).

Contrary to the insignificant changes in absorbance,
fluorescence emission or excitation data exhibit pro-
nounced changes upon lysozyme-additive complex forma-
tion. As proved by the emission at both excitation wave-
lengths applied, 280 and 295 nm, Trp and Tyr residues
must be involved in the interactions between protein and
additives. For both fluorophores considerable increases in
fluorescence intensity are observed; in the case of GdmCl
slight redshifts of their emission maxima are monitored.
Pronounced effects can be found for the cationic surfac-
tants C16TMABr (Fig. 1), C14TMABr, and C12TMABr,
the zwitterionic surfactant Zwittergent 3–16, and the
strong denaturant GdmCl (Fig. 2). The transition curves of
these additives (Figs. 3 and 4), fluorescence intensity F
vs. c, together with the ln K vs. c plots, allow ∆G to be
estimated, although the curves for C12TMABr and Zwit-
tergent 3–16 reveal experimental deficiencies. SDS, the
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Fig. 1 Selected fluorescence emission spectra (λexc = 280 nm)

of native lysozyme (0.1 g/l; N, bold solid line) and lysozyme-
C16TMABr complexes (0.05, 0.10, 0.15, 0.20, 0.30, 0.40, 0.50,
0.80 g/l surfactant; the surfactant concentration increases from bot-
tom to top); the arrow indicates the wavelength used for further
evaluation

Fig. 2 Selected fluorescence emission spectra (λexc = 280 nm) of
native lysozyme (0.1 g/l; N, bold solid line) and lysozyme-GdmCl
complexes (1.0, 2.0, 3.0, 3.5, 4.0, 4.5, 5.0, 6.0 M denaturant; the
denaturant concentration increases from bottom to top); the arrow
indicates the wavelength used for further evaluation

nonionic surfactants and urea did not allow reliable transi-
tion curves to be monitored. Concerning the obtained tran-
sition curves and ∆G values, similar results were obtained
for all types of fluorescence spectra applied (emission and
excitation). The fluorescence results for different types of
denaturation are compared in Table 1.

Binding of C16TMABr, C14TMABr, C12TMABr,
Zwittergent 3–16, and GdmCl induce slight changes in
the far-UV CD spectra, while SDS and urea exhibit only
marginal changes in ellipticity, and the nonionic surfac-
tants did not induce any alterations. In the case of surfac-

Fig. 3 Conformational stability of lysozyme in the presence of
C16TMABr, as monitored by fluorescence emission spectroscopy
(λexc = 280 nm). The transition curve was constructed from the flu-
orescence intensities at 360 nm of all spectra monitored. The lines
illustrate the transition range (solid line) and the pre- and post-
transition regions (dashed lines). Inset: Calculation of transition
energies, ∆G, from the logarithm of the equilibrium constant, K ,
for a two-state transition. The filled circles illustrate selected points
of the regression line in the transition range (at about c1/2 and at
positions close-by)

Fig. 4 Conformational stability of lysozyme in the presence
of GdmCl, as monitored by fluorescence emission spectroscopy
(λexc = 280 nm). The transition curve was constructed from the flu-
orescence intensities at 360 nm of all spectra monitored. The lines
illustrate the transition range (solid line) and the pre- and post-
transition regions (dashed lines). Inset: Calculation of transition
energies, ∆G, from the logarithm of the equilibrium constant, K ,
for a two-state transition. The filled circles illustrate selected points
of the regression line in the transition range (at about c1/2 and at
positions close-by)

tant binding, the observed spectral changes, e.g. given as
mean-residue weight ellipticities [Θ]MRW, can be inter-
preted in terms of a slightly reduced helicity of the protein
(Fig. 5). The changes obtained upon GdmCl denaturation
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Table 1 Midpoint concentration, c1/2, dependence of ∆G on de-
naturant concentration, m, and free energy change, ∆G(H2O), for
probing the conformational stability of unreduced lysozyme upon
addition of various additives at 25 ◦C, as revealed by evaluating
different types of fluorescence data (emission spectra: excitation
at 280 or 295 nm; excitation spectra: emission at 339 nm) and the
assumption of two-state transitions

Additive c1/2 m ∆G(H2O)

(g l−1) (kJ mol−1 g−1 l) (kJ mol−1)

C12TMABr 1.18±0.19 13.7±2.7 −15.4±2.9
C14TMABr 0.50±0.00 44.4±0.4 −22.5±0.2
C16TMABr 0.12±0.00 60.7±0.1 −7.3±0.1
Zwittergent 3–16 0.10±0.01 69.7±0.4 −7.7±0.3
GdmCl 395±4 a 0.077±0.013 b −30.0±4.9

a corresponding to 4.14±0.04 M
b corresponding to 7.34±1.24 kJ mol−1 M−1

Fig. 5 Selected far-UV CD spectra of native lysozyme (0.1 g/l; N,
bold solid line) and lysozyme-C16TMABr complexes (0.05, 0.10,
0.15, 0.20, 0.30, 0.40, 0.50, 0.80 g/l surfactant; the surfactant con-
centration increases from bottom to top). The CD curves of the
complexes were terminated at low wavelengths because of unfavor-
able signal-to-noise ratios; the arrow indicates the wavelength used
for further evaluation

represent the most extensive reductions of the helix con-
tent (Fig. 6). An analysis of the CD signals in terms of
transition curves (Figs. 7 and 8), ellipticity [Θ] vs. c,
and ln K vs. c plots again reveal a two-state mechanism, as
already observed with the fluorescence behavior.

For comparison, DSC was used for monitoring the ther-
mal unfolding of the surfactant-free protein. The partial
molar heat capacity, Cp, obtained as a function of tem-
perature, can be used for determination of Tm and estab-
lishment of a two-state model (after preceding deconvolu-
tion). The following values were obtained: Tm = 77.6 ◦C,
∆Cp = 5.9 kJ mol−1 K−1, ∆Hm(cal) = 590 kJ mol−1, and
∆Sm = 1.7 kJ mol−1 K−1.

Fig. 6 Selected far-UV CD spectra of native lysozyme (0.1 g/l;
N, bold solid line) and lysozyme-GdmCl complexes (1.0, 2.0, 3.0,
3.5, 4.0, 4.5, 5.0, 6.0 M denaturant; the denaturant concentration
increases from bottom to top). The CD curves of the complexes
were terminated at low wavelengths because of unfavorable signal-
to-noise ratios; the arrow indicates the wavelength used for further
evaluation

Fig. 7 Conformational stability of lysozyme in the presence of
C16TMABr, as monitored by far-UV CD spectroscopy. The transi-
tion curve at 230 nm (average of values between 228 and 232 nm)
was obtained from the whole set of spectra. The lines illustrate the
transition range (solid line) and the pre- and post-transition regions
(dashed lines). Inset: Calculation of transition energies, ∆G, from
the logarithm of the equilibrium constant, K , for a two-state tran-
sition. The filled circles illustrate selected points of the regression
line in the transition range (at about c1/2 and at positions close-by)

Conclusions

UV absorption, fluorescence and CD spectra were applied
to quantify the denaturing effect of different ionic and
nonionic surfactants as well as chaotropic denaturants on
lysozyme. In several cases, equilibrium transitions could
be registered and allowed the Gibbs free energy induced
by the additives to be determined. Because of the simplic-
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Fig. 8 Conformational stability of lysozyme in the presence of
GdmCl, as monitored by far-UV CD spectroscopy. The transition
curve at 220 nm (average of values between 218 and 222 nm) was
obtained from the whole set of spectra. The lines illustrate the tran-
sition range (solid line) and the pre- and post-transition regions
(dashed lines). Inset: Calculation of transition energies, ∆G, from
the logarithm of the equilibrium constant, K , for a two-state tran-
sition. The filled circles illustrate selected points of the regression
line in the transition range (at about c1/2 and at positions close-by)

ity of the experimental transition curves, simple two-state
models could be applied to interpret the transitions, al-
though the existence of slight amounts of intermediates
cannot be excluded completely. In principle all applied
spectroscopic techniques can be applied for deriving tran-
sition curves and stabilization energies (Fig. 9, Table 1).
However, fluorescence spectroscopy (emission or excita-
tion) should be the method of choice, since this technique
yields by far the most pronounced conformational changes
and, therefore, the most reliable results concerning the es-
tablishment of stabilization energies. Owing to the varying
size of the observed effects for different techniques and
additives, the quality of the monitored transition curves is
quite different. It is not surprising that nonionic surfactants
do not unfold the protein.

Contrary to many other proteins, e.g. bovine serum
albumin (BSA) [5–7], the anionic surfactants, including
the strong denaturant SDS, however, seem to have no se-
vere effect on the native protein structure. In the case of
lysozyme, this is presumably caused by the surface fea-
tures of this protein [2, 24, 25]. In this context it is also of
interest that, at moderate SDS concentrations (< 0.2 g/l),
the surface-charge peculiarities of lysozyme also cause
some protein precipitation, a phenomenon which has al-
ready been addressed earlier [24]. On the other hand,
the far-reaching resistance of the enzyme to urea might
be due to the higher purity of the samples (protein and
additives) available nowadays, if compared to the miss-
ing resistance of the protein in previous denaturation at-
tempts [26].

Fig. 9 Spectral properties of lysozyme (0.1 g/l) treated with vary-
ing amounts of surfactants (0–1 g/l) or GdmCl (0–7 M). The spec-
tral signals were derived at the wavelengths applied for monitor-
ing the transition curves: (∆) absorbance (evaluation at 292 nm);
(•) fluorescence emission (excitation at 280 nm, evaluation at
360 nm); (◦) fluorescence emission (excitation at 295 nm, evalua-
tion at 360 nm); (�): ellipticity (evaluation at 230 or 220 nm). The
normalized spectral properties were plotted vs. the respective ad-
ditive concentrations: a C14TMABr, b C16TMABr, c Zwittergent
3–16, d GdmCl

The ∆G values found for the surfactants which are
effective in the case of lysozyme, namely the cationic
and zwitterionic surfactants, turn out to be substantially
lower than the value observed after the impact of excess of
the strong chaotropic denaturant GdmCl (Table 1: −7.3 to
−22.5 kJ mol−1 compared to −30.0 kJ mol−1). This is in
accord with previous observations on BSA [5–7]. With the
cationic trimethylammonium bromides, the influence of
the hydrophobic chain length was tested. As may be taken
from the values in Table 1, however, currently no clear-
cut answer can be given. The c1/2 values obviously follow
the influence of the chain length (1.18 → 0.50 → 0.12 g/l
for C12TMABr → C14TMABr → C16TMABr), while the
∆G data (−15.4 → −22.5 → −7.3 kJ mol−1) seem to be
influenced by additional factors. These factors might in-
clude different reversibility of the reactions, existence of
intermediates, different influence of the additives on the
aromatics (Trp and Tyr) and the elements of the secondary
structure of the protein, and, thus, on the ∆G values ob-
tained for different processes and monitored by different
experimental techniques.

Calorimetric determinations as well as GdmCl- and
heat-induced denaturation studies of many proteins have
been reported to yield ∆G values varying between about
−20 and −60 kJ mol−1 [22, 23, 27, 28]. As follows from an
inspection of manifold data for lysozyme (e.g., [19, 26, 29–
33]) and other proteins (summarized in [22, 23]), the broad
range of the values mentioned is caused by varying ex-
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perimental conditions, evaluation models, assumptions, and
investigation techniques. The experimental conditions refer
to variations of pH, temperature, nature and concentra-
tion of denaturants and other additives including reductants
etc. Thus, the choice of the conditions may lead to differ-
ent extents of unfolding/denaturation, even under strong
chaotropic conditions. For example, the (frequently un-
avoidable) absence of reduction steps preserves the exist-
ence of disulfide bonds that stabilize the tertiary structure
of many proteins. Therefore, even for GdmCl-unfolded
disulfide-containing proteins, pronounced deviations from
random coil properties may exist. Denatured unreduced
proteins behave as cross-linked random coils, i.e. as essen-
tially structureless coils constrained by disulfide bonds.

According to the results presented in Table 1, even the
impact of high concentrations of surfactants yields incom-
plete randomization of the protein conformation; appre-
ciable amounts of secondary structure remain unaffected,
even under saturation conditions of the protein with these
ligands. The insufficient unfolding/denaturation behavior
provided by surfactants is similar to the weak effect caused
by acid denaturation [16]. By contrast, strong denaturants
such as GdmCl or heat may lead to a maximum chaotropic
effect, producing a more or less complete loss of the helix
content or other ordered structure and maximum random-
coil formation.

As a consequence of the different efficacy of heat
or strong chaotropes on protein unfolding/denaturation,
on the one hand, and of surfactants or acid denatura-
tion, on the other, the values obtained for ∆G seem to
bear a quite different meaning. While the former agents
yield specific values for the stabilization energy of the
proteins under investigation, the latter ones rather char-
acterize the unfolding/denaturation power of a chosen
surfactant/denaturant. In this context, different techniques
of investigations may detect different unfolding events,
thereby leading to different values concerning the param-
eters analyzed. This also holds for the use of the various
spectroscopic techniques addressing quite different mo-
lecular aspects such as certain chromophores and their en-
vironment or the elements of the secondary structure of the
proteins, respectively.

Future experiments should cover a variety of experi-
mental conditions such as the use of various proteins with
different characteristics (e.g. varying Trp/Tyr and helix
contents), numerous surfactants of different nature (includ-
ing variable chain length), and usage of different experi-
mental techniques. This should allow reliable statements
on the influence of structural details of surfactants, such
as nature of head groups or chain length, on the thermo-
dynamic processes involved (surfactant binding, unfolding
behavior of the proteins) to be established.
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Abstract The title cationic sur-
factants were synthesized by the
scheme in Fig. 1, where RCO2H
refers to decanoic, dodecanoic,
tetradecanoic and hexadecanoic acid,
respectively. In aqueous solution,
the micelle/water interface may be
located at the quaternary ammonium
ion or at the amide group. The
following pieces of evidence indicate
that the interface lies at the latter site:
theoretically calculated aggregation
numbers and those determined by
static light scattering; dependence on
surfactant concentration, below and
above the critical micelle concentra-
tion, cmc, of both the IR frequency of
amide I band and 1H NMR chemical
shifts of the discrete surfactant
protons. Solution conductance and
calorimetric titration have been
employed to study the aggregation of
these surfactants in water at 25 ◦C.
Increasing the length of R resulted

in a decrease of the cmc and the
degree of counter–ion dissociation,
αmic. Gibbs free energies of micelle
formation were calculated and di-
vided into contributions from the
methylene groups of the hydrophobic
tail, and the terminal methyl plus
head-group. The former are similar
to those of other surfactants, whereas
the latter are more negative, i.e.,
the transfer of the head-group from
bulk water to the micelle is more
favorable. This is attributed to direct
or water-mediated H-bonding of the
micellized surfactant molecules, via
the amide group, in agreement with
the IR data presented.

Keywords Aggregation numbers ·
Benzyl (3-acylaminopropyl)
dimethylammonium chloride sur-
factants · Cationic surfactants ·
Counter–ion dissociation ·
Critical micelle concentration

Introduction

The structural variables of surfactants include the length
of the hydrophobic tail, the nature of the counter–ion,
and the structure/charge of the head-group. Although
many important applications of surfactant solutions, e.g.,
solubilization, emulsion formation and catalysis reflect
substrate–head-group interactions, the latter structural
variable has been much less studied than the former
ones [1–7]. Cationic surfactants are amenable to this line
of study because the structure of their head-group can
be changed while maintaining constant the nature of the

head-ion, e.g. quaternary ammonium. Work has been car-
ried out on surfactants whose general structure is given
by: RN+R′R′′R′′′ X−, where X− = halide ion; R = octyl
to octadecyl; R′, R′′, and R′′′ generally represent iden-

Fig. 1



132 P.A.R. Pires · O.A. El Seoud

tical alkyl groups, e.g., trimethyl. A number of studies
have employed R′ and R′′ = methyl and R′′′ = alkyl, ben-
zyl or alkylphenyl group [1–3, 8–11]. One of the alkyl
groups of the head-ion may carry functionality, e.g., the 2-
hydoxyethyl group. Interestingly, the effects of this group
on the micellar parameters are not significantly different
from those of an ethyl group [12–16]. Surfactants that
carry the amide group may, in principle, form direct or
water-mediated inter-molecular hydrogen-bonds, akin to
those formed by N-alkylamides, and polypeptides [17–
19]. Additionally, surfactants that carry the amide group
and a (negative) charge, separated by a “spacer” have
some interesting interfacial properties, due to the simultan-
eous presence of both moieties [20]. We were interested,
therefore, in investigating how a similar structural fea-
ture (amide group and a positive charge) bears on solution
properties of surfactants.

Recently, we studied the micellar properties of RCONH
(CH2)2N+(CH3)3Cl−, and RCONH(CH2)2N+(CH3)2
CH2C6H5Cl−, where RCO = C10, C12, C14 and C16, re-
spectively. Gibbs free energies of micelle formation were
found to be more favorable than those of structurally simi-
lar cationic surfactants that do not carry the amide group.
This was attributed to direct or water-mediated hydrogen-
bonding between the surfactant molecules in the aggre-
gate [21–26]. We report here on the synthesis of the fol-
lowing series: RCONH(CH2)3N+(CH3)2CH2C6H5Cl−,
where RCO = C10, C10APrBzMe2Cl; C12, C12APrBzMe2
Cl; C14, C14APrBzMe2Cl; and C16, C16APrBzMe2Cl;
(A), (Pr) and (Bz) stand for (−NH(CH2)3N+), n-C3H6
and the benzyl group, respectively. IR data of the amide I
band of C10APrBzMe2Cl and that of a short-chain,
i.e., non-aggregated analogue indicated that the amide
group in the micelle is hydrated, i.e., present in the
interfacial region. 1H NMR data of the discrete sur-
factant protons, below and above the cmc, indicated
that the benzyl group “folds back” toward the aggre-
gate interior. Gibbs free energies of micellization of
the surfactants studied are more favorable than those of
RN+(CH3)2CH2C6H5Cl−, RBzMe2Cl, due to the above-
mentioned hydrogen-bonding.

Experimental

Materials

The chemicals were purchased from Acros or Merck, and
were purified by standard procedures [27]. The series
RBzMe2Cl was available from a previous study [25].

Apparatus

Melting points were determined with Electrothermal
IA 6304 apparatus. We used Shimadzu model GC 17A-2
gas chromatograph equipped with FID detector and Supel-
cowax 10 capillary column (from Supelco). FTIR spectra

were recorded with a Bruker Vector 22 spectrometer. 1H
and 13C NMR spectra were recorded with Varian Innova-
300 or Bruker DRX-500 spectrometers. Elemental ana-
lyses were carried out on Perkin-Elmer model 2400 CHN
apparatus in the Elemental Analyses laboratory of this In-
stitute.

Synthesis

Chromatographically pure carboxylic acids were obtained
as follows: Ethyl esters of the decanoic to hexadecanoic
acids were prepared by their reaction with anhydrous
ethanol (Mensalão Química, DF), in the presence of
H2SO4 as catalyst. The esters were purified by fractional
distillation under reduced pressure in a 50 cm Vigreux
column. This process was repeated until the ester was
chromatographically pure. The following conditions were
employed in the CG analysis: Injector temperature 250 ◦C;
FID temperature 280 ◦C; carrier gas N2, 1.5 cm3/min,
split ratio 1 : 50. The column was kept at 100 ◦C for 8 min-
utes, heated at 10 ◦C/minute for 5 minutes, kept at 150 ◦C
for 15 minutes, heated at 10 ◦C/minute for 5 minutes, then
kept at 200 ◦C for the rest of the analysis. The retention
times were 15.7, 24.7, 34.0, 41.2 minutes, for the ethyl
esters of decanoic, dodecanoic, tetradecanoic, and hexade-
canoic acid, respectively. The corresponding acids were
obtained by alkaline hydrolysis in 50% aqueous methanol,
followed by removal of the solvent and acidification with
HCl. The carboxylic acid was separated, washed with hot
water until the aqueous phase was free of Cl−, and dried.
The physical properties of the acids obtained agree with
literature values [28].

Amidoamines, RCONH(CH2)3N(CH3)2,
Compounds 1a to 1d

The following reaction was carried out under dry, oxygen-
free nitrogen: to a stirred solution of the carboxylic acid
(0.70 mol) in 250 mL of toluene were added, drop-wise,
88 mL (0.70 mol) of 3-N,N-dimethylamino-1-propylami-
ne. The bath temperature was raised to 120–130 ◦C, and
the formation of the product was followed by measur-
ing the volume of the water produced (Dean-Stark trap),
and by monitoring the disappearance of the νC=O peak of
the free acid at ca. 1720 cm−1; usually 16 hours were re-
quired for reaction completion. After solvent evaporation,
product (1) was purified either by fractional distillation,
1a and 1b, or by recrystallization from anhydrous ace-
tone, 1c and 1d. TLC analysis of each product showed
a single spot.

Compound 1a, C9H19CONH(CH2)3N(CH3)2.
Colorless, viscous liquid, b.p. 179.5–181.0 ◦C

(1.5 mm Hg); yield, 74%. IR (film, NaCl plates, frequen-
cies are reported in cm−1) 3290 (nN−H, secondary amide),
1645 (amide I band), 1554 (amide II band). The struc-
tures depicted below show the numbering employed for
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reporting the 1H, and 13C NMR data, respectively, where
n = total number of equivalent hydrogens (due to virtual
coupling) or equivalents carbons of the chain:

1H NMR (CDCl3, chemical shifts, δ and coupling con-
stants, J , are reported in ppm and Hz, respectively): 0.88
(t, 3H, H1, J1−2 = 7.1), 1.27 (broad peak, 12H, H2), 1.61
(quintet, 2H, H3, J2−3 = 7.3 and J3−4 = 7.5), 2.17 (t, 2H,
H4), 7.60 (broad singlet, 1H, H5), 3.28 (multiplet, 2H, H6,
J6−5 = 6.1; J6−7 = 6.4); 1.67 (doublet of triplets, 2H, H7,
J7−8 = 6.7); 2.38 (triplet, 3H, H8), 2.24 (s, 6H, H9).

13C NMR (CDCl3): 14.12 (C1), 22.69 (C2), 31.91
(C3), 29.34 to 29.55, (four lines, C4), 25.93 (C5), 36.73
(C6), 173.37 (C7), 38.59 (C8), 26.63 (C9), 58.03 (C10),
45.23 (C11).

Compound 1b, C11H23CONH(CH2)3N(CH3)2.
White waxy solid; mp 31–33 ◦C, bp 208–211 ◦C

(3.5 mm Hg); yield, 90%. IR (KBr) 3306 (nN−H, sec-
ondary amide), 1641 (amide I band), 1555 (amide II band).

The 1H NMR and 13C NMR spectra of compounds 1b–
1d (CDCl3) were found to be similar to those of 1a, within
the following limits: 1H NMR (0 to ±0.005 ppm) and
13C NMR (±0.03 ppm). For all compounds, the 13C NMR
region for C4 showed 6 lines.

Compound 1c, C13H27CONH(CH2)3N(CH3)2.
White waxy solid; mp 48–49 ◦C; bp 193–195 ◦C

(0.5 mm Hg); yield, 60%. The IR spectra (KBr) of com-
pounds 1c,d are similar to that of 1b, within the following
limits: ±3 cm−1 for nN−H and ±1 cm−1 for amide I and II
bands.

Compound 1d, C15H31CONH(CH2)3N(CH3)2.
White solid; mp 57–58 ◦C; yield, 83%.

Surfactants

The following reaction was carried out under dry, oxygen-
free nitrogen: a mixture of 0.1 mol of compound 1 and
12.6 mL (0.11 mol) of benzyl chloride in 100 mL of an-
hydrous acetonitrile was refluxed for 8 hours. The solvent
and un-reacted benzyl chloride were removed, the product
was recrystallized from anhydrous acetone and dried under
reduced pressure. All surfactants were hygroscopic solids,
and were analyzed as (non-hygroscopic) perchlorate salts.
The structures depicted below show the numbering em-
ployed for reporting the 1H, and 13C NMR data of the
surfactant cation, respectively. Note that the (ortho) and
(meta) ring protons form the AA′ and BB′ part of the aro-
matic ring:

For 1H NMR

For 13C NMR

Surfactant 2a, C10APrBzMe2Cl: yield, 80%; Anal.
Calcd for C22H39N2O5Cl: C, 59.16; H, 8.81; N, 6.28.
Found: C, 58.94; H, 8.64; N, 6.35. IR (KBr), 3277 (nN−H,
secondary amide), 1649 (amide I band), 1555 (amide II
band). 1H NMR: (CDCl3): 0.87 (t, 3H, H1, J1−2 = 7.1),
1.22 (broad peak, 12H, H2), 1.53 (quintet, 2H, H3, J2−3 =
6.5 and J3−4 = 7.2), 2.22 (t, 2H, H4), 3.32 (quadruplet,
2H, H6, J6−5 = 10.4 and J6−7 = 6.0), 2.17 (doublet of
triplets, 2H, H7, J7−8 = 9.7), 3.63 (t, 3H, H8), 3.17 (s, 6H,
H9), 4.81 (s, 2H, H10); 7.61 (d, 2H, H11(11′), J11−12 =
6.9); 7,39 (multiplet, 2H, H12(12′), J12−13 = 7.2); 7.44
(multiplet, 1H, H13).

13C NMR (CDCl3): 14.11 (C1), 22.63 (C2), 31.84
(C3), 29.30 to 29.52 (four lines, C4), 25.83 (C5), 36.29
(C6), 174.52 (C7), 36.16 (C8), 23.06 (C9), 62.27 (C10),
49.74 (C11); 67.33 (C12); 127.36 (C13); 133.15 (C14);
129.17 (C15); 130.66 (C16).

Surfactant 2b, C12APrBzMe2Cl: yield, 72%. Anal.
Calcd for C24H43N2O5Cl: C, 60.72; H, 9.14; N, 5.90.
Found: C, 60.86; H, 8.95; N, 5.83.

The spectroscopic data for this surfactant and for the
others below, are similar to those of 2a, within the fol-
lowing limits: IR (±2 cm−1, and 4 cm−1 for the N−H
proton, amide I and amide II band, respectively), 1H NMR
(0 to ±0.01 ppm for the aliphatic and aromatic protons and
0.02 ppm for the NH proton), 13C NMR (±0.02 ppm).

Surfactant 2c, C14APrBzMe2Cl: yield, 69%. Anal.
Calcd for C26H47N2O5Cl: C, 62.11; H, 9.43; N, 5.58.
Found: C, 62.14; H, 9.30; N, 5.82.

Surfactant 2d, C16APrBzMe2Cl: yield, 75%. Anal.
Calcd for C28H51N2O5Cl: C, 63.35; H, 9.69; N, 5.28.
Found: C, 63.27; H, 9.40; N, 5.15.

Short-chain Analogue of Surfactants, C4APrBzMe2Cl

This compound (white solid) was synthesized according
to the procedure described above, by employing butyric
acid. The structure depicted below shows the numbering
employed for reporting the 1H NMR data of the cation:
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IR (KBr): 3446 (nN−H, secondary amide), 1653 (amide I
band), 1548 (amide II band). 1H NMR (CDCl3): 0.88 (t,
3H, H1, J1−2 = 7.4), 1.60 (sextet, 2H, H2, J2−3 = 7.5),
2.26 (t, 2H, H3), 3.36 (doublet of triplets, 2H, H5, J4−5 =
6.0 J5−6 = 6.0), 2.19 (quintet, 2H, H6, J6−7 = 7.4); 3.77
(triplet, 2H, H7); 3.23 (s, 9H, H8), 4.89 (s, 2H, H9);
7.64 (doublet of triplets, 2H, H10(10′), J10−11 = 7.0 and
J10−12 = 1.3); 7,43 (multiplet, 2H, H11(11′), J11−12 =
7.6); 7.48 (multiplet, 1H, H12).

Measurements of Properties of Micellar Solutions

Glass double-distilled, de-ionized water was used through-
out. Before use, all glassware was soaked in 0.001M
EDTA solution and thoroughly washed with water. Each
surfactant was weighted, dried under reduced pressure,
over P4O10 until constant weight before making up the so-
lution.

Solution Conductivity

Conductivity measurements were recorded for RAPrBz
Me2Cl or RBzMe2Cl at 25 ◦C with a PC-interfaced Fisher
model Accumet 50 ion-meter, provided with a DM-
C1 micro-conductivity cell (Digimed, São Paulo) and
a Schott model Titronic T200 programmed burette. Home-
developed software was employed for addition of the
surfactant solution and data acquisition. Plots of conduc-
tivity versus the total surfactant concentration, [Surf]t ,
gave two straight lines intersecting at the cmc. The fol-
lowing equation was employed in order to obtain a more
accurate cmc [29]:

κ([Surf]t) = κ(0)+ S1[Surf]t

+dx(S2 − S1) ln

(
1+ e([Surf]t−cmc)/dx

1+ e−cmc/dx

)
,

(1)

where κ([Surf]t), κ(0), S1, S2, and dx are the conductivity
of the solution (i.e., at [Surf]t) and at infinite dilution, the
slopes of the pre- and post-micellar regions of conductivity
versus [surfactant] plot, and the width of the cmc transition
(dx ≈ 10% of the cmc), respectively.

The degree of dissociation of the surfactant counter–
ion, αmic, was calculated from conductance data by use of
two equations, that of Frahm [30]:

αmic = (S2/S1) , (2)

where S1 and S2 are the slopes of the pre- and post-cmc re-
gions of conductivity versus [surfactant] plot. The second
equation is that of Evans [31]:

1000S2 = α2
mic

(Nagg)−2/3

(
1000S1 −Λ

Cl−
)

+αmicΛCl− ,

(3)

where Λ
Cl− refers to the equivalent conductance of the

surfactant counter–ion at infinite dilution and Nagg is the
micellar aggregation number; the other symbols have their
usual meaning.

FTIR Measurements

The cmc of C10APrBzMe2Cl in D2O was determined by
FTIR, by employing the above-mentioned spectrometer,
and a 0.025 mm path-length CaF2 cell (Wilmad Glass).
The spectrometer sample compartment was flushed with
dry nitrogen. The frequency of amide I band was measured
as function of [surfactant], at 0.5 cm−1 digital resolution.
The background spectrum of pure D2O was subtracted
from the spectrum of the sample.

Static Light Scattering (SLS)

Static light scattering was recorded at 25 ±0.1 ◦C with
Malvern 4700 system. The surfactant solutions contained
0.1 mol L−1 NaCl, and were filtered through 0.22 µm
cellulose acetate membranes. All measurements were
recorded at 90◦ scattering angle, by employing a home-
developed software for scattering data acquisition. Solu-
tion refractive index increment was measured with Wyatt
Optilab 903 interferometric differential refractometer, op-
erating at 633 nm.

The micellar weight-averaged molar mass, Mw, was
calculated by [3]:

K([Surf]t − cmc)/∆R90 = 1/Mw +2B([Surf]t − cmc) ,

(4)

where ∆R90 is the Rayleigh ratio of micellized surfactant,
∆R90 = R90 (surfactant solution) – R90 (surfactant solu-
tion at cmc), [Surf]t and cmc are expressed in g/L, B is
the second virial coefficient, and K is the optical constant,
expressed by:

K = 2π2n2
0(dn/d[Surf]t)

2

NAVλ4 , (5)

where no is the refractive index of the solution at the cmc,
dn/d[Surf]t is the solution refractive index increment, NAV
is the Avogrado’s number and λ is the wave length of the
laser light in vacuum. Nagg is obtained by dividing Mw by
the molecular weight of the monomer.
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Titration Calorimetry

The experiments were carried out at 25 ◦C. Enthalpies of
micellization, ∆H◦

mic, were measured with Thermometric
AB 2277 TAM Thermal Activity Monitor system. Under
constant stirring, 10 to 40 µL aliquots of the concentrated
surfactant solution ([surfactant] ≈ 20 × cmc), were added
to 2 mL of water in the sample cell. Each injection of the
titrant solution resulted in a peak, whose corresponding
area was calculated, then employed in plotting the calori-
metric titration curve of the heat of dilution, Hdil, versus
[surfactant]. The cmc may be calculated from the resulting
sigmoidal plot. One problem with this calculation is the
small number of points registered in the cmc region, a con-
sequence of the abrupt rise of the enthalpy as a function
of [surfactant]. To improve the precision of the cmc calcu-
lated, we have fitted Eq. 6 to the heats of dilution versus
[surfactant] curves [32]:

Hdil = a1 · [Surf]t +a2

1+ e
([Surf]t−a3)

dx

+a4 · [Surf]t +a5 , (6)

where a1 to a5 are fitting parameters and the other sym-
bols have their usual meaning. For all surfactants studied
the best fit was obtained by taking, as initial guesses, a1,
a4, and a5 = unity, a2 = ∆H◦

mic, obtained graphically from
the calorimetric titration curve, a3 = conductivity-based
cmc, and dx = 10% of the cmc. In all computations, con-
vergence was achieved, and iteration-based a2 and a3 were
in agreement with the values determined experimentally.
The cmc values reported were taken as the maximum, or
minimum of the first derivative of Eq. 6.

Calculation of the Thermodynamic Parameters
of Micellization

Gibbs free energy of micellization, ∆G◦
mic, was calculated

by the use of Eq. 7 (based on the Mass-Action Law):

∆G◦
mic = (2−αmic)R T Ln(χcmc) , (7)

where χcmc is the cmc expressed on mole fraction scale,
R is the universal gas constant and T is the temperature,
in K. From calorimetry-based ∆H◦

mic and Gibbs free en-
ergy equation, the entropy of micellization, ∆S◦

mic may be
readily calculated by Eq. 8:

∆G◦
mic = ∆H◦

mic − T∆S◦
mic . (8)

Results and Discussion

Site of the Micelle-water Interface

Values of cmc and αmic may be readily calculated from
conductance measurements. Data treatment according to
Evans equation requires knowledge of the micelle aggre-
gation number, Nagg. A problem arises, however, with

Fig. 2 Possible sites for the micelle/water interface and conforma-
tions of surfactant polar group with respect to the aggregate surface

surfactants that carry the amide group, because of the un-
certainty regarding the (average) site of the micellar inter-
face. This may be at the amide group, or at the quaternary
ammonium ion, RCO−NH(CH2)3N+(CH3)2BzCl−, re-
spectively. Additionally, the conformation of the benzyl
group with respect to the interface is unknown. We start
our discussion, therefore, by addressing these questions.
Figure 2 shows some limiting possibilities for the micelle:
Structures 1 and 2 show that the interface lies at the qua-
ternary ammonium ion, i.e., the amide group is present
in a relatively hydrophobic medium, some 3 methylene
groups away from the interface. The same structures show
two possible conformations for the benzyl group, perpen-
dicular and parallel to the interface, respectively. Alter-
natively, the interface may lie at the amide group, as de-
picted in structures 2 to 5. Because of the flexibility of
the NH(CH2)3N+(CH3)2 −CH2C6H5 “tether”, the benzyl
group may assume different conformations with respect to
the interface, perpendicular, parallel, or may “fold back”
toward the micellar interior.

These questions have been solved by employing theor-
etical calculations, SLS, FTIR and 1H NMR, respectively.
Values of Nagg may be calculated by dividing the volume
of the micelle by that of the monomer. The former was
calculated by taking R1 or R2 as the micellar radius (see
Fig. 3), by assuming that the aggregate is spherical and
that monomers inside the micelle are present in stretched,
all-trans conformation. The geometry of the monomer was
optimized by employing the PM3 semi-empirical method.

Fig. 3 Possible Sites for the micelle/water interface
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Table 1 Use of different technique to study the dependence on surfactant structure of the critical micelle concentrations, cmc, degree of
counter–ion dissociation, αmic, micellar aggregation number, Nagg, Gibbs free energy of micelle formation, ∆G◦

mic, enthalpy, ∆H◦
mic, and

the entropic term, T∆S◦
mic

a

Surfactant Nagg
b 103 ×Cmc, 103 ×Cmc, αmic

c ∆G◦
mic

d ∆H◦
mic T∆S◦

mic
d

mol/L, mol/L, (kJ mol−1) (kJ mol−1) (kJ mol−1)
conductance calorimetry

C10APrBzMe2Cl 43; 48 21.0 21.6 0.27 (0.34) −33.8, −33.7 0.6 34.4, 34.3
C12APrBzMe2Cl 61; 89 5.00 6.1 0.23 (0.30) −40.9, −40.7 −2.1 38.8, 38.6
C14APrBzMe2Cl 82; 114 1.35 1.31 0.21 (0.42) −47.1, −47.3 −5.2 41.9, 42.1
C16APrBzMe2Cl 107; 167; (101) 0.30 0.39 0.19 (0.48) −54.4, −53.2 −7.2 47.2, 46.0

C10AEtBzMe2Cl e 43 24.0 24.6 0.28 (0.35) −32.7, −32.9 0.6 33.3, 33.5
C12AEtBzMe2Cl e 61 5.9 6.0 0.23 (0.35) −40.1, −40.0 −2.3 37.8, 37.7
C14AEtBzMe2Cl e 82 1.41 1.33 0.22 (0.38) −46.3, −46.9 −6.0 40.3, 40.9
C16AEtBzMe2Cl e 107 0.35 0.37 0.19 (0.38) −53.0, −53.4 −8.8 44.2, 44.6
C10BzMe2Cl 43 37.3 37.0 f 0.32 (0.43) −30.5, −30.4 4.0 f 34.5, 34.4
C12BzMe2Cl 61 8.09 7.93 f 0.24 (0.38) −38.3, −38.6 2.1 f 40.4, 40.7
C14BzMe2Cl 82 1.94 2.41 f 0.23 (0.46) −45.0, −44.1 −1.7 f 43.3, 42.4
C16BzMe2Cl 107, 90 g 0.39 0.33 f 0.22 (0.40) −52.3, −53.1 −4.6 f 47.7, 48.5

a All measurements were carried out at 25 ◦C. The uncertainty limits of cmc, determined by each technique were found to be ≤ 0.5%.
The reasons for the observed (small but persistent) dependence of cmc on the technique employed have been discussed elsewhere. For
example, Mukerjee and Mysels [66] have compiled 54 cmcs for sodium dodecyl sulfate and cetyltrimethylammonium bromide (measure-
ments at 25 ◦C) , differing, for the same technique, by 100% and 22%, respectively.
b For RAPrBzMe2Cl the values of Nagg are those calculated by using molecular geometry, and those derived from SLS measurements (in
the presence of 0.1 M NaCl). The third Nagg reported for C16APrBzMe2Cl (101) is that in the absence of additional electrolyte, NaCl. For
RAEtBzMe2Cl and RBzMe2Cl the values of Nagg were calculated by using molecular geometry
c Values of αmic are listed in following order: calculated by Evan’s method, and by Frahm’s method (value within parentheses).
d Values of ∆G◦

mic and T∆S◦
mic are based on αmic calculated by Evan’s method, and conductance-based and calorimetry-based cmc, re-

spectively
e Cmc values were taken from [26], αmic and ∆G◦

mic were taken from [22], and ∆H◦
mic were taken from [25]

f Cmc by calorimetry and ∆H◦
mic taken from [25]

g Nagg, determined by fluorescence, taken from [11]

The following Nagg were calculated: 43, 61, 82, 107
(interface at R1) and 83, 108, 136, 167 (interface at R2),
for RCO = C10, C12, C14, and C16, respectively. The lat-
ter values were considered too high and may, therefore, be
rejected. SLS-based Nagg are listed in the second column
of Table 1. They are higher than those based on molecu-
lar volume calculations because the “solvent” employed
was 0.1 mol/L NaCl, in order to screen inter-micellar in-
teractions. The presence of an additional electrolyte (with
the same counter–ion) leads to micellar growth, i.e., higher
Nagg [1–3]. The cmc of C16APrBzMe2Cl is, however,
small so that electrostatic interactions may be safely ig-
nored. As seen in column 2 of Table 1, the aggregation
number obtained in the absence of NaCl, 101, is in good
agreement with volume-based Nagg.

IR data of amide I bands of C4APrBzMe2Cl and
C10APrBzMe2Cl (in D2O) support the previous conclu-
sion about the site of the micelle/water interface. As pre-
viously shown for amides and polypeptides, this band is
a sensitive probe for the state of hydration of the C = O
group [17–19, 33, 34]. Consider N-methylacetamide, be-

cause it has been extensively employed as a model com-
pound. In dilute aqueous solutions, the carbonyl group is
hydrated, resulting in νC=O at ca. 1626 cm−1 [35–39]. Sol-
ubilization of this amide in binary solvent mixtures whose
polarities mimic that of interfacial water, e.g., aqueous
alcohols results in a blue shift of νC=O, directly propor-
tional to the concentration of the organic component of the
binary mixture [40, 41]. This has been attributed to dehy-
dration of the CO group, due to partial substitution of CO-
water hydrogen-bonds with amide-amide ones [9a,18c].
Further loss of hydrogen-bonding leads to much higher
νC=O, e.g., 1697 cm−1, 1683 cm−1 and 1667 cm−1 in hex-
ane, THF and DMSO, respectively [35–39].

A similar behavior has been observed for amide I band
of C4APrBzMe2Cl, a short-chain, i.e., non-aggregated
model for the surfactants. Thus the following results were
observed for 0.05 mol/L solutions (νC=O in cm−1, solvent
employed): 1663, DMSO; 1620, D2O; 1622, 45 mol/L
D2O in CH3OD; 1625, 30 mol/L D2O in CH3OD. Com-
parison of the results in pure D2O and in D2O/CH3OD
clearly shows the blue shift caused by partial loss of
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Fig. 4 Dependence of solution properties on surfactant concentra-
tion, at 25 ◦C: A νC=O of amide I band; B and C solution con-
ductance; D intensity of light scattering. In B and C the points are
experimental and the lines were calculated by using Eq. 3. The light
scattering experiment was carried out in the presence of 0.1 mol/L
NaCl, see Experimental

hydrogen-bonding to water, due to addition of CH3OD.
That is, the response of νC=O of C4APrBzMe2Cl to
changes in hydrogen-bonding is similar to that of N-
methylacetamide.

At [surfactant] < cmc, the frequency of amide I
band of C10APrBzMe2Cl in D2O is constant at ca.
1618 cm−1, increasing rapidly to 1625 cm−1 just after
the cmc, then levels off at 1630 cm−1, at [surfactant]
≥ 0.4 mol L−1, see Fig. 4A. The first frequency indi-
cates that the monomer amide group is hydrated, akin
to N-methylacetamide or C4APrBzMe2Cl. Above the
cmc, νC=O observed, 1630 cm−1, is close to that of
self-associated N-methylacetamide. This indicates de-
hydration and hydrogen-bonding between molecules of
RAPrBzMe2Cl in the aggregate. The relative strength of
this bonding may be judged by comparing ∆ν (= νC=O
after cmc – νC=O before cmc) for C10APrBzMe2Cl
(12 cm−1) with that of the (strongly hydrated) carboxylate
head-group of sodium nonanoate or decanoate,
≤ 3 cm−1 [42]. Comparison of the limiting νC=O of micel-
lized C10APrBzMe2Cl with that of N-methylacetamide in
DMSO and of C4APrBzMe2Cl in aqueous alcohols, vide
supra, shows that this group is appreciably hydrated in the
aggregate, i.e., is not present in the micellar interior, as de-
picted by structures 1 and 2 of Fig. 2; these, therefore, may
be safely rejected.

A decision regarding the conformation of the head-
group may be reached by examining the dependence of
δ (1H NMR), and line shape on [surfactant], below and
above the cmc, as shown in Fig. 5 for C12APrBzMe2Cl
(see Experimental for proton designation). Thus aggrega-

Fig. 5 Dependence of the 1H NMR spectrum of C12APrBzMe2Cl,
at 500.13 MHz, on surfactant concentration, at 6.0× 10−3 mol L−1

(A below cmc), and 2.0× 10−2 mol L−1 (B above cmc). See Ex-
perimental for proton designation. The spectra of the aromatic pro-
tons, below and above the cmc, may be reproduced by simulation
(MestRe-C program package, version 4.5.9.1, Mestrelab Research,
Santiago de Compostela, Spain). The parameters employed were:
Jortho = 7.5 Hz; Jmeta = 0.8 Hz and Jpara = 0.5 Hz, and the follow-
ing δ (in ppm, below and above the cmc, respectively): H11 =
7.307, 7.286; H12 = 7.330, 7.172; H13 = 7.382 and 7.123

tion resulted in a splitting of the broad peak of H2, and an
inversion of the order of δ of the aromatic ring protons, be-
ing δH13 > δH12(12′) > δH11(11′) and δH11(11′) > δH12(12′) >
δH13, at [surfactant] below and above the cmc, respec-
tively. This behavior has been observed for all surfactants
studied (1H NMR spectra not shown). Consider first the
aliphatic H2 protons. Although this peak is usually broad
due to virtual coupling, no splitting has been observed as
a result of micellization of other ionic surfactants, e.g.,
sodium dodecyl sulfate or dodecyl-trimethylammonium
chloride [43]. The results of C12APrBzMe2Cl raise the
following question: Does peak splitting of the aliphatic hy-
drogens occur with other surfactants that carry an aromatic
head-group? Figure 6 shows that this is not necessarily the
case, since there are no noticeable differences between the
spectra of dodecylpyridinium chloride below, and above
the cmc, except for small changes in line width and δ of the
discrete groups. The preceding results point out to the fol-
lowing picture: the heterocyclic ring of dodecylpyridinium
chloride lies perpendicular to the micellar interface, so
that there is no diamagnetic deshielding/shielding of seg-
ments of the hydrophobic tail by (ring current effect of)
the pyridinium ring [9]. A different behavior may be ob-
served, however, when the surfactant carries anisotropic
head-group, whose movement is not restricted in the mi-
celle, e.g., the benzyl group. The flexibility of the tether
allows the benzyl group of RAPrBzMe2Cl to fold back to-
ward the micellar interior, causing the observed splitting
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Fig. 6 Dependence of the 1H NMR spectrum (300 MHz) of dode-
cylpyridinium chloride in D2O on [surfactant] below (0.005 mol/L)
and above (0.08 mol/L) the cmc. The singlet at 3.53 ppm is that of
dioxane, employed as an internal reference

of the main CH2 peak [24, 44]. The dependence of δ of
the aromatic protons on [surfactant] is another evidence for
folding back of the benzyl moiety. Below cmc the order is
δH13 > δH12(12′) > δH11(11′). Above the cmc, the peaks of
H13 and H12(12′) move up-field relative to H11(11′) because
they are transferred, on micellization, from an aqueous
pseudo-phase to a less polar environment, the micelle [44].

In summary, Nagg calculated and those determined by
SLS (in particular that of C16APrBzMe2Cl in the absence
of NaCl) and the dependence of νC=O on [surfactant]
show that the amide head-groups in the micelles are hy-
drated and hydrogen-bonded, either directly or via water
molecules. 1H NMR chemical shifts of both aromatic and
aliphatic protons show that there is interaction between
the former moiety and a few of the (CH2) groups in the
surfactant alkyl group; this interaction is absent when the
head-group is perpendicular to the interface, as in dode-
cylpyridinium chloride. Therefore, FTIR and 1H NMR
data indicate that structure 5 of Fig. 2 is the most plau-
sible conformation of the head-group in the micelle. As
discussed below, this conclusion is also corroborated by
Gibbs free energy of micellization.

Aggregation: Critical Micelle Concentration,
Degree of Micelle Dissociation
and Thermodynamic Parameters of Micellization

Examples of the dependence on [surfactant] of solution
conductance and intensity of scattered light are shown in

Fig. 7 Calorimetric titration curves at 25 ◦C, for C12APrBzMe2Cl
(A) and C16APrBzMe2Cl, (B). The points are experimental and the
solid line was calculated by using Eq. 6

parts B to D of Fig. 4. Examples of calorimetric titra-
tion curves are shown in Fig. 7. In both figures, each
graph shows a distinct break at the cmc, these are listed
Table 1, along with available data for the corresponding
RAEtBzMe2Cl and RBzMe2Cl.

Regarding this Table, the following is relevant:
(i) There is an excellent agreement between the cmc

values obtained by calorimetry and conductance, even
for the C10 and C12 homologues, whose titration
calorimetry plots clearly show non-ideal behavior.
The dependence of the shape of these plots on the
length of the surfactant hydrophobic tail has been dis-
cussed in terms of cmc, Nagg and αmic. Small cmc and
αmic, and a large Nagg result in an intense heat pulse,
exothermic or endothermic, detected by the calorime-
ter. A small cmc also means that the solutions in both
sample cell and the injection syringe are essentially
ideal (i.e., concentrations are equal to activities), so
that the linear parts of the calorimetry titration plot,
before and after the cmc, are independent of surfac-
tant concentration, as shown for C16APrBzMe2Cl,
Fig. 7B. A decrease in the length of the surfactant tail
is accompanied with an increase of cmc and αmic, and
a decrease of Nagg [2, 3]. Consequently, the surfactant
solution in the syringe and, with increasing injection
number, in the sample cell, cannot be assumed to be
ideal. This results in a concentration-dependent heat
evolution and a smaller enthalpy variation at the cmc,
as can be seen in Fig. 7A [45–47].

(ii) The IR-based cmc of C10APrBzMe2Cl is 24.6 ×
10−3 mol/L, i.e., ca. 10% higher than the cmc ob-
tained by other techniques, in agreement with the fact
that the tendency of surfactant aggregation in D2O is
larger than that in H2O, because the former is a more
structured solvent [48–51]. This is one of the few
studies in which IR spectroscopy has been used to de-
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termine cmc of surfactants [52–54], although IR and
Raman spectroscopy have been fruitfully employed
to study interactions (including hydrogen-bonding)
within organized assemblies [55–58];

(iii) Value of αmic is required in order to calculate Gibbs
free energy of micelle formation, ∆G◦

mic. Although
Frahm’s method is simple [30], it does not take into
account the conductivity of the micelle (a “macro-
ion”) and leads, therefore, to αmic higher than that
calculated by Evans method, where this contribu-
tion is explicitly considered [31, 59]. Therefore, we
use Evans equation-derived αmic for calculation of
∆G◦

mic, although both αmic are listed in Table 1. We
stress that αmic calculated by Evans equation depends
only slightly on Nagg. E.g., for C14APrBzMe2Cl αmic
were found to be 0.22, 0.21 and 0.20 for Nagg = 60, 80
and 100, respectively;

(iv) For the same surfactant, |∆H◦
mic| contributes less than

|T∆S◦
mic| to ∆G◦

mic, i.e., micelle formation at 25 ◦C
is entropy-driven. This can be understood in terms of
the hydrophobic effect, namely micellization leads to
a large gain in entropy because of the accompanied
decrease in the hydrophobic surface area exposed to
water. Additionally, the hydration of the head-group in
the micelle is also readjusted due to monomer associ-
ation and counter–ion condensation [1–3];

(v) Table 1 shows that increasing the length of the hy-
drophobic chain increases T∆S◦

mic and decreases
∆H◦

mic and ∆G◦
mic. This is due to the accompanying

increase in contribution of the hydrophobic hydration,
due to an increase in Nagg, with a concomitant closer
packing of the surfactant molecules in the micelle,
and less water penetration between the head-groups.
The accompanied increase in head-group repulsion
is compensated by an increase in counter–ion bind-
ing [60];

(vi) The data listed in Table 1 show the following order:
|∆G◦

mic|RAPrBzMe2Cl > |∆G◦
mic|RAEtBzMe2Cl >

|∆Gmic|RBzMe2Cl. This order may be analyzed in

Table 2 Contribution of the surfactant discrete segments, CH2 and CH3 + head-group to the thermodynamic parameters of micellization,
at 25 ◦C

∆G◦
mic (kJ mol−1) ∆H◦

mic (kJ mol−1) T∆S◦
mic (kJ mol−1)

CH3 + CH2 r a CH3 + CH2 r a CH3 + CH2 r a

head-group head-group head-group

RAPrBzMe2Cl −6.7 −3.4 0.9996 11.1 −1.3 0.9967 18 2.1 0.9953
(±0.8) (±0.1) (±0.9) (±0.1) (±2) (±0.1)

RAEtBzMe2Cl −6.1 −3.4 0.9994 13.4 −1.60 0.9986 19.5 1.8 0.9947
(±0.9) (±0.1) (±0.7) (±0.6) (±1) (±0.1)

RBzMe2Cl 1.7 −3.6 0.9996 18 −1.5 0.9928 16 2.1 0.9914
(±0.9) (±0.1) (±1) (±0.1) (±2) (±0.2)

a Correlation coefficient of the regression analysis

terms of the contributions of the surfactant discrete
segments, namely, the terminal CH3 group of the hy-
drophobic chain, ∆G◦

CH3
; the methylene groups of

the alkyl chain, (NCH2∆G◦
CH2

) and the head-group,
∆G◦

head-group, (Eq. 9) [1–3]:

∆G◦
mic = NCH2 ·∆G◦

CH2
+∆G◦

head-group +∆G◦
CH3

(9)

This equation predicts a linear correlation between
∆G◦

mic and NCH2, where the intercept includes contri-
butions from the terminal methyl plus the head-group.
Since ∆G◦

CH3
is independent of the chain length of

the surfactant, its contribution is constant in a homol-
ogous series. Therefore, the differences between the
intercepts of the three surfactant series essentially re-
flect effects of the transfer of the head-groups from
bulk solution to the micelle [1–3]. Equations simi-
lar to Eq. 9, and a similar line of reasoning apply
to ∆H◦

mic, and ∆S◦
mic. The results (thermodynamic

property/CH2 and/or CH3 plus head-group; and cor-
relation coefficient) are listed in Table 2.

Table 2 shows the following:
(i) For the three homologue series, the contributions of

the CH2 groups of the alkyl chain to ∆G◦
mic are simi-

lar, −3.5 ±0.1 kJ/mol. This is expected because the
transfer of these groups from water to the micel-
lar core is practically independent of the structure of
the head-group [1–3]. Other compounds show simi-
lar values: ∆G◦

CH2
for the transfer of alkanes from

water to bulk hydrocarbon is −3.6 kJ mol−1 [61];
∆G◦

CH2
are −3.3 and −3.1 kJ mol−1 for the aggre-

gation in water of n-alkylmethylsulfoxides and n-
alkyldimethylphosphine oxides, respectively [62, 63];

(ii) On the other hand, ∆G◦
CH3+head-group for RAPrBzMe2

Cl and RAEtBzMe2Cl are smaller, i.e., more fa-
vorable than the corresponding one of RBzMe2Cl,
as a consequence of smaller (i.e., less unfavorable)
∆HCH3+head-group and larger ∆SCH3+head-group. As
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discussed above, the head-groups of RAPrBzMe2Cl
and/or RAEtBzMe2Cl dehydrate on micelle forma-
tion because of inter-molecular hydrogen-bonding
of the amide groups. This de-solvation is expected
to be endothermic, because the enthalpy of trans-
fer of quaternary ammonium ions from water to
aqueous organic solvents (a model for interfacial
water) is positive [64]. This (endothermic) process
is compensated by an exothermic one (hydrogen-
bonding between the amide groups), leading to en-
ergy compensation and the observed smaller con-
tribution of ∆HCH3+head-group. A couple of factors
increase the degrees of freedom in micellar solu-
tions of the amide group-carrying surfactants: release
of water of hydration from the head-group due to
amide group hydrogen-bonding; the higher flexibil-
ity of the tethers to which the benzyl groups of
RAPrBzMe2Cl and/or RAEtBzMe2Cl are attached,
relative to the relatively constrained benzyl group of
RBzMe2Cl;

(iii) Finally, a couple of important points emerge from
examination of Gibbs free energies of the surfac-
tant moieties: |∆G◦

CH3+head-group| of RAPrBzMe2Cl is
slightly larger than that of RAEtBzMe2Cl, due to the
presence of an additional CH2 group in the tether. The
difference (0.6 kJ/mol) is small, however, because this
group is still appreciably hydrated in the micelle, vide
supra. Additionally, (∆G◦

CH3+head-group)RAPrBzMe2Cl –
(∆GCH3+head-group)

◦
RAPrMe3Cl [65] measure the differ-

ence (at a constant spacer length, n-propyl) between

the free energies of transfer of the benzyl group, rela-
tive to that of the methyl group, from bulk solution
to the micellar pseudo-phase. This ∆∆G◦ is rela-
tively large, −4.9 kJ/mol, ca. 1.4×∆G◦

CH2
, showing

that the benzyl group in the micelle is present in
a relatively hydrophobic environment, as depicted by
structure 5 of Fig. 2.

Conclusions

A homologous series of benzyl (3-acylaminopropyl)
dimethylammonium chloride surfactants has been synthe-
sized and their aggregation in aqueous solution studied by
1H NMR, FTIR (in D2O), conductivity and calorimetry
(in H2O). The results indicate that the micelle/water in-
terface lies close to the amide group, and that the benzyl
moiety “folds back” toward the micellar interior. Ther-
modynamic parameters of micelle formation have been
calculated and separated into contributions from the trans-
fer of the discrete surfactant segments from bulk water
to the micellar pseudo-phase. Micellization of surfactants
that carry an amide head-group is more favorable than that
of RBzMe2Cl, due to direct or water-mediated hydrogen-
bonding between these groups.
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Abstract Microscopic tracking of
silica tracer particles suspended in
mixtures of a nematogen (5CB) and
small amounts of alkane reveals
that during an isotropic-nematic
phase transition induced by slow
cooling particle transport is domi-
nated by long-range interaction with
the isotropic-nematic interface for
the most part of phase transition.
According to the phase diagram of
liquid crystal-alkane mixtures, this

long-range interaction was attributed
to hydrodynamic (advection) or
thermodynamic (local concentra-
tion gradients) effects of alkane
redistribution from the nematic into
the isotropic domains during phase
transformation.
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Colloids · Phase Transition ·
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Introduction

Many natural and industrial processes involve complex
mixtures of solvents with macromolecular or colloidal in-
gredients. In mixtures of colloids and liquid crystal, the
movement of the colloids is complicated by phase transi-
tions of the solvent from the isotropic to an anisotropic (in
most cases nematic) state [1–6]. Because in pure nemato-
gens the phase transition is almost instantaneous, most
studies focused on an investigation of the direct interac-
tion of the colloids with the anisotropic solvent [7–12].
The movement of colloids during the phase transition has
only recently been addressed: West et al. [1] demonstrated
that colloids are dragged along by a moving isotropic-
anisotropic interface generated by a slowly moving tem-
perature gradient. In the anisotropic phase the drag force
on colloids is dominated by the interaction of the col-
loid surface with the director field (anchoring energy) and,
thus, strongly depends on the surface properties and the
size of the particles or particle clusters [10]. The results of
Andrienko et al. [1, 5, 6] imply that interaction of colloids
with the orientational field of the nematic phase dominate
events within the range of one particle diameter from the
interface. In contrast, in other experiments suspensions of

PMMA particles in the nematogen 5CB were uniformly
cooled below phase transition temperature [2–4]. In this
situation, migration of particles during the phase transition
of the medium resulted in foam-like colloidal networks
that completely changed the rheological properties of the
mixture. Moreover, the elastic modulus did not dependent
on particle size for a broad range of particle sizes [4]. In
addition, the mechanical properties of the networks de-
pended on the equilibration periods of the colloidal sus-
pensions prior to the experiment [4], and networks have
so far only been seen using sterically stabilized PMMA
particles as colloids. The dependence on the equilibration
period prompted us to suspect that a third, low molecu-
lar component influences particle movement. Possible low
molecular weight components re-distributing during par-
ticle homogenisation could be alkane or monomer rem-
nants from particle synthesis or trace impurities in the li-
quid crystal. This led us to investigate whether diffusion of
small amounts of added low molecular weight components
has a direct effect on or can even dominate the movement
of particles during the isotropic to nematic transition.

In mixtures of liquid crystal and an additional low mo-
lecular isotropic component (alkane), the alkane concen-
tration is directly correlated to a shift of the calorimet-
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ric onset of phase transition to lower temperatures during
cooling [4, 15, 16]. The temperature gap between the be-
ginning and the end of phase transition also increases with
alkane concentration. This implies that within this interval
of phase transformation, isotropic and nematic domains
coexist. Microscopically, they can be visualized as slowly
growing nematic and shrinking isotropic domains with
sharp boundaries. In this study, we attempted to describe
the interrelationship between phase transition kinetics and
particle transport by correlating our conclusions from dif-
ferential scanning calorimetry (DSC) with data from mi-
croscopic tracking of phase boundaries and individual sil-
ica tracer particles. Surprisingly, we found a long-range
interaction with colloids at a distance of several particle
diameters from the interface. This interaction dominated
particle movement for the most part of phase transform-
ation and its time and length scales were consistent with it
being caused by alkane flow.

Methods

Differential Scanning Calorimetry (DSC)

Phase diagrams of mixtures of 4-pentyl-cyanobiphenyl
(5CB, Merck, Germany) with different weight fractions of
hexane were determined by DSC in a VP-DSC calorimeter
(Microcal Inc.). Isooctane was used as a reference be-
cause it does not show any temperature-induced transitions
within the temperature interval of interest and has a simi-
lar heat capacity as 5CB. We refer to the specific heat
values as Crel

p (T ) because only changes relative to this
reference solution were determined. Mixtures were cooled
from 40 ◦C to 20 ◦C at a cooling rate of −4 K/h.

Microscopy

Silica spheres (R = 1500 nm) were equilibrated with 5CB
for at least 1 week at a concentration of 0.1% (w/w). From
this stock, samples were further diluted to 0.01% with
fresh 5CB. Immediately before use, alkane (hexane or oc-
tane) was added at concentrations of 0.1–10% (v/v) and
mixed thoroughly. 2.5 µl of the mixture were pipetted onto
a pre-heated glass cover slip and covered with a cover slip
12 mm in diameter. The sample was sealed immediately
with UV-cured Norland 88 glue.

A Linkam heating stage was preheated above 36 ◦C
(TIN = 35.2 ◦C in pure 5CB), heated to 50 ◦C for 10 min to
dissolve any particle clusters formed during loading, and
cooled at 5 K/min to 36 ◦C. By keeping the system at this
temperature for 10 min any solvent flow induced by this
fast temperature ramp was allowed to subside. The sample
was then cooled further at 0.05 K/min. Images were taken
every 2 seconds on an Olympus BX-51 microscope using
an Evolution MP camera and Image Pro Plus software. The
positions of particles and isotropic/nematic interfaces were

semi-automatically recorded on each frame using home-
made algorithms. For later determination of the interface
position, we used the outer rim of the contrast-enhanced
interface band.

Results

Phase Transition Kinetics

We determined the phase transition temperature isotropic-
nematic by microcalorimetry for different hexane concen-
trations. Figure 1A shows typical thermograms as a func-
tion of the dimensionless temperature ((T − TIN)/TIN),
taking the onset of the sharp increase of the specific heat
as the onset of the phase transition TIN. This permits an
easy comparison of the effects of increasing hexane con-
centration on the width of the phase transition interval.
Likewise, the normalized integral of the heat curve reflect-
ing the fraction of nematic material is given in terms of the
dimensionless temperature (Fig. 1B). The inset of Fig. 1A
shows that the onset temperature of the phase transform-
ation was lowered in a concentration-dependent manner as
long as the hexane concentration did not exceed a few per-
cent. In line with expectations [15, 16], the linear decrease
of TIN (solid squares), was given by

TIN = [308.4− (4.0±0.3)φhex]K , (1)

where φhex denotes the weight fraction of hexane [4].

Fig. 1 Dependence of the specific heat (A) and fraction of ne-
matic material (B) on the dimensionless temperature for mixtures
of 5CB and hexane. A Specific heat Crel

V as a function of tem-
perature, where TIN denotes the beginning of the phase transition.
The arrows give the end of phase transformation. Because the in-
tegrated heat should be almost constant, the maxima of the heat
curves decrease when the transition interval broadens. Dashed line:
pure 5CB; solid line: φhex = 0.6 wt %; crosses: φhex = 1.3 wt %;
grey line: φhex = 1.9 wt %. Cooling rate: 4 K/h. Inset: Section of the
phase diagram of 5CB-hexane mixture. The solid squares show the
beginning and the open ones the end of the phase transformation.
At a given temperature, within the transition region domains with
different hexane concentrations (φ1 and φ2) coexist as indicated by
the vertical dashed lines. B Increase of the volume fraction of ne-
matic material during the phase transformation at different alkane
concentrations. Lines as in (A)
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The same was true for the end of phase transformation,
although this point was generally hard to determine as the
left branch of the heat curve was smeared out.

In Fig. 1, we marked the end of phase transformation
by arrows. The corresponding temperatures are given by
the open squares in the inset of Fig. 1A. The width of
the temperature interval increases linearly with the volume
fraction of hexane. This implies that at a given temperature
the hexane concentration in the isotropic domains is higher
than that in the coexisting nematic domains. Therefore,
during the phase transformation hexane is redistributed be-
tween the coexisting phases.

Microscopy

To gain further insight into the phase transition kinetics
we have recorded the phase transformation microscopi-
cally, see Fig. 2. The appearance of nematic droplets in the
microscopic observation field was considered the onset,
the disappearance of isotropic areas the end of the phase
transformation. In general, the observed phase transition
temperatures were higher than in DSC because the sample
is observed through a glass-covered hole in the centre of
the heating stage, while temperature is measured inside the
heating block in the periphery of the sample.

In Fig. 2A an image of the sample is given where most
of the sample is still isotropic. A small nematic droplet is
visible on the left margin. During continuous slow cooling,
this droplet grows and a second nematic droplet protrudes
into the observation field, Fig. 2B. Cooling for another few
seconds causes both nematic domains to coalesce, Fig. 2C.
Tracking the isotropic-nematic front coordinates and cal-
culating the corresponding interface velocities yielded that
at an early stage, the interface velocities were fairly con-
stant at 0.1 to 1 µm/s and the velocities of different fronts
in the same sample were almost identical (Fig. 2A,B). At
a later stage, coalescence of droplets gave rise to high local
interface velocities (up to 10 µm/s) over short periods of
time, as shown in Fig. 2C.

Above the phase transition temperature the particles
(seen as small dark dots in Fig. 2) were homogeneously

Fig. 2 Velocity of the isotropic-nematic interface for mixtures of 5CB and 0.6 wt % hexane. The velocity was calculated from the differ-
ence of the front coordinates in successive images and the time lapsed between the respective frames. By keeping either the y-coordinate
(A and B) or the x-coordinate (C) fixed, the progression of the interface was measured in x- or y-direction as indicated by arrows. The
small dark dots on the images represent silica particles added as tracer particles. Cooling rate: 3 K/h

Fig. 3 A Time evolution of the distance of three different particle
from the isotropic-nematic front. The particles are marked by the
symbols shown in images (B) and (C). Whereas B shows the image
corresponding to the first data points in (A), image B shows the pos-
ition of the particles and the nematic domains 80 s later. Cooling
rate: 3 K/h

distributed and all particles essentially showed Brown-
ian motion. Surprisingly, while cooling through the phase
transition the particles moved ahead of the approaching
interface. Figure 3A shows the correlation of particle and
front coordinates by illustrating the time evolution of the
distance between selected silica particles (marked with cir-
cles, rectangles, and triangles) and the isotropic-nematic
interface. At early stages, particle velocities were some-
what lower than that of the interface. This is reflected
by a shrinking particle-interface distance; however, most
particles were not reached by the interface. Well within
the phase transformation interval, particle and interface
velocities were almost identical and, accordingly, particle-
interface distance was nearly constant (Fig. 3A, 90–150 s).
As phase transformation proceeded, particles were in-
creasingly influenced by more than one interface. Coales-
cence of droplets was typically accompanied by high local
interface velocities that sometimes caused sudden changes
of the particle-interface distance. Even before coalescence,
the approaching of a second droplet changed the direc-
tion of particle movement, although the particle-interface
velocity remained almost constant until particles were con-
fined between droplets (Fig. 3C, > 150 s). At these later
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stages the distance began to shrink increasingly slowly un-
til the entire sample was nematic.

Discussion

The aim of the present study was to gain insight into the
relevant mechanisms of interaction between the isotropic-
anisotropic interfaces in mixtures of a mesogenic solvent
with non-mesogenic components undergoing phase transi-
tion with colloidal particles in suspension. The interaction
between colloids and a nematic solvent has been studied
previously. The length scales of the observed interactions
[West 02, Andrienko] resulting from the elastic constant
of the nematogen, the surface tension, and the anchor-
ing strength were in the range of one particle diameter
from the isotropic-nematic interface. In these investiga-
tions, either a stationary interface [Andrienko] or an inter-
face moving according to a temperature gradient (which
implies that at the interface, temperature was constant) was
treated. In our experimental setup, phase transition was
induced by slow cooling of the entire sample, which im-
plies that we are considering systems far from equilibrium
where neither temperature nor interface position are con-
stant.

Using silica particles as tracers in 5CB-alkane mix-
tures, we have detected a long-range repulsive interaction
between the moving isotropic-nematic interface and the
particles. Long-range effects became evident at distances
of more than five, often ten particle diameters, with par-
ticles moving ahead of the interface (Fig. 2B). This inter-
action cannot be due to liquid crystalline order, since the
distance between the particles and the interface exceeds
several particle diameters. The time course of long-range
particle transport also shows that long-range repulsion in-
creases during early stages of phase transition and is main-
tained as long as there is significant growth of nematic
domains.

Although local alkane concentrations cannot be meas-
ured directly, we conjecture that alkane diffusion is re-
sponsible for this long-range interaction. To verify the
plausibility of this conjecture, we estimated the length
scales of alkane diffusion. Since the diffusion constant
of low molecular solvents in isotropic media is about
D ∼= 10−9 m2/s, the time (t) alkane takes to diffuse a dis-
tance (x), of x = 10 µm is about t = x2/D ∼= 0.1 s, i.e.
alkane diffuses with an average velocity in the order of
100 µm/s. Thus, at cooling rates of a few K/h, alkane dif-
fusion is faster than the velocity of the isotropic-nematic
interface even during coalescence of nematic droplets
(Fig. 2A). Therefore, it can be assumed that alkane con-

centration within the nematic domains remains close to
equilibrium. The equilibrium concentration of alkanes
at a given temperature is lower in the nematic than in
the isotropic phase, as illustrated by the phase diagram
(Fig. 1A, inset). Thus, alkane redistribution leads to ac-
cumulation of alkane at the isotropic-nematic interface.
Because solubility of alkanes is higher in the isotropic
phase, alkane diffuses further into alkane-poorer isotropic
regions. According to Fick‘s law, this concentration gra-
dient gives rise to an alkane flow that tends to reduce the
concentration gradient. The alkane concentration gradient
between the interfacial region and the bulk isotropic ma-
terial, however, is maintained by expulsion of more alkane
from the growing nematic domains under constant cooling.
Therefore, the source term of alkane flow is given by the
growth of the nematic domains.

Our results demonstrate that in 5CB-alkane mixtures,
the forces acting on particles due to short-range interac-
tion [5, 6] (which we also observed for some particles) can
be vastly outmatched by those due to long-range interac-
tion induced by alkane flow.

Alkane flow can couple to particle motion in two
ways: (i) Advection: Because alkane redistribution takes
place in a closed container, it should give rise to con-
vection. The flow force should strongly depend on the
growth rates of nematic domains and of the interface area
through which alkane diffuses. However, at the observed
length scales and cooling rates we so far have not iden-
tified any convection-like patterns. (ii) Migration due to
interaction of the particle surface with alkane: A radial
alkane concentration gradient between the boundary of
a nematic droplet (high alkane) and distant isotropic areas
(low alkane) could cause hydrophilic silica particles to mi-
grate to lower alkane concentrations. In this case particle
velocity should not exceed the estimated velocity of alkane
flow and particle transport should depend on the alkane
affinity of the particle surface.

We conclude that the movement of silica particles sus-
pended in a mixture of nematogens with low molecular
isotropic solvents (in this case, alkanes) during phase tran-
sition induced by slow temperature ramps proved to be
dominated by long-range effects for long periods of time.
It remains to be elucidated if this long-range interaction
is mediated by hydrodynamic (alkane flow) or thermody-
namic effects (concentration gradients and alkane affinity
of the particle surface).
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Abstract Nano-scaled spherical
silica particles were directly coated
with titania nanoparticles by means
of heterocoagulation. Silica was pre-
pared by the Stöber method, titania by
a hydrolysis-condensation reaction
of tetrapropyl-orthotitanate under
acidic conditions. The photocatalytic
activity of the coated spheres was
investigated by a smog chamber tech-
nique, designed for the simulation
of tropospheric photodegradation of
hydrocarbons adsorbed on aerosol
surfaces. In the chamber different so-
lar spectra and irradiation intensities
can be simulated and therefore the
degradation can be monitored under

different conditions. The degradation
itself is dominated by OH radicals.
Besides the monitoring, the reaction
kinetics of particular hydrocarbon
degradations was determined in the
smog chamber. The steady-state
concentration of OH radicals is
higher in the presence of titania,
and furthermore a heterogeneous
photodegradation on the titania
surface occurs.

Keywords Core-shell ·
Nano-spheres · Photodegradation ·
Smog chamber · Stöber Method

Introduction

Besides the usage of titania as compound in sun lotions,
ceramics or pigments, the usage as photocatalyst under
UV radiation is well known [1, 2] and utilized in import-
ant applications like treatment of waste water and drinking
water [3–5], degradation of air pollutants [6–8] or devel-
opment of self-cleaning surfaces [9].

The photocatalytic activity of titania is based on its
semiconducting properties in the presence of moisture
and oxygen. If photons of sufficient energy are absorbed
(above the titania band gap), electrons are excited to the
conduction band, which results in a hole in the valence
band. These electron-hole pairs can react with adsorbed
electron-acceptors (e.g. oxygen) or -donors (e.g. hydroxyl
ions) on the surface of titania or recombine inside or on the
surface of titania. The resulting hydroxyl radicals OH· and
superoxide ions O2

− are known to be oxidants capable of
oxidising organic compounds [1, 7].

Since the described effects mainly concern the surface
of the particle, a nanoscaled core-shell system with tita-
nia as shell and an inert particle (e.g. silica) as core is
highly applicable, because the photocatalytic traits of tita-
nia can be used without using pure titania particles, which
leads to a cost reduction in the preparation of the photo-
catalyst. Core-shell systems already have various fields of
application (catalysis, electronics, coatings, etc.) and their
properties can be varied with the size, composition and
thickness of both core and shell [10–12]. In this paper
we present a simple synthesis for the well-known system
SiO2@TiO2 [13, 14] and investigations regarding its pho-
tocatalytic activity – the degradation of hydrocarbons –
by a smog chamber technique, to simulate its behaviour
as aerosol in the atmosphere. One possible application of
SiO2@TiO2 as photocatalyst in the atmosphere is the us-
age as fuel additive for aircrafts to introduce it directly to
the troposphere, where it can degrade existing air pollu-
tants.
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Experimental

Preparation of Silica, Titania and SiO2@TiO2

The starting materials for the coating via heterocoagu-
lation were prepared by well known one-step synthesis.
The silica spheres in different sizes were prepared by the
Stöber method [15] through variation of the reagent ra-
tios. The obtained particles in alcoholic solution were
centrifuged (10 000 g, 10 min) and the supernatant liquid
discarded. The particles were redispersed in ultra-pure
deionised water using an ultrasonic bath. In order to
completely remove the ethanol, the process was repeated
3 times [16]. The resulting silica dispersion had a concen-
tration of 3.6 wt % SiO2 in water.

The titania sol was prepared by hydrolysis-condensa-
tion reaction under acidic conditions [17, 18]. The reagents
were added to the titania precursor in ethanol under continu-
ous stirring. After the peptisation of the intermediate gel by
the acid, the solvent was removed completely under reduced
pressure. The residue was vacuum dried and dissolved in
deionised water in order to obtain the slightly blue and
translucent titania sol with 5.8 wt % titania in water [16].

To coat the silica spheres with titania by means of
a heterocoagulation, the titania sol (5.8 wt %) was gradu-
ally added to the silica dispersion (3.6 wt %). Before the
addition, the pH had to be adjusted to 7.5 for the silica dis-
persion and 2.0 for titania nanosol. After the experiment,
excess titania was removed by centrifugation (10 000 g,
10 min) and discarding the supernatant liquid. The coated
particles were then redispersed in ultra-pure deionised wa-
ter using an ultrasonic bath [16].

Characterization of Silica, Titania and SiO2@TiO2

The size of titania, silica and coated silica was measured
using acoustic attenuation spectroscopy. The zeta potential
of the particles was calculated from the colloidal vibra-
tion current (CVI) determined by electroacoustic meas-
urements [19]. Both methods were performed by using
a DT 1200 from Dispersion Technology. Additionally, the
particle and crystallite size of titania were measured by dy-
namic light scattering (DLS) (Horiba LB-550) and X-ray
diffraction (XRD) (Bruker AXS D8 Advance) respec-
tively. The phase composition of titania nanosol was deter-
mined using Rietveld refining techniques with the funda-
mental parameter approach (Bruker AXS, Topas 2.1). The
morphologies of silica and SiO2@TiO2 were determined
by zeta potential measurements and scanning electron mi-
croscopy studies (SEM) (Philips XL 30 ESEM FEG).

Smog Chamber Experiments

The test chamber, designed for the simulation of the pho-
todegradation of hydrocarbons in the troposphere in pres-
ence of aerosols, has been described elsewhere in de-
tail [20, 21]. Different solar spectra and irradiation and

exposure atmospheres can be applied for the experiments.
As explained above, the degradation process is dominated
by radicals, mainly hydroxyl radicals (OH·). The degra-
dation process refers to two different effects, the homo-
geneous degradation in the gas phase through free radi-
cals and the heterogeneous degradation of absorbed hy-
drocarbons on the surface of the air-borne particles [20,
21]. In the present study, the degradation rate of hy-
drocarbons (propane, n-butane, 2,2,3,3-tetramethylbutane
and 2,2-dimethylbutane) and the total concentration of
OH· were determined in a qualitative manner. To distin-
guish clearly between homogeneous and heterogeneous
processes (i.e. gaseous and particle bound OH radicals)
would require a larger set of hydrocarbons with a wider
range of vapour pressures [20, 21].

The SiO2@TiO2 catalysed photodegradation of hy-
drocarbons was investigated in a modified chamber, con-
sisting of a teflon bag (FEP 200A, Dupont) with a vol-
ume of 200 litre and 16 solarium lamps (Osram-Eversun,
80 W each). The particles were injected via an ultrasonic
nebuliser from an aqueous suspension with a resulting
relative humidity in the chamber of about 2%. Titania
coated silica particles with a mean diameter of 470 nm
were injected and the resulting mass concentration of the
aerosol in the beginning of the experiment was between
2–4 mg/m3 which corresponds to number densities of
105 cm−3. The applied solar irradiation is slightly less than
that of a typical European summer day, and the spec-
tral distribution corresponds reasonably well to the sun-
light spectrum at the earth surface [22]. The hydrocarbons
were injected with a concentration of about 30 ppb. Per-
fluorohexane was used as internal standard since it is not
decomposed through photocatalysis. The decay of the hy-
drocarbons was monitored every 20 min using gas chro-
matography/flame ionization detection (GC/FID, Sichro-
mat, Siemens). The OH radical concentration in the gas
phase was calculated from the decay rates of n-alkanes
using known rate constants [20, 21]. The average tempera-
ture in the smog chamber during the experiments was
300±3 K.

Results and Discussion

Characteristics of Silica, Titania and SiO2@TiO2

The particle diameter in the titania sol was 20 nm ac-
cording to DLS and 10 nm to acoustic attenuation spec-
troscopy. The isoelectric point (IEP) determined by zeta
potential measurements (Fig. 1) was at pH 6.7. This is in
good agreement with the data found in literature (4.5–7.0
depending on the synthesis) [23]. Besides that, XRD stud-
ies were made to determine the crystallite size and the
phase composition of the synthesized sol, dried at ambient
temperature. These studies showed that, according to Ri-
etveld refinement data, the crystallite size is about 5 nm,
the major phase is anatase and the minor rutile. Exact
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Fig. 1 Change in zeta potential of 220 nm silica (a), 10 nm tita-
nia (b), and 470 nm SiO2@TiO2 (c) with pH

quantification was not possible due the lack of sharp re-
flection signals in the diffraction pattern, which is a conse-
quence of the nanocrystallinity of the material. The phase
composition of the dried sol makes sense, as the tem-
perature of the synthesis and drying was not high enough
for the sole formation of rutile crystallites, which form at
temperatures higher than 850 ◦C [23]. Regarding the pho-
tocatalytic activity of the synthesized titania sol, the phase
composition is advantageous, as recent reports show, that
mixtures of rutile and anatase have a higher photocatalytic
activity than pure anatase [24].

Silica spheres with a size of 150, 220, 470 and 590 nm
were synthesized. The SEM studies showed that the par-
ticles are monodisperse, spherical and have a smooth sur-
face (Fig. 2). In Fig. 1 the zeta potential measurements for
220 nm sized silica are shown. In the pH range employed
(3.0–11.0) the zeta potential is negative, which also means
that the surface is negatively charged. The IEP is between
pH 1–2, depending on the particle size. This is close to the
one reported by Iler (2.0) [25].

The coating was performed by gradual addition of ti-
tania sol to the silica dispersion, which leads to a hetero-
coagulation [26]. In terms of this experiment, the smaller
titania particles are bound to the surface of the larger sil-
ica particles. Important for the success of this experiment
is the pH, because the particles need to have a different sur-
face charge, otherwise no coating will take place. A pH of
7.5 for silica and 2.0 for titania was used. This appeared
to be a good compromise in colloid stability and differ-
ence in surface charge (Fig. 1). Titania is not very stable
in the neutral pH range because of its low surface charge
(Fig. 1). According to Iler [25], silica has its lowest stabil-
ity between pH 5–6 with rapid gelling in the absence of
salts, whereas in the presence of sodium salts it is around
pH 7.0.

The progress of the coating was monitored by zeta po-
tential measurements. In the course of the experiment, the

Fig. 2 The SEM image shows silica particles with an uniform par-
ticle size distribution

pH drops from 7.5 to 2.5–3.0 after the last addition of ti-
tania sol, and the zeta potential becomes more and more
positive, which is a consequence of the decreasing pH and
the coating with titania, until a plateau is reached. At this
plateau, where the zeta potential does not change anymore
(except for small changes related to fluctuations in pH), the
coating process is complete and the silica spheres are fully
covered by titania [16].

In order to confirm the successful coating, the zeta po-
tential of the coated particles was measured in dependency
of the pH. As can be seen in Fig. 1, the coated particles
show a pH dependency which is similar to the one of pure
titania. For further characterization, SEM studies of the
coated particles were made. Figure 3 illustrates that the

Fig. 3 The SEM image shows titania coated 470 nm silica particles
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coated particles have a surface more rough than the un-
coated spheres, which is related to the coating with titania.

SiO2@TiO2 Catalyzed Photodegradation

The SiO2@TiO2 catalyzed photodegradation of hydro-
carbons was investigated by a smog chamber technique.
The degradation process is dominated by radicals, and
the mechanism of the degradation can be drawn from the
semiconducting properties of titania [1]. Figure 4 shows
the reaction on the surface of SiO2@TiO2 particles in
the presence of water (humidity). After the absorption
of a photon with energy higher than the gap between
valence (VB) and conduction band (CB), electrons are
excited from the VB to the CB, resulting in an elec-
tron excess in the CB and an electron hole in the VB.
These electron-hole pairs can recombine in the interior, on
the surface of titania or react with electron acceptors or
donors. The excess electrons react with molecular oxygen
and the electron holes with hydroxyl ions, resulting in the
formation of superoxide ions and hydroxyl radicals. Super-
oxide ions can either react with water under the formation
of hydroxyl ions [7] or, as can be seen in Fig. 4, with pro-
tons under formation of HO2· radicals.

The desorption of OH· from the aerosol surface leads
to an enrichment of free radicals and a homogenous degra-
dation of the hydrocarbons in the gas phase, which is
a bimolecular reaction. Besides this homogeneous part,
the heterogeneous degradation on the aerosol surface oc-
curs. Heterogeneous degradation means that the hydrocar-
bons are degraded while adsorbed on the aerosol surface
through OH radicals on the aerosol surface. Studies made
before showed that the heterogeneous degradation is ac-
celerated when the relative humidity in the chamber is
low. This is due the fact, that the water layer adsorbed on
the aerosol at high humidity prevents the hydrocarbons to
adsorb on the aerosol surface. If there is less humidity,
less water is adsorbed on the aerosol and the surface is
accessible more easily for the hydrocarbons and the het-
erogeneous reaction is accelerated [20].

In the experimental set-up used, it is not possible to
clearly differentiate between homogeneous and heteroge-
neous degradation. The time profiles for the hydrocarbons
are shown in Fig. 5. The slope of the lines refer to the

Fig. 4 Reactions occurring on the SiO2@TiO2 surface in the pres-
ence of water (humidity)

Fig. 5 The graphic shows the time profiles of the flame ionisation
detector signals for perfluorohexane (a), propane (b), n-butane (c),
2,2,3,3-tetramethylbutane (d) and 2,2-dimethylbutane (e) in a semi-
logarithmic diagram

rate constants (1. order) of the individual hydrocarbons.
The increase in reaction rate from propane to n-butane
indicates that the degradation is dominated by heteroge-
neous degradation, since alkanes with longer chain length
have a longer adsorption time on the aerosol surface. The
low relative humidity in the experiment also leads to the
assumption that the degradation is dominated by the het-
erogeneous part of the reaction. The faster degradation of
methylated alkanes is unexpected and might indicate that
analytical problems perturbed the experiment or that these
compounds are more strongly affected by the heteroge-
neous loss mechanism.

Figure 6 shows the time integral of OH radicals in
the smog chamber calculated as sum of the OH· concen-

Fig. 6 Time integral of OH radicals in the smog chamber as a func-
tion of time. The slope delivers the mean concentration of OH,
about 3×108 molecules cm−3
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trations derived from the individual rate constants of the
hydrocarbons in dependency of the time. The slope yields
a mean concentration around 3 ×108 cm−3 (error 20%),
which is about 100 times the concentration of OH· com-
pared to the typical OH· concentration outdoors during
daytime.

Summary

The preparation of SiO2@TiO2 from silica spheres and ti-
tania nanosol, which are easily accessible through a well
known one-step synthesis, via heterocoagulation proved to
be an appropriate method for synthesis, where the progress

of the coating process can be monitored by zeta poten-
tial measurements. First investigations by a smog chamber
technique showed that the material has a fairly high pho-
tocatalytic activity regarding the photodegradation of hy-
drocarbons. For the future, optimization of the synthesis
is planned in order to increase the photocatalytic activity
of the material. Further smog chamber studies will show
whether the degradation is dominated by heterogeneous or
homogeneous processes and how the reactivity of the pho-
tocatalyst depends on the diameter of the core particles.
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Abstract In polycation-modified
SDS/decanol systems, dense
multilamellar structures, i.e. mul-
tilamellar vesicles are formed by
self-organization, which were used as
an organic template for CdS nanopar-
ticle preparation. Specific amounts
of precursors, CdCl2 and Na2S, were
incorporated into the multilamellar
vesicles without losing the multi-
lamellar structure. Structural changes
of the lamellar liquid crystalline tem-
plate induced by the incorporation
of the polycation and the inorganic
precursors were investigated by
differential scanning calorimetry in
combination with small angle X-ray
scattering. By mixing both precursors

within the multilamellar vesicles
CdS nanoparticles are formed. After
decomposition of the vesicle tem-
plate, quite different shaped and sized
CdS-nanoparticles were observed by
transmission electron microscopy. At
lower polymer concentration spheri-
cal CdS nanoparticles of about 10 nm
can be obtained. At higher polymer
concentration predominantly rod-like
CdS aggregates were produced with
an average length of 120 nm and
width of 30 nm.

Keywords Interlayer spacing ·
Multilamellar vesicles ·
Nanoparticles ·
Phase transition

Introduction

Nanosized semiconductor particles (“Quantum dots”),
such as CdS and CdSe, have attracted much attention in
recent years because of their characteristic size-dependent
optical, electronic, magnetic, and chemical properties [1–
3]. Since nanosized particles are liable to aggregate
or grow in order to reduce their surface energy, well-
controlled synthetic methods are required for their prepar-
ation.

Numerous synthesis methods that employ polymers [4–
6], glasses [7], zeolites [8], inverse micelles [9–11], cap-
ping molecules [12] and coordinating solvents [13] have
been used to control particle nucleation and growth and
the final particle size. Nature has solved this problem by
producing inorganic crystalline materials of predetermined
size, shape and structure in vesicles consisting of sur-
factant bilayers (e.g. liposomes). Mimicking such natural

functions has led to the use of synthetic bilayer membranes
as a template phase since these multilayer systems provide
unique interlayer spaces which can be used as molecular
templates [14–16].

Recently we have shown that the cationic polyelec-
trolyte poly(diallyldimethylammonium chloride) (PDAD-
MAC) can be incorporated into anionic surfactant based
lamellar liquid crystalline systems (SDS/decanol/H2O)
without a macroscopic phase separation, and this polymer-
modified phase (LC-phase) has significantly changed
properties [17–20]. Due to the polymer bilayer interac-
tions, i.e. the adsorption of the PDADMAC onto the SDS
head groups of the individual lamellae, the bending rigid-
ity of the amphiphilic film has been changed and the
formation of onion-like spheres in the order of 1–50 µm
is induced. Small angle scattering experiments have shown
that the interlayer spacing can be tuned by increasing the
polycation concentration. Micro-DSC measurements in-
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dicate a temperature dependent swelling and deswelling
behaviour of the polymer modified LC-phase. However,
the phase transition peak can be shifted to higher tempera-
tures by adding PDADMAC [17].

Concerning the highly regular multilamellar structure
and its structure dependence on temperature and added
polymer we initiated studies on the application of this mul-
tilamellar vesicle system as a template for the nanoparticle
preparation. This opens a way to control the size of the
particles formed in the LC phase by tuning the reaction
temperature and the polymer concentration.

In the present study we investigated first of all the in-
fluence of the inorganic components CdCl2 and Na2S on
structure formation in the lamellar phase of SDS/decanol/
H2O system by varying the concentration of PDAD-
MAC. In the next step we investigated the process of CdS
nanoparticle formation in the template phase. Finally the
CdS nanoparticles were separated from the LC-phase and
redispersed in ethanol/water mixtures.

Experimental

Materials

The main components of multilamellar vesicles are an-
ionic surfactant sodium dodecyl sulphate (SDS) (99%,
Fluka) and decanol (95%, Fluka), which are used without
further purification. The polycation poly(diallyldimethyl-
ammonium chloride) (PDADMAC) was synthesized ac-
cording to [21]. After ultrafiltration the molecular weight
was determined by size exclusion chromatography (Mn =
21.000 g/mol). The precursors for CdS nanoparticle
formation are CdCl2 (99%, Fluka) and Na2S hydrate
(32–38%, Fluka) and were used as obtained.

Vesicle Preparation

Each sample was prepared by mixing equal amounts of
H2O with SDS/decanol (1 : 1 by weight) for each polymer
concentration. The amount of PDADMAC varied between
1% and 8% with respect to the mass of water. 1.0 wt %
of CdCl2 (0.055 M in H2O) and 0.52 wt % of Na2S · H2O
(0.055 M in H2O) were dissolved in the aqueous poly-
mer solutions. The mixtures were sheared manually in
glass tubes and centrifuged repeatedly until the samples
appeared to be homogenous. The composition of the dif-
ferent samples is given in Table 1.

CdS Nanoparticle Formation

Two different methods were used to form CdS particles.
Approach A. Two adequate concentrated multilamel-

lar vesicle phases with each precursor, i.e. CdCl2 and
Na2S, were mixed together in glass tubes by manually

Table 1 Sample composition

Sample composition molar ratio
anionic : cationic
group

I 50 wt % aqueous phase —
(0% PDADMAC, 0.055 M precursor) –
50 wt % decanol/SDS(1 : 1)

II 50 wt % aqueous phase 28 : 1
(1% PDADMAC, 0.055 M precursor) –
50 wt % decanol/SDS(1 : 1)

III 50 wt % aqueous phase 14 : 1
(2% PDADMAC, 0.055 M precursor) –
50 wt % decanol/SDS(1 : 1)

IV 50 wt % aqueous phase 9 : 1
(3% PDADMAC, 0.055 M precursor) –
50 wt % decanol/SDS(1 : 1)

V 50 wt % aqueous phase 6 : 1
(5% PDADMAC, 0.055 M precursor) –
50 wt % decanol/SDS(1 : 1)

VI 50 wt % aqueous phase 3.5 : 1
(8% PDADMAC, 0.055 M precursor) –
50 wt % decanol/SDS(1 : 1)

shearing and centrifuging repeatedly until the samples ap-
peared to be homogenous. The mixing process was car-
ried out at room temperature and 8 ◦C respectively, i.e.
above and below phase transition temperature determined
by micro-DSC measurements.

Approach B. Two multilamellar vesicle phases con-
taining each precursor were separately dispersed in H2O
and stirred gently for 2 h at room temperature. The result-
ing two vesicle dispersions with a vesicle concentration of
200 g/l were mixed than dropwise at room temperature by
gently stirring.

Vesicle Characterization

Optical Microscopy and Transmission Electron Microscopy
(TEM). The optical patterns of the vesicles before and after
dissolution in water were examined with a polarized light
microscope.

In addition the structures were investigated by freeze
fracture transmission electron microscopy. The samples
were mounted on gold grids and quickly frozen by dip-
ping into liquid propane. Freeze-fracturing, etching, and
coating were carried out at −100 ◦C using a Blazers
BAF 400 freeze-etching unit (Blazers, Liechtenstein). The
platinum/carbon-coated replicas were collected on un-
coated copper grids. The cleaned replicas were examined
in a transmission electron microscope.

Nanoparticle characterization. To isolate the nano-
particles, the multilamellar vesicles were destroyed by dis-
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solving in an excess of EtOH/H2O mixture (1 : 1 vol.
ratio). A drop of solution was deposited onto a carbon film
supported by a copper grid. After solvent evaporation the
CdS particles can be detected by TEM. The mean diam-
eter, d, and the standard deviation, σ are obtained from an
average of approximately 100 particles. The polydispersity
is defined as σ/d.

Differential Scanning Calorimetry (DSC). DSC is widely
used to study phase transitions of surfactant based multi-
component systems. Ultra high resolution DSC-measure-
ments were carried out with a Micro DSC-III (Setaram,
France) in the temperature region from +25 ◦C to +5 ◦C
with a cooling rate 0.3 K/min. The enthalpy was calcu-
lated in relation to the total amount of water.

Small Angle X-Ray Scattering (SAXS). The interlayer
spacing of the concentrated lamellar liquid crystalline
phase can be calculated from the peak maximum of the
first order Bragg peak. A small amount of sample was
mounted on a transparent film placed on a sample holder
and measured with a 40 KV 100 mA pinhole setup. Ni-
filtrated Cu Kα X-ray radiation (λ = 1.54 Å) by a rotating
anode from Bruker-Nonius was used, and the signals were
detected with imaging plates at a distance 74 cm from the
sample.

Bragg peaks of a lamellar phase are related to the inter-
layer spacing by the following equation:

d = 2π

q
·n ,

where the q-value [nm−1] is associated with the peak-
maximum in the scattering curve, and n is the order of
Bragg peak. All SAXS measurements were performed at
room temperature.

Results and Discussion

Optical Microscopy

All concentrated samples produced by Approach A show
optical patterns of “Maltese crosses” and oily streaks
which are typical for lamellar liquid crystals under polar-
ized light. There was no phase separation independent of
the added amount of precursor CdCl2 or Na2S. After mix-
ing the two precursor LC-phases, a homogeneous lamellar
phase still exists.

When the PDADMAC-modified lamellar phases were
dissolved in water (Approach B), the multilamellar vesi-
cles were surprisingly still stable resulting in a vesicle-
dispersion (Fig. 1). It has to be mentioned here that the
multilamellar vesicles in absence of PDADMAC are not
stable in water and disappear.

Fig. 1 Light microscopy image of sample V (5 wt % PDADMAC)
after dissolution in water. A without crossed polarizers; B with
crossed polarizers

Differential Scanning Calorimetry (DSC)

Our previous studies of SDS/decanol/H2O based lamel-
lar liquid crystalline systems suggest that the exothermic
peak in the cooling curve of micro-DSC measurements can
be correlated to the phase transition from a more swollen
LC-phase to a more compact LC-phase. In addition, the
phase transition peak can be shifted to higher temperatures
by increasing the amount of added PDADMAC [17]. Fig-
ure 2 shows the dependence of the phase transition peak
top temperature on the polymer concentration for all sam-
ples listed in Table 2. All exothermic peaks associated with
transition enthalpies in the order of 30 J/g occur in the
temperature range from +14 ◦C to +20 ◦C as summarized
in Table 2. It has to be mentioned here, that at a PDAD-
MAC concentration of 2–3 wt % the phase transition re-
gion is at about room temperature, as already outlined in
more detail in [17].

Fig. 2 Dependence of the phase transition peak top temperature on
the added polymer concentration in presence of inorganic precur-
sor components, or adequate amounts of NaCl with the same ionic
strength as the corresponding PDADMAC
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Table 2 Interlayer spacing (in nm) calculated from the first order
peak top of the small angle X-ray scattering curves in Fig. 3

Sample IV interlayer spacing d (nm)
1st order peak 2nd order peak
a b1 b2 corresponding

to peak

3% PD 5.4 4.4 3.9 a
3% PD-CdCl2 5.3 4.2 3.9 a;b
3% PD-Na2S 5.1 4.1 — b
3% PD-CdS — 4.2 — b

When CdCl2 and Na2S are added to the system, a simi-
lar shift of the phase transition peak to higher temperatures
in comparison to the PDADMAC-modified one can be
induced as to be shown in Fig. 2. However, in compari-
son to the samples without precursors, the peak tops of
the CdCl2-containing systems are shifted to lower, and in
presence of Na2S to higher temperatures. It has to be men-
tioned here, that the effect is much more enhanced in the
case of CdCl2 in comparison to the Na2S modified system.
These results suggest that both the ionic strength and the
counterion interactions can influence the phase transition
temperature. To verify the influence of the ionic strength, ad-
equate amounts of NaCl, containing the same ionic strength
as corresponding the PDADMAC solutions, were added.
When PDADMAC was substituted by NaCl (Fig. 2), the
shift of the peak top to higher temperatures with increas-
ing ionic strength was observed as well, but in comparison
to the PDADMAC system, the temperature shift is less pro-
nounced. In general, the increase of the ionic strength in the
system is correlated to a screening effect of the SDS head
groups, which leads to a decrease of the electrostatic re-
pulsion of the bilayers, and in consequence more compact
structures with a smaller interlayer spacing are formed.

Based on this knowledge the peak shifts in CdCl2 and
Na2S modified systems can be explained by stronger in-
teractions between Cd2+ ions and SO4

2− head groups of
the SDS surfactant, and less pronounced interactions be-
tween S2− and ammonium units of the polycation, which
are competitive with the interactions between PDADMAC
and SDS.

After CdS nanoparticle formation, a similar shift of the
phase transition peak top temperature by increasing poly-
mer concentration was observed. However, the peak top
temperatures at a polymer concentration ≥ 2% are higher
than those of the other samples. This may imply that
the formation of nanoparticles can induce more densely
packed lamellar structures as well. This is consistent with
the results of SAXS measurements presented later.

It has to be stated here that at a polymer concentration
of 5 wt % PDADMAC, the differences in the phase transi-
tion peak top become much smaller, but increase again at
a polymer concentration of 8 wt %.

Small Angle X-Ray Scattering (SAXS)

The influence of the type of added precursor on the Bragg
peak in the small angle scattering curve at a given PDAD-
MAC concentration of 3 wt % (sample IV) is shown in
Fig. 3. The 2nd order peaks (c, d) were observed in all four
samples, indicating the existence of a lamellar structure.
The interlayer spacing was calculated from the maximum
of the first order Bragg peak. The results are summarized
in Table 2.

Concerning the 1st order peaks, consistent with our
former studies [17], the SDS/decanol/H2O system with
3% PDADMAC shows two Bragg peaks (a, b) correspond-
ing to two different lamellar structures, a swollen and
a non-swollen one, with an interlayer spacing of 5.4 nm
and about 4 nm, respectively. Taking into account that the
measurements are realized at room temperature the coexis-
tence of the two lamellar structures can be well understood
in combination to our DSC measurements. That means,
due to the fact that the measurements were performed in
the actual transition temperature range from the swollen to
the non-swollen range both lamellar structures can detect
simultaneously at room temperature.

Surprisingly, an additional peak splitting of the peak b
into b1 (4.4 nm) and b2 (3.9 nm) has to be mentioned here,
which may imply the coexistence of two different non-
swollen structures. However, the incorporation of each
precursor shows different effects. In the case of CdCl2,
a similar peak splitting was observed, but the area of
peak b1 is significantly larger than that of b2. In the case of
Na2S only one peak in the order of 4 nm can be observed,
and peak a is reduced to a shoulder. Taking into account
the different types of precursors, one can conclude that

Fig. 3 Small angle X-ray scattering curves (performed at room
temperature) of sample IV (3 wt % PDADMAC) after incorporation
of precursors and CdS particle formation (a,b – first order Bragg
peaks; c,d – second order Bragg peaks)
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the Coulombic interactions are much more important in
presence of Na2S. Without any precursor the interactions
between PDADMAC and SDS induce a deswelling of the
lamellar bilayer and multilamellar vesicular structures are
observed [18]. After incorporation of CdCl2, Cd2+ com-
petes with the positively charged groups of the polyca-
tion in the interactions with the SO4

2− head groups of
the surfactant, which leads to structural changes on the
supramolecular level. By incorporating S2− more compact
multilamellar vesicular structures can be observed.

After the formation of CdS nanoparticles in the LC-
phase, only one peak in the order of 4 nm was detected,
which suggests that the nanoparticle formation may have
a deswelling effect on the lamellar structure as well.

However, at a polymer concentration of 8 wt %, the in-
corporation of CdCl2 or Na2S as well as the CdS nanopar-
ticle formation process does not change the interlayer
spacing at all. This means in all cases a compact interlayer
spacing of 3.9 nm was observed, as to be seen in Fig. 4.

Transmission Electron Microscopy (TEM)

Measurements presented before, suggest a correlation be-
tween the phase transition peak and structural changes
in the LC-phase. Freeze-fracture electron micrographs in
combination with DSC measurements give evidence that
the supramolecular structure of the polycation modified
SDS/decanol/H2O system can be tuned by the tempera-
ture, too.

Figure 5 shows TEM micrographs of sample III (2 wt %
PDADMAC) after CdS particle-formation at different tem-
peratures as indicated on the DSC curve. One can see
more compact spherical multilamellar vesicles below the
phase transition peak (Fig. 5A), and a more swollen planar

Fig. 4 Small angle X-ray scattering curves (performed at room tem-
perature) of sample VI (8 wt % PDADMAC) after incorporation of
precursors and CdS particle formation

Fig. 5 Freeze fracture micrographs of sample III (2 wt % PDAD-
MAC) after formation of CdS particles at different temperatures as
indicated in the DSC curve

lamellar bilayer structure above the phase transition peak
(Fig. 5B).

SANS measurements have shown that with increas-
ing temperature, the first order Bragg peak was shifted to
smaller q-values i.e. a larger interlayer spacing between
the lamellae [17]. Based on this knowledge, we assume
that the size of particles produced in the lamellar phase can
be influenced by the temperature of the mixing process,
too.

After decomposition of the multilamellar vesicles in an
ethanol/water (1 : 1 vol.) mixture, single CdS nanoparti-
cles can be observed in TEM micrographs. The mean par-
ticle diameter d and standard deviation σ calculated from
the size histogram of CdS nanoparticles produced at room
temperature (Approach A) within the sample containing
3 wt % PDADMAC is 17.6 nm and 5.1, respectively, with
a polydispersity of 0.29. Making the same experiments be-
low the phase transition temperature, we obtained smaller
particles with mean diameter of 11.5 nm and standard de-
viation σ 2.8, with a polydispersity of 0.24 as to be seen
in Figs. 6 and 7. But in both cases the particles exhibit
a nearly spherical shape (Fig. 6). In addition, the particles
produced at room temperature by Approach B also ex-
hibit a spherical shape but with larger dimension of mean
diameter 26.2 nm, standard deviation σ 8.2, and polydis-
persity 0.31. In general, it can be concluded that smaller
aggregates can be realized by using Approach A.

Furthermore, the particle formation depends on the
polycation concentration. At a polymer concentration
≥ 5%, multilamellar vesicles are predominantly formed
already at room temperature (Fig. 8). When the poly-
mer concentration was increased to 8 wt %, we observe
anisotropic aggregates of CdS particles, which exhibit
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Fig. 6 TEM micrograph of CdS nanoparticles produced in sam-
ple IV (3 wt % PDADMAC)

Fig. 7 Size histogram of CdS nanoparticles produced in sample IV
(3 wt % PDADMAC)

a defined cylindric shape with an average length of 120 nm
and a width of 30 nm as shown in Fig. 9.

Conclusion

The dissolution experiments of multilamellar vesicles in
water have shown that the presence of PDADMAC is es-
sential for the stability of vesicular structures in aque-
ous solution, which suggests that the polycation induces

Fig. 8 Freeze fracture micrographs of sample V (5 wt % PDAD-
MAC) after formation of CdS particles at room temperature

Fig. 9 TEM micrograph of CdS nanoparticles produced in sam-
ple VI (8 wt % PDADMAC)

a bridging in the aqueous bilayers and therefore stabilizes
the spherical multilamellar structures. However, this opens
a new way to separate the compact polymer-modified mul-
tilamellar vesicles.

SAXS measurements carried out at a 3 wt % PDAD-
MAC concentration show that the incorporation of inor-
ganic salt ions can influence the coexistence of a swelling
and a non-swelling lamellar structure. This means the in-
corporation of Na2S leads to a more compact bilayer with
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Scheme 1 Formation of cylindric CdS aggregates

an interlayer spacing of 4.1 nm combined by a shift of the
phase transition peak in the DSC curve to higher tempera-
tures. In contrast to these results the addition of CdCl2
leads only to a small effect on the interlayer spacing com-
bined by a decrease of the phase transition temperature.
From these results one can conclude that the S2− ions
are predominantly incorporated into the compact bilayer
structure and Cd2+ ions into the more swollen bilayer
structure. However, after mixing both LC-phases the final
CdS containing system exhibits only the compact bilayer
structure, demonstrating that the nanoparticle formation
process leads to the formation of a more compact multi-
lamellar structure.

When the polymer concentration is increased to 8 wt %
(sample VI) compact multilamellar vesicles are formed,
and the interlayer spacing keeps constant at 3.9 nm inde-
pendent of the formation of the CdS nanoparticles. Taking
into account that the charge distance of a fully charged
PDADMAC in a zigzag chain is about 0.4 nm and the size
of SDS head group is 0.15 nm, a nearby complete flat ad-
sorption of the polycation onto the SDS-head groups can
be assumed for sample VI at a molar ratio of anionic to
cationic groups of 3.5 : 1.

By using the PDADMAC-modified SDS/decanol/H2O
systems as templates, at a polycation concentration of
3 wt % spherical CdS nanoparticles in the order of 20 nm
were obtained after redispersion in an ethanol-water mix-
ture. Under these conditions, the anionic surfactant bilay-
ers are only partially compensated by the adsorbed oppo-
sitely charged polymer chain, therefore the incorporated
precursors salt ions are distributed randomly in the aque-
ous phase and spherical CdS particles tend to form. The
size of particles produced here is bigger than the diam-
eter predicted according to the interlayer spacing of the
multilamellar vesicles. This can be explained by an ag-
gregation of originally formed nanosized particles after
decomposition of the template. However, the smallest par-
ticle dimensions of about 10 nm can be realized by using
Approach A at temperatures below the phase transition,
that means in the template phase consisting of compact
multilamellar vesicles.

When the amount of polycation was increased up
to 8 wt %, the initially formed spherical CdS nanoparti-
cles aggregate predominantly along the bilayer, because
of a transversal hindrance due to the polymer-modified
lamellae, which results in rod-like structures (compare
Scheme 1). After decomposition of the template, these
polymer stabilized cylindric structures can be visualized
by TEM. These results give evidence that the incorporated
polycation in SDS/decanol based multilamellar vesicles
has a significant influence on the nanoparticle formation
and final particle aggregation. However, further investi-
gations should be focused on the mechanism of particle
formation in the lamellar phase in dependence on the poly-
mer concentration, the temperature, and the redispersion
conditions. Therefore, kinetic studies of the nanoparticle
formation process seems to be of special interest, too.

Acknowledgement The financial support from the Polymer Sci-
ence Program is gratefully acknowledged. The authors thank Dr.
Paris from the Max Planck Institute of Colloids and Interfaces for
the SAXS measurements.

References
1. Fendler JH (1987) Chem Rev 87:877
2. Henglein A (1989) Chem Rev 89:1861
3. Pileni MP (2001) J Phys Chem B

105:3358
4. Persans PD, Tu A, Wu WJ, Lewis M

(1989) J Opt Soc Am B 6:818
5. Yu SH, Coelfen H, Mastai Y (2004)

J Nanosci Nanotechnol 4:291
6. Qi L, Coelfen H, Antonietti (2004)

Nano Letters 1:61
7. Nirmal M, Murray CB, Bawendi MG

(1994) Physic Rev B 50:2293
8. Stucky GD, Mac Dougall JE (1990)

Science 247:669

9. Lisiecki I, Pileni MP (1993) J Am
Chem Soc 115:3887

10. Bagwe RP, Khilar KC (2000)
Langmuir 16:905

11. Capek I (2004) Advances in Colloid
Interface Sci 110:49

12. Vossmeyer T, Katsikas L, Giersig M
(1994) J Phy Chem 98:7665

13. Katari J, Colvin VL, Alivisatos AP
(1994) J Phy Chem 98:4019

14. Gauffre F, Roux D (1999) Langmuir
15:3738

15. Vassiltsova OV, Chunilin AL (1999)
J Photochem Photobio A 125:127

16. Faure C, Derré A, Neri W (2003)
J Phys Chem B 107:4738

17. Hellweg T, Brulet A, Lapp A,
Robertson D, Koetz J (2002) Phys
Chem Chem Phys 4:2612

18. Koetz J, Tiersch B, Bogen I (2000)
Colloid Polymer Sci 278:164

19. Koetz J, Kosmella S (1997) Colloids
Surface A 123-124:265

20. Robertson D, Hellweg T, Tiersch B,
Koetz J (2004) J Colloid Interface Sci
270:187

21. Jaeger W, Hahn M, Wandery C (1984)
J Macromol Sci Chem A 21:593



Progr Colloid Polym Sci (2006) 133: 159–168
DOI 10.1007/2882_059
© Springer-Verlag Berlin Heidelberg 2006
Published online: 28 April 2006 PARTICLES AND CHARACTERIZATION

Arno Nennemann
Matthias Voetz
Gabriele Hey
Lothar Puppe
Stephan Kirchmeyer

Colloidchemical Interactions
of Silica Particles in the Cu-CMP-Process

Arno Nennemann (�) · Matthias Voetz
Bayer Material Science AG, Building Q1,
51368 Leverkusen, Germany
e-mail:
arno.nennemann@bayermaterialscience.com

Gabriele Hey · Lothar Puppe ·
Stephan Kirchmeyer
H.C. Starck GmbH, Building B202,
51368 Leverkusen, Germany

Abstract Polishing slurries for
the copper chemical mechanical
planarization (CMP) process consist
of a complex composition of highly
stable nanoparticle suspensions in the
presence of chemical additives for
etching and protecting the surface.
The target of such dispersions is to
achieve perfectly smooth surfaces
of low topography. Key factors
are the surface roughness, local
geometry and total flatness of the
whole wafer. Surface defects like
scratches, dishing, etching and
erosion e.g. due to strong particle
adsorption, aggregates or chemical
impact have to be avoided. Particle
wafer interactions between silica
particles of a silica CMP-dispersion
and a copper wafer surface were
analyzed by electron cpectroscopy
for chemical analysis (ESCA),
scanning electon microscopy (SEM)
and zetapotential-measurements.
The colloidal stability of the silica
dispersion over a broad pH-range
of 2.3 to 9.8 was analyzed in the
presence of Na+-, Mg2+-, Cu2+-,
and Al3+-ions in terms of the critical
coagulation concentration (CCC),
change in particle size and pH. Silica
particles strongly and irreversibly
adsorbed to the predominantly oxidic
copper wafer surface at pH 2.3 but
not at pH > 4. Over the whole pH-

range a high colloidal stability was
observed with a maximum at pH 2.3.
CCC-values of 100–300 mmol/L
versus Cu2+ were obtained. Even at
high pH of 9.8, the behaviour could
not be explained by the Derjaguin-
Landauer-Verley-Overbeek (DLVO)
theory. In the presence of Cu2+-ions
a higher colloidal stability compared
to divalent Mg2+-ions was observed
at high initial slurry-pH of 9.8. Due
to the acidic reaction of Cu2+ in
the aqueous environment, the pH
was reduced to 2–3, where colloidal
silica showed the highest stability.
Even at high removal rates in the
polishing process of 1000 nm/min,
the released Cu2+-concentration
(40 mmol/L) was lower than the
critical coagulation concentration
(100 mmol/L).

Keywords
Copper chemical mechanical
planarization (CMP) ·
Colloidal stability ·
Critical coagulation concentration ·
Derjaguin-Landauer-Verley-
Overbeek (DLVO) theory ·
Electron spectroscopy for chemical
analysis (ESCA) · Nanoparticle ·
Particle adhesion · Removal rate ·
Scanning electron
microscopy (SEM) ·
Silica dispersion
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Introduction

Technology driver in the semiconductor industry is the
permanent shrinkage of structures in integrated circuits
(IC). This development requires a perfectly smooth sur-
face of low topography of bare silicon wafers as well as
for the different layers in the course of IC manufactur-
ing. Key factors are the surface roughness, local geometry
and total flatness of the whole wafer [1–3]. Therefore the
controll of colloidal stability is one of several important
aspects during the development of CMP-slurries. The het-
erogeneity of CMP-slurries makes their development very
ambicious. The combination with complexing agents, cor-
rosion inhibitors, oxidizing agents and a varying pH leads
to high demands in product development [1, 4]. The choice
of pH and oxidizing agents for example determine the for-
mation of a protective copper oxide layer versus soluble
copper ions. While complexing agents enhance the sol-
ublitiy, local corrosion (etching) as a side effect has to be
kept under controll by addition of a corrosion inhibitor [5–
8]. The nanoscaled silica particles combined with the pad
properties are responsible for the mechanical polishing pa-
rameter [1]. Chemical and mechanical parameters have to
be controlled while maintaining a high colloidal perform-
ance to avoid scratching [1, 4, 9].

Already in absence of multiple additives necessary for
the performance of CMP-slurries, colloidal silica disper-
sions have a complex coagulation behaviour. Depending
on the pH, different DLVO and non-DLVO stabilizing and
destabilizing mechanisms occur. These special character-
istics of silica dispersions concerning their colloidal sta-
bility were analyzed by several authors and gave rise to
different theories of explanation [10–16]. Repulsive inter-
actions were discussed by several authors as mainly being
of steric, electrosteric or hydration layer origin, but also
electrostatic effects have to be considered. The stabilizing
mechanism strongly depends on the pH. Allen & Matije-
vic explained the high salt stability at low pH by a steric
barrier or hydration forces [10]. Colic et al. stated adsorbed
cations together with a hydration layer as reason for the
high colloidal stability [15, 16]. Kobayashi & Juillerat [12]
concluded, that whereas the charging behaviour of silica
particles is consistent with the basic Stern model, aggre-
gation behaviour is Non-DLVO. The authors interpreted,
that an adsorbed polysilicic acid layer increases stability at
lower pH. This effect is decreasing at increasing particle
size. Healy [13] studied the influence of alkaliions on the
stability of silica dispersions. At pH 11 electrostatic effects
were predominant, leading to a DLVO sol behaviour in ab-
sence of polymeric or oligomeric silica species. At pH 6–8
electrosteric stabilization due to adsorbed oligomeric sili-
cic acid was predominant. Coagulation occured in a sec-
ondary minimum. At pH 2 Healy found steric stabilization
due to adsorbed oligomeric silicic acid. The Silanol groups
were protonated, therefore low electrostatic influence can
be expected. The depth of the secondary minimum was re-

ported to be less deep than at pH 6. Due to ion-specific
effects, strongly hydrated cations like Na+ and Li+ en-
hanced the electrosteric stabilization whereas Cs+ and K+
decreased the colloidal stability.

Attractive interactions can principially be of Van der
Waals type, but the contribution is seen to be of minor
importance by Depasse and Watillon [14], because the re-
fractive index of amorphous silica and aqueous solutions
is very close, especially at high electrolyte concentration.
The authors suggest acid-base interparticle bridges be-
tween Silanol and Silanolate (Si−O−. . . HO−Si) as de-
cisive attractive interactions. Alternative, hydroxo bridges
between the particles in the presence of acidic surface hy-
drogens can occur [11]. The acidic hydrogens can be sup-
plied by the silanol groups at low pH or alternatively by the
hydration shells of Lithium or sodium cations at high pH.

Besides discussing and reviewing several existing hy-
pothesis on the colloidal behaviour of silica sols, De-
passe [11] analyzed the peculiar coagulation behaviour at
high pH concerning different alkali cations. He found sil-
ica sols becoming turbid in a pH-range of 7.3 to 11.1, in
presence of a constant KCl-concentration of 3 mol/liter.
The pH was shifted from the starting point at pH 2 by add-
ition of KOH. At pH 12, the dispersion could repeatedly
be shifted between turbid at addition of 3 mol/L NaCl and
clear at addition of KCl. The hypothesis delivered to ex-
plain the anomalous behaviour, was that bonding ions like
Na+ and Li+ adsorb to OH−, whereas nonbonding ions
like K+, Rb+, Cs+ do not. Therefore Na+ bound to OH−
allows to bridge particles together, when adsorbed at the
surface.

Basim and Moudgil [17] analyzed Surface roughness
and surface damages of wafer material in the presence of
differently agglomerated silica dispersions. Polymer floc-
culated, polymer dispersed, salt coagulated (Na+) silica
dispersions as well as dried agglomerates were analyzed.
Strongest influence was seen with dried agglomerates and
salt coagulated dispersions, but also “soft agglomerates”
influenced the surface properties. Basim et al. [18] ana-
lyzed dispersions stabilized by surfactants in the presence
of Na+. Removal rate and surface roughness depended on
particle or agglomerate size. Kuntzsch et al. [19] reported
an increasing number of scratches on a wafer surface in
the presence of dried agglomerates. Filtration could reduce
scratches both for previously dried or fresh CMP-sols.
Mazaheri and Ahmadi [20] developed a model for the col-
loidal forces during CMP and evaluated the influence of
silica and alumina abrasives in a tantalum-CMP process.
Park and Busnaina [21] analyzed the adhesion of silica
particles on Cu-, Silk™-, TEOS-, and TaN-surfaces. Par-
ticle adhesion on copper wafer surface occured primarily
at low pH based on electrostatic interactions.

In the copper CMP process, it is essential to avoid both
particle agglomeration in the dispersion as well as strong
particle adhesion to the wafer surface to avoid surface
defects like scratches or particle residues on the surface.
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Focus of this work was to analyze the influence of mono-
valent, divalent and trivalent cations on the agglomeration
behaviour of silica dispersions developed for the copper
CMP process. Especially the effect of copper-ions that are
removed during the copper damascene process was of in-
terest. The copper amounts released during polishing were
related to the coagulation behaviour. Additionally, interac-
tions between silica particles and the copper wafer surface
were analyzed.

Experimental

Material

Silica dispersions of the type Levasil® (H.C. Starck
GmbH) were used in this study. The Levasil® 50CK/30%-
V1 was supplied at pH 2.3, Levasil® 50CK/30% at pH 9.8.
Both primary dispersions had solid contents of 30% w/w
and an average particle size of 80 nm (determined by
TEM). Copper and copper oxide powders were supplied
by Aldrich (CuO, 98% purity, < 5 µm particle size),
Acros (Cu2O, 97% purity) and Merck (Cu, 99.7% pu-
rity, < 63 µm particle size). As coagulants NaCl, MgCl2,
AlCl3 and CuCl2 were used (Merck/Aldrich, p.a.). HCl
(KMF Comp., 0.1 mol/L, p.a.) and NaOH (KMF Comp.,
0.1 mol/L, p.a.) were used to adapt the pH. Blanket copper
wafers consisted of a 1 µm electroplated Cu layer on top
of a sputtered 150 nm copper seed layer (Source: IMEC,
Belgium).

Particle Adhesion and Surface Properties
of the Copper Wafer

Silica particle adhesion was analyzed by dipping copper
wafer pieces in diluted Levasil® dispersions (< 1% w/w)
at pH 2.3, pH 4 and pH 9.4 for 15 min. The wafer pieces
were then rinsed with deionized water and Scanning Elec-
tron Microscope images were taken (Philipps XL30 SEM).
In an additional experiment the reversibility of particle ad-
hesion by pH-shift was analyzed. A copper wafer piece
was equilibrated with Levasil® at pH 2.3 for 5 min, rinsed
with water and Levasil® at pH 9.4 added for additional
5 min with consecutive rinsing. SEM images were then
recorded. Additionally to SEM analysis, the wafer surface
chemistry was analyzed by ESCA measurements (ESCA
220IXL, Thermo VG Scientific Comp.) to determine the
type of copper or copper oxide species on the surface after
treatment with Levasil® Serum in the presence of a typic-
ally applied oxidizing agent, H2O2.

Determination of the Isoelectric Point (IEP)

Aqueous copper and copper oxide suspensions were pre-
pared by treating the powders for 15 min with ultrasound,

adjusting the pH and then shaking overnight. The elec-
trophoretic mobilities in the aqueous copper and copper
oxide suspensions were determined in a Lazer Zee Meter
501 (PenKem Inc.) after sample dilution in a range be-
tween pH 1 and pH 10. The electrophoretic mobilities of
the silica dispersions were measured in a Malvern Zeta-
Sizer 3000HS after dilution in the dispersion serum. The
serum was obtained by centrifugation at 48 500 g for 1 h.
One drop of silica dispersion was added to approx. 2 ml
of the serum. The electrophoretic mobility measurements
were repeated four times. The zetapotentials were calcu-
lated from the electrophoretic mobilities according to the
Helmholtz-Smoluchowski-equation [27].

Determination of the Critical Coagulation Concentration

The Levasil® dispersions were diluted to 0.5% w/w and
the pH adapted to pH 2.3, 4.9 and 9.8 to simulate polishing
slurries at these pH-values. The chosen pH values repre-
sent characteristic points in the stability behaviour of silica
dispersions. According to Iler [22], at pH 2.3 silica disper-
sions are close to the IEP but nevertheless the gelation and
coagulation tendency is extremely low due to electrosteric
effects or a hydration layer. In the range of pH 4 to pH 6
the gelation and coagulation tendency is strongest as small
amounts of OH−-ions catalyze the condensation reaction
between silanol groups. At increasing pH > 7 the stability
versus gelation and coagulation increases due to increasing
electrostatic repulsion. In the presence of salt the electro-
static repulsion is overcome and gelation and aggregation
can occur [22].

After pH adjustment, 1 ml salt solution (NaCl, MgCl2,
CuCl2, AlCl3) in deionized water was added to 1 ml
0.5% w/w Levasil® dispersion. At this weight concen-
tration gelation was avoided whereas aggregation can
occur (this is even realistic for the application, as weight
concentrations of silica dispersions applied for copper
CMP are low). Samples at increasing salt concentra-
tion were prepared and after 24 h equilibration particle
size, Extinction and resulting pH were determined. The
pH was not adapted after salt addition to simulate the
resulting conditions in the CMP process: CMP slur-
ries are supplied at a certain pH, but the resulting pH
during polishing can change strongly due to the re-
lease of copper ions. Particle size measurements (hydro-
dynamic diameter) were performed by Dynamic Light
Scattering (ZetaPals, Brookhaven), Extinction was de-
termined photometrically at 650 nm (Photometer LP1W
– Dr. Lange) after shaking the samples. The experi-
mentally determined critical coagulation concentration
(CCCexp/mmol/L) was derived by extrapolating at the
first steep increase in the particle size or Extinction
curves.

The experimentally determined critical coagulation
concentrations were compared to theoretical expectations
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derived from the DLVO theory [23, 24]:

CCCcalc =
(

49.6(4πεε0)
3(RT)5

F6

)
γ 4

A2z6 , (1)

where γ is the dimensionless potential

γ = ex/2 −1

ex/2 +1
with x = zFΨδ

RT
, (2)

with the calculated critical coagualtion concentration
CCCcalc (mmol/L), the gas constant R (JK−1mol−1),
the temperature T (K), the electrical field constant ε0
(CV−1m−1), the dielectricity constant ε of water, the
counter ion valency z, the Faraday constant F (Cmol−1),
the Sternpotential ψδ (V ) and the Hamakerkonstant A (J).
The CCC-values were considered at RT (298 K). The
Sternpotential ψδ was approximated with the experimen-
tally determined Zetapotential as derived from Fig. 2.
The Hamaker-constant A for aqueous silica dispersions is
A ∼= 6.5×10−20 J [25].

Released Copper Concentration During Polishing

The concentration of copper-ions released during a CMP-
process was calculated for two industrial polishing mashi-
nes and a self-constructed mini-polishing mashine accord-
ing to Eq. 3:

CCu = RRAwaferρCu

MCuVdisperion
[mol/L] , (3)

where RRAwaferρCu determined the mass of copper re-
leased per minute with the removal rate RR (cm/min), the
polished wafer surface Awafer (cm2) and the density ρCu
of copper (8.92 g/cm3). The molar concentration CCu per
volume flow Vdispersion (L/min) of the CMP-slurry was de-
rived by dividing the released copper mass by the atomic
mass of copper MCu (63.5 g/mol). For the industrial pol-
ishing mashines (LamTeres and Mecapol 460, Steag) cal-
culations were performed for a wafer with 20 cm diameter
(Awafer = 314 cm2), for the minipolisher for a wafer with
3 cm diameter (Awafer = 7.1 cm2). Polishing experiments
on the minipolisher were performed with a slurry volume
Vdispersion of 0.0025 liter in a batch experiment. The indus-
trial mashines worked under continuous flow Vdispersion of
0.2 liter/min [4, 9]. The calculated CCu-values are shown
in Table 3.

Results and Discussion

Particle-wafer Interactions

For the evaluation of particle wafer interactions, both the
knowledge of the surface chemistry as well as the charg-
ing behaviour of the copper wafer are essential. When
a copper wafer surface is in contact with water, different

copper species can be present, depending on pH and po-
tential. Pourbaix diagramms describe the various reactions
and reaction products in an aqueous electrochemical sys-
tem in equilibrium, thereby allowing a certain prediction
of the various phases [1, p. 90]. At pH < 7 and noble po-
tential copper dissolves as Cu2+, at lower potential the
metallic species will be more abundant. When increasing
the pH to pH 7–13 Cu2O will form at median potential,
CuO at high potential. At pH > 13 CuO2

2− species can
be formed. During copper CMP, the aim is to achieve sol-
uble copper species by chemical means additional to the
pure mechanical polishing component. Additional to the
polishing particles, a strong oxidizer like H2O2 is applied
to transfer metal copper into copper ions. A protective
oxide layer has to be overcome. The dissolution of cop-
per can be achieved by adjusting a low pH or additionally
adding complexing agents e.g. on amine or ammonium ba-
sis [26].

ESCA measurements revealed, that the untreated cop-
per wafer surface showed both the presence of metallic
copper Cu0 as well as a passivating CuO-layer (Fig. 1a).
The sharp peak at a binding energy of 932.3 eV can be
designated to metallic Cu (2 p3/2 electrons). A small
shoulder CuO-peak is observed at 933.4 eV. The peak
at 950–955 eV belongs to Cu0 (2p1/2 electrons) – with
a small shoulder for CuO. After treatment with an acidic
serum of Levasil® 50CK30-V1 at pH 2.3, the CuO-peak
dissappeared, indicating, that soluble Cu2+-ions were
generated from the oxide species and removed during
rinsing at this low pH (Fig. 1b) uncovering a bare Cu0-
surface. When additionally adding a high concentration
of H2O2 to the Levasil® dispersion, a strong passivation
with CuO occured. Metallic Cu0-peaks dissappeared and
additional typical CuO-satellite peaks at binding energies
of 940–945 eV and 960–965 eV appeared (Fig. 1c). Ad-
ditional experiments were performed with the finally de-
veloped polishing slurry consisting of Levasil® 50CK30-
V1, H2O2 as oxidizing agent, Benzotriazole as corrosion
inhibitor and Glycine as complexing agent. Cu0- and CuO-
species were found on the surface, irrespective of the ad-
ditional agents Benzotriazole and Glycine. Cu2O-species
were not observed under existing conditions.

Measurements of surface charge or surface potential
on metallic surfaces is rather tricky due to the conduc-
tivity of the material. In this study, we tried to approach
a probable surface potential by measuring Zetapotentials
of Cu-, CuO- and Cu2O-powder suspensions. The pow-
ders were seen as modells for the probable copper species
found on the copper wafer surface as proven by ESCA-
measurements.

The Zetapotential in the copper powder suspension in-
creased from approx. −75 mV at pH 10 at decreasing pH
(Fig. 2). The IEP was found at pH 2.2, charge reversal was
not measured. Both CuO and Cu2O-suspension showed
lower Zetapotentials of approx. −30 mV at pH 10. The
IEP of Cu2O was approx. pH 6.5 with following charge re-
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Fig. 1 ESCA analysis of a copper wafer surface a untreated, b after
treatment with Levasil 50CK/30%-V1 serum, c after treatment with
Levasil 50CK/30%-V1 serum in the presence of 5% w/w H2O2

Fig. 2 Zetapotential-pH diagramms for aqueous Cu-, CuO-, Cu2O-
suspensions and a silica dispersion (Levasil 50CK/30%-V1, diluted
in serum)

versal at lower pH-values. A Zetapotential of +30 mV was
achieved at pH 2.2. The IEP of CuO was approx. pH 4 with
only a slight tendency to a positive Zetapotential (+5 mV)
at lower pH. The negative Zetapotentials at higher pH can
be assigned to the dissociation of Cu−OH-groups, that are
also present in case of the metal powder due to partial oxi-
dation. In the latter case, the absolute Zetapotential value
has to be seen critical due to the surface conductivity of
copper metal. At pH < 6.5, Cu−OH-groups of Cu2O can
be protonated, exhibiting a positive surface potential. The
effect can be seen for CuO-groups but only at pH < 4 and
to a lower extend.

The IEP of both the acidic Levasil® 50CK30-V1- and
the basic Levasil® 50CK30-dispersions was at pH 1–1.5
(Fig. 2, only shown for Levasil® 50CK30-V1 as both
curves are similar). At pH 10, a Zetapotential of ap-
prox. −42 mV was found. The coagulation studies with
the model CMP-Levasil-dispersions were performed at pH
values of 2.3, 4.9 and 9.8. The relevant Zetapotentials are
−15 mV, −38 mV and −42 mV, respectively (Table 1).

At pH 2.4 stronger particle adhesion on the copper
wafer surface was observed compared to the higher pH
values 4.9 or 9.4 (Fig. 3). A consecutive treatment with
silica dispersions at pH 2.4 in a first step and pH 9.4
in a second step increased the amount of adsorbed silica
particles. Probably the primarily adsorbed particles func-
tioned as coagulation seeds. Interactions between silica
particles added at high pH then can be of additional spe-
cific type. Condensation between silica is known to be
catalyzed by OH-ions. In the presence of salts (e.g. due to
acid or base addition) repulsive electrostatic interactions
are reduced. Particles can aggregate, thereby allowing con-
densation reactions between neighbouring silanol groups.

The reason for the tendency of silica particles to ad-
sorb on the copper wafer surface at low pH can clearly
be derived from Fig. 2 and Table 1. At low pH the cop-
per surface is partially positively charged due to protona-
tion of oxidic copper species. At pH 2.3 silica particles
were negatively charged whereas both CuO- and Cu2O-
species showed positive zetapotentials and the metallic Cu
species showed no charging. As was proven by the ESCA-
measurements, mainly CuO-species existed at the wafer
surface at the prevailing conditions (Fig. 1). At this pH

Table 1 Zetapotentials at selective pH-values of a Silicadispersion
(Levasil 50CK30-V1) and Cu-, Cu2O- and CuO-suspensions as de-
rived from Fig. 2

Zetapotential [mV]
SiO2 Cu Cu2O CuO

pH 2.3 −15 0 +30 +5
pH 4.9 −38 −15 +25 −5
pH 9.8 −42 −75 −30 −30
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Fig. 3 SEM images of copper wafer surfaces treated with a diluted
silica dispersion (Levasil® 50CK/30%-V1, solid content � 1% w/w
derived from the serum) a at pH 2.4, b at pH 4, c at pH 9.4,
d consequtive treatment at pH 2.4 and pH 9.4. Each treatment was
performed for 15 min and the wafer piece was rinsed with deionized
water inbetween every step

attractive Coulomb forces prevail. At pH 4.9 silica par-
ticles and CuO-groups were negatively charged whereas
only Cu2O-groups showed positive surface charges. The
metallic Cu suspension showed a negative zetapotential
at this pH, indicating a preferred divalent CuO-species at
the surface under selected conditions. At higher pH, all
surface groups in the system were negatively charged. At
these conditions repulsive electrostatic forces defined the
particle-wafer-interactions.

Particle adhesion occured primarily at low pH. The par-
ticles could not be removed by rinsing or pH-shift. At pH
> 3.5 repulsive interactions will prevail. In terms of CMP
properties, strong particle adhesion has to be overcome
to avoid wafer surface defects like scratches and particle
residues on the surface are not accepted in the process.

Colloidal stability

At a low initial pH 2.3 of the silica dispersion neither
Na+- nor Mg2+-ions could coagulate the silica dispersion
up to very high salt concentrations. Up to 1500 mmol/L
Mg2+ and up to 2000 mmol/L Na+ could be added with-
out a change in particle size or extinction (Fig. 4, Table 2).
After addition of Cu2+-ions, extinction and particle size
started to increase at a salt concentration ≥ 300 mmol/L.
Al3+-ions coagulated the silica dispersion at salt concen-
trations of ≥ 30 mmol/L, resulting in increasing extinction
and particle size. The resulting pH after addition of NaCl-
or MgCl2 solution stayed nearly constant at approx. pH

Fig. 4 Particle size (hydrodynamic diameter), Extinction (at
650 nm) and pH of silica dispersions at increasing salt concentra-
tions of monovalent NaCl, divalent MgCl2, CuCl2 and trivalent
AlCl3. The silica dispersion (Levasil 50CK/30%-V1 at 0.25% w/w)
was applied at an initial pH of 2.3

2.8 or pH 2.5–2.7 respectively at increasing salt concen-
tration. A slight decrease in pH from pH 3–2.2 and from
pH 2.9–2.5 was observed at addition of increasing amounts
of CuCl2 or AlCl3 respectively. The general increase of
the initial silica dispersion pH from 2.3 to pH 2.7–3 after
salt addition can be explained by the higher pH inherent in
the salt solutions. The CCC-values calculated from Equa-
tion 1 strongly differed from the experimental results for
all salts (Table 2). The theoretical CCCcalc were calculated
as 0.7 mmol/L for Na+, 0.1–0.3 mmol/L for the divalent
salts Mg2+ and Cu2+ and 0.07 mmol/L for Al3+.

At an initial pH 4.9 of the silica disperson the coagula-
tion behaviour was more pronounced for all applied salts
(Fig. 5, Table 2). Extinction and particle size increased at
salt concentrations of ≥ 500 mmol/L Na+, ≥ 200 mmol/L
Mg2+, ≥ 200 mmol/L Cu2+, and ≥ 50 mmol/L Al3+.
The pH values in the presence of Na+ and Mg2+ stayed
nearly constant at pH 5.9. At addition of Al3+ the pH
slightly increased from pH 6 to pH 6.9, at addition of
Cu2+ it decreased from pH 7 to pH 2.3 at increas-
ing salt concentrations. The CCC-values calculated from
Eq. 2 strongly differed from the experimental results
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Table 2 Calculated and experimental Critical Coagulation Concen-
tration CCCcalc and CCCexp respectively of Levasil® 50CK/30%-
V1 dispersions in dependance of pH-value and salt type. The
pHsilica-values were determined in the initial silica dispersions be-
fore salt addition. The pH determined after salt addition “pHexp”
was shifting at increasing salt concentrations of Cu2+ or Al3+ (start
and end). This was taken into account for the calculation of the the-
oretical CCC-values as derived from Eq. 1. The Zetapotential was
taken from Fig. 2, according to the experimentally determined pH.
The experimental CCC-values were derived from Figs. 4, 5 and 6

Counter-pHsilica pHexp Zetapotential CCCcalc CCCexp
ion [mV] [mmol/l] [mmol/l]

start end start end start end

Na+ 9.8 9 −42 20.5 500
4.9 5.9 −38 14.3 500
2.3 2.8 −17 0.7 2000

Mg+ 9.8 8 −42 2.9 50
4.9 5.9 −38 2.2 200
2.3 2.6 −17 0.1 1500

Cu2+ 9.8 7 2.3 −42 −12 2.9 0.04 100
4.9 7 2.3 −42 −12 2.9 0.04 200
2.3 3 2.2 −20 −12 0.3 0.04 300

Al3+ 9.8 8 3.5 −42 −30 0.6 0.30 0.5
4.9 6 6.9 −38 −42 0.5 0.60 50
2.3 2.9 2.5 −18 −15 0.07 0.04 30

for all salts (Table 2). The theoretical CCCcalc were
calculated as 14.5 mmol/L for Na+, 2–3 mmol/L for
the divalent salts Mg2+ and Cu2+ and 0.6 mmol/L for
Al3+.

At an initial pH 9.8 of the silica disperson coagula-
tion occured at far lower salt concentrations compared to
the above stated initial pH values (Fig. 6, Table 2). Extinc-
tion and particle size increased at salt concentrations of
≥ 500 mmol/L Na+, ≥ 50 mmol/L Mg2+, ≥ 100 mmol/L
Cu2+, and 0.5 mmol/L Al3+. In case of Al3+ both par-
ticle size and extinction again decreased at further increas-
ing the salt concentration until the original values were
reached at salt concentrations of ≥ 5 mmol/L. The pH
values in the presence of Na+ and Mg2+ stayed nearly
constant at pH 9 or 8 respectively. At addition of Al3+
the pH decreased from pH 8 to pH 3.5 at salt concen-
trations > 0.5 mmol/L. At addition of Cu2+ the pH de-
creased from pH 7 to pH 2.3 at increasing salt concen-
trations. The CCC-values calculated from Eq. 1 differed
from the experimental results for Na+, Mg2+ and Cu2+
(Table 2). In contrast to the lower silica pH ranges, the
theoretical values fit quite well with Al3+. The theoret-
ical CCCcalc (Eq. 1) were calculated as 20.5 mmol/L for
Na+, 3 mmol/L for the divalent salts Mg2+ and Cu2+ and
0.6 mmol/L for Al3+.

A contrast existed between the experimentally deter-
mined and the calculated critical coagulation concentra-

Fig. 5 Particle size (hydrodynamic diameter), Extinction (at
650 nm) and pH of silica dispersions at increasing salt concentra-
tions of monovalent NaCl, divalent MgCl2, CuCl2 and trivalent
AlCl3. The silica dispersion (Levasil 50CK/30%-V1 at 0.25% w/w)
was applied at an initial pH of 4.9

tions CCCexp and CCCcalc (Fig. 7, Table 2). In most cases,
the silica dispersions were far more stable then theoret-
ically expected. The strongest contrast between experi-
mental and theoretical results was observed at low pH.
The values for the critical coagulation concentrations dif-
fered for more than three decades at pH ∼ 2.3–3, and for
one to two decades at pH > 4 for Na+, Mg2+ and Cu2+.
At high initial pH of 9.8 of the silica dispersion, only
Al3+ coagulated the dispersion as proposed by the DLVO-
theory (CCCexp = 0.5 mmol/L; CCCcalc = 0.6 mmol/L).
This coagulation behaviour versus Cu2+ and Al3+ at ini-
tial pH of 9.8 was especially interesting, as a pH-shift from
pH 7 to pH 2.3 and pH 8 to pH 3.5 respectively at increas-
ing salt concentration was observed (Fig. 6). The silica dis-
persion was restabilized at increasing Al3+-concentration.
Due to the pH shift, cationic oligomeric alumina species
adsorbed at the silica surface, thereby stabilizing the sil-
ica particles (charge reversal was qualitatively proven by
measuring the electrophoretic mobility; explanation see
below).

Another important aspect was the difference in coag-
ulation behaviour between the divalent cations Mg2+ and
Cu2+. Whereas at an initial pH 4.9 of the silica dispersion
the colloidal stability (CCCexp) was similar for Mg2+ and
Cu2+ (Fig. 5), at low pH 2.3 it was lower in presence of the
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Fig. 6 Particle size (hydrodynamic diameter), Extinction (at
650 nm) and pH of silica dispersions at increasing salt concentra-
tions of monovalent NaCl, divalent MgCl2, CuCl2 and trivalent
AlCl3. The silica dispersion (Levasil 50CK/30%-V1 at 0.25% w/w)
was applied at an initial pH of 9.8

divalent Cu2+-ions (Fig. 4). This difference was not ana-
lyzed in detail due to the different focus of this work, but
it can be presumed, that specific ion-binding occurs. Again
at high pH, the silica dispersion was more stable in the

Fig. 7 Critical coagulation concentrations of Levasil silica disper-
sions in dependance of the counterion type and valency. The ex-
perimentally determined CCCexp were derived from Fig. 4, Fig. 5,
Fig. 6. The calculated CCCcalc was derived according to Eq. 1,
Table 2. The values marked with ∗ were calculated from the “end”-
values according to Table 2

presence of Cu2+ than for Mg2+ due to the pH-shift to 2.3
(Fig. 6).

Some aspects of the specific beviour of copper- and
aluminum-ions can be explained by their amphoteric
behaviour in aqueous solution and the formation of
polyhydroxo-species. Lagaly et al. [27] give a review
of the complex coagulation behaviour of oxidic col-
loids in the presence of cations that form polyhydroxo-
species (see also [28, 29]). As Cu(OH)2 is a weak base,
Cu(II)-salts react acidic in aqueous environment [30, p.
1335]: [Cu(H2O)6]2+ ↔ [Cu(OH)(H2O)5]+ + H+. At pH
> 7, Cu(OH)2 can precipitate. This effect could compli-
cate the polishing process, as precipitated particles could
create scratches and polute polishing pads. Dissolved
aluminum-ions even show a more complex coordinative
properties [30, p. 1079]. At low concentrations of ap-
prox. 10−5 mol/L, [Al(H2O)6]3+-species can be present
at pH < 6. [Al(H2O)6]3+ is a weak acid with a pKs-value
of 4.97. Dissociation can occur according [Al(H2O)6]3+
↔ [Al(OH)(H2O)5]+ + H+. In the range of pH 5–9 even
alumina Al(OH)3 can precipitate. At higher concentra-
tions of approx. 0.1 mol/L the [Al(H2O)6]3+-species only
exists at pH < 3. At higher pH of e.g. 4–8 at this con-
centration of alumina salt oligomeric alumina species of
the type [Al13O4(OH)12(H2O)24]7+ will prevail. No alu-
mina precipitation is found at this salt concentration. The
coagulation behaviour in the presence of aluminum salts
was analyzed in detail in the literature [10, 28, 29, 31]. The
released Hydronium-ions explain the pH-shift observed
at increasing salt concentration for Al3+ and Cu2+. The
repeptization in the presence of aluminum salt (Fig. 6) can
be explained by adsorption of oligomeric cationic alumina
species.

The extremely high coagulation stability at low pH can
not be explained by the DLVO theory. Close to the IEP,
the repulsive electrostatic forces are too low to stabilize
the dispersion due to the low dissociation of the silanol
groups. In the literature several authors have studied this
phenomenon. It was proposed, that a hydration layer of
adsorbed cations or electrosteric repulsive forces due to
adorbed polysilicium species cause the high colloidal sta-
bility – as well as the strong stability versus gelation [10,
12, 13, 15, 16]. Only at high pH > 11 pure electrostatic
interactions according to the DLVO-theory can be of im-
portance due to the absence of polymeric or oligomeric
silica species [13]. At pH 6–8, Healy proposed electros-
teric stabilization due to adsorbed oligomeric silicic acid
as predominant mechanism.

Copper Ion Release during Polishing

At a removal rate of 10 nm/min, the concentration of
copper-ions released into the polishing cell was
< 1 mmol/L, at 100 nm/min approx. 2–4 mmol/L and
at 1000 nm/min approx. 20–40 mmol/L (Table 3, Fig. 8).
A 1st-step copper CMP-slurry with a good performance
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Table 3 Copperion-concentration released during polishing in de-
pendance of the Removal Rate determined in a mini polishing
mashine (own construction) and two industrial polishing mashines
(Mecapol 406 and LamTeres) (Eq. 3). The mini polishing mashine
was constructed for batch experiments with a total liquid volume
of 2.5 ml and polishing areas of 7.1 cm2 (pieces of 3 cm diameter).
Polishing on the commercial mashines was performed under con-
stant flow, which was optimized to flow rates of 200 ml/min on
20 cm wafer material respectively

Removal rate Released Cu2+-concentration
[nm/min] [mmol/L]

Mini-polisher Mecapol/Lam Teres
1 0.04 0.02

10 0.40 0.25
100 3.97 2.45

1000 39.72 24.52

has to show on the one hand high selectivity towards
copper as well as high removal rates for copper. In Nen-
nemann et al. [4] copper removal rates for a silica-based
high selective copper-slurry of 700 nm/min are reported.
Such a silica-polishing-slurry would not even coagulate
at initial pH of 9.8 (CCCexp ≥ 100 mmol/L, Table 2) in
the polishing process. At medium pH 4.9 and low pH 2.3
the slurry was stable up to copperion-concentrations of
200–300 mmol/L. Even high removal rates will not desta-
bilize the dispersion. The calculated values CCCcalc were
between 0.04 and 2.9 mmol/L and let expect a strong co-
agulation even at low removal rates < 100 nm/min.

The released amounts of copperions in a CMP-polish-
ing process are difficult to estimate. Industrial polish-
ing mashines (Mecapol or LamTeres polishing mashines)
work under continuous flow. Released copper ions are sup-
posed to be removed constantly. Nevertheless, on a micro-
scopic scale the porous, polymeric polishing pad has con-
tact to the wafer surface. In the pores, polishing slurry is
captured. The local concentration of released copper-ions
therefore can be much higher than the macroscopic solu-
tion would expect. Our calculations are only a rough esti-
mation of the complex CMP-process, but the strong differ-
ence between tolerable copperion-concentration and esti-
mated released copper amounts shows the strong potential
stability of the silica-slurries during the CMP-process.

Conclusion

The copper wafer surface exhibited a CuO-layer under
oxidative conditions (Fig. 1). This oxide layer could be re-
moved by acid addition. Particle adhesion to the copper
wafer surface occured primarily at low pH 2.3, when the
silica particle surface was negatively and the copper wafer
surface positively charged due to the formation of a CuO-

layer (Figs. 2 and 3). The particles could not be removed
by rinsing or pH-shift. At pH > 3.5 repulsive interactions
prevailed and only very few particles adsorbed to the wafer
surface. In terms of CMP properties, scratching due to par-
ticle adsorption can be overcome at pH > 3.5.

In the Levasil®-silica dispersions strong repulsive in-
teractions prevailed over a broad pH range from pH 2.3
to pH 9.8, that could not be explained by the electrostatic
DLVO-model (Fig. 7, Table 2). Steric stabilization and hy-
dration forces were seen as reason for such a high colloidal
stability. The highest colloidal stability was observed at
initial pH 2.3, close to the IEP. The silica dispersion
could not be coagulated by Na+ or Mg2+ up to 1500 or
2000 mmol/L. At initial pH 2.3 ≥ 300 mmol/L, at initial
pH 4.9 ≥ 200 mmol/L and at initial pH 9.8 ≥ 100 mmol/L
Cu2+-concentration were necessary to coagulate the dis-
persion. The high CCC in the presence of Cu2+ even at
high pH was not observed for the divalent cation Mg2+.
Copper salts react acidic in aqueous environment. Due to
released Hydronium-ions, the pH was shifted below pH 3,
were silica sols are highly stable (Fig. 6). During a cop-
per CMP-process, only up to 40 mmol/L Cu2+ were re-
leased even at high removal rates of 1000 nm/min (Fig. 8).
Though this is an estimation that does not take into ac-
count the confined geometry due to pad-wafer interactions
and probable high local Cu2+-concentrations at the wafer
surface, it can be expected, that Levasil®-silica disper-
sions are highly stable during the CMP-process. Defects
due to Agglomeration could be avoided. Hey et al. and
Nennemann et al. [4, 9] could prove, that such dispersions
showed a very good long-term-stability, high polishing
efficiency and low defect density during application. As
optimal pH-range pH 4–5 was obtained. At this pH, no par-
ticle adhesion to the wafer surface occured, a high coagula-
tion stability was obtained and no Cu(OH)2-precipitation
is expected.

Fig. 8 Copperion-concentration released during polishing in depen-
dance of the Removal Rate according to Table 3 and critical coagu-
lation concentration CCCcalc and CCCexp according to Table 2
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Abstract Porous bead celluloses
have wide ranging applications as
separation media and carrier systems.
Physicochemical characterization of
these materials and related suspen-
sions is essential for quality control
and technical applications. This
includes their surface properties,
porosities and mechanical properties.

The paper describes the appli-
cation of multisample analytical
centrifugation for porous bead
celluloses.

Bead celluloses of different sizes
and differing in the preparation
process were chosen and analysed
in respect to porosity and particle
interactions.

The consolidation, packing
behaviour and elasticity of the
bead celluloses was analysed in an
alternating centrifugal field.

Differences in packing density
obtained under controlled conditions

were used to calculate the porosi-
ties of the samples. Multisample
analytical centrifugation provides
a powerful alternative for determin-
ation of the cumulative porosity,
which was elaborated in this study.
This approach is generally applicable
for other particulate material if strong
flocculation between particles can be
avoided.

Further, different preparation
processes lead to an alteration of
the surface properties of the bead
celluloses. Bead celluloses revealed
a markedly different behaviour than
cellulose powder manufactured from
native cellulose.

Keywords
Analytical centrifugation ·
Cellulose beads ·
Packing behaviour ·
Particle interaction · Porosity

Introduction

Bead cellulose is a regenerated spherical porous cellu-
lose which is manufactured by special dispersing methods.
Characteristic properties of bead cellulose are spherical
morphology with defined particle size and distribution,
highly porous structure, high specific surface area, hy-
drophilic properties, chemical reactivity and high mechan-
ical strength. It maintains the typical cellulose properties.
It has a virtually uncharged surface in water and is highly
insoluble in common solvents. Bead cellulose found many
applications mainly in methods and processes utilizing

solid phase techniques, liquid chromatography, immobi-
lization of enzymes or ion exchange [1, 2].

By variation of cellulose raw material and solvents
a range of bead celluloses with different properties can be
obtained. The general preparation procedure can be de-
scribed by the following steps: emulsification of a solution
of cellulose, gelation of the emulsified droplets, washing
and fractionation, chemical modification.

Examples of cellulose material for preparation of bead
cellulose are viscose or cellulose acetate leading to beads
with particle size ranges from 30–300 µm and 5–20 µm,
respectively.
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Development and application of cellulose bead prod-
ucts requires efficient means for characterization of par-
ticle interactions, swelling properties and packing be-
haviour. To this end the potential of multisample analytical
centrifugation was evaluated, which already proved capa-
ble for characterization of particle interactions in suspen-
sions [3].

Characterization of porosity of swollen cellulose beads
by reverse chromatography or water vapour adsorption
is especially laborious. Multisample analytical centrifu-
gation provides a powerful alternative for determination
of the cumulative porosity, which was elaborated in this
study. This approach is generally applicable for other par-
ticulate material if strong flocculation between particles
can be avoided.

Experimental

Materials

The samples used for the experiments are two commercial
underivatized bead celluloses Perloza ST 30–50 µm and
Perloza ST 150–300 µm (IONTOSORB, Czech Republic)
and one sample prepared from cellulose acetate [4] with
a particle size of 1 to 12 µm.

As shown in Fig. 1 the cellulose beads prepared from
cellulose acetate are of spherical shape and highly porous.
This product has a narrow particle size distribution around
3 µm (Fig. 2, particle size distribution determined by raster
electron microscopy).

In the following the cellulose beads will be denoted as
3 µm (beads prepared from cellulose acetate), 30–50 µm
and 150–300 µm (beads prepared from viscose), respec-
tively.

The porous structure of the beads in the dry state
was characterized with mercury porosimeter systems Pas-
cal 140 and Pascal 440 (Fisons CE Instruments, Italy)
(Fig. 3). The highest cumulative volume was traced for cel-
lulose beads with 3 µm in diameter. However, the volume
determined includes the space between the beads because

Fig. 1 Raster electron microscope image of cellulose beads 3 µm

Fig. 2 Particle size distribution of cellulose beads 3 µm determined
by raster electron microscopy

Fig. 3 Pore size distribution of dry cellulose beads determined by
mercury porosimetry

mercury porosimetry cannot distinct between inner pores
and space between the beads.

Cellulose has a net density of 1.5 g/cm3 (density with-
out pores).

Analytical Centrifuge – Principle of Measurement

The multisample analytical centrifuge (LUMiFuge –
L.U.M. GmbH, Germany) used in this study employs the
STEP™-Technology (Space and Time resolved Extinction
Profiles), which allows to measure the intensity of the
transmitted light as function of time and position over
the entire sample length simultaneously (Measurement
scheme see Fig. 4).

The data are displayed as function of the radial pos-
ition, as distance from the centre of the rotation (Fig. 4).
The progression of the transmission profiles contains the
information on the kinetics of the separation process and
allows particle characterization [3, 5, 6]. Up to 12 differ-
ent samples can be analysed simultaneously at constant or
variable centrifugal speed up to 2300 g. The sequence of
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Fig. 4 Measurement scheme of the multisample analytical photo-
centrifuge. Parallel NIR-light is passed through the sample cells
and the distribution of local transmission is recorded at preset time
intervals over the entire sample length

centrifugal speed can be varied as step function, therefore
alternating compression–dilatation cycles can also be con-
ducted.

The separation behaviour of the individual samples can
be compared and analysed in detail by tracing the varia-
tion in transmission at any part of the sample or by trac-
ing the movement of any phase boundary. As for a given
type of sample cells the position of a phase boundary
corresponds to a defined sample volume the relationship
position–volume can be established by calibration. Thus
the alteration of packing density can be directly measured.

Characterization of Packing and Elasticity Behaviour
in an Alternating Centrifugal Field

Stock suspensions were prepared dispersing cellulose
beads in deionised water (mass ratio 1/2) and then fur-
ther diluted in plastic (polycarbonate) rectangular sample
cells (optical path length of 2 mm) to result in dispersions
with a cellulose mass fraction of 0.2. After consolidation
at normal gravity the samples were subjected to 5 consecu-
tive compression/dilatation cycles (every cycle consists of
3 centrifugation steps at 130 g, 1100 g and 11 g, each step
for 21 minutes). This corresponds to an excess pressure of
2500, 22 000 and 200 N/m2, respectively (calculation of
excess pressure see below).

Results and Discussion

The results obtained during the first compression/dilatation
cycle are depicted in Fig. 5 as variation of the position
of the interface between sediment and supernatant upon

Fig. 5 Compression/dilatation behaviour during centrifugation with
stepwise variation of centrifugal acceleration (130, 1100, 11 g)

sequential compression at 130 and 1100 g followed by di-
lation at 11 g. The position of the interface is added as
distance from the centre of rotation (the sediment height
is the difference between the position of the bottom of the
cell at 113.8 mm and the position of the interface).

Beads have a random disordered local distribution ini-
tially, which is transferred during consolidation at gravity
and centrifugal compression into a more ordered arrange-
ment. In the range of excess pressures applied measurable
resistance against compaction is due to attractive particle
interactions, i.e. particle aggregates prevent ideal packing.
Repulsive particle interactions are necessary to approach
ideal packing. Only weak links between particles can be
broken during compression. Strong links hinder a regular
particle arrangement. Multiple compression/dilatation cy-
cles lead to a gradual approach to optimal packing.

Clear differences between the packing/compression
behaviour of beads prepared from viscose (30–50 µm,
150–300 µm) and cellulose acetate (3 µm) are obvious.
The former reach the steady states almost instantaneously
and exhibit elastic behaviour after dilatation, the latter
exhibits a higher resistance to compaction, i.e. a close
packing of beads is only slowly approached.

In the following the average packing density (volume
fraction) of the sediment Φ is examined as function of
the excess pressure applied at the position of the cell bot-
tom PL. The values of Φ and PL can be computed as
follows [7–9].

Φ = m/(ρV) (1)

PL = (ρ−ρ0)Lω2m/(ρA) , (2)

where L is the distance of the bottom of the cell from the
axis of rotation, ρ and ρ0 are the densities of the unswollen
solid and the liquid, respectively, m the mass of the net
solid in the sediment, A the cross sectional area of the rect-
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Fig. 6 Dynamic compaction in an alternating centrifugal field, ef-
fect of number of compression/dilatation steps

angular cell, ω the angular velocity and V the volume of
the sediment.

Equilibrium values for the volume fractions at different
compaction pressures are derived from the repeated com-
pression dilatation cycles (Fig. 6).

Figure 6 depicts the average packing densities ob-
tained after sequential compression/dilatation at 130, 1100
and 11 g, that is 3 points for each of the 5 compres-
sion/dilatation cycles. The behaviour of the 3 µm beads
differs from the others only during the first step of com-
pression. Only a minor increase of packing density with
the number of compression/dilatation cycles is detected

for all beads. The sediments exhibit nearly ideal elastic
behaviour upon release of pressure, i.e. there is no irre-
versible breakdown of flocculated structure.

The behaviour of cellulose beads is opposite to that of
dispersed cellulose powder made from cotton linters [3,
10], which can be considered as a strongly flocculated
sample. For the dispersed cellulose powder an increase in
packing density of approx. 0.07 during the first compres-
sion and an additional increase of 0.01 was experienced
during the following cycles resulting in a packing density
of 0.32 only.

Based on the approach to equilibrium packing dens-
ity [3, 10] the interaction between cellulose beads with
3 µm can be classified as weakly attractive, that of beads
30–50 and 150–300 µm as repulsive. Weak attractive
forces between the 3 µm cellulose beads may be the result
of a small fraction of residual acetyl groups. In con-
trast to strong attractive interparticle forces an equilibrium
packing density close to random close packing has to be
expected [10] in both cases. Therefore the difference to
the volume fraction for close packing can only be due to
the inner porosity of the beads. Assuming a volume frac-
tion of 0.6 for close packing of nonporous particles the
maximum packing density obtained for the porous beads
of 0.3, 0.24 and 0.215 relates to porosities of 0.5, 0.6
and 0.64 for 3, 150–300 and 30–50 µm beads, respec-
tively. Thus multisample analytical centrifugation provides
a powerful alternative for the approximate determination
of the cumulative porosity in the swollen state, which is
otherwise very laborious. Furthermore, the influence of
preparation conditions and solvent effects can easily be
traced.

References
1. Wolf B, Horsch W (1991) Pharmazie

46:392
2. Fanter C (2004) Das Papier 4:68
3. Sobisch T, Lerche D (2003)

Interaction between tailored particle
interfaces characterized by analytical
centrifugation. Chemistry Preprint
Archive, Volume 2003, Issue 7,
p 198–218,
http://www.sciencedirect.com/
preprintarchive

4. EP AZ 96109778.9 (1999)

5. Lerche D (2002) Dispersion stability
and particle characterization by
sedimentation kinetics in a centrifugal
field. J Dispersion Sci Techn 23:699

6. Sobisch T, Lerche D, Detloff T,
Beiser M, Erk A (2005) Tracing the
centrifugal separation of fine-particle
slurries. Effect of centrifugal
acceleration, particle interaction and
concentration. Filtration, in press

7. Gilány T, Horváth-Szabó G,
Wolfram E (1984) J Coll Interface Sci
98:72

8. Tombácz E, Deér I, Dékány I (1993)
Colloids Surfaces A 71:269

9. Tombácz E, Horváth B, Ábráhám I
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Abstract The paper reports
a methodological light-scattering
study, which compares experimen-
tal observations with theoretical
concepts and simulation results.
The intensity and the amplitude
of the auto-correlation function
of transparent and turbid suspen-
sions of polystyrene-latex (diameter
σ = 112 nm) with transmissions
in the range of T = 0.9–99% are
investigated. The theory that is
applied, corrects for the dead-time
effects of the multiplier, the non-
ideality of the mono-mode fibre
detection optics, and the influence of
uncorrelated scattering contributions,

which are caused by orthogonal fields
and fluctuations that are too fast
to be processed by the correlator.
The intensities and the amplitudes
of the correlation functions of the
polarized and the totally scattered
light determined experimentally are
compared with the results of Monte-
Carlo simulations of the polarized
and depolarized components of single
and multiple scattering.

Keywords Correlation
functions · Fibre optics ·
Light-scattering methodology ·
Multiple scattering · Simulation

Introduction

Scattered light provides information about size, shape, dy-
namics and correlations of particles of mesoscopic size [1].
Conventionally, the sources of information are the scat-
tering intensity and the time dependence of the auto-
correlation function. Using mono-mode fibres, the ampli-
tudes, also termed intersect, of the correlation functions
may become an additional source of information.

While in the traditional setup 0.7 is regarded as a rather
good figure for the amplitude of the auto-correlation func-
tion, applying mono-mode fibres the amplitude of correla-
tion functions is near to its ideal value of unity [2], provided
the scattered light is polarized, and the time scale of the
intensity fluctuations is in the range, which can be pro-
cessed by the correlator. Therefore, mono-mode fibres with
integrated gradient index lens (GRIN) replace the aperture
system of pin holes and lenses selecting the light for a par-
ticular scattering angle in the traditional setup. The fibre

technique simplifies the setup and the alignment proced-
ure considerably. The selectivity for the scattering angle is
improved substantially, thus the quality of the correlation
functions. Deviations of the amplitude from unity provide
additional information about the system investigated.

New techniques were developed because of the avail-
ability of mono-mode fibres. Of particular interest are the
cross-correlation techniques that enable to separate the sin-
gle scattering from multiple scattering contributions. In
the cross-correlation experiments the scattered light of two
different experiments with identical scattering vector and
identical scattering volume is cross-correlated. Only the
singly scattered light contributes to the cross-correlation
function [4–13]. Although the pioneering work of Schätzel
et al. [4], which analyzes the cross-correlation of the scat-
tered light of two different frequencies, was carried out
without using mono-mode fibres, it can be said that other
rather delicate cross-correlation experiments as the 3d-
cross-correlation technique [5–11] and the one-speckle
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technique [12, 13] rely on mono-mode fibres. The cross-
correlation techniques are useful as long as single scattering
is sufficiently strong to allow evaluation. If the transmission
is below 1% other methods are more apt e.g. the investi-
gation of backscattering [14] or light-diffusion [15]. These
methods also take advantage of fibre optics.

The amplitude of the cross-correlation functions de-
pends in a rather complicated way on the optical details
of the setup [16]. Beside that it is determined by the
ratio of the single-scattering intensity to the total scat-
tering intensity. Therefore, multiplying this ratio by the
total scattering intensity yields the single-scattering inten-
sity [4–13]. Vice versa the intensity of the multiply scat-
tered light and the sum of the multiple-scattering correla-
tion functions [8, 17, 18] can be determined by subtracting
the single-scattering correlation function from the auto-
correlation function. This straight forward procedure, ap-
plied in former work [8, 17], implies linearity of the mul-
tiplier and unity of the amplitude of the auto-correlation
function. Those presumptions are correct only approxi-
mately: The multiplier is not linear and the amplitudes
of the autocorrelation functions deviate from unity even
when using mono-mode fibres. Hence appropriate correc-
tions should be applied.

It is the purpose of this paper to provide and test tools
that enable accurate estimates of the scattering intensi-
ties and of the contributions to the correlation functions of
the single- and multiple-scattering. This requires correc-
tions for deficits of the multiplier as dead-time effects and
dark current, for the non-ideality of the mono-mode fibres
and for uncorrelated scattering contributions. In this work
we analyze the count rate and the amplitude of the ex-
perimental auto-correlation function of the total scattering
intensity and of the polarized component. We investigate
transparent and highly turbid suspensions of polystyrene
latex spheres. The theory applied is based on the work of
Flammer and Rička [20, 21], which is quite general but
focuses on the multiplier dead-time effect. The influence
of the dead-time effect was investigated experimentally
in [21] and taken into account in [18]. Extending the work
of [20] we consider in theory and experiment non-ideal fi-
bres using the theory of Schätzel, which was developed
for the conventional aperture optic, and include the con-
tributions of the dark current and other non-correlated
scattering contributions. In particular we discuss the in-
fluence of the depolarized scattering, which in the system
investigated is caused by multiple-scattering. Finally, we
compare the amplitudes of the auto-correlation function
obtained from the experiment with that estimated from
simulation results of the scattering processes in the sample.

Theory

In light-scattering experiments the count rate r, which is
the number of photons counted by a multiplier in a cer-

tain time interval, is measured and the correlation between
count rates at different times is determined by means of
a correlator. For an ideal detector, the photons are counted
once and only once. With the photon energy hν the in-
tensity is I = r ·hν. The electro-dynamic theory, given in
the textbooks, concerns the average intensity 〈I (q)〉 and
the auto-correlation function of the intensity of the scat-
tered light [1]. The scattering vector q is the difference
between the wave vectors of the incident and of the scat-
tered light. The intensity-correlation function is given by
the average intensity and the normalized field correlation
function g(1) (q, t)

〈I (q, 0) · I (q, t)〉
= 〈I (q)〉2

(
1+β2g(1) (q, t) · g(1) (q, t)∗

)
, (1)

g(1) (q, t) =
〈
E (q, 0) · E (q, t)∗

〉
〈
E (q, 0) · E (q, 0)∗

〉 (2)

for stationary systems, if Gaussian statistics applies to the
fluctuations of the electric field E at the detector. Note,
that I = c

8π
E · E, where c is the velocity of light. The field

E (q, t) of the scattered light is determined by the spatial
Fourier transform of the dielectric permittivity at time t, so
that the experiment yields the correlation function of the
Fourier transform of the fluctuations of the dielectric per-
mittivity. In the ideal experiment the amplitude factor β
equals unity. In the traditional setup β deviates, because
the wave vector selectivity is rather poor, so that light of
different q-vectors, which is uncorrelated, is received by
the detector. To large extend this shortcoming is remedied
by the fibre optics [2]. However, deficiencies of the fibre
optics and the characteristic of photon multiplier as well
as background scattering cause β to deviate from its ideal
value and remain to be accounted for.

The interrelation between Eq. 1 and the photon count
rate is trivial for an ideal detector. More generally, except
for a factor (Eq. 1) applies for linear detectors, where the
experimental count rate is linearly related by the quan-
tum efficiency to the light-intensity. In general the relation
between the photon count rate r and the intensity I of pho-
tons is nonlinear [19], which should be taken into account,
when estimating the time average 〈I (q)〉, which is also
a nonlinear function of the average count rate 〈r〉. While
it is simple matter to determine the nonlinearity of the de-
tector beforehand, the intensity correlation function given
in Eq. 1 is in a nontrivial way related to the correlation
function of the photon count rates r obtained from the ex-
periment. As shown by Flammer and Rička the amplitude
of the correlation function may be used to determine the
multiplier characteristic [20, 21].

Schätzel [19] has discussed two models for non-linear
detectors, the paralyzable and the non-paralyzable detec-
tor, characterized by the response functions

r = I · exp (−θ · I) (3)
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and

r = I/ (1+ θ · I) , (4)

respectively. Here θ is the dead time of the multiplier.
The quantum efficiency of the multiplier would enter the
equations as a linear factor and is therefore put to unity
for simplicity of notation. With the paralyzable detector
the count rate vanishes at high intensities, while the non-
paralyzable detector reaches a constant limit. Schätzel in-
vestigated also a superposition of the two cases. According
to Flammer and Rička an expansion up to third order in I
is sufficient for the light-scattering purposes [20].

r = I(1− θI + θ2φI2) (5)

The coefficient φ accounts for the superposition of the
two cases. For the non-paralyzable detector it holds φ = 1,
while φ = 1/2 for the paralyzable detector.

The photon statistics is expected to satisfy a Γ -dis-
tribution [19]

p (I) =
(

γI

〈I〉
)γ−1

γ exp (−γI/ 〈I〉)
〈I〉 Γ (γ)

. (6)

Here γ denotes the number of coherence areas accepted by
the aperture. For mono-mode fibres it holds γ = 1 and the
distribution reduces to the exponential distribution. The
momentum generating function or characteristic function
M1 (s) [19, 22]

M1 (s) = 〈e−sI〉 =
(

1+ s 〈I〉
γ

)−γ

(7)

is obtained by averaging the exponential e−sI with the dis-
tribution p (I).

The required moments 〈In〉 can be derived either by in-
tegration using the distribution p (I) or else by differentiat-
ing the characteristic function in respect of the parameter s
at s = 0. The Γ -distribution implies

〈I2〉 = 〈I〉2
(

1+ 1

γ

)
, (8)

which describes the reduction of the amplitude of the cor-
relation function by the number of coherence areas passing
the aperture.

Averaging the count rate given in Eq. 5 yields

〈r〉 = 〈I〉
(

1− θ 〈I〉 1+γ

γ
+φ · θ2 〈I〉2 (1+γ) (2+γ)

γ 2

)
.

(9)

Mathematica 5.1 is used for carrying out lengthy algebra.
If the characteristic parameters θ, φ, and γ of the detection
optics are known, the true intensity can be calculated by in-
version of Eq. 9 from the experimental count rate. Solving

the cubic Eq. 9 and expanding in 〈r〉, θ and φ yields

〈I〉 = 〈r〉
(

1+ θ 〈r〉 γ +1

γ

+ θ2 〈r〉2 γ +1

γ
· 2(1+γ)−φ · (γ +2)

γ

)
. (10)

Flammer and Rička [20] proposed an elegant way to de-
termine parameters θ and φ from the amplitude of the
auto-correlation function. For this purpose the correla-
tion function 〈r1 ·r2〉 of two photon currents r1 and r2
as given in Eq. 5 is calculated. The indices here re-
fer to different times. This calculation is straight for-
ward, when employing the characteristic function of the
two-point Γ -distribution for correlated events, given by
Schätzel [19].

M2 (s1, s2) = 〈e−s1 I1−s2 I2〉
=
(

1+ 1

γ
〈I1〉 s1 + 1

γ
〈I2〉 s2

+
(

1

γ

)2

〈I1〉 〈I2〉 s1s2
(
1− g2))−γ

(11)

For γ = 1 the Γ -distribution reduces to the exponential
distribution [17].

For simplicity of notation we use a shorthand notation
g ≡ g(1) (q, t). The various moments

〈
Im
1 In

2

〉
, required for

evaluating the count-rate correlation function 〈r1 ·r2〉, are
calculated as the derivatives of the characteristic function
in respect to s1 and s2 at s1 = 0 and s2 = 0. The result is

〈r1r2〉 ≡ 〈r〉2
(

1+ g2
exp

)
= 〈I〉2

(
1+ 1

γ
g2
)

−2θ 〈I〉3 1+γ

γ 2

(
2g2 +γ

)
+ θ2 〈I〉4 1+γ

γ 2

(
2g4 +γ (1+γ +2 (2+γ) φ)

+ 2g2(2+6φ+γ(2+3φ)
))

. (12)

By gexp we have denoted the correlation function of the ex-
perimental count rate, commonly identified with g, which
is not quite correct. It remains to express 〈I〉 by the meas-
urable quantity 〈r〉, which leads to a quadratic equation re-
lating g2 to g2

exp.

g2
exp = 1

γ
g2
(

1−2 〈r〉 1+γ

γ
θ

+ 〈r〉2 1+γ

γ 2

(
2g2 −3 (1+γ)+4 (2+γ) φ

))
(13)

By solving the quadratic equation for g2 an expression
of g2 as function of g2

exp is obtained. For zero time,
when g (0) = 1 Eq. 13 describes the amplitude of the count



176 J. Köser et al.

rate correlation function gexp (0) as function of 〈r〉 with the
fit parameters γ , θ and φ.

Methods

Experiment

The apparatus is the 3d-cross-correlation setup, which was
used in former work and described in detail there [8, 17,
18]. Here we have analyzed the light of one scattering
plane. The beam of a 10 mW He−Ne laser (Uniphase) is
split into two parallel beams (intensity ratio 82.8%) and
focused into the sample. The intensities of the incoming
and transmitted light are measured with the help of photo-
diodes calibrated with a power meter (field master, Coher-
ent Radiation). On the detection side the scattered light
is collected by two mono-mode fibres with an integrated
GRIN optics (BFI Optilas), detected by the double photon
multiplier (ALV/SO-SIPD) and processed by a digital cor-
relator (ALV-5000/E). In order to allow measurements at
different scattering angles the detection arm carrying the
fibre optics is rotated by a computer controlled turntable
(Newport 496).

Cylindrical (inner diameter 0.80 cm) sample cells
(Hellma) were filled by weight, flame sealed and po-
sitioned in a glass cylinder (outer diameter 9.93 cm)
(Hellma) filled with water and thermostated to 295.150±
0.002 K using a computer controlled two stage heating.
The polarization of the scattered light was fixed by a po-
larization foil with an extinction ratio 3/1000 fitted around
the thermostating glass cylinder. Suspensions of spherical
latex particles (DOW, EM-specified diameter σ = 112 ±
1.5 nm, refractive index nL = 1.59) in a solution 0.4 g/l
Sodium dodecyl sulfat in deionized water cleaned fur-
ther by a Millipore filter were investigated. Intensity and
correlation functions of the total scattering intensity and
of the polarized contribution were measured. Measure-
ments of the depolarized scattering were not carried out
because the separation of the depolarized component from
the polarized part by the polarization foil appeared to
be insufficient. The transmissions of the samples (weight
fraction 2.61 × 10−3, 1.57 × 10−3, 8.73 × 10−4, 4.04 ×
10−4, 9.72 × 10−5, 2.8 × 10−5, 1.0 × 10−5, 3.4 × 10−6)
were determined to be 0.9%, 5.3%, 19%, 40%, 71%, 90%,
97% and 99%.

Monte Carlo Simulations

We compare our experimental results with Monte Carlo
simulations performed on the basis of the method of Bai-
ley and Cannell [23]. The program used was written by
Kleemeier [24] and modified for this work. The pro-
gram was originally developed to account for multiple-
scattering effects in opalescent fluids near the critical
point. Therefore the angle dependence of the scattering

cross-section was described by a Lorentz-function. For
simulating colloidal systems we have included other forms
of scattering cross-sections namely the form factor pre-
dicted by the Rayleigh–Gans theory [25] and the Gaus-
sian approximation exp[−q2σ2/20], which is used in this
work.

The simulation method models the incident laser
beam as a large number of photons (108–109), which are
launched into the sample. The probability distribution for
the distance a photon travels in the sample and between
two scattering events is determined by the turbidity of the
scattering medium, which is the reciprocal length of the
free path of the photons. The probability for a certain scat-
tering direction is given by the angle dependence of the
scattering cross section of the particles. After scattering the
photon travels again a randomly chosen free path length
and is scattered anew. If the last scattering event of the
photon before leaving the sample is within a predefined
volume given by the geometry of the sample the scatter-
ing event is recorded. In that way the numbers of singly,
doubly and multiply scattered photons for various scat-
tering angles are available. We select the contributions of
polarized and depolarized scattering within the plane per-
pendicular to the field of the incident beam to be compared
with the experiment.

The Monte Carlo calculations were performed by as-
suming a Gaussian intensity distribution with a 1/e2 diam-
eter of 0.254 mm and a Gaussian aperture function with
a 1/e2 diameter of 1.24 mm.

Results

Analysis of Polarized Scattered Light

For linear detectors the amplitude of the experimental cor-
relation function gexp is 1/

√
γ , where γ is the number

of coherence areas. Nonlinearity of the multiplier causes
a variation of the amplitude with the detected photon cur-
rent, which is in general a nonlinear function of the inten-
sity.

The Fig. 1a shows the amplitude of the auto-correla-
tion functions g(1)

exp of the polarized component of the scat-
tered light. With the exception of the data at very small
count rates, the experiment yields a linear dependence
of g(1)

exp from the count rate 〈r〉. Independent of the trans-
mission of the samples and of the scattering angles all data
are located at a master plot, which is linear in 〈r〉 with
an intercept near unity. The deviation of γ from unity is
small, so that we write γ = 1+∆γ and use an expansion
of Eq. 13, which is linear in ∆γ and 〈r〉.
gexp =

(
1− ∆γ

2
−2 〈r〉 θ (1−∆γ)

)
· g . (14)

The fit yields ∆γ = 0.007 ±0.002 and θ = (1.41±0.2) ·
10−8 s.
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Fig. 1 Amplitude of the field correlation function g(1) as function
of the count rate. a as determined from the count rate correlation
function of the polarized light; the line is the fit with Eq. 14 the
dashed lines give the confidence interval, b after correcting for the
dead time of the multiplier and the deviation of the single mode
detection; the line is the fit with Eq. 18, c after correcting also for
fast processes; the line is calculated from the inversion of Eq. 18.
The data concern different scattering angles. The symbols refer to
samples of different transmission T , which are 99% (∗), 97% (◦),
90% (∆), 71% (∇), 40% (�) 19% (♦), 5.3% (+), and 0.9% (×)

The inversion of Eq. 14, shown in Fig. 1b shows no
variation of the amplitude with the count rate with the ex-
ception of the drop at count rates below 26 kHz, which
is not described by Eq. 14. This effect is based on the
fact that different processes may contribute to the corre-
lation function. In general, the scattering intensity I is
a sum of a contribution of the desired scattering inten-
sity Is, and two background intensities Ib and If that are
either too slow or too fast to be processed by the photon-

correlator [20]. Analogously the corresponding field is

E = Ef + Es + Eb . (15)

The intensity correlation function is then obtained by aver-
aging

〈I (0) · I (t)〉 =
( c

8π

)2 〈
E (0) · E (0)∗ · E (t) · E (t)∗

〉
=〈I〉2 +

( c

8π

)2 〈
E (0) · E (t)∗

〉
× 〈E (0)∗ · E (t)

〉
. (16)

When working out the field correlation functions, all terms
involving Ef and all mixed terms as

〈
Eb (0) · Es (t)∗

〉
van-

ish, while c
8π

〈
Eb (0) · Eb (t)∗

〉= Ib and c
8π

〈
Es (0) · Es (t)∗

〉
= Isgs.

Applying those rules one gets

g2 = j2
b +4 jb jsgs + j2

s g2
s , (17)

where jb = 〈Ib〉/ 〈I〉 and js = 〈Is〉/〈I〉. By gs we denote
the normalized field correlation function of Es. The term
linear in gs is the heterodyne contribution. In our experi-
ment a static background jb is not present. If heterodyne
contributions (e.g., due to scratches at the windows) were
present, the correlation function g would not vanish at
large times and the amplitude would exceed unity at t = 0.
The background caused by processes too fast to be ac-
cepted by the correlator may be due to the dark current of
the multiplier (0.025 kHz) and fast motions of smaller par-
ticles. With Eq. 17, putting js = 1 − jf and jf = 〈If〉/ 〈I〉
Eq. 14 becomes

gexp =
(

1− 〈rf〉
〈r〉
)(

1− ∆γ

2
−2 〈r〉 θ (1−∆γ)

)
· gs .

(18)

The intensity ratio jf is approximated by the ratio of
the count rates as this correction becomes important only
at low count rates. The count rates measured at 90◦ on
a sample without latex is 0.058 kHz. The best fit yields
0.043 ±0.008 kHz for 〈rf〉, which is larger than the dark
current and indicates the presence of some faster pro-
cesses in the sample that cannot specified any further here.
Putting gs(q, 0) = 1, the amplitudes shown in Fig. 1b are
well described by Eq. 18. The inversion of Eq. 18 yields
gs(q, 0) ≈ 1 from gexp(q, 0). This is shown in Fig. 1c.

By definition a time correlation function should start
with unity at t = 0. However, the experimental correla-
tion functions of the photon current do not. It is therefore
quite remarkable that the inversion of Eq. 18 suffices to
transform the real data into such of an ideal experiment,
which may be compared with simulations. In order to com-
pare simulation results with experiments it is necessary to
correct the experiments for the deficiencies of the setup
beforehand. In Fig. 2a we show the count rates measured
for the samples of different turbidity. The data have been
corrected using a simplified form of Eq. 10 that takes into
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Fig. 2 Measured (a) and simulated (b) photon count rate of the po-
larized scattering intensity of samples of different transmission as
function of the scattering angle. The experimental data are corrected
for the dead time, the dark current of the multiplier and the devi-
ation of the fibre from the mono-mode specification. The samples
and the corresponding symbols are the same as in Fig. 1

account only terms linear in θ and ∆γ . The difference to
the original data would not be visible in the figure as it is
only 2%. Figure 2b shows the corresponding results of the
simulation, which agree rather well with the experimental
data, shown in Fig. 2a. The deviations between experi-
ments and simulation at large scattering angles in samples
with high turbidity need further investigations.

The intensity becomes large for scattering angles near
0◦ and 180◦, where the scattering volume reaches maxi-
mal values. In order to get the scattering cross-section, the
data have to be corrected for the angular dependence of
the scattering volume, the loss due turbidity, and for the
number density of the sample.

The method applied for correcting the experimental
correlation functions for the deficiencies of the apparatus
does not depend on specific properties of the sample as
the scattering cross section of the particles, the scattering
volume, the turbidity or multiple scattering contributions.
Although in the samples of low transmission multiple scat-
tering contributes to the scattering intensity and to the
correlation function, the sum of the correlation functions
of single scattering and of the various multiple scatter-
ing contributions is normalized so that gs(q, 0) ≈ 1. The
normalization is ensured, because the polarization of the

detected fields is the same. When fields differing in the di-
rection of polarization contribute, one finds gs (q, 0) < 1,
which is the case, when investigating the total scattering
intensity.

Analysis of the Total Scattering

Figure 3a shows the amplitudes of the correlation func-
tions, when the total scattered intensity is analyzed.

The data have been corrected for apparatus deficien-
cies, determined in Analysis of Polarized Scattered Light
using Eq. 18. Nevertheless, we see a rather complicated
variation of the amplitudes with the scattering intensity.
For small concentrations of the colloid the amplitude is
reduced linearly with increasing scattering intensity. At
a transmission between 40% and 19% the amplitude be-
comes smaller although the total scattering intensity is re-
duced because of the loss due turbidity. For a given sample
the amplitudes are rather unsymmetrical to the minimum
at 90◦. The lower branch represents the amplitude for scat-
tering angles above 90◦.

Fig. 3 Measured (a) and calculated (b) amplitude of the field corre-
lation function of the total intensity of the scattered light as function
of the count rate. The experimental data (a) are corrected for the
dead time of the multiplier, fast processes, and the deviation of
the single mode detection in order to allow for comparison with
the simulations. At transmissions below T ≈ 30% the amplitude is
reduced in spite the fact that the count rate is also reduced. The
amplitude varies as described by Eq. 21 because the measured po-
larized and depolarized scattering contributions are not correlated.
Samples and the corresponding symbols are the same as in Fig. 1
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In order to analyse this effect, the intensity correlation
function, given in Eq. 16, is worked out. The total scattered
intensity 〈Is〉 is a sum of 〈Ip〉, the part with the electric
field vector perpendicular to the scattering plane termed
polarized, and 〈Id〉, the depolarized contribution where the
field is parallel to the scattering plane. As the fields Ep and
Ed are orthogonal, the scalar products Ep · Ed do not con-
tribute to the fluctuating intensity. We apply this rule when
evaluating Eq. 16 and get

〈Is〉2
(

1+ g2
s

)
= (〈Ip〉+〈Id〉

)2 +〈Ip〉2g2
p +〈Id〉2g2

d . (19)

g2
s = 〈Ip〉2

〈Is〉2 g2
p + 〈Id〉2

〈Is〉2 g2
d . (20)

Therefore, the amplitude is

gs (q, 0)2 = 〈Ip〉2 +〈Id〉2(〈Ip〉+〈Id〉
)2 . (21)

Figure 3b shows the results of the simulations of Eq. 21.
The results of the simulation agree nicely with the experi-
mental findings shown in Fig. 3a.

In order to gain insight, we have a closer look on the
simulation results of the scattering intensities. The data
presented in Fig. 4 show that for a transmission of 0.9%
the majority of the scattered light is scattered more than
once.

The contributions of depolarized scattering are about
one order of magnitude smaller than that of the polarized
scattering. The contribution of single scattering has no de-
polarized component 〈Id〉. The depolarized contribution of
the double scattering is also expected to be small since the
two scattering processes occur within the scattering plane.
Even, the triple scattering contributes only 10% to the de-
polarized scattered light, which arises from higher order
multiple scattering.

Fig. 4 Contributions of the scattering intensity as calculated for
a highly turbid sample (T = 0.9%) as function of the scattering
angle. The figure shows the calculation results for polarized scat-
tering (�), depolarized scattering (♦), triple scattering (∆), multiple
scattering beyond double scattering (∗), and the depolarized contri-
bution to the triple scattering (∇)

Measuring the amplitude of the auto-correlation func-
tion Eq. 21 enables determining the ratio the depolarized
component 〈Id〉 of the scattered light to the total scattering
intensity 〈Is〉.

This is shown in Fig. 5, where we compare the figures
of jd = 〈Id〉/ 〈Is〉 derived from the amplitudes of the auto-
correlation functions with that obtained from the simula-
tions. The agreement is reasonable, but the experimental
values are systematically larger than that obtained from the
simulations. It is outside the scope of this work to clarify
this discrepancy.

Fig. 5 Ratio of the depolarized to the total scattering intensity
jd = 〈Id〉/ 〈Is〉. The data represented by full symbols are derived
from the experimental amplitudes of the auto-correlation function,
while the data represented by open symbols are the simulation re-
sults. The symbols refer to samples of different transmission T ,
which are 0.9% (�,�), 5.3% (�,�), 19% (�,�), and 40% (◦, •)

Conclusions

In this work we have reviewed, modified and tested the
theories of Schätzel [19] and Flammer and Rička [20, 21].
In general the measured count rates and their correlation
functions are in a non-trivial way related to the desired
scattering intensity and to the intensity correlation func-
tion. Applying the theory, the investigation of the am-
plitude of the auto-correlation function of the polarized
scattered light enables to determine the dead time of the
multiplier, and the number of modes accepted by the fibre
optics. For transparent samples, the amplitude is deter-
mined by the dark current and uncorrelated background
scattering due to processes faster than processed by the
correlator. With the parameters determined in this way the
experimental count rate and correlation function obtained
from the correlator can be transformed into the scattering
intensity and the corresponding correlation function of the
scattering processes. Considering the total scattering inten-
sity the theory needs a further modification, which takes
into account that the polarized and depolarized compo-
nents are not correlated.
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The theory assesses the deficiencies of the setup and
the influence of fast and depolarized scattering contribu-
tions on the correlation function. It is independent of the
microscopic properties of the sample, thus applies gen-
erally. The interpretation of the fast processes and/or the
depolarized contributions influencing the amplitudes of
the correlation functions is a different matter. For getting
more detailed information additional work is required e.g.,
measurements of the concentration dependence, investiga-
tions by other scattering techniques as Rayleigh-Brillouin
or Raman-spectroscopy and simulations.

For the latex suspensions, considered here, simula-
tions of the polarized and depolarized components of the
scattering intensities allow the modelling of the ampli-
tudes of the auto-correlation functions in reasonable agree-
ment with the experiment. The depolarized scattering in-
tensity results from triple and higher order scattering.
The simulations carried out assume uncorrelated, spher-
ical particles, which give no depolarized contribution to
the single-scattering intensity. A Gaussian scattering func-
tion was chosen as an approximate of the Mie scattering
function. Noticeable, the Gauss function is exact, when

considering polymers described by a Gaussian coil. Other
scattering functions for particles with spherical symmetry
can easily be adopted, while the consideration of non-
spherical particles with depolarized single-scattering con-
tributions and correlated particles would require a different
approach.

Concluding we emphasize that deviations of the am-
plitudes from unity, that remain after correcting for the
deficiencies of the setup, indicate contributions of orth-
ogonal fields and/or such of scattering processes that are
too fast to be processed by the correlator. Neglecting such
contributions can lead to erroneous interpretations of the
measured scattering intensity e.g. to wrong critical expo-
nents [26]. Therefore, the analysis of the amplitudes of the
correlation functions can provide additional useful infor-
mation missed in the conventional light scattering experi-
ment.
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