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Preface to the second edition

There have been ten years since the publication of the first edition of this
book. Since then, new applications and developments of the Malliavin cal-
culus have appeared. In preparing this second edition we have taken into
account some of these new applications, and in this spirit, the book has
two additional chapters that deal with the following two topics: Fractional
Brownian motion and Mathematical Finance.

The presentation of the Malliavin calculus has been slightly modified
at some points, where we have taken advantage of the material from the
lectures given in Saint Flour in 1995 (see reference [248]). The main changes
and additional material are the following:

In Chapter 1, the derivative and divergence operators are introduced in
the framework of an isonormal Gaussian process associated with a general
Hilbert space H. The case where H is an L2-space is trated in detail after-
wards (white noise case). The Sobolev spaces D

s,p, with s is an arbitrary
real number, are introduced following Watanabe’s work.

Chapter 2 includes a general estimate for the density of a one-dimensional
random variable, with application to stochastic integrals. Also, the com-
position of tempered distributions with nondegenerate random vectors is
discussed following Watanabe’s ideas. This provides an alternative proof
of the smoothness of densities for nondegenerate random vectors. Some
properties of the support of the law are also presented.

In Chapter 3, following the work by Alòs and Nualart [10], we have
included some recent developments on the Skorohod integral and the asso-
ciated change-of-variables formula for processes with are differentiable in
future times. Also, the section on substitution formulas has been rewritten
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and an Itô-Ventzell formula has been added, following [248]. This for-
mula allows us to solve anticipating stochastic differential equations in
Stratonovich sense with random initial condition.

There have been only minor changes in Chapter 4, and two additional
chapters have been included. Chapter 5 deals with the stochastic calculus
with respect to the fractional Brownian motion. The fractional Brownian
motion is a self-similar Gaussian process with stationary increments and
variance t2H . The parameter H ∈ (0, 1) is called the Hurst parameter.
The main purpose of this chapter is to use the the Malliavin Calculus
techniques to develop a stochastic calculus with respect to the fractional
Brownian motion.

Finally, Chapter 6 contains some applications of Malliavin Calculus in
Mathematical Finance. The integration-by-parts formula is used to com-
pute “greeks”, sensitivity parameters of the option price with respect to the
underlying parameters of the model. We also discuss the application of the
Clark-Ocone formula in hedging derivatives and the additional expected
logarithmic utility for insider traders.

August 20, 2005 David Nualart



Preface

The origin of this book lies in an invitation to give a series of lectures on
Malliavin calculus at the Probability Seminar of Venezuela, in April 1985.
The contents of these lectures were published in Spanish in [245]. Later
these notes were completed and improved in two courses on Malliavin cal-
culus given at the University of California at Irvine in 1986 and at École
Polytechnique Fédérale de Lausanne in 1989. The contents of these courses
correspond to the material presented in Chapters 1 and 2 of this book.
Chapter 3 deals with the anticipating stochastic calculus and it was de-
veloped from our collaboration with Moshe Zakai and Etienne Pardoux.
The series of lectures given at the Eighth Chilean Winter School in Prob-
ability and Statistics, at Santiago de Chile, in July 1989, allowed us to
write a pedagogical approach to the anticipating calculus which is the ba-
sis of Chapter 3. Chapter 4 deals with the nonlinear transformations of the
Wiener measure and their applications to the study of the Markov property
for solutions to stochastic differential equations with boundary conditions.
The presentation of this chapter was inspired by the lectures given at the
Fourth Workshop on Stochastic Analysis in Oslo, in July 1992. I take the
opportunity to thank these institutions for their hospitality, and in par-
ticular I would like to thank Enrique Cabaña, Mario Wschebor, Joaqúın
Ortega, Süleyman Üstünel, Bernt Øksendal, Renzo Cairoli, René Carmona,
and Rolando Rebolledo for their invitations to lecture on these topics.

We assume that the reader has some familiarity with the Itô stochastic
calculus and martingale theory. In Section 1.1.3 an introduction to the Itô
calculus is provided, but we suggest the reader complete this outline of the
classical Itô calculus with a review of any of the excellent presentations of
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this theory that are available (for instance, the books by Revuz and Yor
[292] and Karatzas and Shreve [164]).

In the presentation of the stochastic calculus of variations (usually called
the Malliavin calculus) we have chosen the framework of an arbitrary cen-
tered Gaussian family, and have tried to focus our attention on the notions
and results that depend only on the covariance operator (or the associated
Hilbert space). We have followed some of the ideas and notations developed
by Watanabe in [343] for the case of an abstract Wiener space. In addition
to Watanabe’s book and the survey on the stochastic calculus of variations
written by Ikeda and Watanabe in [144] we would like to mention the book
by Denis Bell [22] (which contains a survey of the different approaches to
the Malliavin calculus), and the lecture notes by Dan Ocone in [270]. Read-
ers interested in the Malliavin calculus for jump processes can consult the
book by Bichteler, Gravereaux, and Jacod [35].

The objective of this book is to introduce the reader to the Sobolev dif-
ferential calculus for functionals of a Gaussian process. This is called the
analysis on the Wiener space, and is developed in Chapter 1. The other
chapters are devoted to different applications of this theory to problems
such as the smoothness of probability laws (Chapter 2), the anticipating
stochastic calculus (Chapter 3), and the shifts of the underlying Gaussian
process (Chapter 4). Chapter 1, together with selected parts of the sub-
sequent chapters, might constitute the basis for a graduate course on this
subject.

I would like to express my gratitude to the people who have read the
several versions of the manuscript, and who have encouraged me to com-
plete the work, particularly I would like to thank John Walsh, Giuseppe Da
Prato, Moshe Zakai, and Peter Imkeller. My special thanks go to Michael
Röckner for his careful reading of the first two chapters of the manuscript.

March 17, 1995 David Nualart
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Introduction

The Malliavin calculus (also known as the stochastic calculus of variations)
is an infinite-dimensional differential calculus on the Wiener space. It is tai-
lored to investigate regularity properties of the law of Wiener functionals
such as solutions of stochastic differential equations. This theory was ini-
tiated by Malliavin and further developed by Stroock, Bismut, Watanabe,
and others. The original motivation, and the most important application of
this theory, has been to provide a probabilistic proof of Hörmander’s “sum
of squares” theorem.

One can distinguish two parts in the Malliavin calculus. First is the
theory of the differential operators defined on suitable Sobolev spaces of
Wiener functionals. A crucial fact in this theory is the integration-by-parts
formula, which relates the derivative operator on the Wiener space and the
Skorohod extended stochastic integral. A second part of this theory deals
with establishing general criteria in terms of the “Malliavin covariance ma-
trix” for a given random vector to possess a density or, even more precisely,
a smooth density. In the applications of Malliavin calculus to specific exam-
ples, one usually tries to find sufficient conditions for these general criteria
to be fulfilled.

In addition to the study of the regularity of probability laws, other appli-
cations of the stochastic calculus of variations have recently emerged. For
instance, the fact that the adjoint of the derivative operator coincides with
a noncausal extension of the Itô stochastic integral introduced by Skoro-
hod is the starting point in developing a stochastic calculus for nonadapted
processes, which is similar in some aspects to the Itô calculus. This antic-
ipating stochastic calculus has allowed mathematicians to formulate and
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discuss stochastic differential equations where the solution is not adapted
to the Brownian filtration.

The purposes of this monograph are to present the main features of the
Malliavin calculus, including its application to the proof of Hörmander’s
theorem, and to discuss in detail its connection with the anticipating stoch-
astic calculus. The material is organized in the following manner:

In Chapter 1 we develop the analysis on the Wiener space (Malliavin
calculus). The first section presents the Wiener chaos decomposition. In
Sections 2,3, and 4 we study the basic operators D, δ, and L, respectively.
The operator D is the derivative operator, δ is the adjoint of D, and L
is the generator of the Ornstein-Uhlenbeck semigroup. The last section of
this chapter is devoted to proving Meyer’s equivalence of norms, following
a simple approach due to Pisier. We have chosen the general framework of
an isonormal Gaussian process {W (h), h ∈ H} associated with a Hilbert
space H. The particular case where H is an L2 space over a measure space
(T,B, µ) (white noise case) is discussed in detail.

Chapter 2 deals with the regularity of probability laws by means of the
Malliavin calculus. In Section 3 we prove Hörmander’s theorem, using the
general criteria established in the first sections. Finally, in the last section
we discuss the regularity of the probability law of the solutions to hyperbolic
and parabolic stochastic partial differential equations driven by a space-
time white noise.

In Chapter 3 we present the basic elements of the stochastic calculus for
anticipating processes, and its application to the solution of anticipating
stochastic differential equations. Chapter 4 examines different extensions of
the Girsanov theorem for nonlinear and anticipating transformations of the
Wiener measure, and their application to the study of the Markov property
of solution to stochastic differential equations with boundary conditions.

Chapter 5 deals with some recent applications of the Malliavin Calcu-
lus to develop a stochastic calculus with respect to the fractional Brownian
motion. Finally, Chapter 6 presents some applications of the Malliavin Cal-
culus in Mathematical Finance.

The appendix contains some basic results such as martingale inequalities
and continuity criteria for stochastic processes that are used along the book.



1
Analysis on the Wiener space

In this chapter we study the differential calculus on a Gaussian space. That
is, we introduce the derivative operator and the associated Sobolev spaces
of weakly differentiable random variables. Then we prove the equivalence of
norms established by Meyer and discuss the relationship between the basic
differential operators: the derivative operator, its adjoint (which is usually
called the Skorohod integral), and the Ornstein-Uhlenbeck operator.

1.1 Wiener chaos and stochastic integrals

This section describes the basic framework that will be used in this mono-
graph. The general context consists of a probability space (Ω,F , P ) and
a Gaussian subspace H1 of L2(Ω,F , P ). That is, H1 is a closed subspace
whose elements are zero-mean Gaussian random variables. Often it will
be convenient to assume that H1 is isometric to an L2 space of the form
L2(T,B, µ), where µ is a σ-finite measure without atoms. In this way the
elements of H1 can be interpreted as stochastic integrals of functions in
L2(T,B, µ) with respect to a random Gaussian measure on the parameter
space T (Gaussian white noise).

In the first part of this section we obtain the orthogonal decomposition
into the Wiener chaos for square integrable functionals of our Gaussian
process. The second part is devoted to the construction and main properties
of multiple stochastic integrals with respect to a Gaussian white noise.
Finally, in the third part we recall some basic facts about the Itô integral.
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1.1.1 The Wiener chaos decomposition

Suppose that H is a real separable Hilbert space with scalar product de-
noted by 〈·, ·〉H . The norm of an element h ∈ H will be denoted by ‖h‖H .

Definition 1.1.1 We say that a stochastic process W = {W (h), h ∈ H}
defined in a complete probability space (Ω,F , P ) is an isonormal Gaussian
process (or a Gaussian process on H) if W is a centered Gaussian family
of random variables such that E(W (h)W (g)) = 〈h, g〉H for all h, g ∈ H.

Remarks:

1. Under the above conditions, the mapping h → W (h) is linear. Indeed,
for any λ, µ ∈ R, and h, g ∈ H, we have

E
(
(W (λh + µg)− λW (h)− µW (g))2

)
= ‖λh + µg‖2H

+λ2‖h‖2H + µ2‖g‖2H − 2λ〈λh + µg, h〉H
−2µ〈λh + µg, g〉H + 2λµ〈h, g〉H = 0.

The mapping h → W (h) provides a linear isometry of H onto a closed
subspace of L2(Ω,F , P ) that we will denote by H1. The elements of H1 are
zero-mean Gaussian random variables.

2. In Definition 1.1.1 it is enough to assume that each random variable
W (h) is Gaussian and centered, since by Remark 1 the mapping h→W (h)
is linear, which implies that {W (h)} is a Gaussian family.

3. By Kolmogorov’s theorem, given the Hilbert space H we can always
construct a probability space and a Gaussian process {W (h)} verifying the
above conditions.

Let Hn(x) denote the nth Hermite polynomial, which is defined by

Hn(x) =
(−1)n

n!
e

x2
2

dn

dxn
(e−

x2
2 ), n ≥ 1,

and H0(x) = 1. These polynomials are the coefficients of the expansion in
powers of t of the function F (x, t) = exp(tx− t2

2 ). In fact, we have

F (x, t) = exp[
x2

2
− 1

2
(x− t)2]

= e
x2
2

∞∑

n=0

tn

n!
(

dn

dtn
e−

(x−t)2

2 )|t=0 (1.1)

=
∞∑

n=0

tnHn(x).
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Using this development, one can easily show the following properties:

H ′
n(x) = Hn−1(x), n ≥ 1, (1.2)

(n + 1)Hn+1(x) = xHn(x)−Hn−1(x), n ≥ 1, (1.3)

Hn(−x) = (−1)nHn(x), n ≥ 1. (1.4)

Indeed, (1.2) and (1.3) follow from ∂F
∂x = tF , respectively, and ∂F

∂t = (x −
t)F , and (1.4) is a consequence of F (−x, t) = F (x,−t).

The first Hermite polynomials are H1(x) = x and H2(x) = 1
2 (x2 − 1).

From (1.3) it follows that the highest-order term of Hn(x) is xn

n! . Also, from
the expansion of F (0, t) = exp(− t2

2 ) in powers of t, we get Hn(0) = 0 if n

is odd and H2k(0) = (−1)k

2kk!
for all k ≥ 1. The relationship between Hermite

polynomials and Gaussian random variables is explained by the following
result.

Lemma 1.1.1 Let X, Y be two random variables with joint Gaussian dis-
tribution such that E(X) = E(Y ) = 0 and E(X2) = E(Y 2) = 1. Then for
all n,m ≥ 0 we have

E(Hn(X)Hm(Y )) =
{

0 if n �= m.
1
n! (E(XY ))n if n = m.

Proof: For all s, t ∈ R we have

E

(
exp(sX − s2

2
) exp(tY − t2

2
)
)

= exp(stE(XY )).

Taking the (n + m)th partial derivative ∂n+m

∂sn∂tm at s = t = 0 in both sides
of the above equality yields

E(n!m!Hn(X)Hm(Y )) =
{

0 if n �= m.
n!(E(XY ))n if n = m.

�
We will denote by G the σ-field generated by the random variables

{W (h), h ∈ H}.

Lemma 1.1.2 The random variables {eW (h), h ∈ H} form a total subset
of L2(Ω,G, P ).

Proof: Let X ∈ L2(Ω,G, P ) be such that E(XeW (h)) = 0 for all h ∈ H.
The linearity of the mapping h→W (h) implies

E

(

X exp
m∑

i=1

tiW (hi)

)

= 0 (1.5)
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for any t1, . . . , tm ∈ R, h1, . . . , hm ∈ H, m ≥ 1. Suppose that m ≥ 1 and
h1, . . . , hm ∈ H are fixed. Then Eq. (1.5) says that the Laplace transform
of the signed measure

ν(B) = E (X1B (W (h1), . . . ,W (hm))) ,

where B is a Borel subset of R
m, is identically zero on R

m. Consequently,
this measure is zero, which implies E(X1G) = 0 for any G ∈ G. So X = 0,
completing the proof of the lemma. �

For each n ≥ 1 we will denote by Hn the closed linear subspace of
L2(Ω,F , P ) generated by the random variables {Hn(W (h)), h ∈ H, ‖h‖H =
1}. H0 will be the set of constants. For n = 1, H1 coincides with the set of
random variables {W (h), h ∈ H}. From Lemma 1.1.1 we deduce that the
subspaces Hn and Hm are orthogonal whenever n �= m. The space Hn is
called the Wiener chaos of order n, and we have the following orthogonal
decomposition.

Theorem 1.1.1 Then the space L2(Ω,G, P ) can be decomposed into the
infinite orthogonal sum of the subspaces Hn:

L2(Ω,G, P ) = ⊕∞
n=0Hn.

Proof: Let X ∈ L2(Ω,G, P ) such that X is orthogonal to Hn for all
n ≥ 0. We want to show that X = 0. We have E(XHn(W (h))) = 0 for
all h ∈ H with ‖h‖H = 1. Using the fact that xn can be expressed as a
linear combination of the Hermite polynomials Hr(x), 0 ≤ r ≤ n, we get
E(XW (h)n) = 0 for all n ≥ 0, and therefore E(X exp(tW (h))) = 0 for all
t ∈ R, and for all h ∈ H of norm one. By Lemma 1.1.2 we deduce X = 0,
which completes the proof of the theorem. �

For any n ≥ 1 we can consider the space P0
n formed by the random

variables p(W (h1), . . . , W (hk)), where k ≥ 1, h1, . . . , hk ∈ H, and p is a
real polynomial in k variables of degree less than or equal to n. Let Pn be
the closure of P0

n in L2. Then it holds that H0⊕H1⊕· · ·⊕Hn = Pn. In fact,
the inclusion ⊕n

i=0Hi ⊂ Pn is immediate. To prove the converse inclusion,
it suffices to check that Pn is orthogonal to Hm for all m > n. We want to
show that E(p(W (h1), . . . ,W (hk))Hm(W (h))) = 0, where ‖h‖H = 1, p is
a polynomial of degree less than or equal to n, and m > n. We can replace
p(W (h1), . . . ,W (hk)) by q(W (e1), . . . , W (ej),W (h)), where {e1, . . . , ej , h}
is an orthonormal family and the degree of q is less than or equal to n. Then
it remains to show only that E(W (h)rHm(W (h))) = 0 for all r ≤ n < m;
this is immediate because xr can be expressed as a linear combination of
the Hermite polynomials Hq(x), 0 ≤ q ≤ r.

We denote by Jn the projection on the nth Wiener chaos Hn.

Example 1.1.1 Consider the following simple example, which corresponds
to the case where the Hilbert space H is one-dimensional. Let (Ω,F , P ) =
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(R,B(R), ν), where ν is the standard normal law N(0, 1). Take H = R, and
for any h ∈ R set W (h)(x) = hx. There are only two elements in H of
norm one: 1 and −1. We associate with them the random variables x and
−x, respectively. From (1.4) it follows that Hn has dimension one and is
generated by Hn(x). In this context, Theorem 1.1.1 means that the Hermite
polynomials form a complete orthonormal system in L2(R, ν).

Suppose now that H is infinite-dimensional (the finite-dimensional case
would be similar and easier), and let {ei, i ≥ 1} be an orthonormal basis
of H. We will denote by Λ the set of all sequences a = (a1, a2, . . . ), ai ∈ N,
such that all the terms, except a finite number of them, vanish. For a ∈ Λ
we set a! =

∏∞
i=1 ai! and |a| =

∑∞
i=1 ai. For any multiindex a ∈ Λ we define

the generalized Hermite polynomial Ha(x), x ∈ R
N, by

Ha(x) =
∞∏

i=1

Hai
(xi).

The above product is well defined because H0(x) = 1 and ai �= 0 only for
a finite number of indices.

For any a ∈ Λ we define

Φa =
√

a!
∞∏

i=1

Hai
(W (ei)). (1.6)

The family of random variables {Φa, a ∈ Λ} is an orthonormal system.
Indeed, for any a, b ∈ Λ we have

E

( ∞∏

i=1

Hai
(W (ei))Hbi

(W (ei))

)

=
∞∏

i=1

E(Hai
(W (ei))Hbi

(W (ei)))

=
{

1
a! if a = b.
0 if a �= b.

(1.7)

Proposition 1.1.1 For any n ≥ 1 the random variables

{Φa, a ∈ Λ, |a| = n} (1.8)

form a complete orthonormal system in Hn.

Proof: Observe that when n varies, the families (1.8) are mutually orthog-
onal in view of (1.7). On the other hand, the random variables of the family
(1.8) belong to Pn. Then it is enough to show that every polynomial ran-
dom variable p(W (h1), . . . ,W (hk)) can be approximated by polynomials
in W (ei), which is clear because {ei, i ≥ 1} is a basis of H. �

As a consequence of Proposition 1.1.1 the family {Φa, a ∈ Λ} is a com-
plete orthonormal system in L2(Ω,G, P ).
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Let a ∈ Λ be a multiindex such that |a| = n. The mapping

In

(
symm

(
⊗∞

i=1e
⊗ai
i

))
=
√

a!Φa (1.9)

provides an isometry between the symmetric tensor product H⊗̂n, equipped
with the norm

√
n! ‖·‖H⊗n , and the nth Wiener chaos Hn. In fact,

∥
∥symm

(
⊗∞

i=1e
⊗ai
i

)∥∥2

H⊗n =
(

a!
n!

)2
n!
a!

∥
∥⊗∞

i=1e
⊗ai
i

∥
∥2

H⊗n =
a!
n!

and ∥
∥
∥
√

a!Φa

∥
∥
∥

2

2
= a!.

As a consequence, the space L2(Ω,G, P ) is isometric to the Fock space,
defined as the orthogonal sum

⊕∞
n=0

√
n!H⊗̂n. In the next section we will

see that if H is an L2 space of the form L2(T,B, µ), then In coincides with
a multiple stochastic integral.

1.1.2 The white noise case: Multiple Wiener-Itô integrals

Assume that the underlying separable Hilbert space H is an L2 space of
the form L2(T,B, µ), where (T,B) is a measurable space and µ is a σ-finite
measure without atoms. In that case the Gaussian process W is character-
ized by the family of random variables {W (A), A ∈ B, µ(A) < ∞}, where
W (A) = W (1A). We can consider W (A) as an L2(Ω,F , P )-valued mea-
sure on the parameter space (T,B), which takes independent values on any
family of disjoint subsets of T , and such that any random variable W (A)
has the distribution N(0, µ(A)) if µ(A) < ∞. We will say that W is an
L2(Ω)-valued Gaussian measure (or a Brownian measure) on (T,B). This
measure will be also called the white noise based on µ. In that sense, W (h)
can be regarded as the stochastic integral (Wiener integral) of the function
h ∈ L2(T ) with respect to W . We will write W (h) =

∫
T

hdW , and observe
that this stochastic integral cannot be defined pathwise, because the paths
of {W (A)} are not σ-additive measures on T . More generally, we will see
in this section that the elements of the nth Wiener chaos Hn can be ex-
pressed as multiple stochastic integrals with respect to W . We start with
the construction of multiple stochastic integrals.

Fix m ≥ 1. Set B0 = {A ∈ B : µ(A) < ∞}. We want to define the
multiple stochastic integral Im(f) of a function f ∈ L2(Tm,Bm, µm). We
denote by Em the set of elementary functions of the form

f(t1, . . . , tm) =
n∑

i1,...,im=1

ai1···im
1Ai1×···×Aim

(t1, . . . , tm), (1.10)

where A1, A2, . . . , An are pairwise-disjoint sets belonging to B0, and the
coefficients ai1···im

are zero if any two of the indices i1, . . . , im are equal.
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The fact that f vanishes on the rectangles that intersect any diagonal
subspace {ti = tj , i �= j} plays a basic role in the construction of the
multiple stochastic integral.

For a function of the form (1.10) we define

Im(f) =
n∑

i1,...,im=1

ai1···im
W (Ai1) · · ·W (Aim

).

This definition does not depend on the particular representation of f , and
the following properties hold:

(i) Im is linear,

(ii) Im(f) = Im(f̃), where f̃ denotes the symmetrization of f , which
means

f̃(t1, . . . , tm) =
1
m!

∑

σ

f(tσ(1), . . . , tσ(m)),

σ running over all permutations of {1, . . . , m},

(iii) E(Im(f)Iq(g)) =
{

0 if m �= q,

m!〈f̃ , g̃〉L2(T m) if m = q.

Proof of these properties:
Property (i) is clear. In order to show (ii), by linearity we may assume

that f(t1, . . . , tm) = 1Ai1×···×Aim
(t1, . . . , tm), and in this case the property

is immediate. In order to show property (iii), consider two symmetric func-
tions f ∈ Em and g ∈ Eq. We can always assume that they are associated
with the same partition A1, . . . , An. The case m �= q is easy. Finally, let
m = q and suppose that the functions f and g are given by (1.10) and by

g(t1, . . . , tm) =
n∑

i1,...,im=1

bi1···im
1Ai1×···×Aim

(t1, . . . , tm),

respectively. Then we have

E(Im(f)Im(g)) = E
(( ∑

i1<···<im

m! ai1···im
W (Ai1) · · ·W (Aim

)
)

×
( ∑

i1<···<im

m! bi1···im
W (Ai1) · · ·W (Aim

)
))

=
∑

i1<···<im

(m!)2ai1···im
bi1···im

µ(Ai1) · · ·µ(Aim
)

= m!〈f, g〉L2(T m).

In order to extend the multiple stochastic integral to the space L2(Tm),
we have to prove that the space Em of elementary functions is dense in
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L2(Tm). To do this it suffices to show that the characteristic function of
any set A = A1×A2×· · ·×Am, Ai ∈ B0, 1 ≤ i ≤ m, can be approximated
by elementary functions in Em. Using the nonexistence of atoms for the
measure µ, for any ε > 0 we can determine a system of pairwise-disjoint
sets {B1, . . . , Bn} ⊂ B0, such that µ(Bi) < ε for any i = 1, . . . , n, and
each Ai can be expressed as the disjoint union of some of the Bj . This is
possible because for any set A ∈ B0 of measure different from zero and
any 0 < γ < µ(A) we can find a measurable set B ⊂ A of measure γ. Set
µ(∪m

i=1Ai) = α. We have

1A =
n∑

i1,...,im=1

εi1···im
1Bi1×···×Bim

,

where εi1···im
is 0 or 1. We divide this sum into two parts. Let I be the set

of mples (i1, . . . , im), where all the indices are different, and let J be the
set of the remaining mples. We set

1B =
∑

(i1,...,im)∈I

εi1···im
1Bi1×···×Bim

.

Then 1B belongs to the space Em, B ⊂ A, and we have

‖1A − 1B‖2L2(T m) =
∑

(i1,...,im)∈J

εi1···im
µ(Bi1) · · ·µ(Bim

)

≤
(

m
2

) n∑

i=1

µ(Bi)2
(

n∑

i=1

µ(Bi)

)m−2

≤
(

m
2

)
εαm−1,

which shows the desired approximation.

Letting f = g in property (iii) obtains

E(Im(f)2) = m!‖f̃‖2L2(T m) ≤ m! ‖f‖2L2(T m).

Therefore, the operator Im can be extended to a linear and continuous
operator from L2(Tm) to L2(Ω,F , P ), which satisfies properties (i), (ii),
and (iii). We will also write

∫
T m f(t1, . . . , tm)W (dt1) · · ·W (dtm) for Im(f).

If f ∈ L2(T p) and g ∈ L2(T q) are symmetric functions, for any 1 ≤ r ≤
min(p, q) the contraction of r indices of f and g is denoted by f ⊗r g and
is defined by

(f ⊗r g)(t1, . . . , tp+q−2r)

=
∫

T r

f(t1, . . . , tp−r, s)g(tp+1, . . . , tp+q−r, s)µr(ds).

Notice that f ⊗r g ∈ L2(T p+q−2r).
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The tensor product f⊗g and the contractions f⊗r g, 1 ≤ r ≤ min(p, q),
are not necessarily symmetric even though f and g are symmetric. We will
denote their symmetrizations by f⊗̃g and f⊗̃rg, respectively.

The next formula for the multiplication of multiple integrals will play a
basic role in the sequel.

Proposition 1.1.2 Let f ∈ L2(T p) be a symmetric function and let g ∈
L2(T ). Then,

Ip(f)I1(g) = Ip+1(f ⊗ g) + pIp−1(f ⊗1 g). (1.11)

Proof: By the density of elementary functions if L2(T p) and by linearity
we can assume that f is the symmetrization of the characteristic function of
A1×· · ·×Ap, where the Ai are pairwise-disjoint sets of B0, and g = 1A1 or
1A0 , where A0 is disjoint with A1, . . . , Ap. The case g = 1A0 is immediate
because the tensor product f ⊗ g belongs to Ep+1, and f ⊗1 g = 0. So, we
assume g = 1A1 . Set β = µ(A1) · · ·µ(Ap). Given ε > 0, we can consider
a measurable partition A1 = B1 ∪ · · · ∪ Bn such that µ(Bi) < ε. Now we
define the elementary function

hε =
∑

i�=j

1Bi×Bj×A2×···×Ap
.

Then we have

Ip(f)I1(g) = W (A1)2W (A2) · · ·W (Ap)

=
∑

i�=j

W (Bi)W (Bj)W (A2) · · ·W (Ap)

+
n∑

i=1

(W (Bi)2 − µ(Bi))W (A2) · · ·W (Ap) (1.12)

+µ(A1)W (A2) · · ·W (Ap)
= Ip+1(hε) + Rε + pIp−1(f ⊗1 g).

Indeed,

f ⊗1 g =
1
p
1̃A2×···×Ap

µ(A1).

We have

‖h̃ε − f⊗̃g‖2L2(T p+1) = ‖h̃ε − 1̃A1×A1×A2×···×Ap
‖2L2(T p+1)

≤ ‖hε − 1A1×A1×A2×···×Ap
‖2L2(T p+1)

=
n∑

i=1

µ(Bi)2µ(A2) · · ·µ(Ap) ≤ εβ
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and

E(R2
ε ) = 2

n∑

i=1

µ(Bi)2µ(A2) · · ·µ(Ap) ≤ 2εβ,

and letting ε tend to zero in (1.12) we obtain the desired result. �
Formula (1.11) can be generalized as follows.

Proposition 1.1.3 Let f ∈ L2(T p) and g ∈ L2(T q) be two symmetric
functions. Then

Ip(f)Iq(g) =
p∧q∑

r=0

r!
(

p

r

)(
q

r

)
Ip+q−2r(f ⊗r g). (1.13)

Proof: The proof can be done by induction with respect to the index q.
We will assume that p ≥ q. For q = 1 it reduces to (1.11). Suppose it holds
for q − 1. By a density argument we can assume that the function g is of
the form g = g1⊗̃g2, where g1 and g2 are symmetric functions of q− 1 and
one variable, respectively, such that g1 ⊗1 g2 = 0. By (1.11) we have

Iq(g1⊗̃g2) = Iq−1(g1)I1(g2).

Thus by the induction hypothesis, and using (1.11), we obtain

Ip(f)Iq(g) = Ip(f)Iq−1(g1)I1(g2)

=
q−1∑

r=0

r!
(

p

r

)(
q − 1

r

)
Ip+q−1−2r(f ⊗r g1)I1(g2)

=
q−1∑

r=0

r!
(

p

r

)(
q − 1

r

)[
Ip+q−2r((f⊗̃rg1)⊗ g2)

+ (p + q − 1− 2r)Ip+q−2r−2((f⊗̃rg1)⊗1 g2)
]

=
q−1∑

r=0

r!
(

p

r

)(
q − 1

r

)
Ip+q−2r((f⊗̃rg1)⊗ g2)

+
q∑

r=1

(r − 1)!
(

p

r − 1

)(
q − 1
r − 1

)

× (p + q − 2r + 1)Ip+q−2r((f⊗̃r−1g1)⊗1 g2).

For any 1 ≤ r ≤ q, one can show the following equality:

q(f⊗̃rg) =
r(p + q − 2r + 1)

p− r + 1
(f⊗̃r−1g1)⊗1g2+(q−r)((f⊗̃rg1)⊗̃g2). (1.14)

Substituting (1.14) into the above summations yields (1.13). �
The next result gives the relationship between Hermite polynomials and

multiple stochastic integrals.
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Proposition 1.1.4 Let Hm(x) be the mth Hermite polynomial, and let
h ∈ H = L2(T ) be an element of norm one. Then it holds that

m! Hm(W (h)) =
∫

T m

h(t1) · · ·h(tm)W (dt1) · · ·W (dtm). (1.15)

As a consequence, the multiple integral Im maps L2(Tm) onto the Wiener
chaos Hm.

Proof: Eq. (1.15) will be proved by induction on m. For m = 1 it is
immediate. Assume it holds for 1, 2, . . . ,m. Using the recursive relation for
the Hermite polynomials (1.3) and the product formula (1.11), we have

Im+1(h⊗(m+1)) = Im(h⊗m)I1(h)−mIm−1

(
h⊗(m−1)

∫

T

h(t)2µ(dt)
)

= m! Hm(W (h))W (h)−m(m− 1)! Hm−1(W (h))
= m!(m + 1)Hm+1(W (h)) = (m + 1)! Hm+1(W (h)),

where h⊗m denotes the function of m variables defined by

h⊗m(t1, . . . , tm) = h(t1) · · ·h(tm).

Denote by L2
S(Tm) the closed subspace of L2(Tm) formed by symmetric

functions. The multiple integral Im verifies E(Im(f)2) = m! ‖f‖2L2(T m) on
L2

S(Tm). So the image Im(L2
S(Tm)) is closed, and by (1.15) it contains

the random variables Hm(W (h)), h ∈ H, and ‖h‖H = 1. Consequently,
Hm ⊂ Im(L2

S(Tm)). Due to the orthogonality between multiple integrals
of different order, we have that Im(L2

S(Tm)) is orthogonal to Hn, n �= m.
So, Im(L2

S(Tm)) = Hm, which completes the proof of the proposition. �
As a consequence we deduce the following version of the Wiener chaos

expansion.

Theorem 1.1.2 Any square integrable random variable F ∈ L2(Ω,G, P )
(recall that G denotes the σ-field generated by W ) can be expanded into a
series of multiple stochastic integrals:

F =
∞∑

n=0

In(fn).

Here f0 = E(F ), and I0 is the identity mapping on the constants. Further-
more, we can assume that the functions fn ∈ L2(Tn) are symmetric and,
in this case, uniquely determined by F .

Let {ei, i ≥ 1} be an orthonormal basis of H, and fix a miltiindex a =
(a1, . . . , aM , 0, . . .) such that |a| = a1 + · · · + aM = n. From (1.15) and
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(1.13) it follows that

a!
M∏

i=1

Hai
(W (ei)) =

M∏

i=1

Iai
(e⊗ai

i )

= In

(
e⊗a1
1 ⊗ e⊗a2

2 ⊗ · · · ⊗ e⊗aM

M

)
.

Hence, the multiple stochastic integral In coincides with the isometry be-
tween the symmetric tensor product H⊗̂n (equipped with the modified
norm

√
n! ‖·‖H⊗n) and the nth Wiener chaos Hn introduced in (1.9). No-

tice that H⊗̂n is isometric to L2
S(Tn).

Example 1.1.2 Suppose that the parameter space is T = R+ × {1, . . . , d}
and that the measure µ is the product of the Lebesgue measure times the
uniform measure, which gives mass one to each point 1, 2, . . . , d. Then we
have H = L2(R+ × {1, . . . , d}, µ) ∼= L2(R+; Rd). In this situation we have
that W i(t) = W ([0, t] × {i}), 0 ≤ t ≤ 1, 1 ≤ i ≤ d, is a standard d-
dimensional Brownian motion. That is, {W i(t), t ∈ R+}, i = 1, . . . , d,
are independent zero-mean Gaussian processes with covariance function
E(W i(s)W i(t)) = s ∧ t. Furthermore, for any h ∈ H, the random vari-
able W (h) can be obtained as the stochastic integral

∑d
i=1

∫∞
0

hi
tdW i

t .
The Brownian motion verifies

E(|W i(t)−W i(s)|2) = |t− s|
for any s, t ≥ 0, i = 1, . . . , d. This implies that

E(|W i(t)−W i(s)|2k) =
(2k)!
2kk!

|t− s|k

for any integer k ≥ 2. From Kolmogorov’s continuity criterion (see the
appendix, Section A.3) it follows that W possesses a continuous version.
Consequently, we can define the d-dimensional Brownian motion on the
canonical space Ω = C0(R+; Rd). The law of the process W is called the
Wiener measure.

In this example multiple stochastic integrals can be considered as iterated
Itô stochastic integrals with respect to the Brownian motion, as we shall
see in the next section.

Example 1.1.3 Take T = R
2
+ and µ equal to the Lebesgue measure. Let W

be a white noise on T . Then W (s, t) = W ([0, s]× [0, t]), s, t ∈ R+, defines
a two-parameter, zero-mean Gaussian process with covariance given by

E(W (s, t)W (s′, t′)) = (s ∧ s′)(t ∧ t′),

which is called the Wiener sheet or the two-parameter Wiener process.
The process W has a version with continuous paths. This follows easily
from Kolmogorov’s continuity theorem, taking into account that

E(|W (s, t)−W (s′, t′)|2) ≤ max(s, s′, t, t′)(|s− s′|+ |t− t′|).
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1.1.3 Itô stochastic calculus

In this section we survey some of the basic properties of the stochastic inte-
gral of adapted processes with respect to the Brownian motion, introduced
by Itô.

Suppose that W = {W (t), t ≥ 0} is a standard Brownian motion defined
on the canonical probability space (Ω,F , P ). That is, Ω = C0(R+) and P
is a probability measure on the Borel σ-field B(Ω) such that the canonical
process Wt(ω) = ω(t) is a zero-mean Gaussian process with covariance
E(WsWt) = s ∧ t. The σ-field F will be the completion of B(Ω) with
respect to P . We know that the sequence

Sn(t) =
∑

1≤k≤2n

[W (tk2−n)−W (t(k − 1)2−n)]2

converges almost surely and in L2(Ω) to the constant t, as n tends to
infinity. In other words, the paths of the Brownian motion have a quadratic
variation equal to t. This property, together with the continuity of the
paths, implies that the paths of W have infinite total variation on any
bounded interval. Consequently, we cannot define path-wise a stochastic
integral of the form ∫ t

0

u(s)W (ds),

where u = {u(t), t ≥ 0} is a given stochastic process. If the paths of the
process u have finite total variation on bounded intervals, we can overcome
this difficulty by letting

∫ t

0

u(s)W (ds) = u(t)W (t)−
∫ t

0

W (s)u(ds).

However, most of the processes that we will find (like W itself) do not have
paths with finite total variation on bounded intervals.

For each t ≥ 0 we will denote by Ft the σ-field generated by the random
variables {W (s), 0 ≤ s ≤ t} and the null sets of F . Then a stochastic
process u = {u(t), t ≥ 0} will be called adapted or nonanticipative if u(t)
is Ft-measurable for any t ≥ 0.

We will fix a time interval, denoted by T , which can be [0, t0] or R+.
We will denote by L2(T × Ω) = L2(T × Ω,B(T ) ⊗ F , λ1 × P ) (where λ1

denotes the Lebesgue measure) the set of square integrable processes, and
L2

a(T × Ω) will represent the subspace of adapted processes.
Let E be the class of elementary adapted processes. That is, a process u

belongs to E if it can be written as

u(t) =
n∑

i=1

Fi1(ti,ti+1](t), (1.16)



16 1. Analysis on the Wiener space

where 0 ≤ t1 < · · · < tn+1 are points of T , and every Fi is an Fti
-

measurable and square integrable random variable. Then we have the fol-
lowing result.

Lemma 1.1.3 The class E is dense in L2
a(T × Ω).

Proof: Suppose T = [0, 1]. Let u be a process in L2
a(T ×Ω), and consider

the sequence of processes defined by

ũn(t) =
2n−1∑

i=1

2n

(∫ i2−n

(i−1)2−n

u(s)ds

)

1(i2−n,(i+1)2−n](t). (1.17)

We claim that the sequence ũn converges to u in L2(T ×Ω). In fact, define
Pn(u) = ũn. Then Pn is a linear operator in L2(T ×Ω) with norm bounded
by one, such that Pn(u)→ u as n tends to infinity whenever the process u
is continuous in L2(Ω). The proof now follows easily. �
Remark: A measurable process u : T × Ω → R is called progressively
measurable if the restriction of u to the product [0, t]× Ω is B([0, t])⊗Ft-
measurable for all t ∈ T . One can show (see [225, Theorem 4.6]) that any
adapted process has a progressively measurable version, and we will always
assume that we are dealing with this kind of version. This is necessary,
for instance, to ensure that the approximating processes ũn introduced in
Lemma 1.1.3 are adapted.

For a nonanticipating process of the form (1.16), the random variable

∫

T

u(t)dWt =
n∑

i=1

Fi(W (ti+1)−W (ti)) (1.18)

will be called the stochastic integral (or the Itô integral) of u with respect
to the Brownian motion W .

The Itô integral of elementary processes is a linear functional that takes
values on L2(Ω) and has the following basic properties:

E(
∫

T

u(t)dWt) = 0, (1.19)

E(|
∫

T

u(t)dWt|2) = E(
∫

T

u(t)2dt). (1.20)

Property (1.19) is immediate from both (1.18) and the fact that for each
i = 1, . . . , n the random variables Fi and W (ti+1)−W (ti) are independent.
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Proof of (1.20): We have

E(|
∫

T

u(t)dWt|2) =
n∑

i=1

E(|Fi(W (ti+1)−W (ti))|2)

+ 2
∑

i<j

E(FiFj(W (ti+1)−W (ti))

× (W (tj+1)−W (tj)))

=
n∑

i=1

E(F 2
i )(ti+1 − ti) = E(

∫

T

u(t)2dt),

because whenever i < j, W (tj+1)−W (tj) is independent of FiFj(W (ti+1)−
W (ti)). �

The isometry property (1.20) allows us to extend the Itô integral to the
class L2

a(T × Ω) of adapted square integrable processes, and the above
properties still hold in this class.

The Itô integral verifies the following local property :
∫

T

u(t)dWt = 0,

almost surely (a.s.) on the set G = {
∫

T
u(t)2dt = 0}. In fact, on the set G

the processes {ũn} introduced in (1.17) vanish, and therefore
∫

T
ũn(t)dWt =

0 on G. Then the result follows from the convergence of
∫

T
ũn(t)dWt to∫

T
u(t)dWt in L2(Ω).

We also have for any u ∈ L2
a(T × Ω), ε > 0, and K > 0,

P

{∣∣
∣
∣

∫

T

u(t)dWt

∣
∣
∣
∣ > ε

}
≤ P

{∫

T

u(t)2dt > K

}
+

K

ε2
. (1.21)

Proof of (1.21): Define

ũ(t) = u(t)1{
∫ t
0 u(s)2ds≤K}.

The process ũ belongs to L2
a(T × Ω), and using the local property of the

Itô integral we obtain

P

{∣∣
∣
∣

∫

T

u(t)dWt

∣
∣
∣
∣ > ε,

∫

T

u(t)2dt ≤ K

}

= P

{∣∣
∣
∣

∫

T

ũ(t)dWt

∣
∣
∣
∣ > ε,

∫

T

u(t)2dt ≤ K

}

≤ P

{∣∣
∣
∣

∫

T

ũ(t)dWt

∣
∣
∣
∣ > ε

}
≤ 1

ε2
E

(∫

T

ũ(t)2dt

)
≤ K

ε2
.

�
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Using property (1.21), one can extend the Itô integral to the class of
measurable and adapted processes such that

∫

T

u(t)2dt <∞ a.s.,

and the local property still holds for these processes.
Suppose that u belongs to L2

a(T × Ω). Then the indefinite integral

∫ t

0

u(s)dWs =
∫

T

u(s)1[0,t](s)dWs, t ∈ T,

is a martingale with respect to the increasing family of σ-fields {Ft, t ≥ 0}.
Indeed, the martingale property is easy to check for elementary processes
and is transferred to general adapted processes by L2 convergence.

If u is an elementary process of the form (1.16), the martingale

∫ t

0

u(s)dWs =
n∑

i=1

Fi(W (ti+1 ∧ t)−W (ti ∧ t))

clearly possesses a continuous version. The existence of a continuous version
for {

∫ t

0
u(s)dWs} in the general case u ∈ L2

a(T × Ω) follows from Doob’s
maximal inequality for martingales (see (A.2)) and from the Borel-Cantelli
lemma.

If u is an adapted and measurable process such that
∫

T
u(t)2dt < ∞,

then the indefinite integral is a continuous local martingale. That is, if we
define the random times

Tn = inf{t ≥ 0 :
∫ t

0

u(s)2ds ≥ n}, n ≥ 1,

then:

(i) For each n ≥ 1, Tn is a stopping time (i.e., {Tn ≤ t} ∈ Ft for any
t ≥ 0).

(ii) Tn ↑ ∞ as n tends to infinity.

(iii) The processes

Mn(t) =
∫ t

0

u(s)1{s≤Tn}dWs

are continuous square integrable martingales such that

Mn(t) =
∫ t

0

u(s)dWs

whenever t ≤ Tn. In fact, u1[0,Tn] ∈ L2
a(T × Ω) for each n.
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Let u be an adapted and measurable process such that
∫

T
u(t)2dt <∞,

and consider the continuous local martingale M(t) =
∫ t

0
u(s)dWs. Define

〈M〉t =
∫ t

0

u(s)2ds.

Then M2
t − 〈M〉t is a martingale when u ∈ L2

a(T ×Ω). This is clear if u is
an elementary process of the form (1.16), and in the general case it holds
by approximation.

The increasing process 〈M〉t is called the quadratic variation of the local
martingale M . That is, the family

∑n−1
i=0 (Mti+1 −Mti

)2, when π = {0 =
t0 < t1 < · · · < tn = t} runs over all the partitions of [0, t], converges
in probability to

∫ t

0
u(s)2ds as |π| = maxi(ti+1 − ti) tends to zero. In-

deed, by a localization argument, it suffices to prove the convergence when∫ t

0
u(s)2ds ≤ K for some constant K > 0, and in this case it holds in L2(Ω)

due to Burkholder’s inequality (A.3) and the fact that M2
t − 〈M〉t is a

square integrable martingale. In fact, we have

E





∣
∣
∣
∣
∣

n−1∑

i=0

∫ ti+1

ti

u2(s)ds− (Mti+1 −Mti
)2
∣
∣
∣
∣
∣

2




=
n−1∑

i=0

E

(∣
∣
∣
∣

∫ ti+1

ti

u2(s)ds− (Mti+1 −Mti
)2
∣
∣
∣
∣

2
)

≤ c
n−1∑

i=0

E

(∣
∣
∣
∣

∫ ti+1

ti

u2(s)ds

∣
∣
∣
∣

2
)

≤ cKE

(

sup
|s−r|≤|π|

∫ s

r

u2(θ)dθ

)

for some constant c > 0, and this converges to zero as |π| tends to zero.

One of the most important tools in the stochastic calculus is the change-
of-variable formula, or Itô’s formula.

Proposition 1.1.5 Let F : R → R be a twice continuously differentiable
function. Suppose that u and v are measurable and adapted processes ver-
ifying

∫ τ

0
u(t)2dt < ∞ a.s. and

∫ τ

0
|v(t)|dt < ∞ a.s. for every τ ∈ T . Set

X(t) = X(0) +
∫ t

0
u(s)dWs +

∫ t

0
v(s)ds. Then we have

F (Xt)− F (X0) =
∫ t

0

F ′(Xs)usdWs +
∫ t

0

F ′(Xs)vsds

+
1
2

∫ t

0

F ′′(Xs)u2
sds. (1.22)

The proof of (1.22) comes from the fact that the quadratic variation
of the process X(t) is equal to

∫ t

0
u2

sds; consequently, when we develop
by Taylor’s expansion the function F (X(t)), there is a contribution from
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the second-order term, which produces the additional summand in Itô’s
formula.

Proof: By a localization procedure we can assume F ∈ C2
b (R) and

sup{
∫

T

u(t)2dt,

∫

T

|v(t)|dt} ≤ K

for some constant K > 0. Fix t > 0. For any partition π = {0 = t0 < t1 <
· · · < tn = t} we can write, using Taylor’s formula,

F (Xt)− F (X0) =
n−1∑

i=0

(F (Xti+1)− F (Xti
))

=
n−1∑

i=0

F ′(Xti
)(Xti+1 −Xti

)

+
1
2

n−1∑

i=0

F ′′(Xi)(Xti+1 −Xti
)2,

where Xi is a random point between Xti
and Xti+1 . The first summand

in the above expression converges to
∫ t

0
F ′(Xs)usdWs +

∫ t

0
F ′(Xs)vsds in

L2(Ω) as |π| = maxi(ti+1 − ti) tends to zero. For the second summand we
use the decomposition

(Xti+1 −Xti
)2 =

(∫ ti+1

ti

usdWs

)2
+ 2

(∫ ti+1

ti

usdWs

)(∫ ti+1

ti

vsds

)

+
(∫ ti+1

ti

vsds

)2
.

Only the first term produces a nonzero contribution. Then we can write

∫ t

0

F ′′(Xs)u2
sds−

n−1∑

i=0

F ′′(Xi)
(∫ ti+1

ti

usdWs

)2

=
n−1∑

i=0

∫ ti+1

ti

[F ′′(Xs)− F ′′(Xti
)] u2

sds

+
n−1∑

i=0

F ′′(Xti
)

(∫ ti+1

ti

u2
sds−

(∫ ti+1

ti

usdWs

)2)

+
n−1∑

i=0

[F ′′(Xti
)− F ′′(Xi)]

(∫ ti+1

ti

usdWs

)2

= a1 + a2 + a3.
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We have
|a1| ≤ K sup

|s−r|≤|π|
|F ′′(Xs)− F ′′(Xr)| ,

|a3| ≤ sup
|s−r|≤|π|

|F ′′(Xs)− F ′′(Xr)|
(

n−1∑

i=0

(∫ ti+1

ti

usdWs

)2)

.

These expressions converge to zero in probability as |π| tends to zero. Fi-
nally, applying Burkholder’s inequality (A.3) and the martingale property
of (

∫ t

0
usdWs)2 −

∫ t

0
u2

sds, we can get a constant c > 0 such that

E(|a2|2) = E




n−1∑

i=0

F ′′(Xti
)2
(∫ ti+1

ti

u2
sds−

(∫ ti+1

ti

usdWs

)2)2




≤ c‖F ′′‖∞
n−1∑

i=0

E

((∫ ti+1

ti

u2
sds

)2)

≤ Kc‖F ′′‖∞E

(

sup
|s−r|≤|π|

∫ s

r

u2
θdθ

)

,

and this converges to zero as |π| tends to zero. �

Consider two adapted processes {ut, t ∈ T} and {vt, t ∈ T} such that∫ t

0
u(s)2ds < ∞ a.s. and

∫ t

0
|v(s)|ds < ∞ a.s. for all t ∈ T . Let X0 ∈ R.

The process

Xt = X0 +
∫ t

0

usdWs +
∫ t

0

vsds (1.23)

is called a continuous semimartingale, and Mt =
∫ t

0
usdWs and Vt =

∫ t

0
vsds

are the local martingale part and bounded variation part of X, respectively.
Itô’s formula tells us that this class of processes is stable by the composition
with twice continuously differentiable functions.

Let π = {0 = t0 < t1 < · · · < tn = t} be a partition of the interval [0, t].
The sums

n−1∑

i=0

1
2
(Xti

+ Xti+1)(Wti+1 −Wti
) (1.24)

converge in probability as |π| tends to zero to

∫ t

0

XsdWs +
1
2

∫ t

0

usds.

This expression is called the Stratonovich integral of X with respect to W
and is denoted by

∫ t

0
Xs ◦ dWs.
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The convergence of the sums in (1.24) follows easily from the decompo-
sition

1
2
(Xti

+ Xti+1)(Wti+1 −Wti
) = Xti

(Wti+1 −Wti
)

+
1
2

(Xti+1 −Xti
)(Wti+1 −Wti

),

and the fact that the joint quadratic variation of the processes X and W
(denoted by 〈X,W 〉t) is equal to 1

2

∫ t

0
usds.

Let u ∈ L2
a(T × Ω). Set Mu(t) = exp(

∫ t

0
usdWs − 1

2

∫ t

0
u2

sds). As an
application of Itô’s formula we deduce

Mu(t) = 1 +
∫ t

0

Mu(s)u(s)dWs. (1.25)

That means Mu is a local martingale. In particular, if u = h is a deter-
ministic square integrable function of the space H = L2(T ), then Mh is a
square integrable martingale. Formula (1.25) shows that exp(Wt− t

2 ) plays
the role of the customary exponentials in the stochastic calculus.

The following result provides an integral representation of any square
functional of the Brownian motion. Set FT = σ{W (s), s ∈ T}.

Theorem 1.1.3 Let F be a square integrable random variable. Then there
exists a unique process u ∈ L2

a(T × Ω) such that

F = E(F ) +
∫

T

utdWt. (1.26)

Proof: To prove the theorem it suffices to show that any zero-mean
square integrable random variable G that is orthogonal to all the stochastic
integrals

∫
T

utdWt, u ∈ L2
a(T ×Ω) must be zero. In view of formula (1.25),

such a random variable G is orthogonal to the exponentials

E(h) = exp(
∫

T

hsdWs −
1
2

∫

T

h2
sds),

h ∈ L2(T ). Finally, because these exponentials form a total subset of
L2(Ω,FT , P ) by Lemma 1.1.2, we can conclude this proof. �

As a consequence of this theorem, any square integrable martingale on
the time interval T can be represented as an indefinite Itô integral. In fact,
such a martingale has the form Mt = E(F |Ft) for some random variable
F ∈ L2(Ω,FT , P ). Then, taking conditional expectations with respect to
the σ-field Ft in Eq. (1.26), we obtain

E(F |Ft) = E(F ) +
∫ t

0

usdWs.
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Let fn : Tn → R be a symmetric and square integrable function. For
these functions the multiple stochastic integral In(fn) with respect to the
Gaussian process {W (h) =

∫
T

hsdWs, h ∈ L2(T )} introduced in Section
1.1.2 coincides with an iterated Itô integral. That is, assuming T = R+, we
have

In(fn) = n!
∫ ∞

0

∫ tn

0

· · ·
∫ t2

0

fn(t1, . . . , tn)dWt1 · · · dWtn
. (1.27)

Indeed, this equality is clear if fn is an elementary function of the form
(1.10), and in the general case the equality will follow by a density argu-
ment, taking into account that the iterated stochastic Itô integral verifies
the same isometry property as the multiple stochastic integral.

Let {W (t), t ≥ 0} be a d-dimensional Brownian motion. In this case the
multiple stochastic integral In(fn) is defined for square integrable kernels
fn((t1, i1), . . . , (tn, in)), which are symmetric in the variables (tj , ij) ∈ R+×
{1, . . . , d}, and it can be expressed as a sum of iterated Itô integrals:

In(fn) = n!
d∑

i1,...,in=1

∫ ∞

0

∫ tn

0

· · ·
∫ t2

0

fn((t1, i1), . . . , (tn, in))

× dW i1
t1 · · · dW in

tn
.

Exercises

1.1.1 For every n let us define the Hermite polynomial Hn(λ, x) by

Hn(λ, x) = λ
n
2 Hn(

x√
λ

),where x ∈ R and λ > 0.

Check that

exp(tx− t2λ

2
) =

∞∑

n=0

tnHn(λ, x).

Let W be a white noise on a measure space (T,B, µ). Show that

Hm(‖h‖2H ,W (h)) =
1
m!

Im(h⊗m)

for any h ∈ L2(T,B, µ).

1.1.2 Using the recursive formula (1.2), deduce the following explicit ex-
pression for the Hermite polynomials

Hn(x) =
[n/2]∑

k=0

(−1)k xn−2k

k ! (n− 2k)! 2k
.
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As an application show that if Y is a random variable with distribution
N(0, σ2), then

E(H2m(Y )) =
(σ2 − 1)m

2m m!
,

and E(Hn(Y )) = 0 if n is odd.

1.1.3 Let {Wt, t ≥ 0} be a one-dimensional Brownian motion. Show that
the process {Hn(t,Wt), t ≥ 0} (where Hn(t, x) is the Hermite polynomial
introduced in Exercise 1.1.1) is a martingale.

1.1.4 Let W = {W (h), h ∈ H} be an isonormal Gaussian process defined
on the probability space (Ω,F , P ), where F is generated by W . Let V be
a real separable Hilbert space. Show the Wiener chaos expansion

L2(Ω;V ) =
∞⊕

n=0

Hn(V ),

where Hn(V ) is the closed subspace of L2(Ω;V ) generated by the V -valued
random variables of the form

∑m
j=1 Fjvj , Fj ∈ Hn and vj ∈ V . Construct

an isometry between H⊗̂n ⊗ V and Hn(V ) as in (1.9).

1.1.5 By iteration of the representation formula (1.26) and using expres-
sion (1.27) show that any random variable F ∈ L2(Ω,F , P ) (where F is
generated by W ) can be expressed as an infinite sum of orthogonal multiple
stochastic integrals. This provides an alternative proof of the Wiener chaos
expansion for Brownian functionals.

1.1.6 Prove Eq. (1.14).

1.1.7 Let us denote by P the family of random variables of the form
p(W (h1), . . . ,W (hn)), where hi ∈ H and p is a polynomial. Show that
P is dense in Lr(Ω) for all r ≥ 1.

Hint: Assume that r > 1 and let q be the conjugate of r. As in the proof
of Theorem 1.1.1 show that if Z ∈ Lq(Ω) verifies E(ZY ) = 0 for all Y ∈ P,
then Z = 0.

1.2 The derivative operator

This section will be devoted to the properties of the derivative operator.
Let W = {W (h), h ∈ H} denote an isonormal Gaussian process associated
with the Hilbert space H. We assume that W is defined on a complete
probability space (Ω,F , P ), and that F is generated by W .

We want to introduce the derivative DF of a square integrable random
variable F : Ω → R. This means that we want to differentiate F with
respect to the chance parameter ω ∈ Ω. In the usual applications of this
theory, the space Ω will be a topological space. For instance, in the example
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of the d-dimensional Brownian motion, Ω is the Fréchet space C0(R+; Rd).
However, we will be interested in random variables F that are defined P
a.s. and that do not possess a continuous version (see Exercise 1.2.1). For
this reason we will introduce a notion of derivative defined in a weak sense,
and without assuming any topological structure on the space Ω.

We denote by C∞
p (Rn) the set of all infinitely continuously differentiable

functions f : R
n → R such that f and all of its partial derivatives have

polynomial growth.
Let S denote the class of smooth random variables such that a random

variable F ∈ S has the form

F = f(W (h1), . . . ,W (hn)), (1.28)

where f belongs to C∞
p (Rn), h1, . . . , hn are in H, and n ≥ 1.

We will make use of the notation ∂if = ∂f
∂xi

and ∇f = (∂1f, . . . , ∂nf),
whenever f ∈ C1(Rn).

We will denote by Sb and S0 the classes of smooth random variables
of the form (1.28) such that the function f belongs to C∞

b (Rn) (f and
all of its partial derivatives are bounded) and to C∞

0 (Rn) (f has compact
support), respectively. Moreover, we will denote by P the class of random
variables of the form (1.28) such that f is a polynomial. Note that P ⊂ S,
S0 ⊂ Sb ⊂ S, and that P and S0 are dense in L2(Ω).

Definition 1.2.1 The derivative of a smooth random variable F of the
form (1.28) is the H-valued random variable given by

DF =
n∑

i=1

∂if(W (h1), . . . , W (hn))hi. (1.29)

For example, DW (h) = h. In order to interpret DF as a directional
derivative, note that for any element h ∈ H we have

〈DF, h〉H = lim
ε→0

1
ε
[f(W (h1) + ε〈h1, h〉H , . . . ,W (hn) + ε〈hn, h〉H)

− f(W (h1), . . . ,W (hn))].

Roughly speaking, the scalar product 〈DF, h〉H is the derivative at ε = 0 of
the random variable F composed with shifted process {W (g)+ε〈g, h〉H , g ∈
H}.

The following result is an integration-by-parts formula that will play a
fundamental role along this chapter.

Lemma 1.2.1 Suppose that F is a smooth random variable and h ∈ H.
Then

E(〈DF, h〉H) = E(FW (h)). (1.30)
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Proof: First notice that we can normalize Eq. (1.30) and assume that the
norm of h is one. There exist orthonormal elements of H, e1, . . . , en, such
that h = e1 and F is a smooth random variable of the form

F = f(W (e1), . . . ,W (en)),

where f is in C∞
p (Rn). Let φ(x) denote the density of the standard normal

distribution on R
n, that is,

φ(x) = (2π)−
n
2 exp(−1

2

n∑

i=1

x2
i ).

Then we have

E(〈DF, h〉H) =
∫

Rn

∂1f(x)φ(x)dx

=
∫

Rn

f(x)φ(x)x1dx

= E(FW (e1)) = E(FW (h)),

which completes the proof of the lemma. �
Applying the previous result to a product FG, we obtain the following

consequence.

Lemma 1.2.2 Suppose that F and G are smooth random variables, and
let h ∈ H. Then we have

E(G〈DF, h〉H) = E(−F 〈DG,h〉H + FGW (h)). (1.31)

As a consequence of the above lemma we obtain the following result.

Proposition 1.2.1 The operator D is closable from Lp(Ω) to Lp(Ω;H)
for any p ≥ 1.

Proof: Let {FN , N ≥ 1} be a sequence of smooth random variables such
that FN converges to zero in Lp(Ω) and the sequence of derivatives DFN

converges to η in Lp(Ω;H). Then, from Lemma 1.2.2 it follows that η is
equal to zero. Indeed, for any h ∈ H and for any smooth random variable
F ∈ Sb such that FW (h) is bounded (for intance, F = Ge−εW (h)2 where
G ∈ Sb and ε > 0), we have

E(〈η, h〉HF ) = lim
N→∞

E(〈DFN , h〉HF )

= lim
N→∞

E(−FN 〈DF, h〉H + FNFW (h)) = 0,

because FN converges to zero in Lp(Ω) as N tends to infinity, and the
random variables 〈DF, h〉H and FW (h) are bounded. This implies η = 0.

�
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For any p ≥ 1 we will denote the domain of D in Lp(Ω) by D
1,p, meaning

that D
1,p is the closure of the class of smooth random variables S with

respect to the norm

‖F‖1,p = [E(|F |p) + E(‖DF‖pH)]
1
p .

For p = 2, the space D
1,2 is a Hilbert space with the scalar product

〈F,G〉1,2 = E(FG) + E(〈DF,DG〉H).

We can define the iteration of the operator D in such a way that for
a smooth random variable F , the iterated derivative DkF is a random
variable with values in H⊗k. Then for every p ≥ 1 and any natural number
k ≥ 1 we introduce the seminorm on S defined by

‖F‖k,p =



E(|F |p) +
k∑

j=1

E(‖DjF‖pH⊗j )





1
p

. (1.32)

This family of seminorms verifies the following properties:

(i) Monotonicity: ‖F‖k,p ≤ ‖F‖j,q, for any F ∈ S, if p ≤ q and k ≤ j.

(ii) Closability: The operator Dk is closable from S into Lp(Ω;H⊗k),
for all p ≥ 1.
Proof: The proof is analogous to the case where k = 1 (see Exercise
1.2.3). �

(iii) Compatibility: Let p, q ≥ 1 be real numbers and k, j be natural
numbers. Suppose that Fn is a sequence of smooth random variables
such that ‖Fn‖k,p converges to zero as n tends to infinity, and ‖Fn−
Fm‖j,q converges to zero as n,m tend to infinity. Then ‖Fn‖j,q tends
to zero as n tends to infinity.
Proof: This is an immediate consequence of the closability of the
operators Di, i ≥ 1, on S. �

We will denote by D
k,p the completion of the family of smooth random

variables S with respect to the norm ‖ · ‖k,p. From property (i) it follows
that D

k+1,p ⊂ D
k,q if k ≥ 0 and p > q. For k = 0 we put ‖ · ‖0,p = ‖ · ‖p

and D
0,p = Lp(Ω).

Fix an element h ∈ H. We can define the operator Dh on the set S of
smooth random variables by

DhF = 〈DF, h〉H . (1.33)

By Lemma 1.2.2 this operator is closable from Lp(Ω) into Lp(Ω), for any
p ≥ 1, and it has a domain that we will denote by D

h,p.

The following result characterizes the domain of the derivative operator
D

1,2 in terms of the Wiener chaos expansion.
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Proposition 1.2.2 Let F be a square integrable random variable with the
Wiener chaos expansion F =

∑∞
n=0 JnF . Then F ∈ D

1,2 if and only if

E(‖DF‖2H) =
∞∑

n=1

n ‖JnF‖22 <∞. (1.34)

Moreover, if (1.34) holds, then for all n ≥ 1 we have D(JnF ) = Jn−1(DF ).

Proof: The derivative of a random variable of the form Φa, defined in
(1.6), can be computed using (1.2):

D(Φa) =
√

a!
∞∑

j=1

∞∏

i=1,i �=j

Hai
(W (ei))Haj−1(W (ej))ej .

Then, D(Φa) ∈ Hn−1(H) (see Execise 1.1.4) if |a| = n, and

E
(
‖D(Φa)‖2H

)
=

∞∑

j=1

a!
∏∞

i=1,i �=j ai!(aj − 1)!
= |a|.

The proposition follows easily from Proposition 1.1.1. �
By iteration we obtain Dk(JnF ) = Jn−k(DkF ) for all k ≥ 2 and n ≥ k.

Hence,

E(
∥
∥DkF

∥
∥2

H⊗k) =
∞∑

n=k

n(n− 1) · · · (n− k + 1) ‖JnF‖22 ,

and F ∈ D
k,2 if and only if

∑∞
n=1 nk ‖JnF‖22 <∞.

The following result is the chain rule, which can be easily proved by
approximating the random variable F by smooth random variables and
the function ϕ by ϕ ∗ ψε, where {ψε} is an approximation of the identity.

Proposition 1.2.3 Let ϕ : R
m → R be a continuously differentiable func-

tion with bounded partial derivatives, and fix p ≥ 1. Suppose that F =
(F 1, . . . , Fm) is a random vector whose components belong to the space
D

1,p. Then ϕ(F ) ∈ D
1,p, and

D(ϕ(F )) =
m∑

i=1

∂iϕ(F )DF i.

Let us prove the following technical result.

Lemma 1.2.3 Let {Fn, n ≥ 1} be a sequence of random variables in D
1,2

that converges to F in L2(Ω) and such that

sup
n

E
(
‖DFn‖2H

)
<∞.

Then F belongs to D
1,2, and the sequence of derivatives {DFn, n ≥ 1}

converges to DF in the weak topology of L2(Ω;H).
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Proof: There exists a subsequence {Fn(k), k ≥ 1} such that the sequence
of derivatives DFn(k) converges in the weak topology of L2(Ω;H) to some
element α ∈ L2(Ω;H). By Proposition 1.2.2, the projections of DFn(k) on
any Wiener chaos converge in the weak topology of L2(Ω), as k tends to
infinity, to those of α. Consequently, Proposition 1.2.2 implies F ∈ D

1,2

and α = DF . Moreover, for any weakly convergent subsequence the limit
must be equal to α by the preceding argument, and this implies the weak
convergence of the whole sequence. �

The chain rule can be extended to the case of a Lipschitz function:

Proposition 1.2.4 Let ϕ : R
m → R be a function such that

|ϕ(x)− ϕ(y)| ≤ K|x− y|

for any x, y ∈ R
m. Suppose that F = (F 1, . . . , Fm) is a random vector

whose components belong to the space D
1,2. Then ϕ(F ) ∈ D

1,2, and there
exists a random vector G = (G1, . . . , Gm) bounded by K such that

D(ϕ(F )) =
m∑

i=1

GiDF i. (1.35)

Proof: If the function ϕ is continuously differentiable, then the result
reduces to that of Proposition 1.2.3 with Gi = ∂iϕ(F ). Let αn(x) be a
sequence of regularization kernels of the form αn(x) = nmα(nx), where α
is a nonnegative function belonging to C∞

0 (Rm) whose support is the unit
ball and such that

∫
Rm α(x)dx = 1. Set ϕn = ϕ ∗ αn. It is easy to check

that limn ϕn(x) = ϕ(x) uniformly with respect to x, and the functions ϕn

are C∞ with |∇ϕn| ≤ K. For each n we have

D(ϕn(F )) =
m∑

i=1

∂iϕn(F )DF i. (1.36)

The sequence ϕn(F ) converges to ϕ(F ) in L2(Ω) as n tends to infin-
ity. On the other hand, the sequence {D(ϕn(F )), n ≥ 1} is bounded in
L2(Ω;H). Hence, by Lemma 1.2.3 ϕ(F ) ∈ D

1,2 and {D(ϕn(F )), n ≥ 1}
converges in the weak topology of L2(Ω;H) to D(ϕ(F )). On the other
hand, the sequence {∇ϕn(F ), n ≥ 1} is bounded by K. Hence, there exists
a subsequence {∇ϕn(k)(F ), k ≥ 1} that converges to some random vec-
tor G = (G1, . . . , Gm) in the weak topology σ(L2(Ω; Rm)). Moreover, G is
bounded by K. Then, taking the limit in (1.36), we obtain Eq. (1.35). The
proof of the lemma is now complete. �

If the law of the random vector F is absolutely continuous with respect
to the Lebesgue measure on R

m, then Gi = ∂iϕ(F ) in (1.35). Proposition
1.2.4 and Lemma 1.2.3 still hold if we replace D

1,2 by D
1,p for any p > 1. In

fact, this follows from Lemma 1.5.3 and the duality relationship between
D and δ.
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We will make use of the following technical result.

Lemma 1.2.4 The family of random variables {1,W (h)G − DhG,G ∈
Sb, h ∈ H} is total in L2(Ω).

Proof: Fix h ∈ H, n,N ≥ 1, and set GN = W (h)nψN (W (h)), where ψN

is an infinitely differentiable function such that 0 ≤ ψN ≤ 1, ψN (x) = 0
if |x| ≥ N + 1, ψN (x) = 1 if |x| ≤ N , and supx,N |ψ′

N (x)| < ∞. Then,
W (h)GN − DhGN converges in L2(Ω) to W (h)n+1 − n ‖h‖2H W (h)n−1 as
N tends to infinity. Hence the closed linear span of the family contains all
powers W (h)n, n ≥ 1, h ∈ H, which implies the result. �

Proposition 1.2.5 Let F be a random variable of the space D
1,1 such that

DF = 0. Then F = E(F ).

Proof: If F ∈ D
1,2, then the result follows directly from Proposition 1.2.2.

In the general case, let ψN be a function in C∞
b (R) such that ψN (x) = 0 if

|x| ≥ N +1, ψN (x) = x if |x| ≤ N . Let Fn be a sequence of smooth random
variables converging in L1(Ω) to F and such that E(‖DFn‖H) tends to zero
as n tends to infinity. Then using Lemma 1.2.1 we obtain for any G ∈ Sb

and any h ∈ H

E
[
ψN (Fn)

(
W (h)G−DhG

)]
= E

[
ψN (Fn)W (h)G−Dh (GψN (Fn))

]

+E
[
GDh (ψN (Fn))

]

= E
[
GDh (ψN (Fn))

]
.

Taking the limit as n tends to infinity yields

E
[
ψN (F )

(
W (h)G−DhG

)]
= 0.

As a consequence, by Lemma 1.2.4 E [ψN (F )] = ψN (F ) for each N . Hence,
F = E(F ). �

Proposition 1.2.6 Let A ∈ F . Then the indicator function of A belongs
to D

1,1 if and only if P (A) is equal to zero or one.

Proof: By the chain rule (Proposition 1.2.3) applied to to a function
ϕ ∈ C∞

0 (R), which is equal to x2 on [0, 1], we have

D1A = D(1A)2 = 21AD1A

and, therefore, D1A = 0 because from the above equality we get that
this derivative is zero on Ac and equal to twice its value on A. So, by
Proposition 1.2.5 we obtain 1A = P (A).
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Remarks:

1. If the underlying Hilbert space H is finite-dimensional, then the spaces
D

k,p can be identified as ordinary Sobolev spaces of functions on R
n that

together with their k first partial derivatives have moments of order p with
respect to the standard normal law. We refer to Ocone [270] for a detailed
discussion of this fact. See also Exercise 1.2.8.

2. The above definitions can be exended to Hilbert-valued random vari-
ables. Let V be a real separable Hilbert space. Consider the family SV of
V -valued smooth random variables of the form

F =
n∑

j=1

Fjvj , vj ∈ V, Fj ∈ S.

Define DkF =
∑n

j=1 DkFj ⊗ vj , k ≥ 1. Then Dk is a closable operator
from SV ⊂ Lp(Ω;V ) into Lp(Ω;H⊗k ⊗ V ) for any p ≥ 1. For any integer
k ≥ 1 and any real number p ≥ 1 we can define the seminorm on SV

‖F‖k,p,V =



E(‖F‖pV ) +
k∑

j=1

E(‖DjF‖pH⊗j⊗V )





1
p

. (1.37)

The operator Dk and the seminorms ‖ ·‖k,p,V verify properties (i), (ii), and
(iii) . We define the space D

k,p(V ) as the completion of SV with respect
to the norm ‖ · ‖k,p,V . For k = 0 we put ‖F‖0,p,V = [E(‖F‖pV )]

1
p , and

D
0,p(V ) = Lp(Ω;V ).

1.2.1 The derivative operator in the white noise case

We will suppose in this subsection that the separable Hilbert space H is
an L2 space of the form H = L2(T,B, µ), where µ is a σ-finite atomless
measure on a measurable space (T,B).

The derivative of a random variable F ∈ D
1,2 will be a stochastic process

denoted by {DtF, t ∈ T} due to the identification between the Hilbert
spaces L2(Ω;H) and L2(T × Ω). Notice that DtF is defined almost every-
where (a.e.) with respect to the measure µ × P . More generally, if k ≥ 2
and F ∈ D

k,2, the derivative

DkF = {Dk
t1,...,tk

F, ti ∈ T},

is a measurable function on the product space T k×Ω, which is defined a.e.
with respect to the measure µk × P .

Example 1.2.1 Consider the example of a d-dimensional Brownian mo-
tion on the interval [0, 1], defined on the canonical space Ω = C0([0, 1]; Rd).
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In this case 〈DF, h〉H can be interpreted as a directional Fréchet deriva-
tive. In fact, let us introduce the subspace H1 of Ω which consists of all
absolutely continuous functions x : [0, 1] → R

d with a square integrable
derivative, i.e., x(t) =

∫ t

0
ẋ(s)ds, ẋ ∈ H = L2([0, 1]; Rd). The space H1

is usually called the Cameron-Martin space. We can transport the Hilbert
space structure of H to the space H1 by putting

〈x, y〉H1 = 〈ẋ, ẏ〉H =
d∑

i=1

∫ 1

0

ẋi(s)ẏi(s)ds.

In this way H1 becomes a Hilbert space isomorphic to H. The injection of
H1 into Ω is continuous because we have

sup
0≤t≤1

|x(t)| ≤
∫ 1

0

|ẋ(s)|ds ≤ ‖ẋ‖H = ‖x‖H1 .

Assume d = 1 and consider a smooth functional of the particular form
F = f(W (t1), . . . , W (tn)), f ∈ C∞

p (Rn), 0 ≤ t1 < · · · < tn ≤ 1, where
W (ti) =

∫ ti

0
dWt = W (1[0,ti]). Notice that such a functional is continuous

in Ω. Then, for any function h in H, the scalar product 〈DF, h〉H coincides
with the directional derivative of F in the direction of the element

∫ ·
0
h(s)ds,

which belongs to H1. In fact,

〈DF, h〉H =
n∑

i=1

∂if(W (t1), . . . ,W (tn))〈1[0,ti], h〉H

=
n∑

i=1

∂if(W (t1), . . . ,W (tn))
∫ ti

0

h(s)ds

=
d

dε
F (ω + ε

∫ ·

0

h(s)ds)|ε=0.

On the other hand, if F is Fréchet differentiable and λF denotes the signed
measure associated with the Fréchet derivative of F , then DtF = λF ((t, 1]).
In fact, for any h ∈ H we have

〈DF, h〉H =
∫ 1

0

λF (dt)(
∫ t

0

h(s)ds)dt =
∫ 1

0

λF ((t, 1])h(t)dt.

Suppose that F is a square integrable random variable having an orthog-
onal Wiener series of the form

F =
∞∑

n=0

In(fn), (1.38)

where the kernels fn are symmetric functions of L2(Tn). The derivative
DtF can be easily computed using this expression.
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Proposition 1.2.7 Let F ∈ D
1,2 be a square integrable random variable

with a development of the form (1.38). Then we have

DtF =
∞∑

n=1

nIn−1(fn(·, t)). (1.39)

Proof: Suppose first that F = Im(fm), where fm is a symmetric and
elementary function of the form (1.10). Then

DtF =
m∑

j=1

m∑

i1,...,im=1

ai1···im
W (Ai1) · · ·1Aij

(t) · · ·W (Aim
) = mIm−1(fm(·, t)).

Then the result follows easily. �
The heuristic meaning of the preceding proposition is clear. Suppose that

F is a multiple stochastic integral of the form In(fn), which has also been
denoted by

F =
∫

T

· · ·
∫

T

fn(t1, . . . , tn)W (dt1) · · ·W (dtn).

Then, F belongs to the domain of the derivation operator and DtF is
obtained simply by removing one of the stochastic integrals, letting the
variable t be free, and multiplying by the factor n.

Now we will compute the derivative of a conditional expectation with
respect to a σ-field generated by Gaussian stochastic integrals. Let A ∈ B.
We will denote by FA the σ-field (completed with respect to the probability
P ) generated by the random variables {W (B), B ⊂ A,B ∈ B0}. We need
the following technical result:

Lemma 1.2.5 Suppose that F is a square integrable random variable with
the representation (1.38). Let A ∈ B. Then

E(F |FA) =
∞∑

n=0

In(fn1⊗n
A ). (1.40)

Proof: It suffices to assume that F = In(fn), where fn is a function
in En. Also, by linearity we can assume that the kernel fn is of the form
1B1×···×Bn

, where B1, . . . , Bn are mutually disjoint sets of finite measure.
In this case we have

E(F |FA) = E(W (B1) · · ·W (Bm)|FA)

= E
( n∏

i=1

(W (Bi ∩A) + W (Bi ∩Ac)) | FA

)

= In(1(B1∩A)×···×(Bn∩A)).

�
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Proposition 1.2.8 Suppose that F belongs to D
1,2, and let A ∈ B. Then

the conditional expectation E(F |FA) also belongs to the space D
1,2, and we

have:
Dt(E(F |FA)) = E(DtF |FA)1A(t)

a.e. in T × Ω.

Proof: By Lemma 1.2.5 and Proposition 1.2.7 we obtain

Dt(E(F |FA)) =
∞∑

n=1

nIn−1(fn(·, t)1⊗(n−1)
A )1A(t) = E(DtF |FA)1A(t).

�

Corollary 1.2.1 Let A ∈ B and suppose that F ∈ D
1,2 is FA-measurable.

Then DtF is zero almost everywhere in Ac × Ω.

Given a measurable set A ∈ B, we can introduce the space D
A,2 of

random variables which are differentiable on A as the closure of S with
respect to the seminorm

‖F‖2A,2 = E(F 2) + E

(∫

A

(DtF )2 µ(dt)
)

.

Exercises
1.2.1 Let W = {W (t), 0 ≤ t ≤ 1} be a one-dimensional Brownian motion.
Let h ∈ L2([0, 1]), and consider the stochastic integral F =

∫ 1

0
htdWt. Show

that F has a continuous modification on C0([0, 1]) if and only if there exists
a signed measure µ on (0, 1] such that h(t) = µ((t, 1]), for all t ∈ [0, 1],
almost everywhere with respect to the Lebesgue measure.

Hint: If h is given by a signed measure, the result is achieved through
integrating by parts. For the converse implication, show first that the con-
tinuous modification of F must be linear, and then use the Riesz repre-
sentation theorem of linear continuous functionals on C([0, 1]). For a more
general treatment of this problem, refer to Nualart and Zakai [268].

1.2.2 Show that the expression of the derivative given in Definition 1.2.1
does not depend on the particular representation of F as a smooth func-
tional.

1.2.3 Show that the operator Dk is closable from S into Lp(Ω;H⊗k).
Hint: Let {FN , N ≥ 1} be a sequence of smooth functionals that con-

verges to zero in Lp and such that DkFN converges to some η in Lp(Ω;H⊗k).
Iterating the integration-by-parts formula (1.31), show that E(〈η, h1⊗· · ·⊗
hk〉Fξ) = 0 for all h1, . . . , hk ∈ H, F ∈ Sb, and

ξ = exp
(
− ε

k∑

i=1

W (hi)2
)
.
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1.2.4 Let fn be a symmetric function in L2([0, 1]n). Deduce the following
expression for the derivative of F = In(fn):

DtF = n!
n∑

i=1

∫

{t1<···<ti−1<t<ti···<tn−1}
fn(t1, . . . , tn−1, t)

× dWt1 · · · dWtn−1 ,

with the convention tn = 1.

1.2.5 Let F ∈ D
k,2 be given by the expansion F =

∑∞
n=0 In(fn). Show

that

Dk
t1,...,tk

F =
∞∑

n=k

n(n− 1) · · · (n− k + 1)In−k(fn(·, t1, . . . , tk)),

and

E(‖DkF‖2L2(T k)) =
∞∑

n=k

n!2

(n− k)!
‖fn‖2L2(T n).

1.2.6 Suppose that F =
∑∞

n=0 In(fn) is a random variable belonging to
the space D

∞,2 = ∩kD
k,2. Show that fn = 1

n!E(DnF ) for every n ≥ 0 (cf.
Stroock [321]).

1.2.7 Let F = exp(W (h)− 1
2

∫
T

h2
sµ(ds)), h ∈ L2(T ). Compute the iterated

derivatives of F and the kernels of its expansion into the Wiener chaos.

1.2.8 Let e1, . . . , en be orthonormal elements in the Hilbert space H. De-
note by Fn the σ-field generated by the random variables W (e1), . . . ,W (en).
Show that an Fn-measurable random variable F belongs to D

1,2 if and only
if there exists a function f in the weighted Sobolev space W

1,2(Rn, N(0, In))
such that

F = f(W (e1), . . . ,W (en)).

Moreover, it holds that DF =
∑n

i=1 ∂if(W (e1), . . . ,W (en))ei.

1.2.9 Let (Ω,F , P ) be the canonical probability space of the standard
Brownian motion on the time interval [0, 1]. Let F be a random variable
that satisfies the following Lipschitz property:

|F (ω +
∫ ·

0

hsds)− F (ω)| ≤ c‖h‖H a.s., h ∈ H = L2([0, 1]).

Show that F ∈ D
1,2 and ‖DF‖H ≤ c a.s. In [92] Enchev and Stroock proved

the reciprocal implication.
Hint: Suppose that F ∈ L2(Ω) (the general case is treated by a truncation

argument). Consider a complete orthonormal system {ei, i ≥ 1} in H.
Define Fn = E(F |Fn), where Fn is the σ-field generated by the random
variables W (e1), . . . , W (en). Show that Fn = fn(W (e1), . . . , W (en)), where
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fn is a Lipschitz function with a Lipschitz constant bounded by c. Use
Exercise 1.2.8 to prove that Fn belongs to D

1,2 and ‖DFn‖H ≤ c, a.s.
Conclude using Lemma 1.2.3.

1.2.10 Show that the operator defined in (1.33) is closable in Lp(Ω), for
all p ≥ 1.

1.2.11 Suppose that W = {W (t), 0 ≤ t ≤ 1} is a standard one-dimensional
Brownian motion. Show that the random variable M = sup0≤t≤1 W (t)
belongs to the space D

1,2, and DtM = 1[0,T ](t), where T is the a.s. unique
point where W attains its maximum.

Hint: Approximate the supremum of W by the maximum on a finite set
(see Section 2.1.4).

1.2.12 Let F1 and F2 be two elements of D
1,2 such that F1 and ‖DF1‖H

are bounded. Show that F1F2 ∈ D
1,2 and D(F1F2) = F1DF2 + F2DF1.

1.2.13 Show the following Leibnitz rule for the operator Dk:

Dk
t1,...,tk

(FG) =
∑

I⊂{t1,...,tk}
D

|I|
I (F )Dk−|I|

Ic (G), F,G ∈ S,

where for any subset I of {t1, . . . , tk}, |I| denotes the cardinality of I.

1.2.14 Show that the set S0 is dense in D
k,p for any k ≥ 1, p ≥ 1.

1.3 The divergence operator

In this section we consider the divergence operator, defined as the adjoint
of the derivative operator. If the underlying Hilbert space H is an L2 space
of the form L2(T,B, µ), where µ is a σ-finite atomless measure, we will
interpret the divergence operator as a stochastic integral and we will call
it the Skorohod integral because in the Brownian motion case it coincides
with the generalization of the Itô stochastic integral to anticipating inte-
grands introduced by Skorohod [315]. We will deduce the expression of the
Skorohod integral in terms of the Wiener chaos expansion as well as prove
some of its basic properties.

We will first introduce the divergence operator in the framework of a
Gaussian isonormal process W = {W (h), h ∈ H} associated with the
Hilbert space H. We assume that W is defined on a complete probabil-
ity space (Ω,F , P ), and that F is generated by W .

We recall that the derivative operator D is a closed and unbounded
operator with values in L2(Ω;H) defined on the dense subset D

1,2 of L2(Ω).

Definition 1.3.1 We denote by δ the adjoint of the operator D. That is,
δ is an unbounded operator on L2(Ω;H) with values in L2(Ω) such that:
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(i) The domain of δ, denoted by Dom δ, is the set of H-valued square
integrable random variables u ∈ L2(Ω;H) such that

|E(〈DF, u〉H)| ≤ c‖F‖2, (1.41)

for all F ∈ D
1,2, where c is some constant depending on u.

(ii) If u belongs to Dom δ, then δ(u) is the element of L2(Ω) characterized
by

E(Fδ(u)) = E(〈DF, u〉H) (1.42)

for any F ∈ D
1,2.

The operator δ is called the divergence operator and is closed as the
adjoint of an unbounded and densely defined operator. Let us study some
basic properties of this operator.

1.3.1 Properties of the divergence operator

Taking F = 1 in (1.42) we obtain E(δ(u)) = 0 if u ∈ Dom δ. Also, δ is a
linear operator in Dom δ. We denote by SH the class of smooth elementary
elements of the form

u =
n∑

j=1

Fjhj , (1.43)

where the Fj are smooth random variables, and the hj are elements of
H. From the integration-by-parts formula established in Lemma 1.2.2 we
deduce that an element u of this type belongs to the domain of δ and
moreover that

δ(u) =
n∑

j=1

FjW (hj)−
n∑

j=1

〈DFj , hj〉H . (1.44)

The following proposition provides a large class of H-valued random
variables in the domain of the divergence. Note that if u ∈ D

1,2(H) then
the derivative Du is a square integrable random variable with values in the
Hilbert space H ⊗H, which can be indentified with the space of Hilbert-
Schmidt operators from H to H.

Proposition 1.3.1 The space D
1,2(H) is included in the domain of δ. If

u, v ∈ D
1,2(H), then

E (δ(u)δ(v))) = E (〈u, v〉H) + E (Tr (Du ◦Dv)) . (1.45)

In order to prove Proposition 1.3.1 we need the following commutativity
relationship between the derivative and divergence operators. Let u ∈ SH ,
F ∈ S and h ∈ H. Then

Dh(δ(u)) = 〈u, h〉H + δ(Dhu). (1.46)
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Proof of (1.46): Suppose that u has the form (1.43). From (1.44) we deduce

Dh(δ(u)) =
n∑

j=1

Fj 〈h, hj〉H +
n∑

j=1

(
DhFjW (hj)−

〈
D
(
DhFj

)
, hj

〉
H

)

= 〈u, h〉H + δ(Dhu).

�
Notice that (1.46) is just a “Heisenberg commutativity relationship” that

can be written, using commutator brackets, as [Dh, δ]u = 〈u, h〉H .

Proof of Proposition (1.3.1): Suppose first that u, v ∈ SH . Let {ei, i ≥ 1}
be a complete orthonormal system on H. Using the duality relationship
(1.42) and property (1.46) we obtain

E (δ(u)δ(v))) = E (〈v,D(δ(u))〉H) = E

( ∞∑

i=1

〈v, ei〉H Dei(δ(u))

)

= E

( ∞∑

i=1

〈v, ei〉H (〈u, ei〉H + δ(Deiu))

)

= E (〈u, v〉H) + E




∞∑

i,j=1

Dei 〈u, ej〉H Dej 〈v, ei〉H





= E (〈u, v〉H) + E (Tr (Du ◦Dv)) .

As a consequence, we obtain the estimate

E
(
δ(u)2

)
≤ E

(
‖u‖2H

)
+ E

(
‖Du‖2H⊗H

)
= ‖u‖21,2,H . (1.47)

This implies that the space D
1,2(H) is included in the domain of δ. In fact,

if u ∈ D
1,2(H), there exists a sequence un ∈ SH such that un converges to

u in L2(Ω) and Dun converges to Du in L2(Ω;H ⊗ H). Therefore, δ(un)
converges in L2(Ω) and its limit is δ(u). Moreover, (1.45) holds for any
u, v ∈ D

1,2(H). �
In order to extend the equality (1.46) to a more general class of random

variables we need the following technical lemma.

Lemma 1.3.1 Let G be a square integrable random variable. Suppose there
exists Y ∈ L2(Ω) such that

E(Gδ(hF )) = E (Y F ) ,

for all F ∈ D
1,2. Then G ∈ D

h,2 and DhG = Y .
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Proof: We have

E (Y F ) = E(Gδ(hF )) =
∞∑

n=1

E ((JnG) δ(hF )) =
∞∑

n=1

E(FDh (JnG)),

hence, Jn−1Y = Dh(JnG) for each n ≥ 1 and this implies the result. �

Proposition 1.3.2 Suppose that u ∈ D
1,2(H), and Dhu belongs to the

domain of the divergence. Then δ(u) ∈ D
h,2, and the commutation relation

(1.46) holds.

Proof: For all F ∈ D
1,2 we have using (1.45) and the duality relationship

(1.42)

E(δ(u)δ(hF )) = E
(
〈u, h〉H F +

〈
Dhu,DF

〉
H

)

= E
((
〈u, h〉H + δ(Dhu)

)
F
)
,

which implies the result, taking into account Lemma 1.3.1 �
The following proposition allows us to factor out a scalar random variable

in a divergence.

Proposition 1.3.3 Let F ∈ D
1,2 and u be in the domain of δ such that

Fu ∈ L2(Ω;H). Then Fu belongs to the domain of δ and the following
equality is true

δ(Fu) = Fδ(u)− 〈DF, u〉H , (1.48)

provided the right-hand side of (1.48) is square integrable.

Proof: For any smooth random variable G ∈ S0 we have

E (〈DG,Fu〉H) = E (〈u,D(FG)−GDF 〉H)
= E ((δ(u)F − 〈u,DF 〉H) G) ,

which implies the desired result. �
The next proposition is a version of Proposition 1.3.3, where u is replaced

by a deterministic element h ∈ H. In this case it suffices to impose that F
is differentiable in the direction of h (see Lemma 1.3.2 for a related result).

Proposition 1.3.4 Let h ∈ H and F ∈ D
h,2. Then Fh belongs to the

domain of δ and the following equality is true

δ(Fh) = FW (h)−DhF.

Proof: Suppose first that F ∈ S. Then, the result is clearly true and using
(1.45) yields

E
[
(δ(Fh))2

]
= E

(
F 2 ‖h‖2H

)
+ E

[(
DhF

)2]
. (1.49)
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Finally, if Fn ∈ S is a sequence of smooth random variables converging to
F in L2(Ω) and such that DhFn converges to DhF in L2(Ω), then by (1.49)
the sequence δ(Fnh) is convergent in L2(Ω). �

The following extension of Proposition 1.3.3 will be useful.

Proposition 1.3.5 Suppose that H = L2(T,B, µ). Let A ∈ B, and con-
sider a random variable F ∈ D

A,2. Let u be an element of L2(Ω;H) such
that u1A belongs to the domain of δ and such that Fu1A ∈ L2(Ω;H). Then
Fu1A belongs to the domain of δ and the following equality is true

δ(Fu1A) = Fδ(u1A)−
∫

A

DtFutµ(dt), (1.50)

provided the right-hand side of (1.48) is square integrable.

The next proposition provides a useful criterion to for the existence of
the divergence.

Proposition 1.3.6 Consider an element u ∈ L2(Ω;H) such that there
exists a sequence un ∈ Domδ which converges to u in L2(Ω;H). Suppose
that there exists G ∈ L2(Ω) such that limn→∞ E(δ(un)F ) = E(GF ) for all
F ∈ S. Then, u belongs to Domδ and δ(u) = G.

1.3.2 The Skorohod integral

We will suppose in this subsection that the separable Hilbert space H is
an L2 space of the form H = L2(T,B, µ), where µ is a σ-finite atomless
measure on a measurable space (T,B).

In this case the elements of Domδ ⊂ L2(T × Ω) are square integrable
processes, and the divergence δ(u) is called the Skorohod stochastic integral
of the process u. We will use the following notation:

δ(u) =
∫

T

utdWt.

Any element u ∈ L2(T × Ω) has a Wiener chaos expansion of the form

u(t) =
∞∑

n=0

In(fn(·, t)), (1.51)

where for each n ≥ 1, fn ∈ L2(Tn+1) is a symmetric function in the first n
variables. Furthermore

E

(∫

T

u(t)2µ(dt)
)

=
∞∑

n=0

n!‖fn‖2L2(T n+1).

The following result expresses the operator δ in terms of the Wiener chaos
decomposition.
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Proposition 1.3.7 Let u ∈ L2(T ×Ω) with the expansion (1.51). Then u
belongs to Dom δ if and only if the series

δ(u) =
∞∑

n=0

In+1(f̃n) (1.52)

converges in L2(Ω).

Observe that the (n + 1)-dimensional kernels fn appearing in formula
(1.51) are not symmetric functions of all its variables (only on the first n
variables). For this reason, the symmetrization of fn in all its variables will
be given by

f̃n(t1, . . . , tn, t) =
1

n + 1
[fn(t1, . . . , tn, t)

+
n∑

i=1

fn(t1, . . . , ti−1, t, ti+1, . . . , tn, ti)].

Equation (1.52) can also be written without symmetrization, because for
each n, In+1(fn) = In+1(f̃n). However, the symmetrization is needed in
order to compute the L2 norm of the stochastic integrals (see formula (1.53)
ahead).

Proof: Suppose that G = In(g) is a multiple stochastic integral of order
n ≥ 1 where g is symmetric. Then we have the following equalities:

E

(∫

T

utDtGµ(dt)
)

=
∞∑

m=0

∫

T

E (Im(fm(·, t))nIn−1(g(·, t))) µ(dt)

=
∫

T

E (In−1(fn−1(·, t))nIn−1(g(·, t))) µ(dt)

= n(n− 1)!
∫

T

〈fn−1(·, t), g(·, t)〉L2(T n−1)µ(dt)

= n!〈fn−1, g〉L2(T n) = n!〈f̃n−1, g〉L2(T n)

= E
(
In(f̃n−1)In(g)

)
= E

(
In(f̃n−1)G

)
.

Suppose first that u ∈ Dom δ. Then from the above computations and from
formula (1.42) we deduce that

E(δ(u)G) = E(In(f̃n−1)G)

for every multiple stochastic integral G = In(g). This implies that In(f̃n−1)
coincides with the projection of δ(u) on the nth Wiener chaos. Consequent-
ly, the series in (1.52) converges in L2(Ω) and its sum is equal to δ(u).
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Conversely, suppose that this series converges and let us denote its sum by
V . Then from the preceding computations we have

E

(∫

T

utDt

(
N∑

n=0

In(gn)

)

µ(dt)

)

= E(V
N∑

n=0

In(gn))

for all N ≥ 0. So we get

|E(
∫

T

utDtFµ(dt))| ≤ ‖V ‖2 ‖F‖2,

for any random variable F with a finite Wiener chaos expansion. By a
density argument, this relation holds for any random variable F in D

1,2,
and by Definition 1.3.1 we conclude that u belongs to Dom δ. �

From Proposition 1.3.7 it is clear that the class Dom δ of Skorohod inte-
grable processes coincides with the subspace of L2(T × Ω) formed by the
processes that satisfy the following condition:

E(δ(u)2) =
∞∑

n=0

(n + 1)!‖f̃n‖2L2(T n+1) <∞. (1.53)

The space D
1,2(L2(T )), denoted by L

1,2, coincides with the class of
processes u ∈ L2(T × Ω) such that u(t) ∈ D

1,2 for almost all t, and there
exists a measurable version of the two-parameter process Dsut verifying
E
∫

T

∫
T
(Dsut)2µ(ds)µ(dt) <∞. This space is included in Dom δ by Propo-

sition 1.3.1. We recall that L
1,2 is a Hilbert space with the norm

‖u‖21,2,L2(T ) = ‖u‖2L2(T×Ω) + ‖Du‖2L2(T 2×Ω).

Note that L
1,2 is isomorphic to L2(T ; D1,2).

If u and v are two processes in the space L
1,2, then Equation (1.45) can

be written as

E(δ(u)δ(v)) =
∫

T

E(utvt)µ(dt) +
∫

T

∫

T

E(DsutDtvs)µ(ds)µ(dt). (1.54)

Suppose that T = [0,∞) and that µ is the Lebesgue measure. Then,
if both processes are adapted to the filtration generated by the Brownian
motion, by Corollary 1.2.1 we have that Dsut = 0 for almost all (s, t) such
that s > t, since Ft = F[0,t]. Consequently, the second summand in Eq.
(1.54) is equal to zero, and we recover the usual isometry property of the
Itô integral.

We could ask in which sense the Skorohod integral can be interpreted as
an integral. Suppose that u is a smooth elementary process of the form

u(t) =
n∑

j=1

Fjhj(t), (1.55)
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where the Fj are smooth random variables, and the hj are elements of
L2(T ). Equation (1.44) can be written as

∫

T

utdWt =
n∑

j=1

Fj

∫

T

hj(t)dWj −
n∑

j=1

∫

T

DtFjhj(t)µ(dt). (1.56)

We see here that the Skorohod integral of a smooth elementary process can
be decomposed into two parts, one that can be considered as a path-wise
integral, and another that involves the derivative operator. We remark that
if for every j the function hj is an indicator 1Aj

of a set Aj ∈ B0, and Fj

is FAc
j
-measurable, then by Corollary 1.2.1, the second summand of Eq.

(1.44) vanishes and the Skorohod integral of u is just the first summand of
(1.44).

Proposition 1.3.2 can be reformulated as follows.

Proposition 1.3.8 Suppose that u ∈ L
1,2. Assume that for almost all t

the process {Dtus, s ∈ T} is Skorohod integrable, and there is a version of
the process {

∫
T

DtusdWs, t ∈ T} which is in L2(T ×Ω). Then δ(u) ∈ D
1,2,

and we have
Dt(δ(u)) = ut +

∫

T

DtusdWs. (1.57)

The next result characterizes the family of stochastic processes that can
be written as DF for some random variable F .

Proposition 1.3.9 Suppose that u ∈ L2(T × Ω). There exists a random
variable F ∈ D

1,2 such that DF = u if and only if the kernels fn appearing
in the integral decomposition (1.51) of u are symmetric functions of all the
variables.

Proof: The condition is obviously necessary. To show the sufficiency, define

F =
∞∑

n=0

1
n + 1

In+1(fn).

Clearly, this series converges in D
1,2 and DF = u. �

Proposition 1.3.10 Every process u ∈ L2(T × Ω) has a unique ortho-
gonal decomposition u = DF + u0, where F ∈ D

1,2, E(F ) = 0, and
E(〈DG,u0〉H) = 0 for all G in D

1,2. Furthermore, u0 is Skorohod inte-
grable and δ(u0) = 0.

Proof: The elements of the form DF , F ∈ D
1,2, constitute a closed

subspace of L2(T × Ω) by Proposition 1.3.9. Therefore, any process u ∈
L2(T × Ω) has a unique orthogonal decomposition u = DF + u0, where
F ∈ D

1,2, and u0⊥DG for all G in D
1,2. From E(〈DG,u0〉H) = 0 for all G

in D
1,2, it is clear that u0 is Skorohod integrable and δ(u0) = 0. �
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1.3.3 The Itô stochastic integral as a particular case
of the Skorohod integral

It is not difficult to construct processes u that are Skorohod integrable
(they belong to Dom δ) and do not belong to the space L

1,2. The next
result provides a simple method for constructing processes of this type.

Lemma 1.3.2 Let A belong to B0, and let F be a square integrable random
variable that is measurable with respect to the σ-field FAc . Then the process
F1A is Skorohod integrable and

δ(F1A) = FW (A).

Proof: Suppose first that F belongs to the space D
1,2. In that case using

(1.48) and Corollary 1.2.1, we have

δ(F1A) = FW (A)−
∫

T

DtF1A(t)µ(dt) = FW (A).

Then, the general case follows by a limit argument, using the fact that δ is
closed. �

Notice that Lemma 1.3.2 is a particular case of Proposition 1.3.4 because
if F is in L2(Ω,FAc , P ), then F ∈ D

1A,2 and D1AF = 0.
Using this lemma we can show that the operator δ is an extension of

the Itô integral in the case of the Brownian motion. Let W = {W i(t); 0 ≤
t ≤ 1, 1 ≤ i ≤ d} be a d-dimensional Brownian motion. We denote by L2

a

the closed subspace of L2([0, 1]× Ω; Rd) ∼= L2(T × Ω) (we recall that here
T = [0, 1]× {1, . . . , d}) formed by the adapted processes.

In this context we have the following proposition.

Proposition 1.3.11 L2
a ⊂ Dom δ, and the operator δ restricted to L2

a co-
incides with the Itô integral, that is,

δ(u) =
d∑

i=1

∫ 1

0

ui
tdW i

t .

Proof: Suppose that u is an elementary adapted process of the form

ut =
n∑

j=1

Fj1(tj ,tj+1](t),

where Fj ∈ L2(Ω,Ftj
, P ; Rd), and 0 ≤ t1 < · · · < tn+1 ≤ 1 (here Ft =

F[0,t]). Then from Lemma 1.3.2 we obtain u ∈ Dom δ and

δ(u) =
d∑

i=1

n∑

j=1

F i
j (W

i(tj+1)−W i(tj)). (1.58)
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We know that any process u ∈ L2
a can be approximated in the norm of

L2(T × Ω) by a sequence un of elementary adapted processes. Then by
(1.58) δ(un) is equal to the Itô integral of un and it converges in L2(Ω) to
the Itô integral of u. Since δ is closed we deduce that u ∈ Dom δ, and δ(u)
is equal to the Itô integral of u. �

More generally, any type of adapted stochastic integral with respect to a
multiparameter Gaussian white noise W can be considered as a Skorohod
integral (see, for instance, Nualart and Zakai [264]).

Let W = {W (t), t ∈ [0, 1]} be a one-dimensional Brownian motion. We
are going to introduce a class of processes which are differentiable in the
future and it contains L2

a. The Skorohod integral is well defined in this class
and possesses properties similar to those of the Itô integral (see Chapter
3).

Let L
1,2,f be the closure of SH with respect to the seminorm

‖u‖21,2,f = E

(∫ 1

0

u2
t dt

)
+ E

(∫

s≤t

(Dsut)2dsdt

)
,

and let L
F be defined as the closure of SH with respect to the seminorm

‖u‖2F = ‖u‖21,2,f + E

(∫

r∨s≤t

(DrDsut)2dsdt

)
.

Remarks:

1. L
F coincides with the class of processes u ∈ L

1,2,f such that
{Dsut1[0,s](t), t ∈ [0, 1]} belongs to D

1,2(L2([0, 1]2)).

2. If u ∈ L
1,2,f , then

∫ b

a
utdt ∈ D

1[b,1],2 for any 0 ≤ a < b ≤ 1.

Proposition 1.3.12 L2
a ⊂ L

F , and for any u ∈ L2
a we have Dsut = 0 if

t ≥ s, and

‖u‖2F = E

(∫ 1

0

u2
t dt

)
. (1.59)

Proof: Let u be an elementary adapted process of the form (1.58). Then
u ∈ L

F , and Dsut = 0 if t ≥ s. The result follows because these processes
are dense in L2

a. �

Proposition 1.3.13 L
F ⊂ Domδ and for all u ∈ L

F we have

E
(
δ(u)2

)
≤ 2 ‖u‖2F .

Proof: If u ∈ SH , then by (1.54) we have

E
(
δ(u)2

)
= E

(∫ 1

0

u2
t dt

)
+ E

(∫ 1

0

∫ 1

0

DsutDtusdsdt

)

= E

(∫ 1

0

u2
t dt

)
+ 2E

(∫ 1

0

∫ t

0

DsutDtusdsdt

)
. (1.60)
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Using the duality between the operators δ and D and applying again (1.54)
yields

E

(∫ 1

0

∫ t

0

DsutDtusdsdt

)
= E

(∫ 1

0

ut

(∫ t

0

DtusdWs

)
dt

)

≤ 1
2
E

(∫ 1

0

u2
t dt

)

+
1
2
E

(∫ 1

0

(∫ t

0

DtusdWs

)2

dt

)

. (1.61)

Moreover, (1.54) yields

E

(∫ 1

0

(∫ t

0

DtusdWs

)2

dt

)

= E

(∫ 1

0

∫ t

0

(Dtus)
2
dsdt

)

+E

(∫ 1

0

∫ t

0

∫ t

0

(DrDtus)
2
drdsdt

)
. (1.62)

Substituting (1.61) and (1.62) into (1.60) we obtain the inequality (1.59).
Finally, the general case follow by a density argument. �

1.3.4 Stochastic integral representation of Wiener functionals

Suppose that W = {W (t), t ∈ [0, 1]} is a one-dimensional Brownian motion.
We have seen in Section 1.1.3 that any square integrable random variable
F , measurable with respect to W , can be written as

F = E(F ) +
∫ 1

0

φ(t)dWt,

where the process φ belongs to L2
a. When the variable F belongs to the

space D
1,2, it turns out that the process φ can be identified as the optional

projection of the derivative of F . This is called the Clark-Ocone represen-
tation formula:

Proposition 1.3.14 Let F ∈ D
1,2, and suppose that W is a one-dimensio-

nal Brownian motion. Then

F = E(F ) +
∫ 1

0

E(DtF |Ft)dWt. (1.63)

Proof: Suppose that F =
∑∞

n=0 In(fn). Using (1.39) and (1.40) we deduce

E(DtF |Ft) =
∞∑

n=1

nE(In−1(fn(·, t))|Ft)

=
∞∑

n=1

nIn−1

(
fn(t1, . . . , tn−1, t)1{t1∨···∨tn−1≤t}

)
.
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Set φt = E(DtF |Ft). We can compute δ(φ) using the above expression for
φ and (1.52), and we obtain

δ(φ) =
∞∑

n=1

In(fn) = F − E(F ),

which shows the desired result because δ(φ) is equal to the Itô stochastic
integral of φ. �

As a consequence of this integral representation, and applying the Hölder,
Burkholder, and Jensen inequalities, we deduce the following inequality for
F ∈ D

1,p and p ≥ 2 in the case T = [0, 1]:

E(|F |p) ≤ Cp[|E(F )|p + E(
∫ 1

0

|DtF |pdt)].

1.3.5 Local properties

In this subsection we will show that the divergence and derivative opera-
tors verify a local property. The local property of the Skorohod integral is
analogous to that of the Itô integral.

Proposition 1.3.15 Let u ∈ D
1,2(H) and A ∈ F , such that u = 0 on A.

Then δ(u) = 0 a.s. on A.

Proof: Let F be a smooth random variable of the form

F = f(W (h1), . . . ,W (hn))

with f ∈ C∞
0 (Rn). We want to show that

δ(u)1{‖u‖H=0} = 0

a.s. Suppose that φ : R → R is an infinitely differentiable function such
that φ ≥ 0, φ(0) = 1 and its support is included in the interval [−1, 1].
Define the function φε(x) = φ(x

ε ) for all ε > 0. We will use (see Exercise
1.3.3) the fact that the product Fφε(‖u‖2H) belongs to D

1,2. Then by the
duality relation (1.42) we obtain

E
(
δ(u)φε

(
‖u‖2H

)
F
)

= E
(〈

u,D[Fφε(‖u‖2H)]
〉

H

)

= E
(
φε

(
‖u‖2H

)
〈u,DF 〉H

)

+ 2E
(
Fφ′

ε

(
‖u‖2H

)
〈u,Duu〉H

)
.

We claim that the above expression converges to zero as ε tends to zero. In
fact, first observe that the random variables

Vε = φε

(
‖u‖2H

)
〈u,DF 〉H + 2Fφ′

ε

(
‖u‖2H

)
〈u,Duu〉H



48 1. Analysis on the Wiener space

converge a.s. to zero as ε ↓ 0, since ‖u‖H = 0 implies Vε = 0. Second, we
can apply the Lebesgue dominated convergence theorem because we have

∣
∣φε

(
‖u‖2H

)
〈u,DF 〉H

∣
∣ ≤ ‖φ‖∞‖u‖H‖DF‖H ,

∣
∣φ′

ε

(
‖u‖2H

)
〈u,Duu〉H

∣
∣

≤ sup
x
|xφ′

ε(x)| ‖Du‖H⊗H ≤ ‖φ
′‖∞ ‖Du‖H⊗H .

The proof is now complete. �
Notice that the local property of the divergence has been established

for H-valued random variables in the space D
1,2(H). We do not know if it

holds for an arbitrary variable u in the domain of δ, although we know that
in the Brownian case the local property holds in the subspace L2

a, because
as we have seen δ coincides there with the Itô integral. As an extension of
this result we will prove in Proposition 1.3.17 below that the local property
of δ holds in the space L

F .
The next result shows that the operator D is local in the space D

1,1.

Proposition 1.3.16 Let F be a random variable in the space D
1,1 such

that F = 0 a.s. on some set A ∈ F . Then DF = 0 a.s. on A.

Proof: We can assume that F ∈ D
1,1∩L∞(Ω), replacing F by arctan(F ).

We want to show that 1{F=0}DF = 0 a.s. Consider a function φ : R → R

such as that in the proof of Proposition 1.3.15. Set

ψε(x) =
∫ x

−∞
φε(y)dy.

By the chain rule ψε(F ) belongs to D
1,1 and Dψε(F ) = φε(F )DF . Let u

be a smooth elementary process of the form

u =
n∑

j=1

Fjhj ,

where Fj ∈ Sb and hj ∈ H. Observe that the duality relation (1.42) holds
for F in D

1,1 ∩L∞(Ω) and for a process u of this type. Note that the class
of such processes u is total in L1(Ω;H) in the sense that if v ∈ L1(Ω;H)
satisfies E(〈v, u〉H) = 0 for all u in the class, then v ≡ 0. Then we have

|E (φε(F ) 〈DF, u〉H)| = |E (〈D (ψε(F )) , u〉H)|
= |E (ψε(F )δ(u))| ≤ ε‖φ‖∞E(|δ(u)|).

Letting ε ↓ 0, we obtain

E
(
1{F=0}〈DF, u〉H

)
= 0,

which implies the desired result. �
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Proposition 1.3.17 Suppose that W = {W (t), t ∈ [0, 1]} is a one-
dimensional Brownian motion. Let u ∈ L

F and A ∈ F , such that ut(ω) = 0
a.e. on the product space [0, T ]× A. Then δ(u) = 0 a.s. on A.

Proof: Let u ∈ L
F . Consider the sequence of processes ũn defined in

(1.17). As in Lemma 1.1.3 the operator Pn defined by Pn(u) = ũn has
norm bounded by 1 from L

F to L
F . By Proposition 1.3.13 δ(ũn) converges

in L2(Ω) to δ(u) as n tends to infinity. On the other hand, applying Propo-
sition 1.3.4 we have

δ(ũn) =
2n−1∑

i=1

2n

(∫ i2−n

(i−1)2−n

u(s)ds

)
(
W(i+1)2−n −Wi2−n

)

−
∫ (i+1)2−n

i2−n

∫ i2−n

(i−1)2−n

Dsutdtds.

and by the local property of the operator D in the space L
1,2,f (see Exercise

1.3.12) we deduce that this expression is zero on the set
∫ 1

0
u2

t dt = 0, which
completes the proof of the proposition. �

We can localize the domains of the operators D and δ as follows. If L is a
class of random variables (or processes) we denote by Lloc the set of random
variables F such that there exists a sequence {(Ωn, Fn), n ≥ 1} ⊂ F × L

with the following properties:

(i) Ωn ↑ Ω , a.s.

(ii) F = Fn a.s. on Ωn.

If F ∈ D
1,p
loc , p ≥ 1, and (Ωn, Fn) localizes F in D

1,p, then DF is defined
without ambiguity by DF = DFn on Ωn, n ≥ 1. More generally, the
iterated derivative Dk is well defined by localization in the space D

k,p
loc .

Moreover, for any h ∈ H the operator Dh is also local (see Exercise 1.3.12)
and it has a local domain D

h,p
loc , p ≥ 1.

Then, if u ∈ D
1,2
loc(H), the divergence δ(u) is defined as a random variable

determined by the conditions

δ(u)|Ωn
= δ(un)|Ωn

for all n ≥ 1,

where (Ωn, un) is a localizing sequence for u.
Although the local property of the divergence operator has not been

proved in its domain, we can localize the divergence as follows. Suppose
that {(Ωn, un), n ≥ 1} is a localizing sequence for u in (Domδ)loc. If δ(un) =
δ(um) a.s. on Ωn for all m ≥ n, then, the divergence δ(u) is the random
variable determined by the conditions δ(u)|Ωn

= δ(un)|Ωn
for all n ≥ 1,

but it may depend on the localizing sequence.
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Examples: Let W = {W (t), t ∈ [0, 1]} be a one-dimensional Brownian
motion. The processes

ut =
Wt

|W1|
, vt = exp(W 4

t )

belong to L
1,2
loc. In fact, the sequence (Ωn, un) with Ωn = {|W1| > 1

n} and
un

t = Wt

|W1|∨(1/n) localizes the process u in L
1,2. On the other hand, if we take

Ωn = {supt∈[0,1] |Wt| < n} and vn
t = exp(W 4

t ∧ n), we obtain a localizing
sequence for the process v (see also Exercise 1.3.10).

The following proposition asserts that the Skorohod integral defined by
localization in the space L

F
loc thanks to Proposition 1.3.17 is an extension

of the Itô stochastic integral.

Proposition 1.3.18 Let W = {Wt, t ∈ [0, 1]} be a one-dimensional Brown-
ian motion and consider an adapted process u such that

∫ 1

0
u2

t dt <∞ a. s.
Then, u belongs to L

F
loc and δ(u) coincides with the Itô stochastic integral∫ 1

0
utdWt.

Proof: For any integer k ≥ 1 consider an infinitely differentiable function
ϕk : R→ R such that ϕk(x) = 1 if |x| ≤ k, ϕk(x) = 0 if |x| ≥ k + 1 and
|ϕk(x)| ≤ 1 for all x. Define

uk
t = utϕk

(∫ t

0

u2
sds

)

and

Ωk =
{∫ 1

0

u2
sds ≤ k

}
.

Then we have Ωk ↑ Ω a.s., u = uk on [0, 1] × Ωk, and uk ∈ L2
a because uk

is adapted and
∫ 1

0

(
uk

t

)2
dt =

∫ 1

0

u2
t ϕk

(∫ t

0

u2
sds

)
dt ≤ k + 1.

Then, the result follows because on L2
a the Skorohod integral is an extension

of the Itô integral. �

The following lemma is helpful in the application of the analysis on the
Wiener space. It allows us to transform measurability properties with re-
spect to σ-fields generated by variables of the first chaos into analytical
conditions.

Lemma 1.3.3 Let G be a random variable in D
1,2
loc. Given a closed sub-

space K of H, we denote by FK the σ-field generated by the Gaussian
random variables {W (h), h ∈ K}. Let A ∈ FK . Suppose that 1AG is FK-
measurable. Then DG ∈ K, a.s., in A.
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Proof: Since we can approximate G by ϕn(G), where ϕn ∈ C∞
b (R),

ϕn(x) = x for |x| ≤ n, it is sufficient to prove the result for G ∈ D
1,2
loc∩L2(Ω).

Let h ∈ H be an element orthogonal to K. Then E(G | FK) belongs to
D

h,2 and DhE(G | FK) = 0. However, G ∈ D
h,2
loc and G = E(G | FK) a.s.

on A. From the local property of Dh it follows that DhG = 0 a.s. on A.
Then it remains to choose a countable and dense set of elements h in the
orthogonal complement of K, and we obtain that DG ∈ K a.s. on A. �

The following lemma shows that an Itô integral is differentiable if and
only if its integrand is differentiable (see [279]).

Lemma 1.3.4 Let W = {W (t), t ∈ [0, 1]} be a one-dimensional Brownian
motion. Consider a square integrable adapted process u = {ut, t ∈ [0, 1]},
and set Xt =

∫ t

0
usdWs. Then the process u belongs to the space L

1,2 if and
only if X1 belongs to D

1,2. In this case the process X belongs to L
1,2, and

we have
∫ t

0

E(|DsXt|2)ds =
∫ t

0

E(u2
s)ds +

∫ t

0

∫ s

0

E(|Drus|2)drds, (1.64)

for all t ∈ [0, 1].

Proof: Suppose first that u ∈ L
1,2. Then the process u verifies the

hypothesis of Proposition 1.3.8 of the Skorohod integral. In fact, the process
{Dtus, s ∈ [t, 1]} is Skorohod integrable because it is adapted and square
integrable. Moreover,

E

(∫ 1

0

∣
∣
∣
∣

∫ 1

t

DtusdWs

∣
∣
∣
∣

2

dt

)

=
∫ 1

0

∫ 1

t

E(|Dtus|2)dsdt <∞,

due to the isometry of the Itô integral. Consequently, by Proposition 1.3.8
we obtain that Xt belongs to D

1,2 for any t and

DsXt = us1{s≤t} +
∫ t

s

DsurdWr. (1.65)

Taking the expectation of the square of the above expression, we get (1.64)
and X belongs to L

1,2.
Conversely, suppose that X1 belongs to D

1,2. For each N we denote by
uN

t the projection of ut on PN = H0 ⊕ · · · ⊕ HN . Set XN
t =

∫ t

0
uN

s dWs.
Then XN

t is the projection of Xt on PN+1. Hence, XN
1 converges to X1 in

the topology of the space D
1,2. Then the result follows from the inequality

∫ 1

0

E(|DsX
N
1 |2)ds =

∫ 1

0

E(|uN
s |2)ds +

∫ 1

0

∫ s

0

E(|Dru
N
s |2)drds

≥
∫ 1

0

∫ s

0

E(|Dru
N
s |2)drds

= E
(
‖DuN‖2L2([0,1]2)

)
.

�
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Exercises
1.3.1 Show the isometry property (1.54) using the Wiener series expansion
of the process u.

1.3.2 Let R be the class of processes of the form

u =
n∑

i=1

Fi1Ai
,

where Ai ∈ B0, and Fi ∈ L2(Ω,FAc
i
, P ). Show that Dom δ coincides with

the closed hull of R for the norm ‖u‖L2(T×Ω) + ‖δ(u)‖2.
1.3.3 Let F be a smooth random variable of the form

F = f(W (h1), . . . ,W (hn)),

where f ∈ C∞
0 (Rn). Let g be in C∞

0 (R), and let u ∈ L
1,2. Show that

Fg(‖u‖2H) belongs to the space D
1,2 and

D
(
Fg(‖u‖2H)

)
= DFg(‖u‖2H) + 2Fg′(‖u‖2H)Du

u .

1.3.4 Let F ∈ D
1,2 be a random variable such that E(|F |−2) < ∞. Then

P{F > 0} is zero or one.
Hint: Using the duality relation, compute E(ϕε(F )δ(u)), where u is an

arbitrary bounded element in the domain of δ and ϕε is an approximation
of the sign function.

1.3.5 Show that the random variable F = 1{W (h)>0} does not belong to
D

1,2. Prove that it belongs to D
1,2
loc, and DF = 0.

1.3.6 Show the following differentiation rule (see Ocone and Pardoux [272,
Lemma 2.3]) . Let F = (F 1, . . . , F k) be a random vector whose components
belong to D

1,2
loc. Consider a measurable process u = {u(x), x ∈ R

k} which
can be localized by processes with continuously differentiable paths, such
that for any x ∈ R

k, u(x) ∈ D
1,2
loc and the derivative Du(x) has a continuous

version as an H-valued process. Suppose that for any a > 0 we have

E

(

sup
|x|≤a

[
|u(x)|2 + ‖Du(x)‖2H

]
)

< ∞,

‖ sup
|x|≤a

|∇u(x)|‖∞ < ∞.

Then the composition G = u(F ) belongs to D
1,2
loc, and we have

DG =
k∑

i=1

∂iu(F )DF i + (Du)(F ).
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Hint: Approximate the composition u(F ) by the integral
∫

Rk

u(x)ψε(F − x)dx,

where ψε is an approximation of the identity.

1.3.7 Suppose that H = L2(T ). Let δk be the adjoint of the operator Dk.
That is, a multiparameter process u ∈ L2(T k × Ω) belongs to the domain
of δk if and only if there exists a random variable δk(u) such that

E(Fδk(u)) = E(〈u,DkF 〉L2(T k))

for all F ∈ D
k,2. Show that a process u ∈ L2(T k × Ω) with an expansion

ut =
∞∑

n=0

In(fn(·, t)), t ∈ T k,

belongs to the domain of δk if and only if the series

δk(u) =
∞∑

n=0

In+k(fn)

converges in L2(Ω).

1.3.8 Let u ∈ L2(T k × Ω). Show that there exists a random variable F ∈
D

k,2 such that u = DkF if and only if ut =
∑∞

n=0 In(fn(·, t)) and the
kernels fn ∈ L2(Tn+k) are symmetric functions of all their variables. Show
that every process u ∈ L2(T k × Ω) admits a unique decomposition u =
DkF + u0, where F ∈ D

k,2 and δk(u0) = 0.

1.3.9 Let {Wt, t ∈ [0, 1]} be a one-dimensional Brownian motion. Using
Exercise 1.2.6 find the Wiener chaos expansion of the random variables

F1 =
∫ 1

0

(t3W 3
t + 2tW 2

t )dWt, F2 =
∫ 1

0

teWtdWt.

1.3.10 Suppose that H = L2(T ). Let u ∈ L
1,2 and F ∈ D

1,2 be two
elements such that P (F = 0) = 0 and E

(∫
T
|utDsF |2µ(ds)µ(dt)

)
< ∞.

Show that the process ut

|F | belongs to L
1,2
loc, and compute its derivative and

its Skorohod integral.

1.3.11 In the particular case H = L2(T ), deduce the estimate (1.47) from
Equation (1.53) and the inequality

‖f̃n‖L2(T n+1) ≤ ‖fn‖L2(T n+1).
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1.3.12 Let F ∈ D
h,p, p ≥ 1, be such that F = 0 a.s. on A ∈ F . Show that

DhF = 0 a.s. on A. As a consequence, deduce the local property of the
operator D on the space L

1,2,f .

1.3.13 Using Clark-Ocone formula (1.63) find the stochastic integral rep-
resentation of the following random variables:

(i) F = W 3
1 ,

(ii) F = exp(2W1),
(iii) F = sup0≤t≤1 Wt.

1.4 The Ornstein-Uhlenbeck semigroup

In this section we describe the main properties of the Ornstein-Uhlenbeck
semigroup and, in particular, we show the hypercontractivity property.

1.4.1 The semigroup of Ornstein-Uhlenbeck

We assume that W = {W (h), h ∈ H} is an isonormal Gaussian process
associated to the Hilbert space H defined in a complete probability space
(Ω,F , P ), and that F is generated by W . We recall that Jn denotes the
orthogonal projection on the nth Wiener chaos.

Definition 1.4.1 The Ornstein-Uhlenbeck semigroup is the one-parameter
semigroup {Tt, t ≥ 0} of contraction operators on L2(Ω) defined by

Tt(F ) =
∞∑

n=0

e−ntJnF, (1.66)

for any F ∈ L2(Ω) .

There is an alternative procedure for introducing this semigroup. Sup-
pose that the process W ′ = {W ′(h), h ∈ H} is an independent copy of
W . We will assume that W and W ′ are defined on the product probability
space (Ω × Ω′,F ⊗ F ′, P × P ′). For any t > 0 we consider the process
Z = {Z(h), h ∈ H} defined by

Z(h) = e−tW (h) +
√

1− e−2tW ′(h), h ∈ H.

This process is Gaussian, with zero mean and with the same covariance
function as W . In fact, we have

E(Z(h1)Z(h2)) = e−2t〈h1, h2〉H + (1− e−2t)〈h1, h2〉H = 〈h1, h2〉H .

Let W : Ω→ R
H and W ′ : Ω′ → R

H be the canonical mappings associated
with the processes {W (h), h ∈ H} and {W ′(h), h ∈ H}, respectively. Given
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a random variable F ∈ L2(Ω), we can write F = ψF ◦W , where ψF is a mea-
surable mapping from R

H to R, determined P ◦W−1 a.s. As a consequence,
the random variable ψF (Z(ω, ω′)) = ψF (e−tW (ω) +

√
1− e−2tW ′(ω′)) is

well defined P × P ′ a.s. Then, for any t > 0 we put

Tt(F ) = E′(ψF (e−tW +
√

1− e−2tW ′)), (1.67)

where E′ denotes mathematical expectation with respect to the probability
P ′. Equation (1.67) is called Mehler’s formula. We are going to check the
equivalence between (1.66) and (1.67). First we will see that both definitions
give rise to a linear contraction operator on L2(Ω). This is clear for the
definition (1.66). On the other hand, (1.67) defines a linear contraction
operator on Lp(Ω) for any p ≥ 1 because we have

E(|Tt(F )|p) = E(|E′(ψF (e−tW +
√

1− e−2tW ′))|p)
≤ E(E′(|ψF (e−tW +

√
1− e−2tW ′)|p)) = E(|F |p).

So, to show that (1.66) is equal to (1.67) on L2(Ω), it suffices to check that
both definitions coincide when F = exp

(
W (h)− 1

2‖h‖2H
)
, h ∈ H. We have

E′
(

exp
(

e−tW (h) +
√

1− e−2tW ′(h)− 1
2
‖h‖2H

))

= exp
(

e−tW (h)− 1
2
e−2t‖h‖2H

)
=

∞∑

n=0

e−nt‖h‖nHHn

(
W (h)
‖h‖H

)

=
∞∑

n=0

e−nt

n!
In(h⊗n).

On the other hand,

Tt(F ) = Tt

( ∞∑

n=0

1
n!

In(h⊗n)

)

=
∞∑

n=0

e−nt

n!
In(h⊗n),

which yields the desired equality.

The operators Tt verify the following properties:

(i) Tt is nonnegative (i.e., F ≥ 0 implies Tt(F ) ≥ 0).

(ii) Tt is symmetric:

E(GTt(F )) = E(FTt(G)) =
∞∑

n=0

e−ntE(Jn(F )Jn(G)).
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Example 1.4.1 The classical Ornstein-Uhlenbeck (O.U.) process on the
real line {Xt, t ∈ R} is defined as a Gaussian process with zero mean and co-
variance function given by K(s, t) = βe−α|s−t|, where α, β > 0 and s, t ∈ R.
This process is Markovian and stationary, and these properties characterize
the form of the covariance function, assuming that K is continuous.

It is easy to check that the transition probabilities of the Ornstein-Uhlen-
beck process Xt are the normal distributions

P (Xt ∈ dy|Xs = x) = N(xe−α(t−s), β(1− e−2α(t−s))).

In fact, for all s < t we have

E(Xt|Xs) = e−α(t−s)Xs,

E((Xt − E(Xt|Xs))2) = β(1− e−2α(t−s)).

Also, the standard normal law ν = N(0, β) is an invariant measure for the
Markov semigroup associated with the O.U. process.

Consider the semigroup of operators on L2(R,B(R), ν) determined by
the stationary transition probabilities of the O.U. process (with α, β = 1).
This semigroup is a particular case of the Ornstein-Uhlenbeck semigroup
introduced in Definition 1.4.1, if we take (Ω,F , P ) = (R,B(R), ν), H = R,
and W (t)(x) = tx for any t ∈ R. In fact, if {Xs, s ∈ R} is a real-valued
O.U. process, for any bounded measurable function f on R we have for
t ≥ 0 and s ∈ R

∫

R

f(y)P (Xs+t ∈ dy|Xs = x) =
∫

R

f(y)N(e−tx, 1− e−2t)(dy)

=
∫

R

f(e−tx +
√

1− e−2ty)ν(dy)

= (Ttf)(x).

Let W be a Brownian measure on the real line. That is, {W (B), B ∈ B(R)}
is a centered Gaussian family such that

E(W (B1)W (B2)) =
∫

R

1B1∩B2(x)dx.

Then the process

Xt =
√

2αβ

∫ t

−∞
e−α(t−u)dWu

has the law of an Ornstein-Uhlenbeck process of parameters α, β. Further-
more, the process Xt satisfies the stochastic differential equation

dXt =
√

2αβdWt − αXtdt.
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Consider now the case where H = L2(T,B, µ) and µ is a σ-finite atomless
measure. Using the above ideas we are going to introduce an Ornstein-
Uhlenbeck process parametrized by H. To do this we consider a Brownian
measure B on T ×R, defined on some probability space (Ω̃, F̃ , P̃ ) and with
intensity equal to 2µ(dt)dx. Then we define

Xt(h) =
∫ t

−∞

∫

T

h(τ)e−(t−s)B(dτ, ds). (1.68)

It is easy to check that Xt(h) is a Gaussian zero-mean process with covari-
ance function given by

Ẽ(Xt1(h1)Xt2(h2)) = e−|t1−t2|〈h1, h2〉H .

Consequently, we have the following properties:

(i) For any h ∈ H, {Xt(h), t ∈ R} is a real-valued Ornstein-Uhlenbeck
process with parameters α = 1 and β = ‖h‖2H .

(ii) For any t ≥ 0, {Xt(h), h ∈ H} has the same law as {W (h), h ∈ H}.

Therefore, for any random variable F ∈ L0(Ω) we can define the com-
position F (Xt). That is, F (Xt) is short notation for ψF (Xt), where ψF

is the mapping from R
H to R determined by ψF (W ) = F . Let F̃t denote

the σ-field generated by the random variables B(G), where G is a measur-
able and bounded subset of T × (−∞, t]. The following result establishes
the relationship between the process Xt(h) and the Ornstein-Uhlenbeck
semigroup.

Proposition 1.4.1 For any t ≥ 0, s ∈ R, and for any integrable random
variable F we have

Ẽ(F (Xs+t)|F̃s) = (TtF )(Xs). (1.69)

Proof: Without loss of generality we may assume that F is a smooth
random variable of the form

F = f(W (h1), . . . ,W (hn)),

where f ∈ C∞
p (Rn), h1, . . . , hn ∈ H, 1 ≤ i ≤ n. In fact, the set S of

smooth random variables is dense in L1(Ω), and both members of Eq.
(1.69) are continuous in L1(Ω). We are going to use the decomposition
Xs+t = Xs+t − e−tXs + e−tXs. Note that

(i) {e−tXs(h), h ∈ H} is F̃s-measurable, and

(ii) the Gaussian family {Xs+t(h)− e−tXs(h), h ∈ H} has the same law
as {
√

1− e−2tW (h), h ∈ H}, and is independent of F̃s.
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Therefore, we have

Ẽ(F (Xs+t)|F̃s) = Ẽ(f(Xs+t(h1), . . . , Xs+t(hn))|F̃s)

= Ẽ
(
f(Xs+t(h1)− e−tXs(h1) + e−tXs(h1)),

. . . , Xs+t(hn)− e−tXs(hn) + e−tXs(hn))|F̃s

)

= E′

(

f
(√

1− e−2tW ′(h1) + e−tXs(h1) ,

. . . ,
√

1− e−2tW ′(hn) + e−tXs(hn)
)
)

= (TtF )(Xs),

where W ′ is an independent copy of W , and E′ denotes the mathematical
expectation with respect to W ′. �

Consider, in particular, the case of the Brownian motion. That means
Ω = C0([0, 1]), and P is the Wiener measure. In that case, T = [0, 1], and
the process defined by (1.68) can be written as

Xt(h) =
∫ 1

0

h(τ)Xt(dτ),

where Xt(τ) =
∫ t

−∞
∫ τ

0
e−(t−s)W (dσ, ds), and W is a two-parameter Wiener

process on [0, 1] × R with intensity 2dtdx. We remark that the stochastic
process {Xt(·), t ∈ R} is a stationary Gaussian continuous Markov process
with values on C0([0, 1]), which has the Wiener measure as invariant mea-
sure.

1.4.2 The generator of the Ornstein-Uhlenbeck semigroup

In this section we will study the properties of the infinitesimal generator of
the Ornstein-Uhlenbeck semigroup. Let F ∈ L2(Ω) be a square integrable
random variable. We define the operator L as follows:

LF =
∞∑

n=0

−nJnF,

provided this series converges in L2(Ω). The domain of this operator will
be the set

Dom L = {F ∈ L2(Ω), F =
∞∑

n=0

In(fn) :
∞∑

n=1

n2‖JnF‖22 <∞}.

In particular, DomL ⊂ D
1,2. Note that L is an unbounded symmetric

operator on L2(Ω). That is, E(FLG) = E(GLF ) for all F,G ∈ Dom L. The
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next proposition tells us that L coincides with the infinitesimal generator
of the Ornstein-Uhlenbeck semigroup {Tt, t ≥ 0} introduced in Definition
1.4.1. In particular, L is self-adjoint and (hence) closed.

Proposition 1.4.2 The operator L coincides with the infinitesimal gener-
ator of the Ornstein-Uhlenbeck semigroup {Tt, t ≥ 0}.

Proof: We have to show that F belongs to the domain of L if and only
if the limit limt↓0

1
t (TtF −F ) exists in L2(Ω) and, in this case, this limit is

equal to LF . Assume first that F ∈ Dom L. Then

E

(∣
∣
∣
∣
1
t
(TtF − F )− LF

∣
∣
∣
∣

2
)

=
∞∑

n=0

[
1
t
(e−nt − 1) + n

]2

E(|JnF |2),

which converges to zero as t ↓ 0. In fact, for any n the expression 1
t (e

−nt−
1) + n tends to zero, and moreover |1t (e−nt − 1)| ≤ n.

Conversely, suppose that limt↓0
1
t (TtF −F ) = G in L2(Ω). Then we have

that

JnG = lim
t↓0

1
t
(TtJnF − JnF ) = −nJnF.

Therefore, F belongs to the domain of L, and LF = G. �

The next proposition explains the relationship between the operators D,
δ, and L.

Proposition 1.4.3 δDF = −LF , that is, for F ∈ L2(Ω) the statement
F ∈ Dom L is equivalent to F ∈ Dom δD (i.e., F ∈ D

1,2 and DF ∈ Dom δ),
and in this case δDF = −LF .

Proof: Suppose first that F ∈ D
1,2 and that DF belongs to Dom δ. Let

G be a random variable in the nth chaos Hn. Then, applying Proposition
1.2.2 we have

E(GδDF ) = E(〈DG,DF 〉H) = n2(n− 1)! 〈g, fn〉H⊗n = nE(GJnF ).

So, JnδDF = nJnF , which implies F ∈ Dom L and δDF = −LF .
Conversely, if F ∈ Dom L, then F ∈ D

1,2 and for any G ∈ D
1,2, G =∑∞

n=0 In(gn), we have

E(〈DG,DF 〉H) =
∞∑

n=1

nE(JnGJnF ) = −E(GLF ).

Therefore, DF ∈ Dom δ, and δDF = −LF . �
We are going to show that the operator L behaves as a second-order

differential operator when it acts on smooth random variables.
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Proposition 1.4.4 It holds that S ⊂ Dom L, and for any F ∈ S of the
form F = f(W (h1), . . . ,W (hn)), f ∈ C∞

p (Rn), we have

LF =
n∑

i,j=1

∂i∂jf(W (h1), . . . ,W (hn))〈hi, hj〉H

−
n∑

i=1

∂if(W (h1), . . . ,W (hn))W (hi). (1.70)

Proof: We know that F belongs to D
1,2 and that

DF =
n∑

i=1

∂if(W (h1), . . . , W (hn))hi.

Consequently, DF ∈ SH ⊂ Dom δ and by Eq. (1.44) we obtain

δDF =
n∑

i=1

∂if(W (h1), . . . , W (hn))W (hi)

−
n∑

i,j=1

∂i∂jf(W (h1), . . . ,W (hn))〈hi, hj〉H .

Now the result follows from Proposition 1.4.3. �
More generally, we can prove the following result.

Proposition 1.4.5 Suppose that F = (F 1, . . . , Fm) is a random vector
whose components belong to D

2,4. Let ϕ be a function in C2(Rm) with
bounded first and second partial derivatives. Then ϕ(F ) ∈ Dom L, and

L(ϕ(F )) =
m∑

i,j=1

∂i∂jϕ(F )〈DF i,DF j〉H +
m∑

i=1

∂iϕ(F )LF i.

Proof: Approximate F by smooth random variables in the norm ‖ · ‖2,4,
and ϕ by functions in C∞

p (Rm), and use the continuity of the operator L
in the norm ‖ · ‖2,2. �

We can define on S the norm

‖F‖L =
[
E(F 2) + E(|LF |2)

] 1
2 .

Notice that Dom L = D
2,2 and that the norms ‖ · ‖L and ‖ · ‖2,2 coincide.

In fact,

E(F 2) + E(|LF |2) =
∞∑

n=0

(n2 + 1)‖JnF‖22

= E(F 2) + E(‖DF‖2H) + E(‖D2F‖2H⊗H).
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Similarly, the space D
1,2 can be characterized as the domain in L2(Ω) of

the operator C = −
√
−L defined by

CF =
∞∑

n=0

−
√

nJnF.

As in the case of the operator L, we can show that C is the infinitesimal
generator of a semigroup of operators (the Cauchy semigroup) given by

QtF =
∞∑

n=0

e−
√

ntJnF.

Observe that Dom C = D
1,2, and for any F ∈ Dom C we have

E((CF )2) =
∞∑

n=1

n‖JnF‖22 = E(‖DF‖2H).

1.4.3 Hypercontractivity property and the multiplier theorem

We have seen that Tt is a contraction operator on Lp(Ω) for any p ≥ 1.
Actually, these operators verify a hypercontractivity property, which is due
to Nelson [235]. In the next theorem this property will be proved using Itô’s
formula, according to Neveu’s approach (cf. [236]).

Theorem 1.4.1 Let p > 1 and t > 0, and set q(t) = e2t(p − 1) + 1 > p.
Suppose that F ∈ Lp(Ω). Then

‖TtF‖q(t) ≤ ‖F‖p.

Proof: Put q = q(t), and let q′ be the conjugate of q. Taking into
account the duality between Lq(Ω) and Lq′

(Ω), it suffices to show that
|E((TtF )G)| ≤ ‖F‖p‖G‖q′ for any F ∈ Lp(Ω) and for any G ∈ Lq′

(Ω).
With the operator Tt nonnegative (which implies |TtF | ≤ Tt(|F |)), we may
assume that F and G are nonnegative. By an approximation argument it
suffices to suppose that there exist real numbers a ≤ b such that 0 < a ≤
F,G ≤ b < ∞. Also we may restrict our study to the case where F =
f(W (h1), . . . ,W (hn)) and G = g(W (h1), . . . ,W (hn)) for some measurable
functions f, g such that 0 < a ≤ f, g ≤ b < ∞ and orthonormal elements
h1, . . . , hn ∈ H.

Let {βt, 0 ≤ t ≤ 1} and {ξt, 0 ≤ t ≤ 1} be two independent Brownian
motions. Consider orthonormal functions φ1, . . . , φn ∈ L2([0, 1]). By (1.67)
we can write

E((TtF )G) = E
(
f
(
e−t

∫ 1

0

φ1dβ +
√

1− e−2t

∫ 1

0

φ1dξ,

. . . , e−t

∫ 1

0

φndβ +
√

1− e−2t

∫ 1

0

φndξ
)
g
(∫ 1

0

φ1dβ, . . . ,

∫ 1

0

φndβ
))

.
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In this way we can reduce our problem to show the following inequality:

E(XY ) ≤ ‖X‖p‖Y ‖q′ ,

where 0 < a ≤ X,Y ≤ b < ∞, and X,Y are random variables mea-
surable with respect to the σ-fields generated by the Brownian motions
ηs = e−tβs +

√
1− e−2tξs and βs, respectively. These random variables

will have integral representations of the following kind:

Xp = E(Xp) +
∫ 1

0

ϕsdηs, Y q′
= E(Y q′

) +
∫ 1

0

ψsdβs.

Appling Itô’s formula to the bounded positive martingales

Ms = E(Xp) +
∫ s

0

ϕudηu and Ns = E(Y q′
) +

∫ s

0

ψudβu,

and to the function f(x, y) = xαyγ , α = 1
p , γ = 1

q′ , we obtain

XY = ‖X‖p‖Y ‖q′

+
∫ 1

0

(αMα−1
s Nγ

s dMs + γMα
s Nγ−1

s dNs) +
∫ 1

0

1
2
Mα

s Nγ
s Asds,

where

As = α(α− 1)M−2
s ϕ2

s + γ(γ − 1)N−2
s ψ2

s + 2αγM−1
s N−1

s ϕsψse
−t.

Taking expectations, we get

E(XY ) = ‖X‖p‖Y ‖q′ +
1
2

∫ 1

0

E(Mα
s Nγ

s As)ds.

Therefore, it suffices to show that As ≤ 0. Note that α(α−1) = 1
p ( 1

p −1) <
0. Thus, As will be negative if

α(α− 1)γ(γ − 1)− (αγe−t)2 ≥ 0.

Finally,

(α− 1)(γ − 1)− γαe−2t =
1
pq

(p− 1− (q − 1)e−2t) = 0,

which achieves the proof. �
As a consequence of the hypercontractivity property it can be shown

that for any 1 < p < q < ∞ the norms ‖ · ‖p and ‖ · ‖q are equivalent on
any Wiener chaos Hn. In fact, let t > 0 such that q = 1 + e2t(p− 1). Then
for every F ∈ Hn we have

e−nt‖F‖q = ‖TtF‖q ≤ ‖F‖p.
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In addition, for each n ≥ 1 the operator Jn is bounded in Lp(Ω) for any
1 < p <∞, and

‖JnF‖p ≤
{

(p− 1)
n
2 ‖F‖p if p > 2

(p− 1)−
n
2 ‖F‖p if p < 2.

In fact, suppose first that p > 2, and let t > 0 be such that p−1 = e2t. Using
the hypercontractivity property with the exponents p and 2, we obtain

‖JnF‖p = ent‖TtJnF‖p ≤ ent‖JnF‖2 ≤ ent‖F‖2 ≤ ent‖F‖p. (1.71)

If p < 2, we use a duality argument:

‖JnF‖p = sup
‖G‖q≤1

E((JnF )G)

≤ ‖F‖p sup
‖G‖q≤1

‖JnG‖q ≤ ent‖F‖p,

where q is the conjugate of p, and q − 1 = e2t.

We are going to use the hypercontractivity property to show a multiplier
theorem (see Meyer [225] and Watanabe [343]) that will be useful in proving
Meyer’s inequalities.

Recall that we denote by P the class of polynomial random variables.
That means that a random variable F belongs to P if it is of the form

F = p(W (h1), . . . ,W (hn)),

where h1, . . . , hn are elements of H and p is a polynomial of n variables.
The set P is dense in Lp(Ω) for all p ≥ 1 (see Exercise 1.1.7).

Consider a sequence of real numbers {φ(n), n ≥ 0} with φ(0) = 0. This
sequence determines a linear operator Tφ : P → P defined by

TφF =
∞∑

n=0

φ(n)JnF, F ∈ P.

We remark that the operators Tt, Qt, L, and C are of this type, the cor-
responding sequences being e−nt, e−

√
nt, −n, −√n, respectively. We are

interested in the following question: For which sequences is the operator
Tφ bounded in Lp(Ω) for p > 1? Theorem 1.4.2 will give an answer to
this problem. The proof of the multiplier theorem is based on the following
technical lemma.

Lemma 1.4.1 Let p > 1 and F ∈ P. Then for any integer N ≥ 1 there
exists a constant K (depending on p and N) such that

‖Tt(I − J0 − J1 − · · · − JN−1)(F )‖p ≤ Ke−Nt‖F‖p

for all t > 0.
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Proof: Assume first that p > 2. Choose t0 such that p = e2t0 + 1. Then,
by Nelson’s hypercontractivity theorem (Theorem 1.4.1) we have, for all
t ≥ t0,

‖Tt0Tt−t0(I − J0 − J1 − · · · − JN−1)(F )‖2p
≤ ‖Tt−t0(I − J0 − J1 − · · · − JN−1)(F )‖22

= ‖
∞∑

n=N

e−n(t−t0)JnF‖22 =
∞∑

n=N

e−2n(t−t0)‖JnF‖22

≤ e−2N(t−t0)‖F‖22 ≤ e−2N(t−t0)‖F‖2p,

and this proves the desired inequality with K = eNt0 . For t < t0, the
inequality can be proved by the following direct argument, using (1.71):

‖Tt(I − J0 − J1 − · · · − JN−1)(F )‖p

≤
N−1∑

n=0

‖JnF‖p + ‖F‖p ≤
N−1∑

n=0

ent0‖F‖p + ‖F‖p

≤
(
Ne2Nt0 + eNt0

)
e−Nt‖F‖p.

For p = 2 the inequality is immediate, and for 1 < p < 2 it can be obtained
by duality (see Exercise 1.4.5). �

The following is the multiplier theorem.

Theorem 1.4.2 Consider a sequence of real numbers {φ(n), n ≥ 0} such
that φ(0) = 0 and φ(n) =

∑∞
k=0 akn−k for n ≥ N and for some ak ∈ R

such that
∑∞

k=0 |ak|N−k <∞. Then the operator

Tφ(F ) =
∞∑

n=0

φ(n)JnF

is bounded in Lp(Ω) for any 1 < p <∞.

Notice that the assumptions of this theorem are equivalent to saying
that there exists a function h(x) analytic near the origin such that φ(n) =
h(n−1) for n ≥ N .

Proof: Define

Tφ =
N−1∑

n=0

φ(n)Jn +
∞∑

n=N

φ(n)Jn = T
(1)
φ + T

(2)
φ .
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We know that T
(1)
φ is bounded in Lp(Ω) because the operators Jn are

bounded in Lp(Ω) for each fixed n. We have

∥
∥
∥T (2)

φ F
∥
∥
∥

p
=

∥
∥
∥
∥
∥

∞∑

n=N

( ∞∑

k=0

akn−k

)

JnF

∥
∥
∥
∥
∥

p

≤
∞∑

k=0

|ak|
∥
∥
∥
∥
∥

∞∑

n=N

n−kJnF

∥
∥
∥
∥
∥

p

. (1.72)

Now, using the equality

n−k =
(∫ ∞

0

e−ntdt

)k

=
∫

[0,∞)k

e−n(t1+···+tk)dt1 · · · dtk

we obtain
∞∑

n=N

n−kJnF =
∫

[0,∞)k

Tt1+···+tk
(I − J0 − · · · − JN−1)(F )dt1 · · · dtk.

Applying Lemma 1.4.1 yields
∥
∥
∥
∥
∥

∞∑

n=N

n−kJnF

∥
∥
∥
∥
∥

p

≤
∫

[0,∞)k

‖Tt1+···+tk
(I − J0 − · · · − JN−1)(F )‖p dt1 · · · dtk

≤ K‖F‖p
∫

[0,∞)k

e−N(t1+···+tk)dt1 · · · dtk

= KN−k‖F‖p, (1.73)

where the constant K depends only on p and N . Substituting (1.73) into
(1.72) we obtain

∥
∥
∥T (2)

φ F
∥
∥
∥

p
≤ K

∞∑

k=0

|ak|N−k‖F‖p,

which allows us to complete the proof. �
For example, the operator Tφ = (I − L)−α defined by the sequence

φ(n) = (1 + n)−α, where α > 0, is bounded in Lp(Ω), for 1 < p < ∞,

because h(x) =
(

x
x+1

)α

is analytic in a neibourhood of the origin. Actually
this operator is a contraction in Lp(Ω) for any 1 ≤ p < ∞ (see Exercise
1.4.8).

The following commutativity relationship holds for a multiplier operators
Tφ.
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Lemma 1.4.2 Consider a sequence of real numbers {φ(n), n ≥ 0} and the
associated linear operator Tφ from P into P. Define Tφ+ =

∑∞
n=0 φ(n +

1)Jn. Then for any F ∈ P it holds that

DTφ(F ) = Tφ+D(F ). (1.74)

Proof: Without loss of generality we can assume that F belongs to the
nth Wiener chaos Hn, n ≥ 0. In that case we have

DTφ(F ) = D(φ(n)F ) = φ(n)DF = Tφ+D(F ).

�

Exercises
1.4.1 Let W = {Wt, t ≥ 0} be a standard Brownian motion. Check that
the process

Yt =
√

βe−αtW (e2αt), t ∈ R,

has the law of an Ornstein-Uhlenbeck process with parameters α, β.

1.4.2 Suppose that (Ω,F , P ) is the classical Wiener space (that is, Ω =
C0([0, 1]) and P is the Wiener measure). Let {Tt, t ≥ 0} be the Ornstein-
Uhlenbeck semigroup given by

(TtF )(u) =
∫

Ω

F (e−tu +
√

1− e−2tω)P (dω),

for all F ∈ L2(Ω). Consider a Brownian measure W on [0, 1]×R+, defined
on some probability space (Ω̃, F̃ , P̃ ), and with Lebesgue measure as control
measure. Then W (s, t) = W ([0, s] × [0, t]), (s, t) ∈ [0, 1] × R+, is a two-
parameter Wiener process that possesses a continuous version. Define

X(t, τ) = e−tW (τ , e2t), t ∈ R, τ ∈ [0, 1].

Compute the covariance function of X. Show that Xt = X(t, ·) is a Ω-valued
stationary continuous Markov process on the probability space (Ω̃, F̃ , P̃ )
such that it admits Tt as semigroup of operators.

Hint: Use the arguments of Proposition 1.4.1’s proof to show that

Ẽ
(
F (Xs+t)|F̃e2s

)
= (TtF )(Xs)

for all t ≥ 0, s ∈ R, F ∈ L2(Ω), where F̃t, t ≥ 0, is the σ-field generated
by the random variables {W (τ , σ), 0 ≤ σ ≤ t, τ ∈ [0, 1]}.
1.4.3 For any 0 < ε < 1 put F1−ε =

∑∞
n=0(1− ε)nJnF and F ε = 1

ε [F1−ε−
F ]. Show that LF exists if and only if F ε converges in L2(Ω) as ε ↓ 0, and
in this case LF = limε↓0 F ε.



1.5 Sobolev spaces and the equivalence of norms 67

1.4.4 Set F = exp(W (h) − 1
2‖h‖2H), h ∈ H. Show that LF = −(W (h) −

‖h‖2H)F .

1.4.5 Complete the proof of Lemma 1.4.1 in the case 1 < p < 2, using a
duality argument.

1.4.6 Using the Gaussian formula (A.1), show that the multiplier theorem
(Theorem 1.4.2) is still valid for Hilbert-valued random variables.

1.4.7 Show that the operator L is local in the domain DomL. That is,
LF1{F=0} = 0 for any random variable F in DomL.

1.4.8 Show that the operator (I − L)−α is a contraction in Lp(Ω) for any
1 ≤ p <∞, where α > 0.

Hint : Use the equation (1 + n)−α = Γ(α)−1
∫∞
0

e−(n+1)αtα−1dt.

1.4.9 Show that if F ∈ D
1,2 and G is a square integrable random variable

such that E(G) = 0, then

E(FG) = E
(〈

DF,DC−2G
〉

H

)
.

1.5 Sobolev spaces and the equivalence of norms

In this section we establish Meyer’s inequalities, following the method of
Pisier [285]. Let V be a Hilbert space. We recall that the spaces D

k,p(V ),
for any integer k ≥ 1 and any real number p ≥ 1 have been defined as the
completion of the family of V -valued smooth random variables SV with
respect to the norm ‖ · ‖k,p,V defined in (1.37).

Consider the intersection

D
∞(V ) = ∩p≥1 ∩k≥1 D

k,p(V ).

Then D
∞(V ) is a complete, countably normed, metric space. We will write

D
∞(R) = D

∞. For every integer k ≥ 1 and any real number p ≥ 1 the
operator D is continuous from D

k,p(V ) into D
k−1,p(H ⊗ V ). Consequently,

D is a continuous linear operator from D
∞(V ) into D

∞(H⊗V ). Moreover,
if F and G are random variables in D

∞, then the scalar product 〈DF,DG〉H
is also in D

∞. The following result can be easily proved by approximating
the components of the random vector F by smooth random variables.

Proposition 1.5.1 Suppose that F = (F 1, . . . , Fm) is a random vector
whose components belong to D

∞. Let ϕ ∈ C∞
p (Rm). Then ϕ(F ) ∈ D

∞, and
we have

D(ϕ(F )) =
m∑

i=1

∂iϕ(F )DF i.
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In particular, we deduce that D
∞ is an algebra. We will see later that

L is a continuous operator from D
∞ into D

∞ and that the operator δ
is continuous from D

∞(H) into D
∞. To show these results we will need

Meyer’s inequalities, which provide the equivalence between the p norm of
CF and that of ‖DF‖H for p > 1 (we recall that C is the operator defined
by C = −

√
−L). This equivalence of norms will follow from the fact that

the operator DC−1 is bounded in Lp(Ω) for any p > 1, and this property
will be proved using the approach by Pisier [285] based on the boundedness
in Lp of the Hilbert transform. We recall that the Hilbert transform of a
function f ∈ C∞

0 (R) is defined by

Hf(x) =
∫

R

f(x + t)− f(x− t)
t

dt.

The transformation H is bounded in Lp(R) for any p > 1 (see Dunford and
Schwarz [87], Theorem XI.7.8).

Consider the function ϕ : [−π
2 , 0) ∪ (0, π

2 ]→ R+ defined by

ϕ(θ) =
1√
2
|π log cos2 θ|− 1

2 sign θ. (1.75)

Notice that when θ is close to zero this function tends to infinity as 1√
2πθ

.
Suppose that {W ′(h), h ∈ H} is an independent copy of the Gaussian
process {W (h), h ∈ H}. We will assume as in Section 1.4 that W and W ′

are defined in the product probability space (Ω× Ω′,F ⊗F ′, P × P ′). For
any θ ∈ R we consider the process Wθ = {Wθ(h), h ∈ H} defined by

Wθ(h) = W (h) cos θ + W ′(h) sin θ, h ∈ H.

This process is Gaussian, with zero mean and with the same covariance
function as {W (h), h ∈ H}. Let W : Ω → R

H and W ′ : Ω′ → R
H be

the canonical mappings associated with the processes {W (h), h ∈ H} and
{W ′(h), h ∈ H}, respectively. Given a random variable F ∈ L0(Ω,F , P ),
we can write F = ψF ◦W , where ψF is a measurable mapping from R

H

to R, determined P ◦ W−1 a.s. As a consequence, the random variable
ψF (Wθ) = ψF (W cos θ + W ′ sin θ) is well defined P × P ′ a.s. We set

RθF = ψF (Wθ). (1.76)

We denote by E′ the mathematical expectation with respect to the prob-
ability P ′, and by D′ the derivative operator with respect to the Gaussian
process W ′(h). With these notations we can write the following expression
for the operator D(−C)−1.

Lemma 1.5.1 For every F ∈ P such that E(F ) = 0 we have

D(−C)−1F =
∫ π

2

−π
2

E′(D′(RθF ))ϕ(θ)dθ. (1.77)
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Proof: Suppose that F = p(W (h1), . . . ,W (hn)), where h1, . . . , hn ∈ H
and p is a polynomial in n variables. We have

RθF = p(W (h1) cos θ + W ′(h1) sin θ, . . . ,W (hn) cos θ + W ′(hn) sin θ),

and therefore

D′(RθF ) =
n∑

i=1

∂ip(W (h1) cos θ + W ′(h1) sin θ,

. . . ,W (hn) cos θ + W ′(hn) sin θ) sin θhi(s) = sin θRθ(DF ).

Consequently, using Mehler’s formula (1.67) we obtain

E′(D′(RθF )) = sin θE′(Rθ(DF )) = sin θTt(DF ),

where t > 0 is such that cos θ = e−t. This implies

E′(D′(RθF )) =
∞∑

n=0

sin θ(cos θ)nJnDF.

Note that since F is a polynomial random variable the above series is
actually the sum of a finite number of terms. By Exercise 1.5.3, the right-
hand side of (1.77) can be written as

∞∑

n=0

(∫ π
2

−π
2

sin θ(cos θ)nϕ(θ)dθ

)

JnDF =
∞∑

n=0

1√
n + 1

JnDF.

Finally, applying the commutativity relationship (1.74) to the multiplica-
tion operator defined by the sequence φ(n) = 1√

n
, n ≥ 1, φ(0) = 0, we

get

Tφ+DF = DTφF = D(−C)−1F,

and the proof of the lemma is complete. �
Now with the help of the preceding equation we can show that the opera-

tor DC−1 is bounded from Lp(Ω) into Lp(Ω;H) for any p > 1. Henceforth
cp and Cp denote generic constants depending only on p, which can be
different from one formula to another.

Proposition 1.5.2 Let p > 1. There exists a finite constant cp > 0 such
that for any F ∈ P with E(F ) = 0 we have

‖DC−1F‖p ≤ cp‖F‖p.
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Proof: Using (1.77) we can write

E
(∥
∥DC−1F

∥
∥p

H

)

= E

(∥∥
∥
∥
∥

∫ π
2

−π
2

E′(D′(RθF ))ϕ(θ)dθ

∥
∥
∥
∥
∥

p

H

)

= α−1
p EE′

(∣∣
∣
∣
∣
W ′

(∫ π
2

−π
2

E′(D′(RθF ))ϕ(θ)dθ

)∣∣
∣
∣
∣

p)

,

where αp = E(|ξ|p) with ξ an N(0, 1) random variable. We recall that by

Exercise 1.2.6 (Stroock’s formula) for any G ∈ L2(Ω′,F ′, P ′) the Gaussian
random variable

W ′(E′(D′G))

is equal to the projection J ′
1G of G on the first Wiener chaos. Therefore,

we obtain that

E
(∥
∥DC−1F

∥
∥p

H

)

= α−1
p EE′

(∣∣
∣
∣
∣

∫ π
2

−π
2

J ′
1RθFϕ(θ)dθ

∣
∣
∣
∣
∣

p)

= α−1
p EE′

(∣∣
∣
∣
∣
J ′

1

(

p.v.

∫ π
2

−π
2

RθFϕ(θ)dθ

)∣∣
∣
∣
∣

p)

≤ cpEE′

(∣∣
∣
∣
∣
p.v.

∫ π
2

−π
2

RθFϕ(θ)dθ

∣
∣
∣
∣
∣

p)

,

for some constant cp > 0 (where the abbreviation p.v. stands for principal
value). Notice that the function RθFϕ(θ) might not belong to L1(−π

2 , π
2 )

because, unlike the term J ′
1RθF , the function RθF may not balance the

singularity of ϕ(θ) at the origin. For this reason we have to introduce the
principal value integral

p.v.

∫ π
2

−π
2

RθFϕ(θ)dθ = lim
ε↓0

∫

ε≤|θ|≤π
2

RθFϕ(θ)dθ,

which can be expressed as a convergent integral in the following way:

∫ π
2

0

[RθFϕ(θ) + R−θFϕ(−θ)]dθ =
∫ π

2

0

[RθF −R−θF ]
√

2π| log cos2 θ|
dθ.
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For any ξ ∈ R we define the process

Rξ(h) = (W (h) cos ξ + W ′(h) sin ξ,−W (h) sin ξ + W ′(h) cos ξ).

The law of this process is the same as that of {(W (h),W ′(h)), h ∈ H}. On
the other hand, RξRθF = Rξ+θF , where we set

RξG((W (h1),W ′(h1)), . . . , (W (hn),W ′(hn))) = G(Rξ(h1), . . . , Rξ(hn)).

Therefore, we get
∥
∥
∥
∥
∥
p.v.

∫ π
2

−π
2

RθFϕ(θ)dθ

∥
∥
∥
∥
∥

p

=

∥
∥
∥
∥
∥
Rξ

[

p.v.

∫ π
2

−π
2

RθFϕ(θ)dθ

]∥∥
∥
∥
∥

p

=

∥
∥
∥
∥
∥
p.v.

∫ π
2

−π
2

Rξ+θFϕ(θ)dθ

∥
∥
∥
∥
∥

p

,

where ‖ · ‖p denotes the Lp norm with respect to P × P ′. Integration with
respect to ξ yields

E
(∥
∥DC−1F

∥
∥p

H

)
≤ cpEE′

(∫ π
2

−π
2

∣
∣
∣
∣
∣
p.v.

∫ π
2

−π
2

Rξ+θFϕ(θ)dθ

∣
∣
∣
∣
∣

p

dξ

)

. (1.78)

Furthermore, there exists a bounded continuous function ϕ̃ and a constant
c > 0 such that

ϕ(θ) = ϕ̃(θ) +
c

θ
,

on [−π
2 , π

2 ]. Consequently, using the Lp boundedness of the Hilbert trans-
form, we see that the right-hand side of (1.78) is dominated up to a constant
by

EE′

(∫ π
2

−π
2

|RθF |pdθ

)

= π‖F‖pp.

In fact, the term ϕ̃(θ) is easy to treat. On the other hand, to handle the
term 1

θ it suffices to write
∫ π

2

−π
2

∣
∣
∣
∣
∣

∫ π
2

−π
2

Rξ+θF −Rξ−θF

θ
dθ

∣
∣
∣
∣
∣

p

dξ

≤ cp

(∫

R

∣
∣
∣
∣
∣

∫

R

R̃ξ+θF − R̃ξ−θF

θ
dθ

∣
∣
∣
∣
∣

p

dξ

+
∫ π

2

−π
2

∫

[−2π,−π
2 ]∪[ π

2 ,2π]

∣
∣
∣
∣
Rξ+θF

θ

∣
∣
∣
∣

p

dθdξ

)

≤ c′p

(∫

R

|R̃θF |pdθ +
∫ π

2

−π
2

∫ 2π

−2π

|Rξ+θF |pdθdξ

)

,

where R̃θF = 1[− 3π
2 , 3π

2 ](θ)RθF . �
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Proposition 1.5.3 Let p > 1. Then there exist positive and finite con-
stants cp and Cp such that for any F ∈ P we have

cp‖DF‖Lp(Ω;H) ≤ ‖CF‖p ≤ Cp‖DF‖Lp(Ω;H). (1.79)

Proof: We can assume that the random variable F has zero expectation.
Set G = CF . Then, using Proposition 1.5.2, we have

‖DF‖Lp(Ω;H) = ‖DC−1G‖Lp(Ω;H) ≤ cp‖G‖p = cp‖CF‖p,

which shows the left inequality. We will prove the right inequality using a
duality argument. Let F,G ∈ P. Set G̃ = C−1(I − J0)(G), and denote the
conjugate of p by q. Then we have

|E(GCF )| = |E((I − J0)(G)CF )| = |E(CFCG̃)| = |E(〈DF,DG̃〉H)|
≤ ‖DF‖Lp(Ω;H)‖DG̃‖Lq(Ω;H) ≤ cq‖DF‖Lp(Ω;H)‖CG̃‖q
= cq‖DF‖Lp(Ω;H)‖(I − J0)(G)‖q ≤ c′q‖DF‖Lp(Ω;H)‖G‖q.

Taking the supremum with respect to G ∈ P with ‖G‖q ≤ 1, we obtain

‖CF‖p ≤ c′q‖DF‖Lp(Ω;H).

�
Now we can state Meyer’s inequalities in the general case.

Theorem 1.5.1 For any p > 1 and any integer k ≥ 1 there exist positive
and finite constants cp,k and Cp,k such that for any F ∈ P,

cp,kE
(
‖DkF‖p

H⊗k

)
≤ E

(
|CkF |p

)

≤ Cp,k

[
E
(
‖DkF‖p

H⊗k

)
+ E(|F |p)

]
. (1.80)

Proof: The proof will be done by induction on k. The case k = 1 is
included in Proposition 1.5.3. Suppose that the left-hand side of (1.80)
holds for 1, . . . , k. Consider two families of independent random variables,
with the identical distribution N(0, 1), defined in the probability space
([0, 1],B([0, 1]), λ) (λ is the Lebesgue measure) {γα(s), s ∈ [0, 1], α ∈ N

k
∗},

where N∗ = {1, 2, . . . } and {γi(s), s ∈ [0, 1], i ≥ 1}. Suppose that F =
p(W (h1), . . . ,W (hn)), where the hi’s are orthonormal elements of H. We
fix a complete orthonormal system {ei, i ≥ 1} in H which contains the
hi’s. We set Di(F ) = 〈DF, ei〉H and Dk

α(F ) = Dα1Dα2 · · ·Dαk
(F ) for any

multiindex α = (α1, . . . , αk). With these notations, using the Gaussian
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formula (A.1) and Proposition 1.5.3, we can write

E
(∥
∥Dk+1F

∥
∥p

H⊗(k+1)

)

= E






∣
∣
∣
∣
∣
∣

∞∑

i=1

∑

α∈Nk
∗

(
DiD

k
αF

)2
∣
∣
∣
∣
∣
∣

p
2





= A−1
p

∫ 1

0

∫ 1

0

E





∣
∣
∣
∣
∣
∣

∞∑

i=1

∑

α∈Nk
∗

DiD
k
αFγα(t)γi(s)

∣
∣
∣
∣
∣
∣

p

 dtds

≤
∫ 1

0

E







∣
∣
∣
∣
∣
∣
∣

∞∑

i=1



Di




∑

α∈Nk
∗

Dk
αFγα(t)









2
∣
∣
∣
∣
∣
∣
∣

p
2




 dt

≤ cp

∫ 1

0

E





∣
∣
∣
∣
∣
∣
C




∑

α∈NN
∗

Dk
αFγα(t)





∣
∣
∣
∣
∣
∣

p

 dt

≤ c′pE






∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

(
CDk

αF
)2
∣
∣
∣
∣
∣
∣

p
2



 .

Consider the operator

Rk(F ) =
∞∑

n=k

√

1− k

n
JnF, F ∈ P.

By Theorem 1.4.2 this operator is bounded in Lp(Ω), and using the induc-
tion hypothesis we can write

E






∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

(
CDk

αF
)2
∣
∣
∣
∣
∣
∣

p
2



 = E






∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

(
Dk

αCRkF
)2
∣
∣
∣
∣
∣
∣

p
2





= E
(∥
∥DkCRkF

∥
∥p

H⊗k

)

≤ cp,kE
(∣
∣Ck+1RkF

∣
∣p
)

≤ cp,kE
(∣
∣Ck+1F

∣
∣p
)

for some constant cp,k > 0.
We will prove by induction the right inequality in (1.80) for F ∈ P

satisfying (J0 + J1 + · · · + Jk−1)(F ) = 0. The general case would follow
easily (Exercise 1.5.1). Suppose that this holds for k. Applying Proposition
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1.5.3 and the Gaussian formula (A.1), we have

E
(∣
∣Ck+1F

∣
∣p
)
≤ cpE

(
‖DCkF‖pH

)
= cpE





∣
∣
∣
∣
∣

∞∑

i=1

(
DiC

kF
)2
∣
∣
∣
∣
∣

p
2




= A−1
p cp

∫ 1

0

E

(∣∣
∣
∣
∣

∞∑

i=1

(
DiC

kF
)
γi(s)

∣
∣
∣
∣
∣

p)

ds.

Consider the operator defined by

Rk,1 =
∞∑

n=2

(√
n

n− 1

)k

Jn.

Using the commutativity relationship (1.74), our induction hypothesis, and
the Gaussian formula (A.1), we can write

∫ 1

0

E

(∣∣
∣
∣
∣

∞∑

i=1

(
DiC

kF
)
γi(s)

∣
∣
∣
∣
∣

p)

ds

=
∫ 1

0

E

(∣∣
∣
∣
∣

∞∑

i=1

(
CkDiRk,1F

)
γi(s)

∣
∣
∣
∣
∣

p)

ds

≤ Cp,k

∫ 1

0

E

(∥∥
∥
∥
∥
Dk

( ∞∑

i=1

(DiRk,1F ) γi(s)

)∥∥
∥
∥
∥

p

H⊗k

)

ds

= Cp,k

∫ 1

0

E






∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

( ∞∑

i=1

(
Dk

αDiRk,1F
)
γi(s)

)2
∣
∣
∣
∣
∣
∣

p
2



 ds

= Cp,kA−1
p

∫ 1

0

∫ 1

0

E





∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

∞∑

i=1

(
Dk

αDiRN,1F
)
γi(s)γα(t)

∣
∣
∣
∣
∣
∣

p

 dsdt.

Finally, if we introduce the operator

Rk,2 =
∞∑

n=0

(
n + 1 + k

n + k

) k
2

Jn,
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we obtain, by applying the commutativity relationship, the Gaussian for-
mula (A.1), and the boundedness in Lp(Ω) of the operator Rk,2, that

∫ 1

0

∫ 1

0

E





∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

∞∑

i=1

(
Dk

αDiRk,1F
)
γi(s)γα(t)

∣
∣
∣
∣
∣
∣

p

 dsdt

=
∫ 1

0

∫ 1

0

E





∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

∞∑

i=1

(
Rk,2D

k
αDiF

)
γi(s)γα(t)

∣
∣
∣
∣
∣
∣

p

 dsdt

≤ Cp,k

∫ 1

0

∫ 1

0

E





∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

∞∑

i=1

(
Dk

αDiF
)
γi(s)γα(t)

∣
∣
∣
∣
∣
∣

p

 dsdt

= Cp,kApE






∣
∣
∣
∣
∣
∣

∑

α∈Nk
∗

∞∑

i=1

(
Dk

αDiF
)2
∣
∣
∣
∣
∣
∣

p
2





= Cp,kApE
(
‖Dk+1F‖p

H⊗(k+1)

)
,

which completes the proof of the theorem. �
The inequalities (1.80) also hold for polynomial random variables taking

values in a separable Hilbert space (see Execise 1.5.5). One of the main ap-
plications of Meyer’s inequalities is the following result on the continuity of
the operator δ. Here we consider δ as the adjoint of the derivative operator
D on Lp(Ω).

Proposition 1.5.4 The operator δ is continuous from D
1,p(H) into Lp(Ω)

for all p > 1.

Proof: Let q be the conjugate of p. For any u in D
1,p(H) and any

polynomial random variable G with E(G) = 0 we have

E(δ(u)G) = E(〈u,DG〉H) = E(〈ũ,DG〉H) + E(〈E(u),DG〉H),

where ũ = u − E(u). Notice that the second summand in the above ex-
pression can be bounded by a constant times ‖u‖Lp(Ω;H)‖G‖q. So we can
assume E(u) = E(DG) = 0. Then we have, using Exercise 1.4.9

|E(δ(u)G)| = |E(〈u,DG〉H)| = |E(〈Du,DC−2DG〉H⊗H)|
≤ ‖Du‖Lp(Ω;H⊗H)‖DC−2DG‖Lq(Ω;H⊗H)

≤ cp‖Du‖Lp(Ω;H⊗H)‖D2C−2RG‖Lq(Ω;H⊗H)

≤ c′p‖Du‖Lp(Ω;H⊗H)‖G‖q,

where

R =
∞∑

n=2

n

n− 1
Jn,
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and we have used Meyer’s inequality and the boundedness in Lq(Ω) of the
operator R. So, we have proved that δ is continuous from D

1,p(H) into
Lp(Ω). �

Consider the set PH of H-valued polynomial random variables. We have
the following result:

Lemma 1.5.2 For any process u ∈ PH and for any p > 1, we have

‖C−1δ(u)‖p ≤ cp‖u‖Lp(Ω;H).

Proof: Let G ∈ P with E(G) = 0 and u ∈ PH . Using Proposition 1.5.3
we can write

|E(C−1δ(u)G)| = |E(〈u,DC−1G〉H)|
≤ ‖u‖Lp(Ω;H)‖DC−1G‖Lq(Ω;H)

≤ cp‖u‖Lp(Ω;H)‖G‖Lq(Ω),

where q is the conjugate of p. This yields the desired estimation. �
As a consequence, the operator D(−L)−1δ is bounded from Lp(Ω;H)

into Lp(Ω;H). In fact, we can write

D(−L)−1δ = [DC−1][C−1δ].

Using Lemma 1.5.2 we can show the following result:

Proposition 1.5.5 Let F be a random variable in D
k,α with α > 1. Sup-

pose that DiF belongs to Lp(Ω;H⊗i) for i = 0, 1, . . . , k and for some p > α.
Then F ∈ D

k,p, and there exists a sequence Gn ∈ P that converges to F in
the norm ‖ · ‖k,p.

Proof: We will prove the result only for k = 1; a similar argument can be
used for k > 1. We may assume that E(F ) = 0. We know that PH is dense
in Lp(Ω;H). Hence, we can find a sequence of H-valued polynomial random
variables ηn that converges to DF in Lp(Ω;H). Without loss of generality
we may assume that Jkηn ∈ PH for all k ≥ 1. Note that −L−1δD = (I−J0)
on D

1,α. Consider the decomposition ηn = DGn +un given by Proposition
1.3.10. Notice that Gn ∈ P because Gn = −L−1δ(ηn) and δ(un) = 0. Using
the boundedness in Lp of the operator C−1δ (which implies that of L−1δ
by Exercise 1.4.8), we obtain that F −Gn = L−1δ(ηn −DF ) converges to
zero in Lp(Ω) as n tends to infinity. On the other hand,

‖DF −DGn‖Lp(Ω;H) = ‖DL−1δ(ηn−DF )‖Lp(Ω;H) ≤ cp‖ηn−DF‖Lp(Ω;H);

hence, ‖DGn−DF‖H converges to zero in Lp(Ω) as n tends to infinity. So
the proof of the proposition is complete. �

Corollary 1.5.1 The class P is dense in D
k,p for all p > 1 and k ≥ 1.
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As a consequence of the above corollary, Theorem 1.5.1 holds for random
variables in D

k,p, and the operator (−C)k = (−L)
k
2 is continuous from D

k,p

into Lp. Thus, L is a continuous operator on D
∞.

The following proposition is a Hölder inequality for the ‖·‖k,p norms.

Proposition 1.5.6 Let F ∈ D
k,p, G ∈ D

k,q for k ∈ N
∗, 1 < p, q <∞ and

let r be such that 1
p + 1

q = 1
r . Then, FG ∈ D

k,r and

‖FG‖k,r ≤ cp,q,k ‖F ‖k,p ‖G‖k,q .

Proof: Suppose that F,G ∈ P. By Leipnitz rule (see Exercise 1.2.13) we
can write

Dk(FG) =
k∑

i=0

(
k

i

)∥
∥DiF

∥
∥

H⊗i

∥
∥Dk−iG

∥
∥

H⊗(k−i) .

Hence, by Hölder’s inequality

‖FG‖k,r ≤
k∑

j=0

j∑

i=0

(
j

i

)∥
∥
∥
∥DiF

∥
∥

H⊗i

∥
∥

p

∥
∥
∥
∥Dj−iG

∥
∥

H⊗(j−i)

∥
∥

q

≤ cp,q,k ‖F ‖k,p ‖G‖k,q .

�
We will now introduce the continuous family of Sobolev spaces defined

by Watanabe (see [343]). For any p > 1 and s ∈ R we will denote by
‖|·|‖s,p the seminorm

‖|F |‖s,p =
∥
∥(I − L)

s
2 F
∥
∥

p
,

where F is a polynomial random variable. Note that (I−L)
s
2 F =

∑∞
n=0(1+

n)
s
2 JnF.
These seminorms have the following properties:

(i) ‖|F |‖s,p is increasing in both coordinates s and p. The monotonicity
in p is clear and in s follows from the fact that the operators (I−L)

s
2

are contractions in Lp for all s < 0, p > 1 (see Exercise 1.4.8).

(ii) The seminorms ‖|·|‖s,p are compatible, in the sense that for any se-
quence Fn in P converging to zero in the norm ‖|·|‖s,p, and being a
Cauchy sequence in another norm ‖|·|‖s′,p′ , it also converges to zero
in the norm ‖|·|‖s′,p′ .

For any p > 1, s ∈ R, we define D
s,p as the completion of P with respect

to the norm ‖|·|‖s,p.
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Remarks:

1. ‖|F |‖0,p = ‖F‖0,p = ‖F‖p, and D
0,p = Lp(Ω). For k = 1, 2, . . . the

seminorms ‖|·|‖k,p and ‖·‖k,p are equivalent due to Meyer’s inequalities. In
fact, we have

‖|F |‖k,p = ‖(I − L)
k
2 F‖p ≤ |E(F )|+

∥
∥
∥R(−L)

k
2 F
∥
∥
∥

p
,

where R =
∑∞

n=1

(
n+1

n

) k
2 Jn. By Theorem 1.4.2 this operator is bounded

in Lp(Ω) for all p > 1. Hence, applying Theorem 1.5.1 we obtain

‖|F |‖k,p ≤ ck,p

(
‖F‖p +

∥
∥
∥(−L)

k
2 F
∥
∥
∥

p

)

≤ c′k,p

(
‖F‖p +

∥
∥DkF

∥
∥

Lp(Ω;H⊗k)

)
≤ c′′k,p ‖F‖k,p .

In a similar way one can show the converse inequality (Exercise 1.5.9).
Thus, by Corollary 1.5.1 the spaces D

k,p coincide with those defined using
the derivative operator.

2. From properties (i) and (ii) we have D
s,p ⊂ D

s′,p′
if p′ ≤ p and s′ ≤ s.

3. For s > 0 the operator (I − L)−
s
2 is an isometric isomorphism (in the

norm ‖|·|‖s,p) between Lp(Ω) and D
s,p and between D

−s,p and Lp(Ω) for
all p > 1. As a consequence, the dual of D

s,p is D
−s,q where 1

p + 1
q = 1.

If s < 0 the elements of D
s,p may not be ordinary random variables and

they are interpreted as distributions on the Gaussian space or generalized
random variables. Set D

−∞ = ∪s,pD
s,p. The space D

−∞ is the dual of the
space D

∞ which is a countably normed space.
The interest of the space D

−∞ is that it contains the composition of
Schwartz distributions with smooth and nondegenerate random variables,
as we shall show in the next chapter. An example of a distribution random
variable is the compostion δ0(W (h)) (see Exercise 1.5.6).

4. Suppose that V is a real separable Hilbert space. We can define the
Sobolev spaces D

s,p(V ) of V -valued functionals as the completion of the
class PV of V -valued polynomial random variables with respect to the
seminorm ‖|·|‖s,p,V defined in the same way as before. The above properties
are still true for V -valued functionals. If F ∈ D

s,p(V ) and G ∈ D
−s,q(V ),

where 1
p + 1

q = 1, then we denote the pairing 〈F,G〉 by E(〈F,G〉V ).

Proposition 1.5.7 Let V be a real separable Hilbert space. For every p > 1
and s ∈ R, the operator D is continuous from D

s,p(V ) to D
s−1,p(V ⊗H) and

the operator δ (defined as the adjoint of D) is continuous from D
s,p(V ⊗H)

into D
s−1,p(V ). That is, for all p > 1 and s ∈ R, we have

‖|δ(u)|‖s−1,p ≤ cs,p ‖|u|‖s,p,H .
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Proof: For simplicity we assume that V = R. Let us prove first the
continuity of D. For any F ∈ P we have

(I − L)
s
2 DF = DR(I − L)

s
2 F,

where

R =
∞∑

n=1

(
n

n + 1

) s
2

Jn.

By Theorem 1.4.2 the operator R is bounded in Lp(Ω) for all p > 1, and
we obtain

‖|DF |‖s+1,p,H =
∥
∥(I − L)

s
2 DF

∥
∥

Lp(Ω;H)
=
∥
∥DR(I − L)

s
2 F
∥
∥

Lp(Ω;H)

≤
∥
∥R(I − L)

s
2 F
∥
∥

1,p
≤ cp

∥
∥
∣
∣R(I − L)

s
2 F
∣
∣
∥
∥

1,p

= cp

∥
∥
∥(I − L)

1
2 R(I − L)

s
2 F
∥
∥
∥

p
= cp

∥
∥
∥R(I − L)

s+1
2 F

∥
∥
∥

p

≤ c′p

∥
∥
∥(I − L)

s+1
2 F

∥
∥
∥

p
= cp ‖|F |‖s+1,p .

The continuity of the operator δ follows by a duality argument. In fact, for
any u ∈ D

s,p(H) we have

‖|δ(u)|‖s−1,p = sup
‖|F |‖1−s,q≤1

|E (〈u,DF 〉H)| ≤ ‖|u|‖s,p,H ‖|DF |‖−s,q,H

≤ cs,p ‖|u|‖s,p,H .

�
Proposition 1.5.7 allows us to generalize Lemma 1.2.3 in the following

way:

Lemma 1.5.3 Let {Fn, n ≥ 1} be a sequence of random variables converg-
ing to F in Lp(Ω) for some p > 1. Suppose that supn ‖|Fn|‖s,p < ∞ for
some s > 0. Then Then F belongs to D

s,p.

Proof: We know that

sup
n

∥
∥(I − L)

s
2 Fn

∥
∥

p
<∞.

Let q be the conjugate of p. There exists a subsequence {Fn(i), i ≥ 1} such
that (I−L)

s
2 Fn(i) converges weakly in σ(Lp, Lq) to some element G. Then

for any polynomial random variable Y we have

E
(
F (I − L)

s
2 Y
)

= lim
n

E
(
Fn(i)(I − L)

s
2 Y
)

= lim
n

E
(
(I − L)

s
2 Fn(i)Y

)
= E(GY ).

Thus, F = (I − L)−
s
2 G, and this implies that F ∈ D

s,p. �
The following proposition provides a precise estimate for the norm p of

the divergence operator.
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Proposition 1.5.8 Let u be an element of D
1,p(H), p > 1. Then we have

‖δ(u)‖p ≤ cp

(
‖E(u)‖H + ‖Du‖Lp(Ω;H⊗H)

)
.

Proof: From Proposition 1.5.7 we know that δ is continuous from D
1,p(H)

into Lp(Ω). This implies that

‖δ(u)‖p ≤ cp

(
‖u‖Lp(Ω;H) + ‖Du‖Lp(Ω;H⊗H)

)
.

On the other hand, we have

‖u‖Lp(Ω;H) ≤ ‖E(u)‖H + ‖u− E(u)‖Lp(Ω;H) ,

and

‖u− E(u)‖Lp(Ω;H) =
∥
∥
∥(I − L)−

1
2 RCu

∥
∥
∥

Lp(Ω;H)
≤ cp ‖Cu‖Lp(Ω;H)

≤ c′p ‖Du‖Lp(Ω;H⊗H) ,

where R =
∑∞

n=1(1 + 1
n )

1
2 Jn. �

Exercises

1.5.1 Complete the proof of Meyer’s inequality (1.80) without the condition
(J0 + · · ·+ JN−1)(F ) = 0.

1.5.2 Derive the right inequality in (1.80) from the left inequality by means
of a duality argument.

1.5.3 Show that
∫ π

2

0

sin θ cosn θ
√

π| log cos2 θ|
dθ =

1
√

2(n + 1)
.

Hint: Change the variables, substituting cos θ = y and y = exp(−x2

2 ).

1.5.4 Let W = {Wt, t ∈ [0, 1]} be a Brownian motion. For every 0 < γ < 1
2

and p = 2, 3, 4, . . . such that γ < 1
2 −

1
2p , we define the random variable

‖W‖2p
p,γ =

∫

[0,1]2

|Ws −Wt|2p

|s− t|1+2pγ
dsdt.

Show that ‖W‖2p
p,γ belongs to D

∞ (see Airault and Malliavin [3]).

1.5.5 Using the Gaussian formula (A.1), extend Theorem 1.5.1 to a poly-
nomial random variable with values on a separable Hilbert space V (see
Sugita [323]).
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1.5.6 Let pε(x) be the density of the normal distribution N(0, ε), for any
ε > 0. Fix h ∈ H. Using Stroock’s formula (see Exercise 1.2.6) and the
expression of the derivatives of pε(x) in terms of Hermite polynomials,
show the following chaos expansion:

pε(W (h)) =
∞∑

m=0

(−1)m I2m(h⊗2m)
√

2π 2m m !
(
‖h ‖2H + ε

)m+ 1
2

.

Letting ε tend to zero in the above expression, find the chaos expansion of
δ0(W (h)) and deduce that δ0(W (h)) belongs to the negative Sobolev space
D

−α,2 for any α > 1
2 , and also that δ0(W (h)) is not in D

− 1
2 ,2.

1.5.7 (See Sugita [325]) Let F be a smooth functional of a Gaussian process
{W (h), h ∈ H}. Let {W ′(h), h ∈ H} be an independent copy of {W (h), h ∈
H}.

a) Prove the formula

D(TtF ) =
e−t

√
1− e−2t

E′(D′(F (e−tW +
√

1− e−2tW ′)))

for all t > 0, where D′ denotes the derivative operator with respect to W ′.
b) Using part a), prove the inequality

E(‖D(TtF )‖pH) ≤ cp

(
e−t

√
1− e−2t

)p

E(|F |p),

for all p > 1.
c) Applying part b), show that the operator (−L)kTt is bounded in Lp

and that Tt is continuous from Lp into D
k,p, for all k ≥ 1 and p > 1.

1.5.8 Prove Proposition 1.5.7 for k > 1.

1.5.9 Prove that ‖|F |‖k,p ≤ ck,p ‖F‖k,p for all p > 1, k ∈ N and F ∈ P.

Notes and comments

[1.1] The notion of Gaussian space or the isonormal Gaussian process was
introduced by Segal [303], and the orthogonal decomposition of the space of
square integrable functionals of the Wiener process is due to Wiener [349].
We are interested in results on Gaussian families {W (h), h ∈ H} that
depend only on the covariance function, that is, on the underlying Hilbert
space H. One can always associate to the Hilbert space H an abstract
Wiener space (see Gross [128]), that is, a Gaussian measure µ on a Banach
space Ω such that H is injected continuously into Ω and

∫

Ω

exp(it〈y, x〉)µ(dy) =
1
2
‖x‖2H
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for any x ∈ Ω∗ ⊂ H. In this case the probability space has a nice topological
structure, but most of the notions introduced in this chapter are not related
to this structure. For this reason we have chosen an arbitrary probability
space as a general framework.

For the definition and properties of multiple stochastic integrals with
respect to a Gaussian measure we have followed the presentation provided
by Itô in [153]. The stochastic integral of adapted processes with respect to
the Brownian motion originates in Itô [152]. In Section 1.1.3 we described
some elementary facts about the Itô integral. For a complete exposition
of this subject we refer to the monographs by Ikeda and Watanabe [146],
Karatzas and Shreve [164], and Revuz and Yor [292].

[1.2] The derivative operator and its representation on the chaotic de-
velopment has been used in different frameworks. In the general context
of a Fock space the operator D coincides with the annihilation operator
studied in quantum probability.

The notation DtF for the derivative of a functional of a Gaussian process
has been taken from the work of Nualart and Zakai [263].

The bilinear form (F,G)→ E(〈DF,DG〉H) on the space D
1,2 is a partic-

ular type of a Dirichlet form in the sense of Fukushima [113]. In this sense
some of the properties of the operator D and its domain D

1,2 can be proved
in the general context of a Dirichlet form, under some additional hypothe-
ses. This is true for the local property and for the stability under Lipschitz
maps. We refer to Bouleau and Hirsch [46] and to Ma and Röckner [205]
for monographs on this theory.

In [324] Sugita provides a characterization of the space D
1,2 in terms

of differentiability properties. More precisely, in the case of the Brownian
motion, a random variable F ∈ L2(Ω) belongs to D

1,2 if and only if the
following two conditions are satisfied:

(i) F is ray absolutely continuous (RAC). This means that for any h ∈ H
there exists a version of the process {F (ω + t

∫ ·
0
hsds), t ∈ R} that is

absolutely continuous.

(ii) There exists a random vector DF ∈ L2(Ω;H) such that for any
h ∈ H, 1

t [F (ω+t
∫ ·
0
hsds)−F (ω)] converges in probability to 〈DF, h〉H

as t tends to zero.

In Lemma 2.1.5 of Chapter 2 we will show that properties (i) and (ii)
hold for any random variable F ∈ D

1,p, p > 1. Proposition 1.2.6 is due to
Sekiguchi and Shiota [305].

[1.3] The generalization of the stochastic integral with respect to the
Brownian motion to nonadapted processes was introduced by Skorohod in
[315], obtaining the isometry formula (1.54), and also by Hitsuda
in [136, 135]. The identification of the Skorohod integral as the adjoint
of the derivative operator has been proved by Gaveau and Trauber [116].
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We remark that in [290] (see also Kusuoka [178]) Ramer has also intro-
duced this type of stochastic integral, independently of Skorohod’s work,
in connection with the study of nonlinear transformations of the Wiener
measure.

One can show that the iterated derivative operator Dk is the adjoint
of the multiple Skorohod integral δk, and some of the properties of the
Skorohod integral can be extended to multiple integrals (see Nualart and
Zakai [264]).

Formula (1.63) was first proved by Clark [68], where F was assumed
to be Fréchet differentiable and to satisfy some technical conditions. In
[269] Ocone extends this result to random variables F in the space D

1,2.
Clark’s representation theorem has been extended by Karatzas et al. [162]
to random variables in the space D

1,1.
The spaces L

1,2,f and L
F of random variables differentiable in future

times were introduced by Alòs and Nualart in [10]. These spaces lead to
a stochastic calculus which generalizes both the classical Itô calculus and
the Skorohod calculus (see Chapter 3).

[1.4] For a complete presentation of the hypercontractivity property and
its relation with the Sobolev logarithmic inequality, we refer to the Saint
Flour course by Bakry [15]. The multiplier theorem proved in this section is
due to Meyer [225], and the proof given here has been taken from Watanabe
[343].

[1.5] The Sobolev spaces of Wiener functionals have been studied by
different authors. In [172] Krée and Krée proved the continuity of the di-
vergence operator in L2.

The equivalence between the the norms ‖DkF‖p and ‖(−L)
k
2 ‖p for any

p > 1 was first established by Meyer [225] using the Littlewood-Payley
inequalities. In finite dimension the operator DC−1 is related to the Riesz
transform. Using this idea, Gundy [129] gives a probabilistic proof of Meyer’s
inequalities which is based on the properties of the three-dimensional Bessel
process and Burkholder inequalities for martingales. On the other hand, us-
ing the boundedness in Lp of the Hilbert transform, Pisier [285] provides
a short analytical proof of the fact that the operator DC−1 is bounded in
Lp. We followed Pisier’s approach in Section 1.5.

In [343] Watanabe developed the theory of distributions on the Wiener
space that has become a useful tool in the analysis of regularity of proba-
bility densities.



2
Regularity of probability laws

In this chapter we apply the techniques of the Malliavin calculus to study
the regularity of the probability law of a random vector defined on a
Gaussian probability space. We establish some general criteria for the ab-
solute continuity and regularity of the density of such a vector. These gen-
eral criteria will be applied to the solutions of stochastic differential equa-
tions and stochastic partial differential equations driven by a space-time
white noise.

2.1 Regularity of densities and related topics

This section is devoted to study the regularity of the law of a random vector
F = (F 1, . . . , Fm), which is measurable with respect to an underlying
isonormal Gaussian process {W (h), h ∈ H}. Using the duality between the
operators D and δ we first derive an explicit formula for the density of
a one-dimensional random variable and we deduce some estimates. Then
we establish a criterion for absolute continuity for a random vector under
the assumption that its Malliavin matrix is invertible a.s. An alternative
approach, due to Bouleau and Hirsch, is presented in the third part of this
section. This approach is based on a criterion for absolute continuity in
finite dimension and it then uses a limit argument. The criterion obtained
in this way is stronger than that obtained by integration by parts, in that
it requires weaker regularity hypotheses on the random vector.
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We later introduce the notion of smooth and nondegenerate random vec-
tor by the condition that the inverse of the determinant of the Malliavin
matrix has moments of all orders. We show that smooth and nondegen-
erate random vectors have infinitely differentiable densities. Two different
proofs of this result are given. First we show by a direct argument the local
smoothness of the density under more general hypotheses. Secondly, we de-
rive the smoothness of the density from the properties of the composition
of a Schwartz tempered distribution with a smooth and nondegenerated
random vector.

We also study some properties of the topological support of the law of a
random vector. The last part of this section is devoted to the regularity of
the law of the supremum of a continuous process.

2.1.1 Computation and estimation of probability densities

As in the previous chapter, let W = {W (h), h ∈ H} be an isonormal
Gaussian process associated to a separable Hilbert space H and defined on
a complete probability space (Ω,F , P ). Assume also that F is generated
by W .

The integration-by-parts formula leads to the following explicit expres-
sion for the density of a one-dimensional random variable.

Proposition 2.1.1 Let F be a random variable in the space D
1,2. Suppose

that DF
‖DF‖2

H
belongs to the domain of the operator δ in L2(Ω). Then the law

of F has a continuous and bounded density given by

p(x) = E

[
1{F>x}δ

(
DF

‖DF‖2H

)]
. (2.1)

Proof: Let ψ be a nonnegative smooth function with compact support,
and set ϕ(y) =

∫ y

−∞ ψ(z)dz. We know that ϕ(F ) belongs to D
1,2, and

making the scalar product of its derivative with DF obtains

〈D(ϕ(F )),DF 〉H = ψ(F )‖DF‖2H .

Using the duality relationship between the operators D and δ (see (1.42)),
we obtain

E[ψ(F )] = E

[〈
D(ϕ(F )),

DF

‖DF‖2H

〉

H

]

= E

[
ϕ(F )δ

(
DF

‖DF‖2H

)]
. (2.2)
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By an approximation argument, Equation (2.2) holds for ψ(y) = 1[a,b](y),
where a < b. As a consequence, we apply Fubini’s theorem to get

P (a ≤ F ≤ b) = E

[(∫ F

−∞
ψ(x)dx

)

δ

(
DF

‖DF‖2H

)]

=
∫ b

a

E

[
1{F>x}δ

(
DF

‖DF‖2H

)]
dx,

which implies the desired result. �
We note that sufficient conditions for DF

‖DF‖2
H
∈ Dom δ are that F is in

D
2,4 and that E(‖DF‖−8

H ) < ∞ (see Exercise 2.1.1). On the other hand,
Equation (2.1) still holds under the hypotheses F ∈ D

1,p and DF
‖DF‖2

H
∈

D
1,p′

(H) for some p, p′ > 1. We will see later that the property ‖DF‖H > 0
a.s. (assuming that F is in D

1,1
loc) is sufficient for the existence of a density.

From expression (2.1) we can deduce estimates for the density. Fix p and
q such that 1

p + 1
q = 1. By Hölder’s inequality we obtain

p(x) ≤ (P (F > x))1/q

∥
∥
∥
∥δ
(

DF

‖DF‖2H

)∥∥
∥
∥

p

.

In the same way, taking into account the relation E[δ(DF/‖DF‖2H)] = 0
we can deduce the inequality

p(x) ≤ (P (F < x))1/q

∥
∥
∥
∥δ
(

DF

‖DF‖2H

)∥∥
∥
∥

p

.

As a consequence, we obtain

p(x) ≤ (P (|F | > |x|))1/q

∥
∥
∥
∥δ
(

DF

‖DF‖2H

)∥∥
∥
∥

p

, (2.3)

for all x ∈ R. Now using the Lp(Ω) estimate of the operator δ established
in Proposition 1.5.8 we obtain
∥
∥
∥
∥δ
(

DF

‖DF‖2H

)∥∥
∥
∥

p

≤ cp

(∥
∥
∥
∥E

(
DF

‖DF‖2H

)∥∥
∥
∥

H

+
∥
∥
∥
∥D

(
DF

‖DF‖2H

)∥∥
∥
∥

Lp(Ω;H⊗H)

)

.

(2.4)
We have

D

(
DF

‖DF‖2H

)
=

D2F

‖DF‖2H
− 2

〈
D2F,DF ⊗DF

〉
H⊗H

‖DF‖4H
,

and, hence, ∥
∥
∥
∥D

(
DF

‖DF‖2H

)∥∥
∥
∥

H⊗H

≤
3
∥
∥D2F

∥
∥

H⊗H

‖DF‖2H
. (2.5)
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Finally, from the inequalities (2.3), (2.4) and (2.5) we deduce the following
estimate.

Proposition 2.1.2 Let q, α, β be three positive real numbers such that
1
q + 1

α + 1
β = 1. Let F be a random variable in the space D

2,α, such that

E(‖DF‖−2β
H ) <∞. Then the density p(x) of F can be estimated as follows

p(x) ≤ cq,α,β (P (|F | > |x|))1/q

×
(

E(‖DF‖−1
H ) +

∥
∥D2F

∥
∥

Lα(Ω;H⊗H)

∥
∥
∥‖DF‖−2

H

∥
∥
∥

β

)
. (2.6)

Let us apply the preceding proposition to a Brownian martingale.

Proposition 2.1.3 Let W = {W (t), t ∈ [0, T ]} be a Brownian motion
and let u = {u(t), t ∈ [0, T ]} be an adapted process verifying the following
hypotheses:

(i) E
(∫ T

0
u(t)2dt

)
<∞, u(t) belongs to the space D

2,2 for each t ∈ [0, T ],
and

λ := sup
s,t∈[0,T ]

E(|Dsut|p) + sup
r,s∈[0,T ]

E((
∫ T

0

|D2
r,sut|pdt)

p
2 ) <∞,

for some p > 3.

(ii) |u(t)| ≥ ρ > 0 for some constant ρ.

Set Mt =
∫ t

0
u(s)dWs, and denote by pt(x) the probability density of Mt.

Then for any t > 0 we have

pt(x) ≤ c√
t
P (|Mt| > |x|)

1
q , (2.7)

where q > p
p−3 and the constant c depends on λ, ρ and p.

Proof: Fix t ∈ (0, T ]. We will apply Proposition 2.1.2 to the random
variable Mt. We claim that Mt ∈ D

2,2. In fact, note first that by Lemma
1.3.4 Mt ∈ D

1,2 and for s < t

DsMt = us +
∫ t

s

DsurdWr. (2.8)

For almost all s, the process {Dsur, r ∈ [0, T ]} is adapted and belongs to
L

1,2. Hence, by Lemma 1.3.4
∫ t

s
DsurdWr belongs to D

1,2 and

Dθ

(∫ t

s

DsurdWr

)
= Dsuθ +

∫ t

s∨θ

DθDsurdWr. (2.9)
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From (2.8) and (2.9) we deduce for any θ, s ≤ t

DθDsMt = Dθus + Dsuθ +
∫ t

s∨θ

DθDsurdWr. (2.10)

We will take α = p in Proposition 2.1.2. Using Hölder’s and Burkholder’s
inequalities we obtain from (2.10)

E(
∥
∥D2Mt

∥
∥p

H⊗H
) ≤ cpλtp .

Set

σ(t) := ‖DMt‖2H =
∫ t

0

(
us +

∫ t

s

DsurdWr

)2

ds.

We have the following estimates for any h ≤ 1

σ(t) ≥
∫ t

t(1−h)

(
us +

∫ t

s

DsurdWr

)2

ds

≥
∫ t

t(1−h)

u2
s

2
ds−

∫ t

t(1−h)

(∫ t

s

DsurdWr

)2

ds

≥ thρ2

2
− Ih(t),

where

Ih(t) =
∫ t

t(1−h)

(∫ t

s

DsurdWr

)2

ds.

Choose h = 4
tρ2y , and notice that h ≤ 1 provided y ≥ a := 4

tρ2 . We have

P

(
σ(t) ≤ 1

y

)
≤ P

(
Ih(t) ≥ 1

y

)
≤ y

p
2 E(|Ih(t)|

p
2 ). (2.11)

Using Burkholder’ inequality for square integrable martingales we get the
following estimate

E(|Ih(t)|
p
2 ) ≤ cp(th)

p
2−1

∫ t

t(1−h)

E

((∫ t

s

(Dsur)
2
dr

) p
2
)

ds

≤ c′p sup
s,r∈[0,t]

E(|Dsur|p)(th)p. (2.12)
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Consequently, for 0 < γ < p
2 we obtain, using (2.11) and (2.12),

E(σ(t)−γ) =
∫ ∞

0

γyγ−1P
(
σ(t)−1 > y

)
dy

≤ aγ + γ

∫ ∞

a

yγ−1P

(
σ(t) <

1
y

)
dy

≤
(

4
tρ2

)γ

+ γ

∫ ∞

4
tρ2

E(|Ih(t)|
p
2 )yγ−1+ p

2 dy

≤ c

(

t−γ +
∫ ∞

4
tρ2

yγ−1− p
2 dy

)

≤ c′
(
t−γ + t

p
2−γ

)
. (2.13)

Substituting (2.13) in Equation (2.6) with α = p, β < p
2 , and with γ = 1

2
and γ = β, we get the desired estimate. �

Applying Tchebychev and Burkholder’s inequalities, from (2.7) we de-
duce the following inequality for any θ > 1

pt(x) ≤ c|x|− θ
q

√
t

(

E

((∫ t

0

u2
sds

) θ
2
)) 1

q

.

Corollary 2.1.1 Under the conditions of Proposition 2.1.3, if the process
u satisfies |ut| ≤M for some constant M , then

pt(x) ≤ c√
t
exp

(
− |x|

2

qM2t

)
.

Proof: It suffices to apply the martingale exponential inequality (A.5). �

2.1.2 A criterion for absolute continuity
based on the integration-by-parts formula

We recall that C∞
b (Rm) denotes the class of functions f : R

m → R that
are bounded and possess bounded derivatives of all orders, and we write
∂i = ∂

∂xi
. We start with the following lemma of real analysis (cf. Malliavin

[207]).

Lemma 2.1.1 Let µ be a finite measure on R
m. Assume that for all ϕ ∈

C∞
b (Rm) the following inequality holds:

∣
∣
∣
∣

∫

Rm

∂iϕdµ

∣
∣
∣
∣ ≤ ci ‖ϕ‖∞, 1 ≤ i ≤ m, (2.14)

where the constants ci do not depend on ϕ. Then µ is absolutely continuous
with respect to the Lebesgue measure.
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Proof: If m = 1 there is a simple proof of this result. Fix a < b, and
consider the function ϕ defined by

ϕ(x) =






0 if x ≤ a
x−a
b−a if a < x < b

1 if x ≥ b.

Although this function is not infinitely differentiable, we can approximate
it by functions of C∞

b (R) in such a way that Eq. (2.14) still holds. In this
form we get µ([a, b]) ≤ c1(b − a), which implies the absolute continuity of
µ.

For an arbitrary value of m, Malliavin [207] gives a proof of this lemma
that uses techniques of harmonic analysis. Following a remark in Malliavin’s
paper, we are going to give a different proof and show that the density of
µ belongs to L

m
m−1 if m > 1. Consider an approximation of the identity

{ψε, ε > 0} on R
m. Take, for instance,

ψε(x) = (2πε)−
m
2 exp(−|x|

2

2ε
).

Let cM (x), M ≥ 1, be a sequence of functions of the space C∞
0 (Rm) such

that 0 ≤ cM ≤ 1 and

cM (x) =
{

1 if |x| ≤M
0 if |x| ≥M + 1.

We assume that the partial derivatives of cM of all orders are bounded
uniformly with respect to M . Then the functions

cM (x)(ψε ∗ µ)(x) = cM (x)
∫

Rm

ψε(x− y)µ(dy)

belong to C∞
0 (Rm).

The Gagliardo-Nirenberg inequality says that for any function f in the
space C∞

0 (Rm) one has

‖f‖
L

m
m−1
≤

m∏

i=1

‖∂if‖1/m
L1 .

An elementary proof of this inequality can be found in Stein [317, p. 129].
Applying this inequality to the functions cM (ψε ∗ µ), we obtain

‖cM (ψε ∗ µ)‖
L

m
m−1
≤

m∏

i=1

‖∂i(cM (ψε ∗ µ))‖
1
m

L1 . (2.15)

Equation (2.14) implies that the mapping ϕ ↪→
∫

Rm ∂iϕ dµ, defined on
C∞

0 (Rm), is a signed measure, which will be denoted by νi, 1 ≤ i ≤ m.
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Then we have

‖∂i(cM (ψε ∗ µ))‖L1 ≤
∫

Rm

cM (x)
∣
∣
∣
∣

∫

Rm

∂iψε(x− y)µ(dy)
∣
∣
∣
∣ dx

+
∫

Rm

|∂icM (x)|
(∫

Rm

ψε(x− y)µ(dy)
)

dx

≤
∫

Rm

∣
∣
∣
∣

∫

Rm

ψε(x− y)νi(dy)
∣
∣
∣
∣ dx

+
∫

Rm

|∂icM (x)|
(∫

Rm

ψε(x− y)µ(dy)
)

dx ≤ K,

where K is a constant not depending on M and ε. Consequently, the family
of functions {cM (ψε ∗ µ),M ≥ 1, ε > 0} is bounded in L

m
m−1 . We use the

weak compactness of the unit ball of L
m

m−1 to deduce the desired result. �
Suppose that F = (F 1, . . . , Fm) is a random vector whose components

belong to the space D
1,1
loc . We associate to F the following random symmetric

nonnegative definite matrix:

γF = (〈DF i,DF j〉H)1≤i,j≤m.

This matrix will be called the Malliavin matrix of the random vector F .
The basic condition for the absolute continuity of the law of F will be that
the matrix γF is invertible a.s. The first result in this direction follows.

Theorem 2.1.1 Let F = (F 1, . . . , Fm) be a random vector verifying the
following conditions:

(i) F i ∈ D
2,p
loc for all i, j = 1, . . . ,m, for some p > 1.

(ii) The matrix γF is invertible a.s.

Then the law of F is absolutely continuous with respect to the Lebesgue
measure on R

m.

Proof: We will assume that F i ∈ D
2,p for each i. Fix a test function

ϕ ∈ C∞
b (Rm). From Proposition 1.2.3, we know that ϕ(F ) belongs to the

space D
1,p and that

D(ϕ(F )) =
m∑

i=1

∂iϕ(F )DF i.

Hence,

〈D(ϕ(F )),DF j〉H =
m∑

i=1

∂iϕ(F )γij
F ;

therefore,

∂iϕ(F ) =
m∑

j=1

〈D(ϕ(F )),DF j〉H(γ−1
F )ji. (2.16)
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The inverse of γF may not have moments, and for this reason we need a
localizing argument.

For any integer N ≥ 1 we consider a function ΨN ∈ C∞
0 (Rm⊗R

m) such
that ΨN ≥ 0 and

(a) ΨN (σ) = 1 if σ ∈ KN ,

(b) ΨN (σ) = 0 if σ /∈ KN+1, where

KN = {σ ∈ R
m ⊗ R

m : |σij | ≤ N for all i, j, and |det σ| ≥ 1
N
}.

Note that KN is a compact subset of GL(m) ⊂ R
m ⊗ R

m. Multiplying
(2.16) by ΨN (γF ) yields

E[ΨN (γF )∂iϕ(F )] =
m∑

j=1

E[ΨN (γF )〈D(ϕ(F )),DF j〉H(γ−1
F )ji].

Condition (i) implies that ΨN (γF )(γ−1
F )jiDF j belongs to D

1,p(H). Conse-
quently, we use the continuity of the operator δ from D

1,p(H) into Lp(Ω)
(Proposition 1.5.4) and the duality relationship (1.42) to obtain

∣
∣
∣E
[
ΨN (γF )∂iϕ(F )

]∣∣
∣ =

∣
∣
∣E
[
ϕ(F )

m∑

j=1

δ
(
ΨN (γF )(γ−1

F )jiDF j
)]∣∣
∣

≤ E





∣
∣
∣
∣
∣
∣

m∑

j=1

δ
(
ΨN (γF )(γ−1

F )jiDF j
)
∣
∣
∣
∣
∣
∣



 ‖ϕ‖∞.

Therefore, by Lemma 2.1.1 the measure [ΨN (γF ) · P ] ◦ F−1 is absolutely
continuous with respect to the Lebesgue measure on R

m. Thus, for any
Borel set A ⊂ R

m with zero Lebesgue measure we have
∫

F−1(A)

ΨN (γF )dP = 0.

Letting N tend to infinity and using hypothesis (ii), we obtain the equality
P (F−1(A)) = 0, thereby proving that the probability P ◦F−1 is absolutely
continuous with respect to the Lebesgue measure on R

m. �

Notice that if we only assume condition (i) in Theorem 2.1.1 and if no
nondegeneracy condition on the Malliavin matrix is made, then we deduce
that the measure (det(γF ) ·P ) ◦F−1 is absolutely continuous with respect
to the Lebesgue measure on R

m. In other words, the random vector F has
an absolutely continuous law conditioned by the set {det(γF ) > 0}; that
is,

P{F ∈ B,det(γF ) > 0} = 0

for any Borel subset B of R
m of zero Lebesgue measure.
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2.1.3 Absolute continuity using Bouleau and Hirsch’s
approach

In this section we will present the criterion for absolute continuity obtained
by Bouleau and Hirsch [46]. First we introduce some results in finite di-
mension, and we refer to Federer [96, pp. 241–245] for the proof of these
results. We denote by λn the Lebesgue measure on R

n.
Let ϕ be a measurable function from R to R. Then ϕ is said to be

approximately differentiable at a ∈ R, with an approximate derivative equal
to b, if

lim
η→0

1
η
λ1{x ∈ [a− η, a + η] : |ϕ(x)− ϕ(a)− (x− a)b| > ε|x− a|} = 0

for all ε > 0. We will write b = ap ϕ′(a). The following property is an
immediate consequence of the above definition.

(a) If ϕ = ϕ̃ a.e. and ϕ is differentiable a.e., then ϕ̃ is approximately
differentiable a.e. and ap ϕ̃′ = ϕ′ a.e.

If ϕ is a measurable function from R
n to R, we will denote by ap ∂iϕ the

approximate partial derivative of ϕ with respect to the ith coordinate. We
will also denote by

ap∇ϕ = (ap ∂1ϕ, . . . , ap ∂nϕ)

the approximate gradient of ϕ. Then we have the following result:

Lemma 2.1.2 Let ϕ : R
n → R

m be a measurable function, with m ≤ n,
such that the approximate derivatives ap ∂jϕi, 1 ≤ i ≤ m, 1 ≤ j ≤ n, exist
for almost every x ∈ R

n with respect to the Lebesgue measure on R
n. Then

we have
∫

ϕ−1(B)

det[〈ap∇ϕj , ap∇ϕk〉]1≤j,k≤mdλn = 0 (2.17)

for any Borel set B ⊂ R
m with zero Lebesgue measure.

Notice that the conclusion of Lemma 2.1.2 is equivalent to saying that

(det[〈ap∇ϕj , ap∇ϕk〉] · λn) ◦ ϕ−1 � λm.

We will also make use of linear transformations of the underlying Gaussian
process {W (h), h ∈ H}. Fix an element g ∈ H and consider the translated
Gaussian process {W g(h), h ∈ H} defined by W g(h) = W (h) + 〈h, g〉H .

Lemma 2.1.3 The process W g has the same law (that is, the same finite
dimensional distributions) as W under a probability Q equivalent to P given
by

dQ

dP
= exp(−W (g)− 1

2
‖g‖2H).
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Proof: Let f : R
n → R be a bounded Borel function, and let e1, . . . , en

be orthonormal elements of H. Then we have

E

[
f(W g(e1), . . . ,W g(en)) exp

(
−W (g)− 1

2
‖g‖2H

)]

= E
[
f(W g(e1), . . . , W g(en))

× exp

(

−
n∑

i=1

〈ei, g〉HW (ei)−
1
2

n∑

i=1

〈ei, g〉2H

)
]

=
∫

Rn

f(x1 + 〈g, e1〉H , . . . , xn + 〈g, en〉H)

× exp

(

−1
2

n∑

i=1

|xi + 〈g, ei〉H |2
)

dx

= E[f(W (e1), . . . , W (en))].

�
Now consider a random variable F ∈ L0(Ω). We can write F = ψF ◦

W , where ψF is a measurable mapping from R
H to R that is uniquely

determined except on a set of measure zero for P ◦W−1. By the preceding
lemma on the equivalence between the laws of W and W g, we can define
the shifted random variable F g = ψF ◦W g. Then the following result holds.

Lemma 2.1.4 Let F be a random variable in the space D
1,p, p > 1.

Fix two elements h, g ∈ H. Then there exists a version of the process
{〈DF, h〉sh+g

H , s ∈ R} such that for all a < b we have

F bh+g − F ah+g =
∫ b

a

〈DF, h〉sh+g
H ds (2.18)

a.s. Consequently, there exists a version of the process {F th+g, t ∈ R} that
has absolutely continuous paths with respect to the Lebesgue measure on R,
and its derivative is equal to 〈DF, h〉th+g

H .

Proof: The proof will be done in two steps.

Step 1: First we will show that F th+g ∈ Lq(Ω) for all q ∈ [1, p) with an
Lq norm uniformly bounded with respect to t if t varies in some bounded
interval. In fact, let us compute

E(|F th+g|q) = E

(
|F |q exp

{
tW (h) + W (g)− 1

2
‖th + g‖2H

})

≤ (E(|F |p)
q
p

(
E

[
exp

{
p

p− q
(tW (h) + W (g))

}])1− q
p

× e−
1
2‖th+g‖2

H

= (E(|F |p)
q
p exp

(
q

2(p− q)
‖th + g‖2H

)
<∞. (2.19)
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Step 2: Suppose first that F is a smooth functional of the form F =

f(W (h1), . . . ,W (hk)). In this case the mapping t→ F th+g is continuously
differentiable and

d

dt
(F th+g) =

k∑

i=1

∂if(W (h1) + t〈h, h1〉H + 〈g, h1〉H ,

. . . ,W (hk) + t〈h, hk〉H + 〈g, hk〉H)〈h, hi〉H = 〈DF, h〉th+g
H .

Now suppose that F is an arbitrary element in D
1,p, and let {Fk, k ≥ 1}

be a sequence of smooth functionals such that as k tends to infinity Fk

converges to F in Lp(Ω) and DFk converges to DF in Lp(Ω;H). By taking
suitable subsequences, we can also assume that these convergences hold
almost everywhere. We know that for any k and any a < b we have

F bh+g
k − F ah+g

k =
∫ b

a

〈DFk, h〉sh+g
H ds. (2.20)

For any t ∈ R the random variables F th+g
k converge almost surely to F th+g

as k tends to infinity. On the other hand, the sequence of random variables∫ b

a
〈DFk, h〉sh+g

H ds converges in L1(Ω) to
∫ b

a
〈DF, h〉sh+g

H ds as k tends to
infinity. In fact, using Eq. (2.19) with q = 1, we obtain

E

(∣∣
∣
∣
∣

∫ b

a

〈DFk, h〉sh+g
H ds−

∫ b

a

〈DF, h〉sh+g
H ds

∣
∣
∣
∣
∣

)

≤ E

(∫ b

a

|〈DFk, h〉sh+g
H − 〈DF, h〉sh+g

H |ds

)

≤
(
E(|DhFk −DhF |p)

) 1
p (b− a)

× sup
t∈[a,b]

exp
(

1
2(p− 1)

‖th + g‖2H
)

.

In conclusion, by taking the limit of both sides of Eq. (2.20) as k tends to
infinity, we obtain (2.18). This completes the proof. �

Here is a useful consequence of Lemma 2.1.4.

Lemma 2.1.5 Let F be a random variable in the space D
1,p for some

p > 1. Fix h ∈ H. Then, a.s. we have

lim
ε→0

1
ε

∫ ε

0

(F th − F )dt = 〈DF, h〉H . (2.21)

Proof: By Lemma 2.1.4, for almost all (ω, x) ∈ Ω× R we have

lim
ε→0

1
ε

∫ x+ε

x

(F yh(ω)− F (ω))dy = 〈DF (ω), h〉xh
H . (2.22)
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Hence, there exists an x ∈ R for which (2.22) holds a.s. Finally, if we
consider the probability Q defined by

dQ

dP
= exp(−xW (h)− x2

2
‖h‖2H)

we obtain that (2.21) holds Q a.s. This completes the proof. �
Now we can state the main result of this section.

Theorem 2.1.2 Let F = (F 1, . . . , Fm) be a random vector satisfying the
following conditions:

(i) F i belongs to the space D
1,p
loc , p > 1, for all i = 1, . . . , m.

(ii) The matrix γF = (〈DF i,DF j〉)1≤i,j≤m is invertible a.s.

Then the law of F is absolutely continuous with respect to the Lebesgue
measure on R

m.

Proof: We may assume by a localization argument that F k belongs to
D

1,p for k = 1, . . . , m. Fix a complete orthonormal system {ei, i ≥ 1} in
the Hilbert space H. For any natural number n ≥ 1 we define

ϕn,k(t1, . . . , tn) = (F k)t1e1+···+tnen ,

for 1 ≤ k ≤ m. By Lemma 2.1.4, if we fix the coordinates t1, . . . , ti−1,
ti+1, . . . , tn, the process {ϕn,k(t1, . . . , tn), ti ∈ R} has a version with ab-
solutely continuous paths. So, for almost all t the function ϕn,k(t1, . . . , tn)
has an approximate partial derivative with respect to the ith coordinate,
and moreover,

ap∂iϕ
n,k(t) = 〈DF k, ei〉t1e1+···+tnen

H .

Consequently, we have

〈ap∇ϕn,k, ap∇ϕn,j〉 = (
n∑

i=1

〈DF k, ei〉H〈DF j , ei〉H)t1e1+···+tnen . (2.23)

Let B be a Borel subset of R
m of zero Lebesgue measure. Then, Lemma

2.1.2 applied to the function ϕn = (ϕn,1, . . . , ϕn,m) yields, for almost all ω,
assuming n ≥ m

∫

(ϕn)−1(B)

det[〈ap∇ϕn,k, ap∇ϕn,j〉]dt1 . . . dtn = 0.
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Set G = {t ∈ R
n : F t1e1+···+tnen(ω) ∈ B}. Taking expectations in the

above expression and using (2.23), we deduce

0 = E

∫

G

(

det(
n∑

i=1

〈DF k, ei〉H〈DF j , ei〉H)

)t1e1+···+tnen

dt1 · · · dtn

=
∫

Rn

E

{

det(
n∑

i=1

〈DF k, ei〉H〈DF j , ei〉H)1F−1(B)

× exp(
n∑

i=1

(tiW (ei)−
1
2
t2i ))

}

dt1 · · · dtn.

Consequently,

1F−1(B) det(
n∑

i=1

〈DF k, ei〉H〈DF j , ei〉H) = 0

almost surely, and letting n tend to infinity yields

1F−1(B) det(〈DF kDF j〉H) = 0,

almost surely. Therefore, P (F−1(B)) = 0, and the proof of the theorem is
complete. �

As in the remark after the proof of Theorem 2.1.1, if we only assume
condition (i) in Theorem 2.1.2, then the measure (det(〈DF k,DF j〉H) ·P )◦
F−1 is absolutely continuous with respect to the Lebesgue measure on R

m.
The following result is a version of Theorem 2.1.2 for one-dimensional

random variables. The proof we present here, which has been taken from
[266], is much shorter than the proof of Theorem 2.1.2. It even works for
p = 1.

Theorem 2.1.3 Let F be a random variable of the space D
1,1
loc, and suppose

that ‖DF‖H > 0 a.s. Then the law of F is absolutely continuous with
respect to the Lebesgue measure on R.

Proof: By the standard localization argument we may assume that F
belongs to the space D

1,1. Also, we can assume that |F | < 1. We have
to show that for any measurable function g : (−1, 1) → [0, 1] such that∫ 1

−1
g(y)dy = 0 we have E(g(F )) = 0. We can find a sequence of continu-

ously differentiable functions with bounded derivatives gn : (−1, 1)→ [0, 1]
such that as n tends to infinity gn(y) converges to g(y) for almost all y
with respect to the measure P ◦ F−1 + λ1. Set

ψn(y) =
∫ y

−1

gn(x)dx
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and
ψ(y) =

∫ y

−1

g(x)dx.

By the chain rule, ψn(F ) belongs to the space D
1,1 and we have D[ψn(F )] =

gn(F )DF . We have that ψn(F ) converges to ψ(F ) a.s. as n tends to infinity,
because gn converges to g a.e. with respect to the Lebesgue measure. This
convergence also holds in L1(Ω) by dominated convergence. On the other
hand, Dψn(F ) converges a.s. to g(F )DF because gn converges to g a.e. with
respect to the law of F . Again by dominated convergence, this convergence
holds in L1(Ω;H). Observe that ψ(F ) = 0 a.s. Now we use the property
that the operator D is closed to deduce that g(F )DF = 0 a.s. Consequently,
g(F ) = 0 a.s., which completes the proof of the theorem. �

As in the case of Theorems 2.1.1 and 2.1.2, the proof of Theorem 2.1.3
yields the following result:

Corollary 2.1.2 Let F be a random variable in D
1,1
loc. Then the measure

(‖DF‖H · P ) ◦ F−1 is absolutely continuous with respect to the Lebesgue
measure.

This is equivalent to saying that the random variable F has an absolutely
continuous law conditioned by the set {‖DF‖H > 0}; this means that

P{F ∈ B, ‖DF‖H > 0} = 0

for any Borel subset of R of zero Lebesgue measure.

2.1.4 Smoothness of densities

In order to derive the smoothness of the density of a random vector we will
impose the nondegeneracy condition given in the following definition.

Definition 2.1.1 We will say that a random vector F = (F 1, . . . , Fm)
whose components are in D

∞ is nondegenerate if the Malliavin matrix γF

is invertible a.s. and

(det γF )−1 ∈ ∩p≥1L
p(Ω).

We aim to cover some examples of random vectors whose components are
not in D

∞ and satisfy a local nondegenerary condition. In these examples,
the density of the random vector will be smooth only on an open subset of
R

m. To handle these example we introduce the following definition.

Definition 2.1.2 We will say that a random vector F = (F 1, . . . , Fm)
whose components are in D

1,2 is locally nondegenerate in an open set A ⊂
R

m if there exist elements uj
A ∈ D

∞(H), j = 1, . . . , m and an m × m

random matrix γA = (γij
A) such that γij

A ∈ D
∞, |det γA|−1 ∈ Lp(Ω) for all

p ≥ 1, and 〈DF i, uj
A〉H = γij

A on {F ∈ A} for any i, j = 1, . . . ,m.
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Clearly, a nondegenerate random vector is also locally nondegenerate in
R

m, and we can take uj
Rm = DF j , and γA = γF .

We need the following preliminary lemma.

Lemma 2.1.6 Suppose that γ is an m×m random matrix that is invertible
a.s. and such that |det γ|−1 ∈ Lp(Ω) for all p ≥ 1. Suppose that the entries
γij of γ are in D

∞. Then
(
γ−1

)ij belongs to D
∞ for all i, j, and

D
(
γ−1

)ij
= −

m∑

k,l=1

(
γ−1

)ik (
γ−1

)lj
Dγkl. (2.24)

Proof: First notice that {det γ > 0} has probability zero or one (see
Exercise 1.3.4). We will assume that det γ > 0 a.s. For any ε > 0 define

γ−1
ε =

det γ

det γ + ε
γ−1.

Note that (det γ + ε)−1 belongs to D
∞ because it can be expressed as the

composition of det γ with a function in C∞
p (R). Therefore, the entries of

γ−1
ε belong to D

∞. Furthermore, for any i, j,
(
γ−1

ε

)ij converges in Lp(Ω) to
(
γ−1

)ij as ε tends to zero. Then, in order to check that the entries of γ−1

belong to D
∞, it suffices to show (taking into account Lemma 1.5.3) that

the iterated derivatives of
(
γ−1

ε

)ij are bounded in Lp(Ω), uniformly with
respect to ε, for any p ≥ 1. This boundedness in Lp(Ω) holds, from the
Leibnitz rule for the operator Dk (see Exercise 1.2.13), because (det γ)γ−1

belongs to D
∞, and on the other hand, (det γ + ε)−1 has bounded ‖ · ‖k,p

norms for all k, p, due to our hypotheses.
Finally, from the expression γ−1

ε γ = det γ
det γ+εI, we deduce Eq. (2.24) by

first applying the derivative operator D and then letting ε tend to zero. �
For a locally nondegenerate random vector the following integration-by-

parts formula plays a basic role. For any multiindex α ∈ {1, . . . ,m}k, k ≥ 1
we will denote by ∂α the partial derivative ∂k

∂xα1 ···∂xαk
.

Proposition 2.1.4 Let F = (F 1, . . . , Fm) be a locally nondegenerate ran-
dom vector in an open set A ⊂ R

m in the sense of Definition 2.1.2. Let
G ∈ D

∞ and let ϕ be a function in the space C∞
p (Rm). Suppose that G = 0

on the set {F /∈ A}. Then for any multiindex α ∈ {1, . . . , m}k, k ≥ 1, there
exists an element Hα ∈ D

∞ such that

E [∂αϕ(F )G] = E [ϕ(F )Hα] . (2.25)

Moreover, the elements Hα are recursively given by

H(i) =
m∑

j=1

δ
(
G
(
γ−1

A

)ij
uj

A

)
, (2.26)

Hα = Hαk
(H(α1,...,αk−1)), (2.27)
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and for 1 ≤ p < q <∞ we have

‖Hα‖p ≤ cp,q

∥
∥γ−1

A u
∥
∥k

k,2k−1r
‖G‖k,q , (2.28)

where 1
p = 1

q + 1
r .

Proof: By the chain rule (Proposition 1.2.3) we have on {F ∈ A}

〈D(ϕ(F )), uj
A〉H =

m∑

i=1

∂iϕ(F )〈DF i, uj
A〉H =

m∑

i=1

∂iϕ(F )γij
A ,

and, consequently,

∂iϕ(F ) =
m∑

j=1

〈D(ϕ(F )), uj
A〉H(γ−1

A )ji.

Taking into account that G vanishes on the set {F �∈ A}, we obtain

G∂iϕ(F ) =
m∑

j=1

G〈D(ϕ(F )), uj
A〉H(γ−1

A )ji.

Finally, taking expectations and using the duality relationship between the
derivative and the divergence operators we get

E [∂iϕ(F )G] = E
[
ϕ(F )H(i)

]
,

where H(i) equals to the right-hand side of Equation (2.26). Equation (2.27)
follows by recurrence.

Using the continuity of the operator δ from D
1,p(H) into Lp(Ω) and the

Hölder inequality for the ‖·‖p,k norms (Proposition 1.5.6) we obtain

‖Hα‖p ≤ cp

∥
∥
∥
∥
∥
∥
H(α1,...,αk−1)

m∑

j=1

(
γ−1

A

)αkj
uj

∥
∥
∥
∥
∥
∥

1,p

≤ cp

∥
∥H(α1,...,αk−1)

∥
∥

1,q

∥
∥
∥
(
γ−1

A u
)αk

∥
∥
∥

1,r
.

This implies (2.28) for k = 1, and the general case follows by recurrence.�
If F is nondegenerate then Equation (2.25) holds for any G ∈ D

∞, and
we replace in this equation γA and uj

A by γF and DF j , respectively. In
that case, the element Hα depends only on F and G and we denote it by
Hα(F,G). Then, formulas (2.25) to (2.28) are tranformed into

E [∂αϕ(F )G] = E [ϕ(F )Hα(F,G)] , (2.29)
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where

H(i)(F,G) =
m∑

j=1

δ
(
G
(
γ−1

F

)ij
DF j

)
, (2.30)

Hα(F,G) = Hαk
(H(α1,...,αk−1)(F,G)), (2.31)

and
‖Hα(F,G)‖p ≤ cp,q

∥
∥γ−1

F DF
∥
∥k

k,2k−1r
‖G‖k,q . (2.32)

As a consequence, there exists constants β, γ > 1 and integers n, m such
that

‖Hα(F,G)‖p ≤ cp,q

∥
∥det γ−1

F

∥
∥m

β
‖DF‖nk,γ ‖G‖k,q .

Now we can state the local criterion for smoothness of densities which
allows us to show the smoothness of the density for random variables that
are not necessarily in the space D

∞.

Theorem 2.1.4 Let F = (F 1, . . . , Fm) be a locally nondegenerate random
vector in an open set A ⊂ R

m in the sense of Definition 2.1.2. Then F
possesses an infinitely differentiable density on the open set A.

Proof: Fix x0 ∈ A, and consider an open ball Bδ(x0) of radius δ <
1
2d(x0, A

c). Let δ < δ′ < d(x0, A
c). Consider a function ψ ∈ C∞(Rm) such

that 0 ≤ ψ(x) ≤ 1, ψ(x) = 1 on Bδ(x0), and ψ(x) = 0 on the complement
of Bδ′(x0). Equality (2.25) applied to the multiindex α = (1, 2, . . . ,m) and
to the random variable G = ψ(F ) yields, for any function ϕ in C∞

p (Rm)

E [ψ(F )∂αϕ(F )] = E[ϕ(F )Hα].

Notice that

ϕ(F ) =
∫ F 1

−∞
· · ·

∫ F m

−∞
∂αϕ(x)dx.

Hence, by Fubini’s theorem we can write

E [ψ(F )∂αϕ(F )] =
∫

Rm

∂αϕ(x)E
[
1{F>x}Hα

]
dx. (2.33)

We can take as ∂αϕ any function in C∞
0 (Rm). Then Equation (2.33) implies

that on the ball Bδ(x0) the random vector F has a density given by

p(x) = E
[
1{F>x}Hα

]
.

Moreover, for any multiindex β we have

E [ψ(F )∂β∂αϕ(F )] = E[ϕ(F )Hβ(Hα)]

=
∫

Rm

∂αϕ(x)E
[
1{F>x}Hβ(Hα)

]
dx.
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Hence, for any ξ ∈ C∞
0 (Bδ(x0))

∫

Rm

∂βξ(x)p(x)dx =
∫

Rm

ξ(x)E
[
1{F>x}Hβ(Hα)

]
dx.

Therefore p(x) is infinitely differentiable in the ball Bδ(x0), and for any
multiindex β we have

∂βp(x) = (−1)|β|E
[
1{F>x}Hβ(Hα)

]
.

�
We denote by S(Rm) the space of all infinitely differentiable functions f :

R
m → R such that for any k ≥ 1, and for any multiindex β ∈ {1, . . . , m}j

one has supx∈Rm |x|k|∂βf(x)| <∞ (Schwartz space).

Proposition 2.1.5 Let F = (F 1, . . . , Fm) be a nondegenerate random vec-
tor in the sense of Definition 2.1.1. Then the density of F belongs to the
space S(Rm), and

p(x) = E
[
1{F>x}H(1,2,...,m)(F, 1)

]
. (2.34)

Proof: The proof of Theorem 2.1.4 implies, taking G = 1, that F pos-
sesses an infinitely differentiable density and (2.34) holds. Moreover, for
any multiindex β

∂βp(x) = (−1)|β|E
[
1{F>x}Hβ(H(1,2,...,m)(F, 1))

]
.

In order to show that the density belongs to S(Rm) we have to prove that
for any multiindex β and for any k ≥ 1 and for all j = 1, . . . ,m

sup
x∈Rm

x2k
j |E

[
1{F>x}Hβ(H(1,2,...,m)(F, 1))

]
| <∞.

If xj > 0 we have

x2k
j |E

[
1{F>x}Hβ(H(1,2,...,m)(F, 1))

]
|

≤ E
[
|F j |2k|Hβ(H(1,2,...,m)(F, 1))|

]
<∞.

If xj < 0 then we use the alternative expression for the density

p(x) = E




∏

i�=j

1{xi<F i}1{xj>F j}H(1,2,...,m)(F, 1)



 ,

and we deduce a similar estimate. �
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2.1.5 Composition of tempered distributions with
nondegenerate random vectors

Let F be an m-dimensional random vector. The probability density of F at
x ∈ R

m can be formally defined as the generalized expectation E(δx(F )),
where δx denotes the Dirac function at x. The expression E(δx(F )) can be
interpreted as the coupling 〈δx(F ), 1〉, provided we show that δx(F ) is an
element of D

−∞. The Dirac function δx is a measure, and more generally we
will see that we can define the composition T (F ) of a Schwartz distribution
T ∈ S ′(Rm) with a nondegenerate random vector, and the composition will
belong to D

−∞. Furthermore, the diferentiability of the mapping x→ δx(F )
from R

m into some Sobolev space D
−k,p provides an alternative proof of

the smoothness of the density of F .
Consider the following sequence of seminorms in the space S(Rm):

‖φ‖2k =
∥
∥(1 + |x|2 −∆)kφ

∥
∥
∞ , φ ∈ S(Rm), (2.35)

for k ∈ Z. Let S2k, k ∈ Z, be the completion of S(Rm) by the seminorm
‖·‖2k. Then we have

S2k+2 ⊂ S2k ⊂ · · · ⊂ S2 ⊂ S0 ⊂ S−2 ⊂ · · · ⊂ S−2k ⊂ S−2k−2,

and S0 = Ĉ(Rm) is the space of continuous functions on R
m which vanish

at infinity. Moreover, ∩k≥1S2k = S(Rm) and ∪k≥1S−2k = S ′(Rm).

Proposition 2.1.6 Let F = (F 1, . . . , Fm) be a nondegenerate random vec-
tor in the sense of Definition 2.1.1. For any k ∈ N and p > 1, there exists
a constant c(p, k, F ) such that for any φ ∈ S(Rm) we have

‖φ(F )‖−2k,p ≤ c(p, k, F ) ‖φ‖−2k .

Proof: Let ψ = (1+ |x|2−∆)−kφ ∈ S(Rm). By Proposition 2.1.4 for any
G ∈ D

∞ there exists R2k(G) ∈ D
∞ such that

E [φ(F )G] = E
[
(1 + |x|2 −∆)kψ(F )G

]
= E [ψ(F )R2k(G)] .

Therefore, using (2.35) and (2.28) with q such that 1
p + 1

q = 1, yields

|E [φ(F )G]| ≤ ‖ψ‖∞ E [|R2k(G)|] ≤ c(p, k, F ) ‖φ‖−2k ‖G‖2k,q .

Finally, it suffices to use the fact that

‖|φ(F )|‖−2k,p = sup
{
|E [φ(F )G]| , G ∈ D

2k,q, ‖|G|‖2k,q ≤ 1
}

.

�

Corollary 2.1.3 Let F be a nondegenerate random vector. For any k ∈ N

and p > 1 we can uniquely extend the mapping φ→ φ(F ) to a continuous
linear mapping from S−2k into D

−2k,p.



2.1 Regularity of densities and related topics 105

As a consequence of the above Corollary, we can define the composition
of a Schwartz distribution T ∈ S ′(Rm) with the nondegenerate random
vector F , as a generalized random variable T (F ) ∈ D

−∞. Actually,

T (F ) ∈ ∪∞k=1 ∩p>1 D
−2k,p.

For k = 0, φ(F ) coincides with the usual composition of the continuous
function φ ∈ S0 = Ĉ(Rm) and the random vector F .

For any x ∈ R
m, the Dirac function δx belongs to S−2k, where k =[

m
2

]
+ 1, and the mapping x → δx is 2j continuously differentiable from

R
m to S−2k−2j , for any j ∈ N. Therefore, for any nondegenerate random

vector F , the composition δx(F ) belongs to D
−2k,p for any p > 1, and the

mapping x→ δx(F ) is 2j continuously differentiable from R
m to D

−2k−2j,p,
for any j ∈ N. This implies that for any G ∈ D

2k+2j,p the mapping x →
〈δx(F ), G〉 belongs to C2j(Rm).

Lemma 2.1.7 Let k =
[
m
2

]
+ 1 and p > 1. If f ∈ C0(Rm), then for any

G ∈ D
2k,q

∫

Rm

f(x) 〈δx(F ), G〉 dx = E [f(F )G] .

Proof: We have

f =
∫

Rm

f(x)δxdx,

where the integral is S−2k-valued and in the sense of Bochner. Thus, ap-
proximating the integral by Riemann sums we obtain

f(F ) =
∫

Rm

f(x)δx(F )dx,

in D
−2k,p. Finally, multiplying by G and taking expectations we get the

result. �
This lemma and previous remarks imply that for any G ∈ D

2k+2j,p, the
measure

µG(B) = E
[
1{F∈B}G

]
, B ∈ B(Rm)

has a density pG(x) = 〈δx(F ), G〉 ∈ C2j(Rm). In particular, 〈δx(F ), 1〉 is
the density of F and it will be infinitely differentiable.

2.1.6 Properties of the support of the law

Given a random vector F : Ω → R
m, the topological support of the law

of F is defined as the set of points x ∈ R
m such that P (|x − F | < ε) > 0

for all ε > 0. The following result asserts the connectivity property of the
support of a smooth random vector.
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Proposition 2.1.7 Let F = (F 1, . . . , Fm) be a random vector whose com-
ponents belong to D

1,p for some p > 1. Then, the topological support of the
law of F is a closed connected subset of R

m.

Proof: If the support of F is not connected, it can be decomposed as the
union of two nonempty disjoint closed sets A and B.

For each integer M ≥ 2 let ψM : R
m → R be an infinitely differentiable

function such that 0 ≤ ψM ≤ 1, ψM (x) = 0 if |x| ≥ M , ψM (x) = 1 if
|x| ≤M − 1, and supx,M |∇ψM (x)| <∞.

Set AM = A∩{|x| ≤M} and BM = B∩{|x| ≤M}. For M large enough
we have AM �= ∅ and BM �= ∅, and there exists an infinitely differentiable
function fM such that 0 ≤ fM ≤ 1, fM = 1 in a neighborhood of AM , and
fM = 0 in a neighborhood of BM .

The sequence (fMψM )(F ) converges a.s. and in Lp(Ω) to 1{F∈A} as M
tends to infinity. On the other hand, we have

D [(fMψM )(F )] =
m∑

i=1

[
(ψM∂ifM )(F )DF i + (fM∂iψM )(F )DF i

]

=
m∑

i=1

(fM∂iψM )(F )DF i.

Hence,

sup
M
‖D [(fMψM )(F )]‖H ≤

m∑

i=1

sup
M
‖∂iψM‖∞

∥
∥DF i

∥
∥

H
∈ Lp(Ω).

By Lemma 1.5.3 we get that 1{F∈A} belongs to D
1,p, and by Proposition

1.2.6 this is contradictory because 0 < P (F ∈ A) < 1. �
As a consequence, the support of the law of a random variable F ∈ D

1,p,
p > 1 is a closed interval. The next result provides sufficient conditions for
the density of F to be nonzero in the interior of the support.

Proposition 2.1.8 Let F ∈ D
1,p, p > 2, and suppose that F possesses a

density p(x) which is locally Lipschitz in the interior of the support of the
law of F . Let a be a point in the interior of the support of the law of F .
Then p(a) > 0.

Proof: Suppose p(a) = 0. Set r = 2p
p+2 > 1. From Proposition 1.2.6 we

know that 1{F>a} �∈ D
1,r because 0 < P (F > a) < 1. Fix ε > 0 and set

ϕε(x) =
∫ x

−∞

1
2ε

1[a−ε,a+ε](y)dy.

Then ϕε(F ) converges to 1{F>a} in Lr(Ω) as ε ↓ 0. Moreover, ϕε(F ) ∈ D
1,r

and
D(ϕε(F )) =

1
2ε

1[a−ε,a+ε](F )DF.
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We have

E (‖D(ϕε(F ))‖rH) ≤ (E(‖DF‖pH)
2

p+2

(
1

(2ε)2

∫ a+ε

a−ε

p(x)dx

) p
p+2

.

The local Lipschitz property of p implies that p(x) ≤ K|x − a|, and we
obtain

E (‖D(ϕε(F ))‖rH) ≤ (E(‖DF‖pH)
2

p+2 2−rK
p

p+2 .

By Lemma 1.5.3 this implies 1{F>a} ∈ D
1,r, resulting in a contradiction.

�
Sufficient conditions for the density of F to be continuously differentiable

are given in Exercise 2.1.8.
The following example shows that, unlike the one-dimensional case, in

dimension m > 1 the density of a nondegenerate random vector may vanish
in the interior of the support.

Example 2.1.1 Let h1 and h2 be two orthonormal elements of H. Define
X = (X1,X2), where

X1 = arctan W (h1),
X2 = arctan W (h2).

Then, Xi ∈ D
∞ and

DXi = (1 + W (hi)2)−1hi,

for i = 1, 2, and

det γX =
[
(1 + W (h1)2)(1 + W (h2)2)

]−2
.

The support of the law of the random vector X is the rectangle
[
−π

2 , π
2

]2,
and the density of X is strictly positive in the interior of the support. Now
consider the vector Y = (Y1, Y2) given by

Y1 = (X1 +
3π

2
) cos(2X2 + π),

Y2 = (X1 +
3π

2
) sin(2X2 + π).

We have that Yi ∈ D
∞ for i = 1, 2, and

det γY = 4(X1 +
3π

2
)2
[
(1 + W (h1)2)(1 + W (h2)2)

]−2
.

This implies that Y is a nondegenerate random vector. Its support is the
set {(x, y) : π2 ≤ x2 + y2 ≤ 4π2}, and the density of Y vanishes on the
points (x, y) in the support such that π < y < 2π and x = 0.
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For a nondegenerate random vector when the density vanishes, then all
its partial derivatives also vanish.

Proposition 2.1.9 Let F = (F 1, . . . , Fm) be a nondegenerate random vec-
tor in the sense of Definition 2.1.1 and denote its density by p(x). Then
p(x) = 0 implies δαp(x) = 0 for any multiindex α.

Proof: Suppose that p(x) = 0. For any nonnegative random variable
G ∈ D

∞, 〈δx(F ), G〉 ≥ 0 because this is the density of the measure µG(B) =
E
[
1{F∈B}G

]
, B ∈ B(Rm). Fix a complete orthonormal system {ei, i ≥ 1}

in H. For each n ≥ 1 the function ϕ : R
n → C given by

ϕ(t) =

〈

δx(F ), exp



i
n∑

j=1

tjW (ej)





〉

is nonnegative definite and continuous. Thus, there exists a measure νn on
R

n such that
ϕ(t) =

∫

Rn

ei〈t,x〉dνn(x).

Note that νn(Rn) = 〈δx(F ), 1〉 = p(x) = 0. So, this measure is zero and we
get that 〈δx(F ), G〉 = 0 for any polynomial random variable G ∈ P. This
implies that δx(F ) = 0 as an element of D

−∞.
For any multiindex α we have

∂αp(x) = ∂α 〈δx(F ), 1〉 = 〈(∂αδx) (F ), 1〉 .

Hence, it suffices to show that (∂αδx) (F ) vanishes. Suppose first that α =
{i}. We can write

D (δx(F )) =
m∑

i=1

(∂iδx) (F )DF i

as elements of D
−∞, which implies

(∂iδx) (F ) =
m∑

j=1

〈
D (δx(F )) ,DF j

〉
H

(γ−1
F )ji = 0

because D (δx(F )) = 0. The general case follows by recurrence. �

2.1.7 Regularity of the law of the maximum
of continuous processes

In this section we present the application of the Malliavin calculus to the
absolute continuity and smoothness of the density for the supremum of
a continuous process. We assume that the σ-algebra of the underlying
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probability space (Ω,F , P ) is generated by an isonormal Gaussian process
W = {W (h), h ∈ H}. Our first result provides sufficient conditions for the
differentiability of the supremum of a continuous process.

Proposition 2.1.10 Let X = {X(t), t ∈ S} be a continuous process parame-
trized by a compact metric space S. Suppose that

(i) E(supt∈S X(t)2) <∞;

(ii) for any t ∈ S, X(t) ∈ D
1,2, the H-valued process {DX(t), t ∈ S}

possesses a continuous version, and E(supt∈S ‖DX(t)‖2H) <∞.

Then the random variable M = supt∈S X(t) belongs to D
1,2.

Proof: Consider a countable and dense subset S0 = {tn, n ≥ 1} in S.
Define Mn = sup{X(t1), . . . , X(tn)}. The function ϕn : R

n → R defined
by ϕn(x1, . . . , xn) = max{x1, . . . , xn} is Lipschitz. Therefore, from Propo-
sition 1.2.4 we deduce that Mn belongs to D

1,2. The sequence Mn converges
in L2(Ω) to M . Thus, by Lemma 1.2.3 it suffices to see that the sequence
DMn is bounded in L2(Ω;H). In order to evaluate the derivative of Mn,
we introduce the following sets:

A1 = {Mn = X(t1)},
· · ·

Ak = {Mn �= X(t1), . . . ,Mn �= X(tk−1),Mn = X(tk)}, 2 ≤ k ≤ n.

By the local property of the operator D, on the set Ak the derivatives of
the random variables Mn and X(tk) coincide. Hence, we can write

DMn =
n∑

k=1

1Ak
DX(tk).

Consequently,

E(‖DMn‖2H) ≤ E

(
sup
t∈S
‖DX(t)‖2H

)
<∞,

and the proof is complete. �
We can now establish the following general criterion of absolute continu-

ity.

Proposition 2.1.11 Let X = {X(t), t ∈ S} be a continuous process parame-
trized by a compact metric space S verifying the hypotheses of Proposition
2.1.10. Suppose that ‖DX(t)‖H �= 0 on the set {t : X(t) = M}. Then
the law of M = supt∈S X(t) is absolutely continuous with respect to the
Lebesgue measure.
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Proof: By Theorem 2.1.3 it suffices to show that a.s. DM = DX(t) on
the set {t : X(t) = M}. Thus, if we define the set

G = {there exists t ∈ S : DX(t) �= DM, and X(t) = M},

then P (G) = 0. Let S0 = {tn, n ≥ 1} be a countable and dense subset of
S. Let H0 be a countable and dense subset of the unit ball of H. We can
write

G ⊂
⋃

s∈S0,r∈Q,r>0,k≥1,h∈H0

Gs,r,k,h,

where

Gs,r,k,h = {〈DX(t)−DM,h〉H >
1
k

for all t ∈ Br(s)} ∩ { sup
t∈Br(s)

Xt = M}.

Here Br(s) denotes the open ball with center s and radius r. Because it is a
countable union, it suffices to check that P (Gs,r,k,h) = 0 for fixed s, r, k, h.
Set M ′ = sup{X(t), t ∈ Br(s)} and M ′

n = sup{X(ti), 1 ≤ i ≤ n, ti ∈
Br(s)}. By Lemma 1.2.3, DM ′

n converges to DM ′ in the weak topology of
L2(Ω;H) as n tends to infinity, but on the set Gs,r,k,h we have

〈DM ′
n −DM ′, h〉H ≥

1
k

for all n ≥ 1. This implies that P (Gs,r,k,h) = 0. �
Consider the case of a continuous Gaussian process X = {X(t), t ∈ S}

with covariance function K(s, t), and suppose that the Gaussian space H1

is the closed span of the random variables X(t). We can choose as Hilbert
space H the closed span of the functions {K(t, ·), t ∈ S} with the scalar
product

〈K(t, ·),K(s, ·)〉H = K(t, s),

that is, H is the reproducing kernel Hilbert space (RKHS) (see [13]) as-
sociated with the process X. The space H contains all functions of the
form ϕ(t) = E(Y X(t)), where Y ∈ H1. Then, DX(t) = K(t, ·) and
‖DX(t)‖H = K(t, t). As a consequence, the criterion of the above propo-
sition reduces to K(t, t) �= 0 on the set {t : X(t) = M}.

Let us now discuss the differentiability of the density of M = supt∈S X(t).
If S = [0, 1] and the process X is a Brownian motion, then the law of M
has the density

p(x) =
2√
2π

e−
x2
2 1[0,∞)(x).

Indeed, the reflection principle (see [292, Proposition III.3.7]) implies that
P{supt∈[0,1] X(t) > a} = 2P{X(1) > a} for all a > 0. Note that p(x) is
infinitely differentiable in (0,+∞).
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Consider now the case of a two-parameter Wiener process on the unit
square W = {W (z), z ∈ [0, 1]2}. That is, S = T = [0, 1]2 and µ is the
Lebesgue measure. Set M = supz∈[0,1]2 W (z). The explicit form of the
density of M is unknown. We will show that the density of M is infinitely
differentiable in (0,+∞), but first we will show some preliminary results.

Lemma 2.1.8 With probability one the Wiener sheet W attains its maxi-
mum on [0, 1]2 on a unique random point (S, T ).

Proof: We want to show that the set

G =

{

ω : sup
z∈[0,1]2

W (z) = W (z1) = W (z2) for some z1 �= z2

}

has probability zero. For each n ≥ 1 we denote by Rn the class of dyadic
rectangles of the form [(j − 1)2−n, j2−n] × [(k − 1)2−n, k2−n], with 1 ≤
j, k ≤ 2n. The set G is included in the countable union

⋃

n≥1

⋃

R1,R2∈Rn,R1∩R2=∅

{
sup
z∈R1

W (z) = sup
z∈R2

W (z)
}

.

Finally, it suffices to check that for each n ≥ 1 and for any couple of dis-
joint rectangles R1, R2 with sides parallel to the axes, P{supz∈R1

W (z) =
supz∈R2

W (z)} = 0 (see Exercise 2.1.7). �

Lemma 2.1.9 The random variable M = supz∈[0,1]2 W (z) belongs to D
1,2

and DzM = 1[0,S]×[0,T ](z), where (S, T ) is the point where the maximum
is attained.

Proof: We introduce the approximation of M defined by

Mn = sup{W (z1), . . . , W (zn)},

where {zn, n ≥ 1} is a countable and dense subset of [0, 1]2. It holds that

DzMn = 1[0,Sn]×[0,Tn](z),

where (Sn, Tn) is the point where Mn = W (Sn, Tn). We know that the
sequence of derivatives DMn converges to DM in the weak topology of
L2([0, 1]2 × Ω). On the other hand, (Sn, Tn) converges to (S, T ) almost
surely. This implies the result. �

As an application of Theorem 2.1.4 we can prove the regularity of the
density of M .

Proposition 2.1.12 The random variable M = supz∈[0,1]2 W (z) possesses
an infinitely differentiable density on (0,+∞).
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Proof: Fix a > 0 and set A = (a,+∞). By Theorem 2.1.4 it suffices to
show that M is locally nondegenerate in A in the sense of Definition 2.1.2.
Define the following random variables:

Ta = inf{t : sup
{0≤x≤1,0≤y≤t}

W (x, y) > a}

and
Sa = inf{s : sup

{0≤x≤s,0≤y≤1}
W (x, y) > a}.

We recall that Sa and Ta are stopping times with respect to the one-
parameter filtrations F1

s = σ{W (x, y) : 0 ≤ x ≤ s, 0 ≤ y ≤ 1} and
F2

t = σ{W (x, y) : 0 ≤ x ≤ 1, 0 ≤ y ≤ t}.
Note that (Sa, Ta) ≤ (S, T ) on the set {M > a}. Hence, by Lemma 2.1.9

it holds that DzM(ω) = 1 for almost all (z, ω) such that z ≤ (Sa(ω), Ta(ω))
and M(ω) > a.

For every 0 < γ < 1
2 and p > 2 such that 1

2p < γ < 1
2 −

1
2p , we define the

Hölder seminorm on C0([0, 1]),

‖f‖p,γ =

(∫

[0,1]2

|f(x)− f(y)|2p

|x− y|1+2pγ
dxdy

) 1
2p

.

We denote by Hp,γ the Banach space of continuous functions on [0, 1] van-
ishing at zero and having a finite (p, γ) norm.

We define two families of random variables:

Y 1(σ) =
∫

[0,σ]2

‖W (s, ·)−W (s′, ·)‖2p
p,γ

|s− s′|1+2pγ
dsds′

and

Y 2(τ) =
∫

[0,τ ]2

‖W (·, t)−W (·, t′)‖2p
p,γ

|t− t′|1+2pγ
dtdt′,

where σ, τ ∈ [0, 1]. Set Y (σ, τ) = Y 1(σ) + Y 2(τ).
We claim that there exists a constant R, depending on a, p, and γ, such

that

Y (σ, τ) ≤ R implies sup
z∈[0,σ]×[0,1]∪[0,1]×[0,τ ]

Wz ≤ a. (2.36)

In order to show this property, we first apply Garsia, Rodemich, and Rum-
sey’s lemma (see Appendix, Lemma A.3.1) to the Hp,γ-valued function
s ↪→W (s, ·). From this lemma, and assuming Y 1(σ) < R, we deduce

‖W (s, ·)−W (s′, ·)‖2p
p,γ ≤ cp,γR|s− s′|2pγ−1
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for all s, s′ ∈ [0, σ]. Hence,

‖W (s, ·)‖2p
p,γ ≤ cp,γR

for all s ∈ [0, σ]. Applying the same lemma to the real-valued function
t ↪→W (s, t) (s is now fixed), we obtain

|W (s, t)−W (s, t′)|2p ≤ c2
p,γR|t− t′|2pγ−1

for all t, t′ ∈ [0, 1]. Hence,

sup
0≤s≤σ,0≤t≤1

|W (s, t)| ≤ c1/p
p,γ R

1
2p .

Similarly, we can prove that

sup
0≤s≤1,0≤t≤τ

|W (s, t)| ≤ c1/p
p,γ R

1
2p ,

and it suffices to choose R in such a way that c
1/p
p,γ R

1
2p < a.

Now we introduce the stochastic process uA(s, t) and the random variable
γA that will verify the conditions of Definition 2.1.2.

Let ψ : R+ → R+ be an infinitely differentiable function such that ψ(x) =
0 if x > R, ψ(x) = 1 if x < R

2 , and 0 ≤ ψ(x) ≤ 1. Then we define

uA(s, t) = ψ(Y (s, t))

and

γA =
∫

[0,1]2
ψ(Y (s, t))dsdt.

On the set {M > a} we have

(1) ψ(Y (s, t)) = 0 if (s, t) �∈ [0, Sa] × [0, Ta]. Indeed, if ψ(Y (s, t)) �= 0,
then Y (s, t) ≤ R (by definition of ψ) and by (2.36) this would imply
supz∈[0,s]×[0,1]∪[0,1]×[0,t] Wz ≤ a, and, hence, s ≤ Sa, t ≤ Ta, which is
contradictory.

(2) Ds,tM = 1 if (s, t) ∈ [0, Sa]× [0, Ta], as we have proven before.

Consequently, on {M > a} we obtain

〈DM,uA〉H =
∫

[0,1]2
Ds,tMψ(Y (s, t))dsdt

=
∫

[0,Sa]×[0,Ta]

ψ(Y (s, t))dsdt = γA.
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We have γA ∈ D
∞ and uA ∈ D

∞(H) because the variables Y 1(s) and Y 2(t)
are in D

∞ (see Exercise 1.5.4 and [3]). So it remains to prove that γ−1
A has

moments of all orders. We have
∫

[0,1]2
ψ(Y (s, t))dsdt ≥

∫

[0,1]2
1{Y (s,t)< R

2 }dsdt

= λ2{(s, t) ∈ [0, 1]2 : Y 1(s) + Y 2(t) <
R

2
}

≥ λ1{s ∈ [0, 1] : Y 1(s) <
R

4
}

×λ1{t ∈ [0, 1] : Y 2(t) <
R

4
}

= (Y 1)−1(
R

4
)(Y 2)−1(

R

4
).

Here we have used the fact that the stochastic processes Y 1 and Y 2 are
continuous and increasing. Finally for any ε we can write

P ((Y 1)−1(
R

4
) < ε) = P (

R

4
< Y 1(ε))

≤ P

(∫

[0,ε]2

‖W (s, ·)−W (s′, ·)‖2p
p,γ

|s− s′|1+2pγ
dsds′ >

R

4

)

≤ (
4
R

)pE

(∣∣
∣
∣
∣

∫

[0,ε]2

‖W (s, ·)−W (s′, ·)‖2p
p,γ

|s− s′|1+2pγ
dsds′

∣
∣
∣
∣
∣

p)

≤ Cε2p

for some constant C > 0. This completes the proof of the theorem. �

Exercises
2.1.1 Show that if F is a random variable in D

2,4 such that E(‖DF‖−8) <
∞, then DF

‖DF‖2 ∈ Dom δ and

δ

(
DF

‖DF‖2H

)
= − LF

‖DF‖2H
− 2
〈DF ⊗DF,D2F 〉H⊗H

‖DF‖4H
.

Hint: Show first that DF
‖DF‖2

H+ε
belongs to Dom δ for any ε > 0 using

Proposition 1.3.3, and then let ε tend to zero.

2.1.2 Let u = {ut, t ∈ [0, 1]} be an adapted continuous process belonging
to L

1,2 and such that sups,t∈[0,1] E[|Dsut|2] <∞. Show that if u1 �= 0 a.s.,

then the random variable F =
∫ 1

0
usdWs has an absolutely continuous law.

2.1.3 Suppose that F is a random variable in D
1,2, and let h be an element

of H such that 〈DF, h〉H �= 0 a.s. and h
〈DF,h〉H

belongs to the domain of δ.
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Show that F possesses a continuous and bounded density given by

f(x) = E

(
1{F>x}δ

(
h

〈DF, h〉H

))
.

2.1.4 Let F be a random variable in D
1,2 such that Gk

DF
‖DF‖2

H
belongs to

Dom δ for any k = 0, . . . , n, where G0 = 1 and

Gk = δ

(
Gk−1

DF

‖DF‖2H

)

if 1 ≤ k ≤ n + 1. Show that F has a density of class Cn and

f (k)(x) = (−1)kE
[
1{F>x}Gk+1

]
,

0 ≤ k ≤ n.

2.1.5 Let F ≥ 0 be a random variable in D
1,2 such that DF

‖DF‖2
H
∈ Dom δ.

Show that the density f of F verifies

‖f‖p ≤ ‖δ
(

DF

‖DF‖2H

)
‖q(E(F ))

1
p

for any p > 1, where q is the conjugate of p.

2.1.6 Let W = {Wt, t ≥ 0} be a standard Brownian motion, and consider
a random variable F in D

1,2. Show that for all t ≥ 0, except for a countable
set of times, the random variable F +Wt has an absolutely continuous law
(see [218]).

2.1.7 Let W = {W (s, t), (s, t) ∈ [0, 1]2} be a two-parameter Wiener process.
Show that for any pair of disjoint rectangles R1, R2 with sides parallel to
the axes we have

P{ sup
z∈R1

W (z) = sup
z∈R2

W (z)} = 0.

Hint: Fix a rectangle [a, b] ⊂ [0, 1]2. Show that the law of the random
variable supz∈[a,b] W (z) conditioned by the σ-field generated by the family
{W (s, t), s ≤ a1} is absolutely continuous.

2.1.8 Let F ∈ D
3,α, α > 4, be a random variable such that E(‖DF‖−p

H ) <
∞ for all p ≥ 2. Show that the density p(x) of F is continuously differen-
tiable, and compute p′(x).

2.1.9 Let F = (F 1, . . . , Fm) be a random vector whose components belong
to the space D

∞. We denote by γF the Malliavin matrix of F . Suppose
that det γF > 0 a.s. Show that the density of F is lower semicontinuous.
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Hint: The density of F is the nondecreasing limit as N tends to infinity
of the densities of the measures [ΨN (γF ) ·P ] ◦F−1 introduced in the proof
of Theorem 2.1.1.

2.1.10 Let F = (W (h1) + W (h2))e−W (h2)
2
, where h1, h2 are orthonormal

elements of H. Show that F ∈ D
∞, ‖DF‖H > 0 a.s., and the density of F

has a lower semicontinuous version satisfying p(0) = +∞ (see [197]).

2.1.11 Show that the random variable F =
∫ 1

0
t2 arctan(Wt)dt, where W

is a Brownian motion, has a C∞ density.

2.1.212 Let W = {W (s, t), (s, t) ∈ [0, 1]2} be a two-parameter Wiener
process. Show that the density of sup(s,t)∈[0,1]2 W (s, t) is strictly positive
in (0,+∞).

Hint: Apply Proposition 2.1.8.

2.2 Stochastic differential equations

In this section we discuss the existence, uniqueness, and smoothness of so-
lutions to stochastic differential equations. Suppose that (Ω,F , P ) is the
canonical probability space associated with a d-dimensional Brownian mo-
tion {W i(t), t ∈ [0, T ], 1 ≤ i ≤ d} on a finite interval [0, T ]. This means
Ω = C0([0, T ]; Rd), P is the d-dimensional Wiener measure, and F is the
completion of the Borel σ-field of Ω with respect to P . The underlying
Hilbert space here is H = L2([0, T ]; Rd).

Let Aj , B : [0, T ] × R
m → R

m, 1 ≤ j ≤ d, be measurable functions
satisfying the following globally Lipschitz and boundedness conditions:

(h1)
∑d

j=1 |Aj(t, x)− Aj(t, y)|+ |B(t, x)− B(t, y)| ≤ K|x− y|, for any
x, y ∈ R

m, t ∈ [0, T ];

(h2) t→ Aj(t, 0) and t→ B(t, 0) are bounded on [0, T ].

We denote by X = {X(t), t ∈ [0, T ]} the solution of the following m-
dimensional stochastic differential equation:

X(t) = x0 +
d∑

j=1

∫ t

0

Aj(s,X(s))dW j
s +

∫ t

0

B(s,X(s))ds, (2.37)

where x0 ∈ R
m is the initial value of the process X. We will show that

there is a unique continuous solution to this equation, such that for all
t ∈ [0, T ] and for all i = 1, . . . ,m the random variable Xi(t) belongs to
the space D

1,p for all p ≥ 2. Furthermore, if the coefficients are infinitely
differentiable in the space variable and their partial derivatives of all orders
are uniformly bounded, then Xi(t) belongs to D

∞.
From now on we will use the convention of summation over repeated

indices.
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2.2.1 Existence and uniqueness of solutions

Here we will establish an existence and uniqueness result for equations
that are generalizations of (2.37). This more general type of equation will
be satisfied by the iterated derivatives of the process X.

Let V = {V (t), 0 ≤ t ≤ T} be a continuous and adapted M -dimensional
stochastic process such that

βp = sup
0≤t≤T

E(|V (t)|p) <∞

for all p ≥ 2. Suppose that

σ : R
M × R

m → R
m ⊗ R

d and b : R
M × R

m → R
m

are measurable functions satisfying the following conditions, for a positive
constant K:

(h3) |σ(x, y)−σ(x, y′)|+ |b(x, y)− b(x, y′)| ≤ K|y−y′|, for any x ∈ R
M ,

y, y′ ∈ R
m;

(h4) the functions x → σ(x, 0) and x → b(x, 0) have at most polynomial
growth order (i.e., |σ(x, 0)|+ |b(x, 0)| ≤ K(1 + |x|ν) for some integer
ν ≥ 0).

With these assumptions, we have the next result.

Lemma 2.2.1 Consider a continuous and adapted m-dimensional process
α = {α(t), 0 ≤ t ≤ T} such that dp = E(sup0≤t≤T |α(t)|p) < ∞ for all
p ≥ 2. Then there exists a unique continuous and adapted m-dimensional
process Y = {Y (t), 0 ≤ t ≤ T} satisfying the stochastic differential equation

Y (t) = α(t) +
∫ t

0

σj(V (s), Y (s))dW j
s +

∫ t

0

b(V (s), Y (s))ds. (2.38)

Moreover,

E

(
sup

0≤t≤T
|Y (t)|p

)
≤ C1

for any p ≥ 2, where C1 is a positive constant depending on p, T,K, βpν ,m,
and dp.

Proof: Using Picard’s iteration scheme, we introduce the processes Y0(t) =
α(t) and

Yn+1(t) = α(t) +
∫ t

0

σj(V (s), Yn(s))dW j
s +

∫ t

0

b(V (s), Yn(s))ds (2.39)
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if n ≥ 0. By a recursive argument one can show that Yn is a continuous
and adapted process such that

E

(
sup

0≤t≤T
|Yn(t)|p

)
<∞ (2.40)

for any p ≥ 2. Indeed, applying Doob’s maximal inequality (A.2) and Burk-
holder’s inequality (A.4) for m-dimensional martingales, and making use
of hypotheses (h3) and (h4), we obtain

E

(
sup

0≤t≤T
|Yn+1(t)|p

)

≤ cp

[

dp + E

(∣∣
∣
∣
∣

∫ T

0

σj(V (s), Yn(s))dW j
s

∣
∣
∣
∣
∣

p)

+ E

((∫ T

0

|b(V (s), Yn(s))| ds

)p)]

≤ cp

[

dp + c′pK
pT p−1

∫ T

0

(1 + E(|V (s)|νp) + E(|Yn(s)|p)) ds

]

≤ cp

[
dp + c′pK

pT p

(
1 + βνp + sup

0≤t≤T
E(|Yn(t)|p)

)]
,

where cp and c′p are constants depending only on p. Thus, Eq. (2.40) holds.
Again applying Doob’s maximal inequality, Burkholder’s inequality, and

condition (h3), we obtain, for any p ≥ 2,

E

(
sup

0≤t≤T
|Yn+1(t)− Yn(t)|p

)
≤ cpK

pT p−1

∫ T

0

E (|Yn(s)− Yn−1(s)|p) ds.

It follows inductively that the preceding expression is bounded by

1
n!

(cpK
pT p−1)n+1 sup

0≤s≤T
E(|Y1(s)|p).

Consequently, we have

∞∑

n=0

E

(
sup

0≤t≤T
|Yn+1(t)− Yn(t)|p

)
<∞,

which implies the existence of a continuous process Y satisfying (2.38) and
such that E(sup0≤t≤T |Y (t)|p) ≤ C1 for all p ≥ 2. The uniqueness of the
solution is derived by means of a similar method. �

As a consequence, taking V (t) = t in the Lemma 2.2.1 produces the
following result.
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Corollary 2.2.1 Assume that the coefficients Aj and B of Eq. (2.37) are
globally Lipschitz and have linear growth (conditions (h1) and (h2)). Then
there exists a unique continuous solution X = {X(t), t ∈ [0, T ]} to Eq.
(2.37). Moreover,

E

(
sup

0≤t≤T
|X(t)|p

)
≤ C1

for any p ≥ 2, where C1 is a positive constant depending on p, T,K, ν, and
x0.

2.2.2 Weak differentiability of the solution

We will first consider the case where the coefficients Aj and B of the sto-
chastic differential equation (2.37) are globally Lipschitz functions and have
linear growth. Our aim is to show that the coordinates of the solution at
each time t ∈ [0, T ] belong to the space D

1,∞ = ∩p≥1D
1,p. To show this re-

sult we will make use of an extension of the chain rule to Lipschitz functions
established in Proposition 1.2.4.

We denote by Dj
t (F ), t ∈ [0, T ], j = 1, . . . , d, the derivative of a random

variable F as an element of L2([0, T ] × Ω; Rd) � L2(Ω;H). Similarly we
denote by Dj1,...,jN

t1,...,tN
(F ) the Nth derivative of F .

Using Proposition 1.2.4, we can show the following result.

Theorem 2.2.1 Let X = {X(t), t ∈ [0, T ]} be the solution to Eq. (2.37),
where the coefficients are supposed to be globally Lipschitz functions with
linear growth (hypotheses (h1) and (h2)). Then Xi(t) belongs to D

1,∞ for
any t ∈ [0, T ] and i = 1, . . . ,m. Moreover,

sup
0≤r≤t

E
(

sup
r≤s≤T

|Dj
rX

i(s)|p
)

<∞,

and the derivative Dj
rX

i(t) satisfies the following linear equation:

Dj
rX(t) = Aj(r,X(r)) +

∫ t

r

Ak,α(s)Dj
r(X

k(s))dWα
s

+
∫ t

r

Bk(s)Dj
rX

k(s)ds (2.41)

for r ≤ t a.e., and
Dj

rX(t) = 0

for r > t a.e., where Ak,α(s) and Bk(s) are uniformly bounded and adapted
m-dimensional processes.

Proof: Consider the Picard approximations given by

X0(t) = x0,

Xn+1(t) = x0 +
∫ t

0

Aj(s,Xn(s))dW j
s +

∫ t

0

B(s,Xn(s))ds (2.42)
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if n ≥ 0. We will prove the following property by induction on n:

(P) Xi
n(t) ∈ D

1,∞ for all i = 1, . . . ,m, n ≥ 0, and t ∈ [0, T ]; further-
more, for all p > 1 we have

ψn(t) := sup
0≤r≤t

E

(

sup
s∈[r,t]

|DrXn(s)|p
)

<∞ (2.43)

and

ψn+1(t) ≤ c1 + c2

∫ t

0

ψn(s)ds, (2.44)

for some constants c1, c2.

Clearly, (P) holds for n = 0. Suppose it is true for n. Applying Proposi-
tion 1.2.4 to the random vector Xn(s) and to the functions Ai

j and Bi, we
deduce that the random variables Ai

j(s,Xn(s)) and Bi(s,Xn(s)) belong

to D
1,2 and that there exist m-dimensional adapted processes A

n,i

j (s) =

(A
n,i

j,1(s), . . . , A
n,i

j,m(s)) and B
n,i

(s) = (B
n,i

1 (s), . . . , B
n,i

m (s)), uniformly boun-
ded by K, such that

Dr[Ai
j(s,Xn(s))] = A

n,i

j,k(s)Dr(Xk
n(s))1{r≤s} (2.45)

and

Dr[Bi(s,Xn(s))] = B
n,i

k (s)Dr(Xk
n(s))1{r≤s}. (2.46)

In fact, these processes are obtained as the weak limit of the sequences
{∂k[Ai

j ∗ αm](s,Xn(s)),m ≥ 1} and {∂k[Bi ∗ αm](s,Xn(s)),m ≥ 1}, where
αm denotes an approximation of the identity, and it is easy to check the
adaptability of the limit. From Proposition 1.5.5 we deduce that the random
variables Ai

j(s,Xn(s)) and Bi(s,Xn(s)) belong to D
1,∞.

Thus the processes {Dl
r[A

i
j(s,Xn(s))], s ≥ r} and {Dl

r[B
i(s,Xn(s))], s ≥

r} are square integrable and adapted, and from (2.45) and (2.46) we get

|Dr[Ai
j(s,Xn(s))]| ≤ K|DrXn(s)|, |Dr[Bi(s,Xn(s))]| ≤ K|DrXn(s)|.

(2.47)
Using Lemma 1.3.4 we deduce that the Itô integral

∫ t

0
Ai

j(s,Xn(s))dW j
s

belongs to the space D
1,2, and for r ≤ t we have

Dl
r[
∫ t

0

Ai
j(s,Xn(s))dW j

s ] = Ai
l(r,Xn(r)) +

∫ t

r

Dl
r[A

i
j(s,Xn(s))]dW j

s .

(2.48)
On the other hand,

∫ t

0
Bi(s,Xn(s))ds ∈ D

1,2, and for r ≤ t we have

Dl
r[
∫ t

0

Bi(s,Xn(s))ds] =
∫ t

r

Dl
r[B

i(s,Xn(s))]ds. (2.49)
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From these equalities and Eq. (2.42) we see that Xi
n+1(t) ∈ D

1,∞ for all
t ∈ [0, T ], and we obtain

E

(
sup

r≤s≤t
|Dj

rXn+1(s)|p
)
≤ cp

[
γp + T p−1Kp

∫ t

r

E
(
|Dj

rXn(s)|p
)
ds

]
,

(2.50)
where

γp = sup
n,j

E( sup
0≤t≤T

|Aj(t,Xn(t))|p) <∞.

So (2.43) and (2.44) hold for n + 1. From Lemma 2.2.1 we know that

E

(
sup
s≤T
|Xn(s)−X(s)|p

)
−→ 0

as n tends to infinity. By Gronwall’s lemma applied to (2.50) we deduce
that derivatives of the sequence Xi

n(t) are bounded in Lp(Ω;H) uniformly
in n for all p ≥ 2. Therefore, from Proposition 1.5.5 we deduce that the
random variables Xi(t) belong to D

1,∞. Finally, applying the operator D
to Eq. (2.37) and using Proposition 1.2.4, we deduce the linear stochastic
differential equation (2.41) for the derivative of Xi(t). �

If the coefficients of Eq. (2.37) are continuously differentiable, then we
can write

A
i

k,l(s) = (∂kAi
l)(s,X(s))

and
B

i

k(s) = (∂kBi)(s,X(s)).

In order to prove the existence of higher-order derivatives, we will need
the following technical lemma.

Consider adapted and continuous processes α = {α(r, t), t ∈ [r, T ]} and
V = {Vj(t), 0 ≤ t ≤ T, j = 0, . . . , d} such that α is m-dimensional and Vj is
uniformly bounded and takes values on the set of matrices of order m×m.
Suppose that the random variables αi(r, t) and V kl

j (t) belong to D
1,∞ for

any i, j, k, l, and satisfy the following estimates:

sup
0≤r≤T

E

(
sup

r≤t≤T
|α(r, t)|p

)
< ∞,

sup
0≤s≤T

E

(
sup

s≤t≤T
|DsVj(t)|p

)
< ∞,

sup
0≤s,r≤T

E

(
sup

r∨s≤t≤T
|Dsα(r, t)|p

)
< ∞,

for any p ≥ 2 and any j = 0, . . . , d.
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Lemma 2.2.2 Let Y = {Y (t), r ≤ t ≤ T} be the solution of the linear
stochastic differential equation

Y (t) = α(r, t) +
∫ t

r

Vj(s)Y (s)dW j
s +

∫ t

r

V0(s)Y (s)ds. (2.51)

Then {Y i(t)} belongs to D
1,∞ for any i = 1, . . . ,m, and the derivative

DsY
i(t) verifies the following linear equation, for s ≤ t:

Dj
sY (t) = Dj

sα(r, t) + Vj(s)Y (s)1{r≤s≤t}

+
∫ t

r

[Dj
sVl(u)Y (u) + Vl(u)Dj

sY (u)]dW l
u

+
∫ t

r

[Dj
sV0(u)Y (u) + V0(u)Dj

sY (u)]du. (2.52)

Proof: The proof can be done using the same technique as the proof of
Theorem 2.2.1, and so we will omit the details. The main idea is to observe
that Eq. (2.51) is a particular case of (2.38) when the coefficients σj and
b are linear. Consider the Picard approximations defined by the recursive
equations (2.39). Then we can show by induction that the variables Y i

n(t)
belong to D

1,∞ and satisfy the equation

Dj
sYn+1(t) = Dj

sα(r, t) + Vj(s)Yn(s)1{r≤s≤t}

+
∫ t

r

[Dj
sVl(u)Yn(u) + Vl(u)Dj

sYn(u)]dW l
u

+
∫ t

r

[Dj
sV0(u)Yn(u) + V0(u)Dj

sYn(u)]du.

Finally, we conclude our proof as we did in the proof of Theorem 2.2.1. �
Note that under the assumptions of Lemma 2.2.2 the solution Y of Eq.

(2.51) satisfies the estimates

E

(
sup

0≤t≤T
|Y (t)|p

)
< ∞,

sup
0≤s≤t

E

(
sup

r≤t≤T
|DsY (t)|p

)
< ∞,

for all p ≥ 2.

Theorem 2.2.2 Let X be the solution of the stochastic differential equa-
tion (2.37), and suppose that the coefficients Ai

j and Bi are infinitely dif-
ferentiable functions in x with bounded derivatives of all orders greater than
or equal to one and that the functions Ai

j(t, 0) and Bi(t, 0) are bounded.
Then Xi(t) belongs to D

∞ for all t ∈ [0, T ], and i = 1, . . . ,m.
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Proof: We know from Theorem 2.2.1 that for any i = 1, . . . ,m and
any t ∈ [0, T ], the random variable Xi(t) belongs to D

1,p for all p ≥ 2.
Furthermore, the derivative Dj

rX
i(t) verifies the following linear stochastic

differential equation:

Dj
rX

i(t) = Ai
j(r,Xr) +

∫ t

r

(∂kAi
l)(s,X(s))Dj

rX
k(s)dW l

s

+
∫ t

r

(∂kB)(s,X(s))Dj
rX

k(s)ds. (2.53)

Now we will recursively apply Lemma 2.2.2 to this linear equation. We
will denote by Dj1,...,jN

r1,...,rN
(X(t)) the iterated derivative of order N . We have to

introduce some notation. For any subset K = {ε1 < · · · < εη} of {1, . . . , N},
we put j(K) = jε1 , . . . , jεη

and r(K) = rε1 , . . . , rεη
. Define

αi
l,j1,...,jN

(s, r1, . . . , rN ) =
∑

(∂k1 · · · ∂kν
Ai

l)(s,X(s))

×D
j(I1)
r(I1)

[Xk1(s)] · · ·Dj(Iν)
r(Iν)[X

kν (s)]

and

βi
j1,...,jN

(s, r1, . . . , rN ) =
∑

(∂k1 · · · ∂kν
Bi)(s,X(s))

×D
j(I1)
r(I1)

[Xk1(s)] · · ·Dj(Iν)
r(Iν)[X

kν (s)],

where the sums are extended to the set of all partitions {1, . . . , N} =
I1 ∪ · · · ∪ Iν . We also set αi

j(s) = Ai
j(s,X(s)). With these notations we will

recursively show the following properties for any integer N ≥ 1:

(P1) For any t ∈ [0, T ], p ≥ 2, and i = 1, . . . ,m, Xi(t) belongs to D
N,p,

and

sup
r1,...,rN∈[0,T ]

E

(
sup

r1∨···∨rN≤t≤T
|Dr1,...,rN

(X(t))|p
)

<∞.

(P2) The Nth derivative satisfies the following linear equation:

Dj1,...,jN
r1,...,rN

(Xi(t)) =
N∑

ε=1

αi
jε,j1,...,jε−1,jε+1,...,jN

(rε, r1, . . . , rε−1, rε+1, . . . , rN )

+
∫ t

r1∨···∨rN

[
αi

l,j1,...,jN
(s, r1, . . . , rN )dW l

s

+βi
j1,...,jN

(s, r1, . . . , rN )ds
]

(2.54)

if t ≥ r1 ∨ · · · ∨ rN , and Dj1,...,jN
r1,...,rN

(X(t)) = 0 if t < r1 ∨ · · · ∨ rN .
We know that these properties hold for N = 1 because of Theorem 2.2.1.

Suppose that the above properties hold up to the index N . Observe that
αi

l,j1,...,jN
(s, r1, . . . , rN ) is equal to

(∂kAi
l)(s,X(s))Dj1,...,jN

r1,...,rN
(Xk(s))
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(this term corresponds to ν = 1) plus a polynomial function on the deriv-
atives (∂k1 · · · ∂kν

Ai
l)(s,X(s)) with ν ≥ 2, and the processes D

j(I)
r(I)(X

k(s)),
with card(I) ≤ N − 1. Therefore, we can apply Lemma 2.2.2 to r =
r1 ∨ · · · ∨ rN , and the processes

Y (t) = Dj1,...,jN
r1,...,rN

(X(t)), t ≥ r,

V ik
j (t) = (∂kAi

j)(s,X(s)), 1 ≤ i, k ≤ m, j = 1, . . . , d,

and α(r, t) is equal to the sum of the remaining terms in the right-hand
side of Eq. (2.54).

Notice that with the above notations we have

Dj
r

[
αi

l,j1,...,jN
(t, r1, . . . , rN )

]
= αi

l,j1,...,jN ,j(t, r1, . . . , rN , r)

and
Dj

r

[
βi

j1,...,jN
(t, r1, . . . , rN )

]
= βi

j1,...,jN ,j(t, r1, . . . , rN , r).

Using these relations and computing the derivative of (2.54) by means
of Lemma 2.2.2, we obtain

Dj
rD

j1,...,jN
r1,...,rN

(Xi(t))

=
N∑

ε=1

αi
jε,j1,...,jε−1,jε+1,...,jN ,j (rε, r1, . . . , rε−1, rε+1, . . . , rN , r)

+αi
j,j1,...,jN

(r, r1, . . . , rN )

+
∫ t

r1∨···∨rN

[
αi

l,j1,...,jN ,j(s, r1, . . . , rN , r)dW l
s

+βi
j1,...,jN ,j(s, r1, . . . , rN , r)ds

]
,

which implies that property (P2) holds for N +1. The estimates of property
(P1) are also easily derived. The proof of the theorem is now complete. �

Exercises
2.2.1 Let σ and b be continuously differentiable functions on R with boun-
ded derivatives. Consider the solution X = {Xt, t ∈ [0, T ]} of the stochastic
differential equation

Xt = x0 +
∫ t

0

σ(Xs)dWs +
∫ t

0

b(Xs)ds.

Show that for s ≤ t we have

DsXt = σ(Xs) exp
(∫ t

0

σ′(Xs)dWs +
∫ t

0

[b′ − 1
2
(σ′)2](Xs)ds

)
.
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2.2.2 (Doss [84]) Suppose that σ is a function of class C2(R) with bounded
first and second partial derivatives and that b is Lipschitz continuous. Show
that the one-dimensional stochastic differential equation

Xt = x0 +
∫ t

0

σ(Xs)dWs +
∫ t

0

[b +
1
2
σσ′ ](Xs)ds (2.55)

has a solution that can be written in the form Xt = u(Wt, Yt), where

(i) u(x, y) is the solution of the ordinary differential equation

∂u

∂x
= σ(u), u(0, y) = y;

(ii) for each ω ∈ Ω, {Yt(ω), t ≥ 0} is the solution of the ordinary differ-
ential equation

Y ′
t (ω) = f(Wt(ω), Yt(ω)), Y0(ω) = x0,

where f(x, y) = b(u(x, y))
(

∂u
∂y

)−1

= b(u(x, y)) exp(−
∫ x

0
σ′(u(z, y)dz).

Using the above representation of the solution to Eq. (2.55), show that
Xt belongs to D

1,p for all p ≥ 2 and compute the derivative DsXt.

2.3 Hypoellipticity and Hörmander’s theorem

In this section we introduce nondegeneracy conditions on the coefficients of
Eq. (2.37) and show that under these conditions the solution X(t) at any
time t ∈ (0, T ] has a (smooth) density. Clearly, if the subspace spanned
by {Aj(t, y), B(t, y); 1 ≤ j ≤ d, t ∈ [0, T ], y ∈ R

m} has dimension strictly
smaller than m, then the law of X(t), for all t ≥ 0, will be singular with
respect to the Lebesgue measure. We thus need some kind of nondegeneracy
assumption.

2.3.1 Absolute continuity in the case of Lipschitz coefficients

Let {X(t), t ∈ [0, T ]} be the solution of the stochastic differential equation
(2.37), where the coefficients are supposed to be globally Lipschitz functions
with linear growth. In Theorem 2.2.1 we proved that Xi(t) belongs to D

1,∞

for all i = 1, . . . ,m and t ∈ [0, T ], and we found that the derivative Dj
rX

i
t

satisfies the following linear stochastic differential equation:

Dj
rX

i
t = Ai

j(r,Xr) +
∫ t

r

A
i

k,l(s)D
j
rX

k
s dW l

s

+
∫ t

r

B
i

k(s)Dj
rX

k
s ds. (2.56)
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We are going to deduce a simpler expression for the derivative DXi
t .

Consider the m×m matrix-valued process defined by

Y i
j (t) = δi

j +
∫ t

0

[
A

i

k,l(s)Y
k
j (s)dW l

s + B
i

k(s)Y k
j (s)ds

]
, (2.57)

i, j = 1, . . . ,m. If the coefficients of Eq. (2.37) are of class C1+α, α > 0
(see Kunita [173]), then there is a version of the solution X(t, x0) to this
equation that is continuously differentiable in x0, and Y (t) is the Jacobian
matrix ∂X

∂x0
(t, x0).

Now consider the m × m matrix-valued process Z(t) solution to the
system

Zi
j(t) = δi

j −
∫ t

0

Zi
k(s)A

k

j,l(s)dW l
s

−
∫ t

0

Zi
k(s)

[
B

k

j (s)−A
k

α,l(s)A
α

j,l(s)
]
ds. (2.58)

By means of Itô’s formula, one can check that ZtYt = YtZt = I. In fact,

Zi
j(t)Y

j
k (t) = δi

k +
∫ t

0

Zi
j(s)A

j

l,θ(s)Y
l
k(s)dW θ

s

+
∫ t

0

Zi
j(s)B

j

l (s)Y
l
k(s)ds−

∫ t

0

Zi
l (s)A

l

j,θ(s)Y
j
k (s)dW θ

s

−
∫ t

0

Zi
l (s)

[
B

l

j(s)−A
l

α,θ(s)A
α

j,θ(s)
]
Y j

k (s)ds

−
∫ t

0

Zi
l (s)A

l

j,θ(s)A
j

α,θ(s)Y
α
k (s)ds = δi

k,

and similarly for YtZt. As a consequence, for any t ≥ 0 the matrix Yt is
invertible and Y −1

t = Zt. Then it holds that

Dj
rX

i
t = Y i

l (t)Y −1(r)l
kAk

j (r,Xr). (2.59)

Indeed, it is enough to verify that the process {Y i
l (t)Y −1(r)l

kAk
j (r,Xr), t ≥

r} satisfies Eq. (2.56):

Ai
j(r,Xr) +

∫ t

r

A
i

k,l(s)
{

Y k
α (s)Y −1(r)α

βAβ
j (r,Xr)

}
dW l(s)

+
∫ t

r

B
i

k(s)
{

Y k
α (s)Y −1(r)α

βAβ
j (r,Xr)

}
ds

= Ai
j (r,Xr) +

[
Y i

l (t)− Y i
l (r)

]
Y −1(r)l

θA
θ
j (r,Xr)

= Y i
l (t)Y −1(r)l

kAk
j (r,Xr).
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We will denote by

Qij
t = 〈DXi

t ,DXj
t 〉H =

d∑

l=1

∫ t

0

Dl
rX

i
tD

l
rX

j
t dr

the Malliavin matrix of the vector X(t). Equation (2.59) allows us to write
the following expression for this matrix:

Qt = YtCtY
T
t , (2.60)

where

Cij
t =

d∑

l=1

∫ t

0

Y −1(s)i
kAk

l (s,Xs)Y −1(s)j
k′A

k′

l (s,Xs)ds. (2.61)

Define both the time-dependent m×m diffusion matrix

σij(t, x) =
d∑

k=1

Ai
k(t, x)Aj

k(t, x)

and the stopping time

S = inf{t > 0 :
∫ t

0

1{det σ(s,Xs) �=0}ds > 0} ∧ T.

The following absolute continuity result has been established by Bouleau
and Hirsch in [46].

Theorem 2.3.1 Let {X(t), t ∈ [0, T ]} be the solution of the stochastic dif-
ferential equation (2.37), where the coefficients are globally Lipschitz func-
tions and of at most linear growth. Then for any 0 < t ≤ T the law of
X(t) conditioned by {t > S} is absolutely continuous with respect to the
Lebesgue measure on R

m.

Proof: Taking into account Theorem 2.2.1 and Corollary 2.1.2, it suffices
to show that detQt > 0 a.s. on the set {t > S}. In view of expression (2.60)
it is sufficient to prove that det Ct > 0 a.s. on this set. Suppose t > S. Then
there exists a set G ⊂ [0, t] of positive Lebesgue measure such that for any
s ∈ G and v ∈ R

m we have

vT σ(s,Xs)v ≥ λ(s)|v|2,

where λ(s) > 0. Taking v = (Y −1
s )T u and integrating over [0, t] ∩ G, we

obtain

uT Ctu =
∫ t

0

uT Y (s)−1σ(s,Xs)(Y (s)−1)T uds ≥ k|u|2,

where k =
∫ t

0
1G(s) λ(s)

|Y (s)|2 ds. Consequently, if t > S, the matrix Ct is
invertible and the result is proved. �
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2.3.2 Absolute continuity under Hörmander’s conditions

In this section we assume that the coefficients of Eq. (2.37) are infinitely
differentiable with bounded derivatives of all orders and do not depend
on the time. Let us denote by X = {X(t), t ≥ 0} the solution of this
equation on [0,∞). We have seen in Theorem 2.2.2 that in such a case the
random variables Xi(t) belong to the space D

∞. We are going to impose
nondegeneracy conditions on the coefficients in such a way that the solution
has a smooth density. To introduce these conditions, consider the following
vector fields on R

m associated with the coefficients of Eq. (2.37):

Aj = Ai
j(x)

∂

∂xi
, j = 1, . . . , d,

B = Bi(x)
∂

∂xi
.

The covariant derivative of Ak in the direction of Aj is defined as the vector
field A∇

j Ak = Al
j∂lA

i
k

∂
∂xi

, and the Lie bracket between the vector fields Aj

and Ak is defined by

[Aj , Ak] = A∇
j Ak −A∇

k Aj .

Set

A0 =
[
Bi(x)− 1

2
Aj

l (x)∂jA
i
l(x)

]
∂

∂xi

= B − 1
2

d∑

l=1

A∇
l Al.

The vector field A0 appears when we write the stochastic differential equa-
tion (2.37) in terms of the Stratonovich integral instead of the Itô integral:

Xt = x0 +
∫ t

0

Aj(Xs) ◦ dW j
s +

∫ t

0

A0(Xs)ds.

Hörmander’s condition can be stated as follows:

(H) The vector space spanned by the vector fields

A1, . . . , Ad, [Ai, Aj ], 0 ≤ i, j ≤ d, [Ai, [Aj , Ak]], 0 ≤ i, j, k ≤ d, . . .

at point x0 is R
m.

For instance, if m = d = 1, A1
1(x) = a(x), and A1

0(x) = b(x), then
Hörmander’s condition means that a(x0) �= 0 or an(x0)b(x0) �= 0 for some
n ≥ 1. In this situation we have the following result.

Theorem 2.3.2 Assume that Hörmander’s condition (H) holds. Then for
any t > 0 the random vector X(t) has a probability distribution that is
absolutely continuous with respect to the Lebesgue measure.
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We will see in the next section that the density of the law of Xt is infi-
nitely differentiable on R

m. This result can be considered as a probabilistic
version of Hörmander’s theorem on the hypoellipticity of second-order dif-
ferential operators. Let us discuss this point with some detail. We recall
that a differential operator A on an open set G of R

m with smooth (i.e.,
infinitely differentiable) coefficients is called hypoelliptic if, whenever u is
a distribution on G, u is a smooth function on any open set G′ ⊂ G on
which Au is smooth.

Consider the second-order differential operator

A =
1
2

d∑

i=1

(Ai)2 + A0. (2.62)

Hörmander’s theorem [138] states that if the Lie algebra generated by the
vector fields A0, A1, . . . , Ad has full rank at each point of R

m, then the
operator L is hypoelliptic. Notice that this assumtion is stronger than (H).

A straightforward proof of this result using the calculus of pseudo-diffe-
rential operators can be found in Khon [170]. On the other hand, Olĕınik
and Radkevič [277] have made generalizations of Hörmander’s theorem to
include operators L, which cannot be written in Hörmander’s form (as a
sum of squares).

In order to relate the hypoellipticity property with the smoothness of
the density of Xt, let us consider an infinitely differentiable function f
with compact support on (0,∞) × R

m. By means of Itô’s formula we can
write for t large enough

0 = E[f(t,Xt)]− E[f(0,X0)] = E

[∫ t

0

(
∂

∂s
+ G)f(s,Xs)ds

]
,

where

G =
1
2

m∑

i,j=1

(AAT )ij ∂2

∂xi∂xj
+

m∑

i=1

Bi ∂

∂xi
.

Notice that G−B = L−A0, where L is defined in (2.62). Denote by pt(dy)
the probability distribution of Xt. We have

0 = E

[∫ ∞

0

(
∂

∂s
+ G)f(s,Xs)ds

]
=
∫ ∞

0

∫

Rm

(
∂

∂s
+ G)f(s, y)ps(dy)ds.

This means that pt(dy) satisfies the forward Fokker-Planck equation (− ∂
∂t +

G∗)p = 0 (where G∗ denotes the adjoint of the operator G) in the distribu-
tion sense. Therefore, the fact that pt(dy) has a C∞ density in the variable
y is implied by the hypoelliptic character of the operator ∂

∂t−G∗. Increasing
the dimension by one and applying Hörmander’s theorem to the operator
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∂
∂t−G∗, one can deduce its hypoellipticity assuming hypothesis (H) at each
point x0 in R

m. We refer to Williams [350] for a more detailed discussion
of this subject.

Let us turn to the proof of Theorem 2.3.2. First we carry out some
preliminary computations that will explain the role played by the nonde-
generacy condition (H). Suppose that V (x) = V i(x) ∂

∂xi
is a C∞ vector

field on R
m. The Lie brackets appear when we apply Itô’s formula to the

process Y −1
t V (Xt), where the process Y −1

t has been defined in (2.58). In
fact, we have

Y −1
t V (Xt) =V (x0) +

∫ t

0

Y −1
s [Ak, V ](Xs)dW k

s

+
∫ t

0

Y −1
s

{

[A0, V ] +
1
2

d∑

k=1

[Ak, [Ak, V ]]

}

(Xs)ds. (2.63)

We recall that from (2.58) we have

Y −1
t = I −

d∑

k=1

∫ t

0

Y −1
s ∂Ak(Xs)dW k

s

−
∫ t

0

Y −1
s

[

∂B(Xs)−
d∑

k=1

∂Ak(Xs)∂Ak(Xs)

]

ds,

where ∂Ak and ∂B respectively denote the Jacobian matrices
(
∂jA

i
k

)
and(

∂jB
i
)
, i, j = 1, . . . , m. In order to show Eq. (2.63), we first use Itô’s

formula:

Y −1
t V (Xt) = V (x0) +

∫ t

0

Y −1
s

d∑

k=1

(∂V Ak − ∂AkV ) (Xs)dW k
s

+
∫ t

0

Y −1
s (∂V B − ∂BV ) (Xs)ds

+
∫ t

0

Y −1
s

d∑

k=1

(∂Ak∂AkV )(Xs)ds (2.64)

+
1
2

∫ t

0

Y −1
s

m∑

i,j=1

∂i∂jV (Xs)
d∑

k=1

Ai
k(Xs)A

j
k(Xs)ds

−
∫ t

0

Y −1
s

d∑

k=1

(∂Ak∂V Ak)(Xs)ds.

Notice that

∂V Ak − ∂AkV = [Ak, V ], and
∂V B − ∂BV = [B, V ].
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Additionally, we can write

[A0, V ] +
1
2

d∑

k=1

[Ak, [Ak, V ]]− [B, V ]

=

[

−1
2

d∑

k=1

A∇
k Ak, V

]

+
1
2

d∑

k=1

[Ak, [Ak, V ]]

=
1
2

d∑

k=1

{
−(A∇

k Ak)∇V + V ∇(A∇
k Ak) + A∇

k (A∇
k V )

−A∇
k (V ∇Ak)− (A∇

k V )∇Ak + (V ∇Ak)∇Ak

}

=
1
2

d∑

k=1

{
−Ai

k∂iA
l
k∂lV + V i∂iA

l
k∂lAk + V iAl

k∂i∂lAk

+Ai
k∂iA

l
k∂lV + Ai

kAl
k∂i∂lV −Ai

k∂iV
l∂lAk

−Ai
kV l∂i∂lAk −Ai

k∂iV
l∂lAk + V i∂iA

l
k∂lAk

}

=
d∑

k=1

{
V i∂iA

l
k∂lAk +

1
2
Ai

kAl
k∂i∂lV −Ai

k∂iV
l∂lAk

}
.

Finally expression (2.63) follows easily from the previous computations.

Proof of Theorem 2.3.2: Fix t > 0. Using Theorem 2.1.2 (or Theorem
2.1.1) it suffices to show that the matrix Ct given by (2.61) is invertible
with probability one. Suppose that P{det Ct = 0} > 0. We want to show
that under this assumption condition (H) cannot be satisfied. Let Ks be
the random subspace of R

m spanned by {Y −1
σ Ak(Xσ); 0 ≤ σ ≤ s, k =

1, . . . , d}. The family of vector spaces {Ks, s ≥ 0} is increasing. Set K0+ =
∩s>0Ks. By the Blumenthal zero-one law for the Brownian motion (see
Revuz and Yor [292, Theorem III.2.15]), K0+ is a deterministic space with
probability one. Define the increasing adapted process {dim Ks, s > 0} and
the stopping time

τ = inf{s > 0 : dimKs > dim K0+}.

Notice that P{τ > 0} = 1. For any vector v ∈ R
m of norm one we have

vT Ctv =
d∑

k=1

∫ t

0

|vT Y −1
s Ak(Xs)|2ds.

As a consequence, by continuity vT Ctv = 0 implies vT Y −1
s Ak(Xs) = 0

for any s ∈ [0, t] and any k = 1, . . . , d. Therefore, K0+ �= R
m, otherwise

Ks = R
m for any s > 0 and any vector v verifying vT Ctv = 0 would be

equal to zero, which implies that Ct is invertible a.s., in contradiction with
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our hypothesis. Let v be a fixed nonzero vector orthogonal to K0+ . Observe
that v⊥Ks if s < τ , that is,

vT Y −1
s Ak(Xs) = 0, for k = 1, . . . , d and s < τ. (2.65)

We introduce the following sets of vector fields:

Σ0 = {A1, . . . , Ad},
Σn = {[Ak, V ], k = 1, . . . , d, V ∈ Σn−1} if n ≥ 1,

Σ = ∪∞n=0Σn,

and

Σ′
0 = Σ0,

Σ′
n = {[Ak, V ], k = 1, . . . , d, V ∈ Σ′

n−1;

[A0, V ] +
1
2

d∑

j=1

[Aj , [Aj , V ]], V ∈ Σ′
n−1} if n ≥ 1,

Σ′ = ∪∞n=0Σ
′
n.

We denote by Σn(x) (resp. Σ′
n(x)) the subset of R

m obtained by freezing
the variable x in the vector fields of Σn (resp. Σ′

n). Clearly, the vector spaces
spanned by Σ(x) or by Σ′(x) coincide, and under Hörmander’s condition
this vector space is R

m. We will show that for all n ≥ 0 the vector v is or-
thogonal to Σ′

n(x0), which is in contradiction with Hörmander’s condition.
This claim will follow from the following stronger orthogonality property:

vT Y −1
s V (Xs) = 0, for all s < τ, V ∈ Σ′

n, n ≥ 0. (2.66)

Indeed, for s = 0 we have Y −1
0 V (X0) = V (x0). Property (2.66) can be

proved by induction on n. For n = 0 it reduces to (2.65). Suppose that it
holds for n− 1, and let V ∈ Σ′

n−1. Using formula (2.63) and the induction
hypothesis, we obtain

0 =
∫ s

0

vT Y −1
u [Ak, V ](Xu)dW k

u

+
∫ s

0

vT Y −1
u

{

[A0, V ] +
1
2

d∑

k=1

[Ak, [Ak, V ]]

}

(Xu)du

for s < τ . If a continuous semimartingale vanishes in a random interval
[0, τ), where τ is a stopping time, then the quadratic variation of the mar-
tingale part and the bounded variation part of the semimartingale must be
zero on this interval. As a consequence we obtain

vT Y −1
s [Ak, V ](Xs) = 0
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and

vT Y −1
s

{

[A0, V ] +
1
2

d∑

k=1

[Ak, [Ak, V ]]

}

(Xs) = 0,

for any s < τ . Therefore (2.66) is true for n, and the proof of the theorem
is complete. �

2.3.3 Smoothness of the density
under Hörmander’s condition

In this section we will show the following result.

Theorem 2.3.3 Assume that {X(t), t ≥ 0} is the solution to Eq. (2.37),
where the coefficients do not depent on the time. Suppose that the coeffi-
cients Aj, 1 ≤ j ≤ d, B are infinitely differentiable with bounded partial
derivatives of all orders and that Hörmander’s condition (H) holds. Then
for any t > 0 the random vector X(t) has an infinitely differentiable den-
sity.

From the previous results it suffices to show that (det Ct)−1 has moments
of all orders. We need the following preliminary lemmas.

Lemma 2.3.1 Let C be a symmetric nonnegative definite m×m random
matrix. Assume that the entries Cij have moments of all orders and that
for any p ≥ 2 there exists ε0(p) such that for all ε ≤ ε0(p)

sup
|v|=1

P{vT Cv ≤ ε} ≤ εp.

Then (det Ct)−1 ∈ Lp(Ω) for all p.

Proof: Let λ = inf |v|=1 vT Cv be the smallest eigenvalue of C. We know
that λm ≤ det C. Thus, it suffices to show that E(λ−p) <∞ for all p ≥ 2.

Set |C| =
[∑m

i,j=1(C
ij)2

] 1
2
. Fix ε > 0, and let v1, . . . , vN be a finite set of

unit vectors such that the balls with their center in these points and radius
ε2

2 cover the unit sphere Sm−1. Then we have

P{λ < ε} = P{ inf
|v|=1

vT Cv < ε}

≤ P{ inf
|v|=1

vT Cv < ε, |C| ≤ 1
ε
}+ P{|C| > 1

ε
}. (2.67)

Assume that |C| ≤ 1
ε and vT

k Cvk ≥ 2ε for any k = 1, . . . , N . For any unit
vector v there exists a vk such that |v − vk| ≤ ε2

2 and we can deduce the
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following inequalities:

vT Cv ≥ vT
k Cvk − |vT Cv − vT

k Cvk|
≥ 2ε−

[
|vT Cv − vT Cvk|+ |vT Cvk − vT

k Cvk|
]

≥ 2ε− 2|C||v − vk| ≥ ε.

As a consequence, (2.67) is bounded by

P

(
N⋃

k=1

{vT
k Cvk < 2ε}

)

+ P{|C| > 1
ε
} ≤ N(2ε)p+2m + εpE(|C|p)

if ε ≤ 1
2ε0(p + 2m). The number N depends on ε but is bounded by a

constant times ε−2m. Therefore, we obtain P{λ < ε} ≤ const.εp for all
ε ≤ ε1(p) and for all p ≥ 2. Clearly, this implies that λ−1 has moments of
all orders. �

The next lemma has been proved by Norris in [239], following the ideas of
Stroock [320], and is the basic ingredient in the proof of Theorem 2.3.3. The
heuristic interpretation of this lemma is as follows: It is well known that if
the quadratic variation and the bounded variation component of a contin-
uous semimartingale vanish in some time interval, then the semimartingale
vanishes in this interval. (Equation (2.69) provides a quantitative version
of this result.) That is, when the quadratic variation or the bounded varia-
tion part of a continuous semimartingale is large, then the semimartingale
is small with an exponentially small probability.

Lemma 2.3.2 Let α, y ∈ R. Suppose that β(t), γ(t) = (γ1(t), . . . , γd(t)),
and u(t) = (u1(t), . . . , ud(t)) are adapted processes. Set

a(t) = α +
∫ t

0

β(s)ds +
∫ t

0

γi(s)dW i
s

Y (t) = y +
∫ t

0

a(s)ds +
∫ t

0

ui(s)dW i
s ,

and assume that there exists t0 > 0 and p ≥ 2 such that

c = E

(
sup

0≤t≤t0

(|β(t)|+ |γ(t)|+ |a(t)|+ |u(t)|)p

)
<∞. (2.68)

Then, for any q > 8 and for any r, ν > 0 such that 18r + 9ν < q − 8, there
exists ε0 = ε0(t0, q, r, ν) such that for all ε ≤ ε0

P

{∫ t0

0

Y 2
t dt < εq,

∫ t0

0

(|a(t)|2 + |u(t)|2)dt ≥ ε

}
≤ cεrp + e−ε−ν

. (2.69)
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Proof: Set θt = |β(t)| + |γ(t)| + |a(t)| + |u(t)|. Fix q > 8 and r, ν such
that 18r + 9ν < q − 8. Suppose that ν′ < ν also satisfies 18r + 9ν′ < q − 8
Then we define the bounded stopping time

T = inf
{

s ≥ 0 : sup
0≤u≤s

θu > ε−r

}
∧ t0.

We have

P

{∫ t0

0

Y 2
t dt < εq,

∫ t0

0

(|a(t)|2 + |u(t)|2)dt ≥ ε

}
≤ A1 + A2,

with A1 = P{T < t0} and

A2 = P

{∫ t0

0

Y 2
t dt < εq,

∫ t0

0

(|a(t)|2 + |u(t)|2)dt ≥ ε, T = t0

}
.

By the definition of T and condition (2.68), we obtain

A1 ≤ P

{
sup

0≤s≤t0

θs > ε−r

}
≤ εrpE

[
sup

0≤s≤t0

θp
s

]
≤ cεrp.

Let us introduce the following notation:

At =
∫ t

0

a(s)ds, Mt =
∫ t

0

ui(s)dW i
s ,

Nt =
∫ t

0

Y (s)ui(s)dW i
s , Qt =

∫ t

0

A(s)γi(s)dW i
s .

Define for any ρi > 0, δi > 0, i = 1, 2, 3,

B1 =
{
〈N〉T < ρ1, sup

0≤s≤T
|Ns| ≥ δ1

}
,

B2 =
{
〈M〉T < ρ2, sup

0≤s≤T
|Ms| ≥ δ2

}
,

B3 =
{
〈Q〉T < ρ3, sup

0≤s≤T
|Qs| ≥ δ3

}
.

By the exponential martingale inequality (cf. (A.5)),

P (Bi) ≤ 2 exp(− δ2
i

2ρi

), (2.70)

for i = 1, 2, 3. Our aim is to prove the following inclusion:
{∫ T

0

Y 2
t dt < εq,

∫ T

0

(|a(t)|2 + |u(t)|2)dt ≥ ε, T = t0

}

⊂ B1 ∪B2 ∪B3, (2.71)
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for the particular choices of ρi and δi:

ρ1 = ε−2r+q, δ1 = εq1 , q1 = q
2 − r − ν′

2 ,

ρ2 = 2(2t0 + 1)
1
2 ε−2r+

q1
2 , δ2 = εq2 , q2 = q

8 −
5r
4 −

5ν′

8 ,

ρ3 = 36ε−2r+2q2t0, δ3 = εq3 , q3 = q
8 −

9r
4 −

9ν′

8 .

From the inequality (2.70) and the inclusion (2.71) we get

A2 ≤ 2
(

exp(− δ2
1

2ρ1

) + exp(− δ2
2

2ρ2

) + exp(− δ2
3

2ρ3

)
)

≤ 2
(

exp(−1
2
ε−ν′

) + exp(− 1
4
√

1 + 2t0
ε−ν′

) + exp(− 1
72t0

ε−ν′
)
)

≤ exp(−ε−ν)

for ε ≤ ε0, because

2q1 + 2r − q = −ν′,

2q2 + 2r − q1

2
= −ν′,

2q3 + 2r − 2q2 = −ν′,

which allows us to complete the proof of the lemma. It remains only to
check the inclusion (2.71).

Proof of (2.71): Suppose that ω �∈ B1∪B2∪B3, T (ω) = t0, and
∫ T

0
Y 2

t dt <
εq. Then

〈N〉T =
∫ T

0

Y 2
t |ut|2dt < ε−2r+q = ρ1.

Then since ω �∈ B1, sup0≤s≤T

∣
∣
∣
∫ t

0
Ysu

i
sdW i

s

∣
∣
∣ < δ1 = εq1 . Also

sup
0≤s≤T

∣
∣
∣
∣

∫ t

0

Ysasds

∣
∣
∣
∣ ≤

(

t0

∫ T

0

Y 2
t a2

t dt

) 1
2

< t
1
2
0 ε−r+ q

2 .

Thus,

sup
0≤s≤T

∣
∣
∣
∣

∫ t

0

YsdYs

∣
∣
∣
∣ <
√

t0ε
−r+ q

2 + εq1 .

By Itô’s formula Y 2
t = y2 + 2

∫ t

0
YsdYs + 〈M〉t, and therefore

∫ T

0

〈M〉tdt =
∫ T

0

Y 2
t dt− Ty2 − 2

∫ T

0

(∫ t

0

YsdYs

)
dt

< εq + 2t0

(√
t0ε

−r+ q
2 + εq1

)
< (2t0 + 1)εq1 ,
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for ε ≤ ε0 because q > q1 and −r + q
2 > q1. Since 〈M〉t is an increasing

process, for any 0 < γ < T we have

γ〈M〉T−γ < (2t0 + 1)εq1 ,

and hence 〈M〉T < γ−1(2t0 + 1)εq1 + γε−2r. Choosing γ = (2t0 + 1)
1
2 ε

q1
2 ,

we obtain 〈M〉T < ρ2, provided ε < 1. Since ω �∈ B2 we get

sup
0≤s≤T

|Mt| < δ2 = εq2 .

Recall that
∫ T

0
Y 2

t dt < εq so that, by Tchebychev’s inequality,

λ1{t ∈ [0, T ] : |Yt(ω)| ≥ ε
q
3 } ≤ ε

q
3 ,

and therefore

λ1{t ∈ [0, T ] : |y + At(ω)| ≥ ε
q
3 + εq2} ≤ ε

q
3 .

We can assume that ε
q
3 < t0

2 , provided ε ≤ ε0(t0). So for each t ∈ [0, T ],
there exists s ∈ [0, T ] such that |s − t| ≤ ε

q
3 and |y + As| < ε

q
3 + εq2 .

Consequently,

|y + At| ≤ |y + As|+ |
∫ t

s

ardr| < (1 + ε−r)ε
q
3 + εq2 .

In particular, |y| < (1 + ε−r)ε
q
3 + εq2 , and for all t ∈ [0, T ] we have

|At| < 2
(
(1 + ε−r)ε

q
3 + εq2

)
≤ 6εq2 ,

because q2 < q
3 − r. This implies that

〈Q〉T =
∫ T

0

A2
t |γt|2dt < 36t0ε

2q2−2r = ρ3.

So since ω �∈ B3, we have

|QT | =
∣
∣
∣
∣
∣

∫ T

0

Atγi(t)dWi(t)

∣
∣
∣
∣
∣
< δ3 = εq3 .

Finally, by Itô’s formula we obtain
∫ T

0

(a2
t + |ut|2)dt =

∫ T

0

atdAt + 〈M〉T

= aT AT −
∫ T

0

Atβtdt−
∫ T

0

Atγi(t)dW i
t + 〈M〉T

≤ (1 + t0)6εq2−r + εq3 + 2
√

2t0 + 1ε−2r+
q1
2 < ε

for ε ≤ ε0, because q2 − r > q3, q3 > 1, and −2r + q1
2 > 1. �
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Now we can proceed to the proof of Theorem 2.3.3.

Proof of Theorem 2.3.3: Fix t > 0. We want to show that E[(det Ct)−p] <
∞ for all p ≥ 2. By Lemma 2.3.1 it suffices to see that for all p ≥ 2 we have

sup
|v|=1

P{vT Ctv ≤ ε} ≤ εp

for any ε ≤ ε0(p). We recall the following expression for the quadratic form
associated to the matrix Ct:

vT Ctv =
d∑

j=1

∫ t

0

∣
∣vT Y −1

s Aj(Xs)
∣
∣2 ds.

By Hörmander’s condition, there exists an integer j0 ≥ 0 such that the
linear span of the set of vector fields

⋃j0
j=0 Σ′

j(x) at point x0 has dimension
m. As a consequence there exist constants R > 0 and c > 0 such that

j0∑

j=0

∑

V ∈Σ′
j

(vT V (y))2 ≥ c,

for all v and y with |v| = 1 and |y − x0| < R.
For any j = 0, 1, . . . , j0 we put m(j) = 2−4j and we define the set

Ej =






∑

V ∈Σ′
j

∫ t

0

(
vT Y −1

s V (Xs)
)2

ds ≤ εm(j)





.

Notice that {vT Ctv ≤ ε} = E0 because m(0) = 1. Consider the decompo-
sition

E0 ⊂ (E0 ∩ Ec
1) ∪ (E1 ∩ Ec

2) ∪ · · · ∪ (Ej0−1 ∩ Ec
j0) ∪ F,

where F = E0 ∩ E1 ∩ · · · ∩Ej0 . Then for any unit vector v we have

P{vT Ctv ≤ ε} = P (E0) ≤ P (F ) +
j0∑

j=0

P (Ej ∩ Ec
j+1).

We are going to estimate each term of this sum. This will be done in two
steps.

Step 1: Consider the following stopping time:

S = inf{σ ≥ 0 : sup
0≤s≤σ

|Xs − x0| ≥ R or sup
0≤s≤σ

|Y −1
s − I| ≥ 1

2
} ∧ t.

We can write

P (F ) ≤ P
(
F ∩ {S ≥ εβ}

)
+ P{S < εβ},
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where 0 < β < m(j0). For ε small enough, the intersection F ∩ {S ≥ εβ} is
empty. In fact, if S ≥ εβ , we have

j0∑

j=0

∑

V ∈Σ′
j

∫ t

0

(
vT Y −1

s V (Xs)
)2

ds

≥
j0∑

j=0

∑

V ∈Σ′
j

∫ S

0

(
vT Y −1

s V (Xs)
|vT Y −1

s |

)2

|vT Y −1
s |2ds ≥ cεβ

4
, (2.72)

because s < S implies |vT Y −1
s | ≥ 1 − |I − Y −1

s | ≥ 1
2 . On the other hand,

the left-hand side of (2.72) is bounded by (j0 + 1)εm(j0) on the set F , and
for ε small enough we therefore obtain F ∩ {S ≥ εβ} = ∅. Moreover, it
holds that

P{S < εβ} ≤ P

{

sup
0≤s≤εβ

|Xs − x0| ≥ R

}

+P

{

sup
0≤s≤εβ

|Y −1
s − I| ≥ 1

2

}

≤ R−qE

[

sup
0≤s≤εβ

|Xs − x0|q
]

+ 2qE

[

sup
0≤s≤εβ

|Y −1
s − I|q

]

for any q ≥ 2. Now using Burkholder’s and Hölder’s inequalities, we deduce
that P{S < εβ} ≤ Cε

qβ
2 for any q ≥ 2, which provides the desired estimate

for P (F ).

Step 2: For any j = 0, . . . , j0 we introduce the following probability:

P (Ej ∩ Ec
j+1) = P






∑

V ∈Σ′
j

∫ t

0

(
vT Y −1

s V (Xs)
)2

ds ≤ εm(j),

∑

V ∈Σ′
j

∫ t

0

(
vT Y −1

s V (Xs)
)2

ds > εm(j+1)






≤
∑

V ∈Σ′
j

P

{∫ t

0

(
vT Y −1

s V (Xs)
)2

ds ≤ εm(j),

d∑

k=1

∫ t

0

(
vT Y −1

s [Ak, V ](Xs)
)2

ds +
∫ t

0

(

vT Y −1
s

(

[A0, V ]

+
1
2

d∑

j=1

[Aj , [Aj , V ]]



 (Xs)





2

ds >
εm(j+1)

n(j)





,
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where n(j) denotes the cardinality of the set Σ′
j . Consider the continu-

ous semimartingale {vT Y −1
s V (Xs), s ≥ 0}. From (2.63) we see that the

quadratic variation of this semimartingale is equal to

d∑

k=1

∫ s

0

(
vT Y −1

σ [Ak, V ](Xσ)
)2

dσ,

and the bounded variation component is

∫ s

0

vT Y −1
σ





[A0, V ] +

1
2

d∑

j=1

[Aj , [Aj , V ]]





(Xσ)dσ.

Taking into account that 8m(j + 1) < m(j), we get the desired estimate
from Lemma 2.3.2 applied to the semimartingale Yt = vT Y −1

s V (Xs). The
proof of the theorem is now complete. �

Remarks:

1. Note that if the diffusion matrix σ(x) =
∑d

j=1 Aj(x)AT
j (x) is elliptic at

the initial point (that is, σ(x0) > 0), then Hörmander’s condition (H) holds,
and for any t > 0 the random variable Xt has an infinitely differentiable
density. The interesting applications of Hörmander’s theorem appear when
σ(x0) is degenerate.

Consider the following elementary example. Let m = d = 2, X0 = 0,
B = 0, and consider the vector fields

A1(x) =
[

1
2x1

]
and A2(x) =

[
sinx2

x1

]
.

In this case the diffusion matrix

σ(x) =
[

1 + sin2 x2 x1(2 + sinx2)
x1(2 + sinx2) 5x2

1

]

degenerates along the line x1 = 0. The Lie bracket [A1, A2] is equal to[
2x1 cos x2

1− 2 sin x2

]
. Therefore, the vector fields A1 and [A1, A2] at x = 0 span

R
2 and Hörmander’s condition holds. So from Theorem 2.3.3 X(t) has a

C∞ density for any t > 0.

2. The following is a stronger version of Hörmander’s condition:

(H1) The Lie algebra space spanned by the vector fields A1, . . . , Ad at
point x0 is R

m.
The proof of Theorem 2.3.3 under this stronger hypothesis can be done

using the simpler version of Lemma 2.3.2 stated in Exercise 2.3.4.
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Exercises
2.3.1 Let W = {(W 1,W 2), t ≥ 0} be a two-dimensional Brownian motion,
and consider the process X = {Xt, t ≥ 0} defined by

X1
t = W 1

t ,

X2
t =

∫ t

0

W 1
s dW 2

s .

Compute the Malliavin matrix γt of the vector Xt, and show that

det γt ≥ t

∫ t

0

(W 1
s )2ds.

Using Lemma 2.3.2 show that E[|
∫ t

0
(W 1

s )2ds|−p] < ∞ for all p ≥ 2, and
conclude that for all t > 0 the random variable Xt has an infinitely differ-
entiable density. Obtain the same result by applying Theorem 2.3.3 to a
stochastic differential equation satisfied by X(t).

2.3.2 Let f(s, t) be a square integrable symmetric kernel on [0, 1]. Set
F = I2(f). Show that the norm of the derivative of F is given by

‖DF‖2H =
∞∑

n=1

λ2
nW (en)2,

where {λn} and {en} are the corresponding sequence of eigenvalues and
orthogonal eigenvectors of the operator associated with f . In the particular
case where λn = (πn)−2, show that

P (‖DF‖H < ε) ≤
√

2 exp(− 1
8ε2

),

and conclude that F has an infinitely differentiable density.
Hint: Use Tchebychev’s exponential inequality with the function e−λ2ε2x

and then optimize over λ.

2.3.3 Let m = 3, d = 2, and X0 = 0, and consider the vector fields

A1(x) =




1
0
0



 , A2(x) =




0

sinx2

x1



 , B(x) =




0

1
2 sinx2 cos x2 + 1

1



 .

Show that the solution to the stochastic differential equation X(t) associ-
ated to these coefficients has a C∞ density for any t > 0.

2.3.4 Prove the following stronger version of Lemma 2.3.2: Let

Y (t) = y +
∫ t

0

a(s)ds +
∫ t

0

ui(s)dW i
s , t ∈ [0, t0],
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be a continuous semimartingale such that y ∈ R and a and ui are adapted
processes verifying

c := E

[
sup

0≤t≤t0

(|at|+ |ut|)p

]
<∞.

Then for any q, r, ν > 0 verifying q > ν + 10r + 1 there exists ε0 =
ε0(t0, q, r, ν) such that for ε ≤ ε0

P

{∫ t0

0

Y 2
t dt < εq,

∫ t0

0

|u(t)|2dt ≥ ε

}
≤ cεrp + e−ε−ν

.

2.3.5 (Elworthy formula [90]) Let X = {X(t), t ∈ [0, T ]} be the solution
to the following d-dimensional stochastic differential equation:

X(t) = x0 +
d∑

j=1

∫ t

0

Aj(X(s))dW j
s +

∫ t

0

B(X(s))ds,

where the coefficients Aj and B are of class C1+α, α > 0, with bounded
derivatives. We also assume that the m×m matrix A is invertible and that
its inverse has polynomial growth. Show that for any function ϕ ∈ C1

b (Rd)
and for any t > 0 the following formula holds:

E[∂iϕ(Xt)] =
1
t
E

[
ϕ(Xt)

∫ t

0

(A−1)j
k(Xs)Y k

i (s)dW j
s

]
,

where Y (s) denotes the Jacobian matrix ∂Xs

∂x0
given by (2.57).

Hint: Use the decomposition DsXt = Y (t)Y −1(s)A(Xs) and the dual-
ity relationship between the derivative operator and the Skorohod (Itô)
integral.

2.4 Stochastic partial differential equations

In this section we discuss the applications of the Malliavin calculus to estab-
lishing the existence and smoothness of densities for solutions to stochastic
partial differential equations. First we will treat the case of a hyperbolic
system of equations using the techniques of the two-parameter stochastic
calculus. Second we will prove a criterion for absolute continuity in the case
of the heat equation perturbed by a space-time white noise.

2.4.1 Stochastic integral equations on the plane

Suppose that W = {Wz = (W 1
z , . . . ,W d

z ), z ∈ R
2
+} is a d-dimensional,

two-parameter Wiener process. That is, W is a d-dimensional, zero-mean
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Gaussian process with a covariance function given by

E[W i(s1, t1)W j(s2, t2)] = δij(s1 ∧ s2)(t1 ∧ t2).

We will assume that this process is defined in the canonical probability
space (Ω,F , P ), where Ω is the space of all continuous functions ω : R

2
+ →

R
d vanishing on the axes, and endowed with the topology of the uniform

convergence on compact sets, P is the law of the process W (which is
called the two-parameter, d-dimensional Wiener measure), and F is the
completion of the Borel σ-field of Ω with respect to P . We will denote
by {Fz, z ∈ R

2
+} the increasing family of σ-fields such that for any z,

Fz is generated by the random variables {W (r), r ≤ z} and the null sets
of F . Here r ≤ z stands for r1 ≤ z1 and r2 ≤ z2. Given a rectangle
∆ = (s1, s2] × (t1, t2], we will denote by W (∆) the increment of W on ∆
defined by

W (∆) = W (s2, t2)−W (s2, t1)−W (s1, t2) + W (s1, t1).

The Gaussian subspace of L2(Ω,F , P ) generated by W is isomorphic to
the Hilbert space H = L2(R2

+; Rd). More precisely, to any element h ∈ H

we associate the random variable W (h) =
∑d

j=1

∫
R2

+
hj(z)dW j(z).

A stochastic process {Y (z), z ∈ R
2
+} is said to be adapted if Y (z) is

Fz-measurable for any z ∈ R
2
+. The Itô stochastic integral of adapted and

square integrable processes can be constructed as in the one-parameter case
and is a special case of the Skorohod integral:

Proposition 2.4.1 Let L2
a(R2

+ × Ω) be the space of square integrable and
adapted processes {Y (z), z ∈ R

2
+} such that

∫
R2

+
E(Y 2(z))dz <∞. For any

j = 1, . . . , d there is a linear isometry Ij : L2
a(R2

+ × Ω)→ L2(Ω) such that

Ij(1(z1,z2]) = W j((z1, z2])

for any z1 ≤ z2. Furthermore, L2
a(R2

+×Ω; Rd) ⊂ Dom δ, and δ restricted to
L2

a(R2
+ ×Ω; Rd) coincides with the sum of the Itô integrals Ij, in the sense

that for any d-dimensional process Y ∈ L2
a(R2

+ × Ω; Rd) we have

δ(Y ) =
d∑

j=1

Ij(Y j) =
d∑

j=1

∫

R2
+

Y j(z)dW j(z).

Let Aj , B : R
m → R

m, 1 ≤ j ≤ d, be globally Lipschitz functions.
We denote by X = {X(z), z ∈ R

2
+} the m-dimensional, two-parameter,

continuous adapted process given by the following system of stochastic
integral equations on the plane:

X(z) = x0 +
d∑

j=1

∫

[0,z]

Aj(Xr)dW j
r +

∫

[0,z]

B(Xr)dr, (2.73)
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where x0 ∈ R
m represents the constant value of the process X(z) on the

axes. As in the one-parameter case, we can prove that this system of sto-
chastic integral equations has a unique continuous solution:

Theorem 2.4.1 There is a unique m-dimensional, continuous, and
adapted process X that satisfies the integral equation (2.73). Moreover,

E

[

sup
r∈[0,z]

|Xr|p
]

<∞

for any p ≥ 2, and any z ∈ R
2
+.

Proof: Use the Picard iteration method and two-parameter martingale
inequalities (see (A.7) and (A.8)) in order to show the uniform convergence
of the approximating sequence. �

Equation (2.73) is the integral version of the following nonlinear hyper-
bolic stochastic partial differential equation:

∂2X(s, t)
∂s∂t

=
d∑

j=1

Aj(X(s, t))
∂2W j(s, t)

∂s∂t
+ B(X(s, t)).

Suppose that z = (s, t) is a fixed point in R
2
+ not on the axes. Then

we may look for nondegeneracy conditions on the coefficients of Eq. (2.73)
so that the random vector X(z) = (X1(z), . . . , Xm(z)) has an absolutely
continuous distribution with a smooth density.

We will assume that the coefficients Aj and B are infinitely differentiable
functions with bounded partial derivatives of all orders. We can show as in
the one-parameter case that Xi(z) ∈ D

∞ for all z ∈ R
2
+ and i = 1, . . . ,m.

Furthermore, the Malliavin matrix Qij
z = 〈DXi

z,DXj
z 〉H is given by

Qij
z =

d∑

l=1

∫

[0,z]

Dl
rX

i
zD

l
rX

j
zdr, (2.74)

where for any r, the process {Dk
r Xi

z, r ≤ z, 1 ≤ i ≤ m, 1 ≤ k ≤ d} satisfies
the following system of stochastic differential equations:

Dj
rX

i
z = Ai

j(Xr) +
∫

[r,z]

∂kAi
l(Xu)Dj

rX
k
udW l

u

+
∫

[r,z]

∂kBi(Xu)Dj
rX

k
udu. (2.75)

Moreover, we can write Dj
rX

i
z = ξi

l(r, z)Al
j(Xr), where for any r, the

process {ξi
j(r, z), r ≤ z, 1 ≤ i, j ≤ m} is the solution to the following
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system of stochastic differential equations:

ξi
j(r, z) = δi

j +
∫

[r,z]

∂kAi
l(Xu)ξk

j (r, u)dW l
u

+
∫

[r,z]

∂kBi(Xu)ξk
j (r, u)du. (2.76)

However, unlike the one-parameter case, the processes Dj
rX

i
z and ξi

j(r, z)
cannot be factorized as the product of a function of z and a function of
r. Furthermore, these processes satisfy two-parameter linear stochastic dif-
ferential equations and the solution to such equations, even in the case of
constant coefficients, are not exponentials, and may take negative values.
As a consequence, we cannot estimate expectations such as E(|ξi

j(r, z)|−p).
The behavior of solutions to two-parameter linear stochastic differential
equations is analyzed in the following proposition (cf. Nualart [243]).

Proposition 2.4.2 Let {X(z), z ∈ R
2
+} be the solution to the equation

Xz = 1 +
∫

[0,z]

aXrdWr, (2.77)

where a ∈ R and {W (z), z ∈ R
2
+} is a two-parameter, one-dimensional

Wiener process. Then,

(i) there exists an open set ∆ ⊂ R
2
+ such that

P{Xz < 0 for all z ∈ ∆} > 0;

(ii) E(|Xz|−1) =∞ for any z out of the axes.

Proof: Let us first consider the deterministic version of Eq. (2.77):

g(s, t) = 1 +
∫ s

0

∫ t

0

ag(u, v)dudv. (2.78)

The solution to this equation is g(s, t) = f(ast), where

f(x) =
∞∑

n=0

xn

(n!)2
.

In particular, for a > 0, g(s, t) = I0(2
√

ast), where I0 is the modified Bessel
function of order zero, and for a < 0, g(s, t) = J0(2

√
|a|st), where J0 is

the Bessel function of order zero. Note that f(x) grows exponentially as x

tends to infinity and that f(x) is equivalent to (π
√
|x|)− 1

2 cos(2
√
|x| − π

4 )
as x tends to −∞. Therefore, we can find an open interval I = (−β,−α)
with 0 < α < β such that f(x) < −δ < 0 for all x ∈ I.



146 2. Regularity of probability laws

In order to show part (i) we may suppose by symmetry that a > 0. Fix
N > 0 and set ∆ = {(s, t) : α

a < st < β
a , 0 < s, t < N}. Then ∆ is an open

set contained in the rectangle T = [0, N ]2 and such that f(−ast) < −δ
for any (s, t) ∈ ∆. For any ε > 0 we will denote by Xε

z the solution to the
equation

Xε
z = 1 +

∫

[0,z]

aεXε
rdWr.

By Lemma 2.1.3 the process W ε(s, t) = W (s, t) − stε−1 has the law of
a two-parameter Wiener process on T = [0, N ]2 under the probability Pε

defined by
dPε

dP
= exp

(
ε−1W (N,N)− 1

2
ε−2N2

)
.

Let Y ε
z be the solution to the equation

Y ε
z = 1 +

∫

[0,z]

aεY ε
r dW ε

r = 1 +
∫

[0,z]

aεY ε
r dWr −

∫

[0,z]

aY ε
r dr. (2.79)

It is not difficult to check that

K = sup
0<ε≤1

sup
z∈T

E(|Y ε
z |2) <∞.

Then, for any ε ≤ 1, from Eqs. (2.78) and (2.79) we deduce

E

(

sup
(s,t)∈T

|Y ε(s, t)− f(−ast)|2
)

≤ C

(∫

T

E(|Y ε(x, y)− f(−axy)|2)dxdy + a2ε2K

)

for some constant C > 0. Hence,

lim
ε↓0

E

(

sup
(s,t)∈T

|Y ε(s, t)− f(−ast)|2
)

= 0,

and therefore

P {Y ε
z < 0 for all z ∈ ∆} ≥ P

{

sup
(s,t)∈∆

|Y ε(s, t)− f(−ast)| ≤ δ

}

≥ P

{

sup
(s,t)∈T

|Y ε(s, t)− f(−ast)| ≤ δ

}

,

which converges to one as ε tends to zero. So, there exists an ε0 > 0 such
that

P {Y ε
z < 0 for all z ∈ ∆} > 0
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for any ε ≤ ε0. Then

Pε {Y ε
z < 0 for all z ∈ ∆} > 0

because the probabilities Pε and P are equivalent, and this implies

P {Xε
z < 0 for all z ∈ ∆} > 0.

By the scaling property of the two-parameter Wiener process, the processes
Xε(s, t) and X(εs, εt) have the same law. Therefore,

P {X(εs, εt) < 0 for all (s, t) ∈ ∆} > 0,

which gives the desired result with the open set ε∆ for all ε ≤ ε0. Note that
one can also take the open set {(ε2s, t) : (s, t) ∈ ∆}.

To prove (ii) we fix (s, t) such that st �= 0 and define T = inf{σ ≥ 0 :
X(σ, t) = 0}. T is a stopping time with respect to the increasing family of
σ-fields {Fσt, σ ≥ 0}. From part (i) we have P{T < s} > 0. Then, applying
Itô’s formula in the first coordinate, we obtain for any ε > 0

E[(X(s, t)2 + ε)−
1
2 ] = E[(X(s ∧ T, t)2 + ε)−

1
2 ]

+
1
2
E

[∫ s

s∧T

(2X(x, t)2 − ε)(X(x, t)2 + ε)−
5
2 d〈X(·, t)〉x

]
.

Finally, if ε ↓ 0, by monotone convergence we get

E(|X(s, t)|−1) = lim
ε↓0

E[(X(s, t)2 + ε)−
1
2 ] ≥ ∞P{T < s} =∞.

�
In spite of the technical problems mentioned before, it is possible to show

the absolute continuity of the random vector Xz solution of (2.73) under
some nondegeneracy conditions that differ from Hörmander’s hypothesis.

We introduce the following hypothesis on the coefficients Aj and B, which
are assumed to be infinitely differentiable with bounded partial derivatives
of all orders:

(P) The vector space spanned by the vector fields A1, . . . , Ad, A∇
i Aj ,

1 ≤ i, j ≤ d, A∇
i (A∇

j Ak), 1 ≤ i, j, k ≤ d, . . . , Ai1(· · · (A∇
in−1

Ain
) · · · ),

1 ≤ i1, . . . , in ≤ d, at the point x0 is R
m.

Then we have the following result.
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Theorem 2.4.2 Assume that condition (P) holds. Then for any point z
out of the axes the random vector X(z) has an absolutely continuous prob-
ability distribution.

We remark that condition (P) and Hörmander’s hypothesis (H) are not
comparable. Consider, for instance, the following simple example. Assume
that m ≥ 2, d = 1, x0 = 0, A1(x) = (1, x1, x2, . . . , xm−1), and B(x) = 0.
This means that Xz is the solution of the differential system

dX1
z = dWz

dX2
z = X1

z dWz

dX3
z = X2

z dWz

· · ·
dXm

z = Xm−1
z dWz,

and Xz = 0 if z is on the axes. Then condition (P) holds and, as a con-
sequence, Theorem 2.4.2 implies that the joint distribution of the iter-
ated stochastic integrals Wz,

∫
[0,z]

WdW , . . . ,
∫
[0,z]

(· · · (
∫

WdW ) · · · )dW =
∫

z1≤···≤zm
dW (z1) · · · dW (zm) possesses a density on R

m. However, Hörman-

der’s hypothesis is not true in this case. Notice that in the one-parameter
case the joint distribution of the random variables Wt and

∫ t

0
WsdWs is

singular because Itô’s formula implies that W 2
t − 2

∫ t

0
WsdWs − t = 0.

Proof of Theorem 2.4.2: The first step will be to show that the process
ξi

j(r, z) given by system (2.76) has a version that is continuous in the vari-
able r ∈ [0, z]. By means of Kolmogorov’s criterion (see the appendix,
Section A.3), it suffices to prove the following estimate:

E(|ξ(r, z)− ξ(r′, z)|p) ≤ C(p, z)|r − r′|
p
2 (2.80)

for any r, r′ ∈ [0, z] and p > 4. One can show that

sup
r∈[0,z]

E

(

sup
v∈[r,z]

|ξ(r, v)|p
)

≤ C(p, z), (2.81)

where the constant C(p, z) depends on p, z and on the uniform bounds of
the derivatives ∂kBi and ∂kAi

l. As a consequence, using Burkholder’s and
Hölder’s inequalities, we can write
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E(|ξ(r, z)− ξ(r′, z)|p)

≤ C(p, z)





E





∣
∣
∣
∣
∣
∣

m∑

i,j=1

(∫

[r∨r′,z]

[
∂kAi

l(Xv)(ξk
j (r, v)− ξk

j (r′, v))dW l
v

+ ∂kBi(Xv)(ξk
j (r, v)− ξk

j (r′, v))dv
]
)2
∣
∣
∣
∣
∣
∣

p
2





+E





∣
∣
∣
∣
∣
∣

m∑

i,j=1

(∫

[r,z]−[r′,z]

[
∂kAi

l(Xv)ξk
j (r, v)dW l

v

+ ∂kBi(Xv)ξk
j (r, v)dv

]
)2
∣
∣
∣
∣
∣
∣

p
2





+ E





∣
∣
∣
∣
∣
∣

m∑

i,j=1

(∫

[r′,z]−[r,z]

[
∂kAi

l(Xv)ξk
j (r′, v)dW l

v

+ ∂kBi(Xv)ξk
j (r′, v)dv

]
)2
∣
∣
∣
∣
∣
∣

p
2










≤ C(p, z)

(

|r − r′|
p
2 +

∫

[r∨r′,z]

E(|ξ(r, v)− ξ(r′, v)|p)dv

)

.

Using a two-parameter version of Gronwall’s lemma (see Exercise 2.4.3) we
deduce Eq. (2.80).

In order to prove the theorem, it is enough to show that detQz > 0
a.s., where z = (s, t) is a fixed point such that st �= 0, and Qz is given
by (2.74). Suppose that P{det Qz = 0} > 0. We want to show that under
this assumption condition (P) cannot be satisfied. For any σ ∈ (0, s] let Kσ

denote the vector subspace of R
m spanned by

{Aj(Xξt); 0 ≤ ξ ≤ σ, j = 1, . . . , d}.
Then {Kσ, 0 < σ ≤ s} is an increasing family of subspaces. We set K0+ =
∩σ>0Kσ. By the Blumenthal zero-one law, K0+ is a deterministic subspace
with probability one. Define

ρ = inf{σ > 0 : dimKσ > dim K0+}.
Then ρ > 0 a.s., and ρ is a stopping time with respect to the increasing
family of σ-fields {Fσt, σ ≥ 0}. For any vector v ∈ R

m we have

vT Qzv =
d∑

j=1

∫

[0,z]

(viξ
i
l(r, z)Al

j(Xr))2dr.
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Assume that vT Qzv = 0. Due to the continuity in r of ξi
j(r, z), we de-

duce viξ
i
l(r, z)Al

j(Xr) = 0 for any r ∈ [0, z] and for any j = 1, . . . , d. In
particular, for r = (σ, t) we get vT Aj(Xσt) = 0 for any σ ∈ [0, s]. As a
consequence, K0+ �= R

m. Otherwise Kσ = R
m for all σ ∈ [0, s], and any

vector v verifying vT Qzv = 0 would be equal to zero. So, Qz would be
invertible a.s., which contradicts our assumption. Let v be a fixed nonzero
vector orthogonal to K0+ . We remark that v is orthogonal to Kσ if σ < ρ,
that is,

vT Aj(Xσt) = 0 for all σ < ρ and j = 1, . . . , d. (2.82)

We introduce the following sets of vector fields:

Σ0 = {A1, . . . , Ad},
Σn = {A∇

j V, j = 1, . . . , d, V ∈ Σn−1}, n ≥ 1,
Σ = ∪∞n=0Σn.

Under property (P), the vector space 〈Σ(x0)〉 spanned by the vector fields of
Σ at point x0 has dimension m. We will show that the vector v is orthogonal
to 〈Σn(x0)〉 for all n ≥ 0, which contradicts property (P). Actually, we will
prove the following stronger orthogonality property:

vT V (Xσt) = 0 for all σ < ρ, V ∈ Σn and n ≥ 0. (2.83)

Assertion (2.83) is proved by induction on n. For n = 0 it reduces to
(2.82). Suppose that it holds for n − 1, and let V ∈ Σn−1. The process
{vT V (Xσt), σ ∈ [0, s]} is a continuous semimartingale with the following
integral representation:

vT V (Xσt) = vT V (x0) +
∫ σ

0

∫ t

0

[
vT (∂kV )(Xξt)Ak

j (Xξτ )dW j
ξτ

+ vT (∂kV )(Xξt)Bk(Xξτ )dξdτ

+
1
2
vT ∂k∂k′V (Xξt)

d∑

l=1

Ak
l (Xξτ )Ak′

l (Xξτ )dξdτ

]

.

The quadratic variation of this semimartingale is equal to

d∑

j=1

∫ σ

0

∫ t

0

(
vT (∂kV )(Xξt)Ak

j (Xξτ )
)2

dξdτ .

By the induction hypothesis, the semimartingale vanishes in the random
interval [0, ρ). As a consequence, its quadratic variation is also equal to
zero in this interval, and we have, in particular,
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vT (A∇
j V )(Xσt) = 0 for all σ < ρ and j = 1, . . . , d.

Thus, (2.83) holds for n. This achieves the proof of the theorem. �

It can be proved (cf. [256]) that under condition (P), the density of Xz is
infinitely differentiable. Moreover, it is possible to show the smoothness of
the density of Xz under assumptions that are weaker than condition (P).
In fact, one can consider the vector space spanned by the algebra generated
by A1, . . . , Ad with respect to the operation ∇, and we can also add other
generators formed with the vector field B. We refer to references [241] and
[257] for a discussion of these generalizations.

2.4.2 Absolute continuity for solutions
to the stochastic heat equation

Suppose that W = {W (t, x), t ∈ [0, T ], x ∈ [0, 1]} is a two-parameter
Wiener process defined on a complete probability space (Ω,F , P ). For each
t ∈ [0, T ] we will denote by Ft the σ-field generated by the random vari-
ables {W (s, x), (s, x) ∈ [0, t] × [0, 1]} and the P -null sets. We say that a
random field {u(t, x), t ∈ [0, T ], x ∈ [0, 1]} is adapted if for all (t, x) the
random variable u(t, x) is Ft-measurable.

Consider the following parabolic stochastic partial differential equation
on [0, T ]× [0, 1]:

∂u

∂t
=

∂2u

∂x2
+ b(u(t, x)) + σ(u(t, x))

∂2W

∂t∂x
(2.84)

with initial condition u(0, x) = u0(x), and Dirichlet boundary conditions
u(t, 0) = u(t, 1) = 0. We will assume that u0 ∈ C([0, 1]) satisfies u0(0) =
u0(1) = 0.

It is well known that the associated homogeneous equation (i.e., when b ≡
0 and σ ≡ 0) has a unique solution given by v(t, x) =

∫ 1

0
Gt(x, y)u0(y)dy,

where Gt(x, y) is the fundamental solution of the heat equation with Dirich-
let boundary conditions. The kernel Gt(x, y) has the following explicit for-
mula:

Gt(x, y) =
1√
4πt

∞∑

n=−∞

{
exp

(
− (y − x− 2n)2

4t

)

− exp
(
− (y + x− 2n)2

4t

)}
. (2.85)

On the other hand, Gt(x, y) coincides with the probability density at point
y of a Brownian motion with variance

√
2t starting at x and killed if it

leaves the iterval [0, 1]. This implies that

Gt(x, y) ≤ 1√
4πt

exp
(
−|x− y|2

4t

)
. (2.86)
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Therefore, for any β > 0 we have

∫ 1

0

Gt(x, y)βdy ≤ (4πt)−
β
2

∫

R

e−
β|x|2

4t dx = Cβt
1−β

2 . (2.87)

Note that the right-hand side of (2.87) is integrable in t near the origin,
provided that β < 3.

Equation (2.84) is formal because the derivative ∂2W
∂t∂x does not exist, and

we will replace it by the following integral equation:

u(t, x) =
∫ 1

0

Gt(x, y)u0(y)dy +
∫ t

0

∫ 1

0

Gt−s(x, y)b(u(s, y))dyds

+
∫ t

0

∫ 1

0

Gt−s(x, y)σ(u(s, y))W (dy, ds) . (2.88)

One can define a solution to (2.84) in terms of distributions and then show
that such a solution exists if and only if (2.88) holds. We refer to Walsh
[342] for a detailed discussion of this topic. We can state the following result
on the integral equation (2.88).

Theorem 2.4.3 Suppose that the coefficients b and σ are globally Lip-
schitz functions. Then there is a unique adapted process u = {u(t, x), t ∈
[0, T ], x ∈ [0, 1]} such that

E

(∫ T

0

∫ 1

0

u(t, x)2dxdt

)

<∞,

and satisfies (2.88). Moreover, the solution u satisfies

sup
(t,x)∈[0,T ]×[0,1]

E(|u(t, x)|p) <∞ (2.89)

for all p ≥ 2.

Proof: Consider the Picard iteration scheme defined by

u0(t, x) =
∫ 1

0

Gt(x, y)u0(y)dy

and

un+1(t, x) = u0(t, x) +
∫ t

0

∫ 1

0

Gt−s(x, y)b(un(s, y))dyds

+
∫ t

0

∫ 1

0

Gt−s(x, y)σ(un(s, y))W (dy, ds), (2.90)
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n ≥ 0. Using the Lipschitz condition on b and σ and the isometry property
of the stochastic integral with respect to the two-parameter Wiener process
(see the Appendix, Section A.3), we obtain

E(|un+1(t, x)− un(t, x)|2)

≤ 2E

((∫ t

0

∫ 1

0

Gt−s(x, y)|un(s, y)− un−1(s, y)|dyds

)2
)

+2E

(∫ t

0

∫ 1

0

Gt−s(x, y)2|un(s, y)− un−1(s, y)|2dyds

)

≤ 2(T + 1)
∫ t

0

∫ 1

0

Gt−s(x, y)2E
(
|un(s, y)− un−1(s, y)|2

)
dyds.

Now we apply (2.87) with β = 2, and we obtain

E(|un+1(t, x)− un(t, x)|2)

≤ CT

∫ t

0

∫ 1

0

E(|un(s, y)− un−1(s, y)|2)(t− s)−
1
2 dyds.

Hence,

E(|un+1(t, x)− un(t, x)|2)

≤ C2
T

∫ t

0

∫ s

0

∫ 1

0

E(|un(r, z)− un−1(r, z)|2)(s− r)−
1
2 (t− s)−

1
2 dzdrds

= C ′
T

∫ t

0

∫ 1

0

E(|un(r, z)− un−1(r, z)|2)dzdr.

Iterating this inequality yields

∞∑

n=0

sup
t∈[0,T ]

∫ 1

0

E(|un+1(t, x)− un(t, x)|2)dx <∞.

This implies that the sequence un(t, x) converges in L2([0, 1]×Ω), uniformly
in time, to a stochastic process u(t, x). The process u(t, x) is adapted and
satisfies (2.88). Uniqueness is proved by the same argument.

Let us now show (2.89). Fix p > 6. Applying Burkholder’s inequality for
stochastic integrals with respect to the Brownian sheet (see (A.8)) and the
boundedness of the function u0 yields

E (|un+1(t, x)|p) ≤ cp (‖u0‖p∞

+E

((∫ t

0

∫ 1

0

Gt−s(x, y) |b(un(s, y))| dyds

)p
)

+E

((∫ t

0

∫ 1

0

Gt−s(x, y)2σ(un(s, y))2dyds

) p
2
))

.
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Using the linear growth condition of b and σ we can write

E (|un+1(t, x)|p)≤Cp,T

(

1 + E

((∫ t

0

∫ 1

0

Gt−s(x, y)2un(s, y)2dyds

) p
2
))

.

Now we apply Hölder’s inequality and (2.87) with β = 2p
p−2 < 3, and we

obtain

E (|un+1(t, x)|p) ≤ Cp,T



1 +
(∫ t

0

∫ 1

0

Gt−s(x, y)
2p

p−2 dyds

) p−2
2

×
∫ t

0

∫ 1

0

E(|un(s, y)|p)dyds

)

≤ C ′
p,T

(
1 +

∫ t

0

∫ 1

0

E(|un(s, y)|p)dyds

)
,

and we conclude using Gronwall’s lemma. �
The next proposition tells us that the trajectories of the solution to the

Equation (2.88) are α-Hölder continuous for any α < 1
4 . For its proof we

need the following technical inequalities.

(a) Let β ∈ (1, 3). For any x ∈ [0, 1] and t, h ∈ [0, T ] we have
∫ t

0

∫ 1

0

|Gs+h(x, y)−Gs(x, y)|βdyds ≤ CT,βh
3−β

2 , (2.91)

(b) Let β ∈ (3
2 , 3). For any x, y ∈ [0, 1] and t ∈ [0, T ] we have

∫ t

0

∫ 1

0

|Gs(x, z)−Gs(y, z)|βdzds ≤ CT,β |x− y|3−β . (2.92)

Proposition 2.4.3 Fix α < 1
4 . Let u0 be a 2α-Hölder continuous function

such that u0(0) = u0(1) = 0. Then, the solution u to Equation (2.88) has
a version with α-Hölder continuous paths.

Proof: We first check the regularity of the first term in (2.88). Set
Gt(x, u0) :=

∫ 1

0
Gt(x, y)u0(y)dy. The semigroup property of G implies

Gt(x, u0) −Gs(x, u0) =
∫ 1

0

∫ 1

0

Gs(x, y)Gt−s(y, z)[u0(z)− u0(y)]dzdy.

Hence, using (2.86) we get

|Gt(x, u0) −Gs(x, u0)| ≤ C

∫ 1

0

∫ 1

0

Gs(x, y)Gt−s(y, z)|z − y|2αdzdy

≤ C ′
∫ 1

0

Gs(x, y)|t− s|αdy ≤ C ′|t− s|α.
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On the other hand, from (2.85) we can write

Gt(x, y) = ψt(y − x)− ψt(y + x),

where ψt(x) = 1√
4πt

∑+∞
n=−∞ e−(x−2n)/4t. Notice that supx∈[0,1]

∫ 1

0
ψt(z −

x)dz ≤ C. We can write

Gt(x, u0) −Gt(y, u0) =
∫ 1

0

[ψt(z − x)− ψt(z − y)] u0(z)dz

−
∫ 1

0

[ψt(z + x)− ψt(z + y)] u0(z)dz

= A1 + B1.

It suffices to consider the term A1, because B1 can be treated by a similar
method. Let η = y − x > 0. Then, using the Hölder continuity of u0 and
the fact that u0(0) = u1(0) = 1 we obtain

|A1| ≤
∫ 1−η

0

ψt(z − x) |u0(z)− u0(z + η)| dz

+
∫ 1

1−η

ψt(z − x) |u0(z)| dz +
∫ η

0

ψt(z − y) |u0(z)| dz

≤ Cη2α + C

∫ 1

1−η

ψt(z − x)(1− z)2αdz + C

∫ η

0

ψt(z − y)z2αdz

≤ C ′η2α.

Set

U(t, x) =
∫ t

0

∫ 1

0

Gt−s(x, y)σ(u(s, y))W (dy, ds).

Applying Burkholder’s and Hölder’s inequalities (see (A.8)), we have for
any p > 6

E(|U(t, x)− U(t, y)|p)

≤ CpE

(∣
∣
∣
∣

∫ t

0

∫ 1

0

|Gt−s(x, z)−Gt−s(y, z)|2|σ(u(s, z))|2dzds

∣
∣
∣
∣

p
2
)

≤ Cp,T

(∫ t

0

∫ 1

0

|Gt−s(x, z)−Gt−s(y, z)|
2p

p−2 dzds

)p−2
2

,

because
∫ T

0

∫ 1

0
E(|σ(u(s, z))|p)dzds < ∞. From (2.92) with β = 2p

p−2 , we

know that this is bounded by C|x− y| p−6
2 .
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On the other hand, for t > s we can write

E(|U(t, x)− U(s, x)|p)

≤ Cp

{

E

(∣
∣
∣
∣

∫ s

0

∫ 1

0

|Gt−θ(x, y)−Gs−θ(x, y)|2|σ(u(θ, y))|2dydθ

∣
∣
∣
∣

p
2
)

+ E

(∣
∣
∣
∣

∫ t

s

∫ 1

0

|Gt−θ(x, y)|2|σ(u(θ, y))|2dydθ

∣
∣
∣
∣

p
2
}

≤ Cp,T






∣
∣
∣
∣

∫ s

0

∫ 1

0

|Gt−θ(x, y)−Gs−θ(x, y)|
2p

p−2 dydθ

∣
∣
∣
∣

p−2
2

+
∣
∣
∣
∣

∫ s

0

∫ 1

0

Gt−θ(x, y)
2p

p−2 dydθ

∣
∣
∣
∣

p−2
2





.

Using (2.91) we can bound the first summand by Cp|t− s| p−6
4 . From (2.87)

the second summand is bounded by
∫ t−s

0

∫ 1

0

Gθ(x, y)
2p

p−2 dydθ ≤ Cp

∫ t−s

0

θ−
p+2

2(p−2) dθ

= C ′
p|t− s|

p−6
2(p−2) .

As a consequence,

E(|U(t, x)− U(s, y)|p) ≤ Cp,T

(
|x− y|

p−6
2 + |t− s|

p−6
4

)
,

and we conclude using Kolmogorov’s continuity criterion. In a similar way
we can handle that the term

V (t, x) =
∫ t

0

∫ 1

0

Gt−s(x, y)b(u(s, y))dyds.

�
In order to apply the criterion for absolute continuity, we will first show

that the random variable u(t, x) belongs to the space D
1,2.

Proposition 2.4.4 Let b and σ be Lipschitz functions. Then u(t, x) ∈
D

1,2, and the derivative Ds,yu(t, x) satisfies

Ds,yu(t, x) = Gt−s(x, y)σ(u(s, y))

+
∫ t

s

∫ 1

0

Gt−θ(x, η)Bθ,ηDs,yu(θ, η)dηdθ

+
∫ t

s

∫ 1

0

Gt−θ(x, η)Sθ,ηDs,yu(θ, η)W (dθ, dη)

if s < t, and Ds,yu(t, x) = 0 if s > t, where Bθ,η and Sθ,η, (θ, η) ∈
[0, T ]× [0, 1], are adapted and bounded processes.
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Remarks: If the coefficients b and σ are functions of class C1 with
bounded derivatives, then Bθ,η = b′(u(θ, η)) and Sθ,η = σ′(u(θ, η)).

Proof: Consider the Picard approximations un(t, x) introduced in (2.90).
Suppose that un(t, x) ∈ D

1,2 for all (t, x) ∈ [0, T ]× [0, 1] and

sup
(t,x)∈[0,T ]×[0,1]

E

(∫ t

0

∫ 1

0

|Ds,yun(t, x)|2dyds

)
<∞. (2.93)

Applying the operator D to Eq. (2.90), we obtain that un+1(t, x) ∈ D
1,2

and that

Ds,yun+1(t, x) = Gt−s(x, y)σ(un(s, y))

+
∫ t

s

∫ 1

0

Gt−θ(x, η)Bn
θ,ηDs,yun(θ, η)dηdθ

+
∫ t

s

∫ 1

0

Gt−θ(x, η)Sn
θ,ηDs,yun(θ, η)W (dθ, dη),

where Bn
θ,η and Sn

θ,η, (θ, η) ∈ [0, T ]×[0, 1], are adapted processes, uniformly
bounded by the Lipschitz constants of b and σ, respectively. Note that

E

(∫ T

0

∫ 1

0

Gt−s(x, y)2σ(un(s, y))2dyds

)

≤ C1

(

1 + sup
t∈[0,T ],x∈[0,1]

E(un(t, x)2)

)

≤ C2,

for some constants C1, C2 > 0. Hence

E

(∫ t

0

∫ 1

0

|Ds,yun+1(t, x)|2dyds

)

≤ C3

(
1 + E

(∫ t

0

∫ 1

0

∫ t

s

∫ 1

0

Gt−θ(x, η)2|Ds,yun(θ, η)|2dηdθdyds

))

≤ C4

(

1 +
∫ t

0

sup
η∈[0,1]

∫ t

s

∫ 1

0

(t− θ)−
1
2 E(|Ds,yun(θ, η)|2)dθdyds

)

.

Let

Vn(t) = sup
x∈[0,1]

E

(∫ t

0

∫ 1

0

|Ds,yun(t, x)|2dyds

)
.

Then

Vn+1(t) ≤ C4

(
1 +

∫ t

0

Vn(θ)(t− θ)−
1
2 dθ

)

≤ C5

(

1 +
∫ t

0

∫ θ

0

Vn−1(u)(t− θ)−
1
2 (θ − u)−

1
2 dudθ

)

≤ C6

(
1 +

∫ t

0

Vn−1(u)du

)
<∞,
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due to (2.93). By iteration this implies that

sup
t∈[0,T ],x∈[0,1]

Vn(t) < C,

where the constant C does not depend on n. Taking into account that
un(t, x) converges to u(t, x) in Lp(Ω) for all p ≥ 1, we deduce that u(t, x) ∈
D

1,2, and Dun(t, x) converges to Du(t, x) in the weak topology of L2(Ω;H)
(see Lemma 1.2.3). Finally, applying the operator D to both members of
Eq. (2.88), we deduce the desired result. �

The main result of this section is the following;

Theorem 2.4.4 Let b and σ be globally Lipschitz functions. Assume that
σ(u0(y)) �= 0 for some y ∈ (0, 1). Then the law of u(t, x) is absolutely
continuous for any (t, x) ∈ (0, T ]× (0, 1).

Proof: Fix (t, x) ∈ (0, T ] × (0, 1). According to the general criterion for
absolute continuity (Theorem 2.1.3), we have to show that

∫ t

0

∫ 1

0

|Ds,yu(t, x)|2dyds > 0 (2.94)

a.s. There exists an interval [a, b] ⊂ (0, 1) and a stopping time τ > 0 such
that σ(u(s, y)) ≥ δ > 0 for all y ∈ [a, b] and 0 ≤ s ≤ τ . Then a sufficient
condition for (2.94) is

∫ b

a

Ds,yu(t, x)dy > 0 for all 0 ≤ s ≤ τ , (2.95)

a.s. for some b ≥ a. We will show (2.95) only for the case where s = 0. The
case where s > 0 can be treated by similar arguments, restricting the study
to the set {s < τ}. On the other hand, one can show using Kolmogorov’s
continuity criterion that the process {Ds,yu(t, x), s ∈ [0, t], y ∈ [0, 1]} pos-
sesses a continuous version, and this implies that it suffices to consider the
case s = 0.

The process

v(t, x) =
∫ b

a

D0,yu(t, x)dy

is the unique solution of the following linear stochastic parabolic equation:

v(t, x) =
∫ b

a

Gt(x, y)σ(u0(y))dy +
∫ t

0

∫ 1

0

Gt−s(x, y)Bs,yv(s, y)dsdy

+
∫ t

0

∫ 1

0

Gt−s(x, y)Ss,yv(s, y)W (ds, dy). (2.96)

We are going to prove that the solution to this equation is strictly positive
at (t, x). By the comparison theorem for stochastic parabolic equations (see
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Exercise 2.4.5) it suffices to show the result when the initial condition is
δ1[a,b], and by linearity we can take δ = 1. Moreover, for any constant c > 0
the process ectv(t, x) satisfies the same equation as v but with Bs,y replaced
by Bs,y + c. Hence, we can assume that Bs,y ≥ 0, and by the comparison
theorem it suffices to prove the result with B ≡ 0.

Suppose that a ≤ x < 1 (the case where 0 < x ≤ a would be treated by
similar arguments). Let d > 0 be such that x ≤ b + d < 1. We divide [0, t]
into m smaller intervals [k−1

m t, kt
m ], 1 ≤ k ≤ m. We also enlarge the interval

[a, b] at each stage k, until by stage k = m it covers [a, b + d]. Set

α =
1
2

inf
m≥1

inf
1≤k≤m

inf
y∈[a,b+ kd

m ]

∫ b+
d(k−1)

m

a

G t
m

(y, z)dz,

and note that α > 0. For k = 1, 2, . . . ,m we define the set

Ek =
{

v(
kt

m
, y) ≥ αk1[a,b+ kd

m ](y),∀y ∈ [0, 1]
}

.

We claim that for any δ > 0 there exists m0 ≥ 1 such that if m ≥ m0 then

P (Ec
k+1|E1 ∩ · · · ∩Ek) ≤ δ

m
(2.97)

for all 0 ≤ k ≤ m− 1. If this is true, then we obtain

P{v(t, x) > 0} ≥ P
{
v(t, y) ≥ αm1[a,b+d](y),∀y ∈ [0, 1]

}

≥ P (Em|Em−1 ∩ · · · ∩E1)
×P (Em−1|Em−2 ∩ · · · ∩E1) . . . P (E1)

≥
(

1− δ

m

)m

≥ 1− δ,

and since δ is arbitrary we get P{v(t, x) > 0} = 1. So it only remains to
check Eq. (2.97). We have for s ∈ [ tk

m , t(k+1)
m ]

v(s, y) =
∫ 1

0

G t
m

(y, z)v(
kt

m
, z)dz

+
∫ s

t
m

∫ 1

0

Gs−θ(y, z)Sθ,zv(θ, z)W (dθ, dz).

Again by the comparison theorem (see Exercise 2.4.5) we deduce that on
the set E1 ∩ · · · ∩Ek the following inequalities hold

v(s, y) ≥ w(s, y) ≥ 0
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for all (s, y) ∈ [ tk
m , t(k+1)

m ]× [0, 1], where w = {w(s, y), (s, y) ∈ [ tk
m , t(k+1)

m ]×
[0, 1]} is the solution to

w(s, y) =
∫ 1

0

G t
m

(y, z)αk1[a,b+ kd
m ](z)dz

+
∫ s

tk
m

∫ 1

0

Gs−θ(y, z)Sθ,zw(θ, z)W (dθ, dz).

Hence,

P (Ek+1|E1 ∩ · · · ∩Ek)

≥ P

{
w(

(k + 1)t
m

, y) ≥ αk+1,∀y ∈ [a, b +
(k + 1)d

m
]
}

. (2.98)

On the set Ek and for y ∈ [a, b + (k+1)d
m ], it holds that

∫ b+ kd
m

a

G t
m

(y, z)dz ≥ 2α.

Thus, from (2.98) we obtain that

P (Ec
k+1|E1 ∩ · · · ∩Ek) ≤ P



 sup
y∈[a,b+

(k+1)d
m ]

|Φk+1(y)| > α|E1 ∩ · · · ∩Ek





≤ α−pE

(

sup
y∈[0,1]

|Φk+1(y)|p|E1 ∩ · · · ∩Ek

)

,

for any p ≥ 2, where

Φk+1(y) =
∫ t(k+1)

m

tk
m

∫ 1

0

G t(k+1)
m −s

(y, z)Ss,z
w(s, z)

αk
W (ds, dz).

Applying Burkholder’s inequality and taking into account that Ss,z is uni-
formly bounded we obtain

E (|Φk+1(y1)− Φk+1(y2)|p|E1 ∩ · · · ∩Ek)

≤ CE

(∣∣
∣
∣

∫ t
m

0

∫ 1

0

(Gs(y1, z)−Gs(y2, z))2α−2k

(

w(
t(k + 1)

m
− s, z)

)2

dsdz

∣
∣
∣
∣

p
2

|E1 ∩ · · · ∩Ek

)

.

Note that sup
k≥1,z∈[0,1],s∈[ tk

m ,
t(k+1)

m ]
α−2kqE

(
w(s, z)2q|E1 ∩ · · · ∩Ek

)
is

bounded by a constant not depending on m for all q ≥ 2. As a conse-
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quence, Hölder’s inequality and Eq. (2.68) yield for p > 6

E (|Φk+1(y1)− Φk+1(y2)|p|E1 ∩ · · · ∩Ek)

≤ C

(
t

m

) 1
η

(∫ t
m

0

∫ 1

0

|Gs(y1, z)−Gs(y2, z)|3ηdsdz

) p
3η

≤ Cm− 1
η |x− y|

p(1−η)
η ,

where 2
3 ∨

2
p < η < 1. Now from (A.11) we get

E

(

sup
y∈[0,1]

|Φk+1(y)|p|E1 ∩ · · · ∩Ek

)

≤ Cm− 1
η ,

which concludes the proof of (2.97). �

Exercises
2.4.1 Prove Proposition 2.4.1.

Hint: Use the same method as in the proof of Proposition 1.3.11.

2.4.2 Let {Xz, z ∈ R
2
+} be the two-parameter process solution to the linear

equation

Xz = 1 +
∫

[0,z]

aXrdWr.

Find the Wiener chaos expansion of Xz.

2.4.3 Let α, β : R
2
+ → R be two measurable and bounded functions. Let

f : R
2
+ → R be the solution of the linear equation

f(z) = α(z) +
∫

[0,z]

β(r)f(r)dr.

Show that for any z = (s, t) we have

|f(z)| ≤ sup
r∈[0,z]

|α(r)|
∞∑

m=0

(m!)−2 sup
r∈[0,z]

|β(r)|m(st)m.

2.4.4 Prove Eqs. (2.91) and (2.92).

Hint: It suffices to consider the term 1√
4πt

e−
|x−y|2

4t in the series expansion
of Gt(x, y). Then, for the proof of (2.92) it is convenient to majorize by the
integral over [0, t] × R and make the change of variables z = (x − y)ξ,
s = (x− y)2η. For (2.91) use the change of variables s = hu and y =

√
hz.

2.4.5 Consider the pair of parabolic stochastic partial differential equations

∂ui

∂t
=

∂2ui

∂x2
+ fi(ui(t, x))B(t, x) + g(ui(t, x))G(t, x)

∂2W

∂t∂x
, i = 1, 2,
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where fi, g are Lipschitz functions, and B and G are measurable, adapted,
and bounded random fields. The initial conditions are ui(0, x) = ϕi(x).
Then ϕ1 ≤ ϕ2 (f1 ≤ f2) implies u1 ≤ u2.

Hint: Let {ei, i ≥ 1} be a complete orthonormal system on L2([0, 1]).
Projecting the above equations on the first N vectors produces a stochastic
partial differential equation driven by the N independent Brownian motions
defined by

W i(t) =
∫ 1

0

ei(x)W (t, dx), i = 1, . . . , N.

In this case we can use Itô’s formula to get the inequality, and in the general
case one uses a limit argument (see Donati-Martin and Pardoux [83] for
the details).

2.4.6 Let u = {u(t, x), t ∈ [0, T ], x ∈ [0, 1]} be an adapted process such
that

∫ T

0

∫ 1

0
E(u2

s,y)dyds <∞. Set

Zt,x =
∫ t

0

∫ 1

0

Gt−s(x, y)us,ydWs,y.

Show the following maximal inequality

E

(
sup

0≤t≤T
|Zt,x|p

)

≤ Cp,T

∫ T

0

∫ 1

0

E

((∫ t

0

∫ 1

0

Gt−s(x, y)2(t− s)−2αu2
s,ydyds

) p
2
)

dxdt,

where α < 1
4 and p > 3

2α .
Hint: Write

Zt,x =
sin πα

π

∫ t

0

∫ 1

0

Gt−s(x, y)(t− s)α−1Ys,ydyds,

where

Ys,y =
∫ s

0

∫ 1

0

Gs−θ(y, z)(s− θ)−αuθ,zdWθ,z,

and apply Hölder and Burholder’s inequalities.

Notes and comments

[2.1] The use of the integration-by-parts formula to deduce the exis-
tence and regularity of densities is one of the basic applications of the
Malliavin calculus, and it has been extensively developed in the litera-
ture. The starting point of these applications was the paper by Malliavin
[207] that exhibits a probabilistic proof of Hörmander’s theorem. Stroock
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[318], Bismut [38], Watanabe [343], and others, have further developed the
technique Malliavin introduced. The absolute continuity result stated in
Theorem 2.1.1 is based on Shigekawa’s paper [307].

Bouleau and Hirsch [46] introduced an alternative technique to deal with
the problem of the absolute continuity, and we described their approach
in Section 2.1.2. The method of Bouleau and Hirsch works in the more
general context of a Dirichlet form, and we refer to reference [47] for a
complete discussion of this generalization. The simple proof of Bouleau
and Hirsch criterion’s for absolute continuity in dimension one stated in
Theorem 2.1.3 is based on reference [266]. For another proof of a similar
criterion of absolute continuity, we refer to the note of Davydov [77].

The approach to the smoothness of the density based on the notion
of distribution on the Wiener space was developed by Watanabe [343] and
[144]. The main ingredient in this approach is the fact that the composition
of a Schwartz distribution with a nondegenerate random vector is well
defined as a distribution on the Wiener space (i.e., as an element of D

−∞).
Then we can interpret the density p(x) of a nondegenerate random vector
F as the expectation E[δx(F )], and from this representation we can deduce
that p(x) is infinitely differentiable.

The connected property of the topological support of the law of a smooth
random variable was first proved by Fang in [95]. For further works on the
properties on the positivity of the density of a random vector we refer to
[63]. On the other hand, general criterion on the positivity of the density
using technique of Malliavin calculus can be deduced (see [248]).

The fact that the supremum of a continuous process belongs to D
1,2

(Proposition 2.1.10) has been proved in [261]. Another approach to the
differentiability of the supremum based on the derivative of Banach-valued
functionals is provided by Bouleau and Hirsch in [47]. The smoothness of
the density of the Wiener sheet’s supremum has been established in [107].
By a similar argument one can show that the supremum of the fractional
Brownian motion has a smooth density in (0,+∞) (see [190]). In the case of
a Gaussian process parametrized by a compact metric space S, Ylvisaker
[352], [353] has proved by a direct argument that the supremum has a
bounded density provided the variance of the process is equal to 1. See also
[351, Theorem 2.1].

[2.2] The weak differentiabilility of solutions to stochastic differential
equations with smooth coefficients can be proved by several arguments. In
[146] Ikeda and Watanabe use the approximation of the Wiener process by
means of polygonal paths. They obtain a sequence of finite-difference equa-
tions whose solutions are smooth functionals that converge to the diffusion
process in the topology of D

∞. Stroock’s approach in [320] uses an iterative
family of Hilbert-valued stochastic differential equations. We have used the
Picard iteration scheme Xn(t). In order to show that the limit X(t) be-
longs to the space D

∞, it suffices to show the convergence in Lp, for any
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p ≥ 2, and the boundedness of the derivatives DNXn(t) in Lp(Ω;H⊗N ),
uniformly in n.

In the one-dimensional case, Doss [84] has proved that a stochastic differ-
ential equation can be solved path-wise – it can be reduced to an ordinary
differential equation (see Exercise 2.2.2). This implies that the solution in
this case is not only in the space D

1,p but, assuming the coefficients are of
class C1(R), that it is Fréchet differentiable on the Wiener space C0([0, T ]).
In the multidimensional case the solution might not be a continuous func-
tional of the Wiener process. The simplest example of this situation is
Lévy’s area (cf. Watanabe [343]). However, it is possible to show, at least if
the coefficients have compact support (Üstünel and Zakai [337]), that the
solution is H-continuously differentiable. The notion of H-continuous dif-
ferentiability will be introduced in Chapter 4 and it requires the existence
and continuity of the derivative along the directions of the Cameron-Martin
space.

[2.3] The proof of Hörmander’s theorem using probabilistic methods
was first done by Malliavin in [207]. Different approaches were developed
after Malliavin’s work. In [38] Bismut introduces a direct method for prov-
ing Hörmander’s theorem, based on integration by parts on the Wiener
space. Stroock [319, 320] developed the Malliavin calculus in the context
of a symmetric diffusion semigroup, and a general criteria for regularity of
densities was provided by Ikeda and Watanabe [144, 343]. The proof we
present in this section has been inspired by the work of Norris [239]. The
main ingredient is an estimation for continuous semimartingales (Lemma
2.3.2), which was first proved by Stroock [320]. Ikeda and Watanabe [144]
prove Hörmander’s theorem using the following estimate for the tail of the
variance of the Brownian motion:

P

(∫ 1

0

(
Wt −

∫ 1

0

Wsds)2
)

dt < ε

)
≤
√

2 exp(− 1
27ε

).

In [186] Kusuoka and Stroock derive Gaussian exponential bounds for
the density pt(x0, ·) of the diffusion Xt(x0) starting at x0 under hypoel-
lipticity conditions. In [166] Kohatsu-Higa introduced in the notion of
uniformly elliptic random vector and obtained Gaussian lower bound es-
timates for the density of a such a vector. The results are applied to the
solution to the stochastic heat equation. Further applications to the poten-
tial theory for two-parameter diffusions are given in [76].

Malliavin calculus can be applied to study the asymptotic behavior of the
fundamental solution to the heat equation (see Watanabe [344], Ben Arous,
Léandre [26], [27]). More generally, it can be used to analyze the asymptotic
behavior of the solution stochastic partial differential equations like the
stochastic heat equation (see [167]) and stochastic differential equations
with two parameters (see [168]).
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On the other hand, the stochastic calculus of variations can be used
to show hypoellipticity (existence of a smooth density) under conditions
that are strictly weaker than Hörmander’s hypothesis. For instance, in [24]
the authors allow the Lie algebra condition to fail exponentially fast on a
submanifold of R

m of dimension less than m (see also [106]).
In addition to the case of a diffusion process, Malliavin calculus has been

applied to show the existence and smoothness of densities for different types
of Wiener functionals. In most of the cases analytical methods are not
available and the Malliavin calculus is a suitable approach. The following
are examples of this type of application:

(i) Bell and Mohammed [23] considered stochastic delay equations. The
asymptotic behaviour of the density of the solution when the variance
of the noise tends to zero is analized in [99].

(ii) Stochastic differential equations with coefficients depending on the
past of the solution have been analyzed by Kusuoka and Stroock
[187] and by Hirsch [134].

(iii) The smoothness of the density in a filtering problem has been dis-
cussed in Bismut and Michel [43], Chaleyat-Maurel and Michel [61],
and Kusuoka and Stroock [185]. The general problem of the exis-
tence and smoothness of conditional densities has been considered by
Nualart and Zakai [266].

(iv) The application of the Malliavin calculus to diffusion processes with
boundary conditions has been developed in the works of Bismut [40]
and Cattiaux [60].

(v) Existence and smoothness of the density for solutions to stochastic
differential equations, including a stochastic integral with respect to
a Poisson measure, have been considered by Bichteler and Jacod [36],
and by Bichteler et al. [35], among others.

(vi) Absolute continuity of probability laws in infinite-dimensional spaces
have been studied by Moulinier [232], Mazziotto and Millet [220], and
Ocone [271].

(vii) Stochastic Volterra equations have been considered by Rovira and
Sanz-Solé in [295].

Among other applications of the integration-by-parts formula on the
Wiener space, not related with smoothness of probability laws, we can
mention the following problems:

(i) time reversal of continuous stochastic processes (see Föllmer [109],
Millet et al. [229], [230]),
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(ii) estimation of oscillatory integrals (see Ikeda and Shigekawa [143],
Moulinier [233], and Malliavin [209]),

(iii) approximation of local time of Brownian martingales by the normal-
ized number of crossings of the regularized process (see Nualart and
Wschebor [262]),

(iv) the relationship between the independence of two random variables
F and G on the Wiener space and the almost sure orthogonality of
their derivatives. This subject has been developed by Üstünel and
Zakai [333], [334].

The Malliavin calculus leads to the development of the potential the-
ory on the Wiener space. The notion of cp,r capacities and the associated
quasisure analysis were introduced by Malliavin in [208]. One of the basic
results of this theory is the regular disintegration of the Wiener measure
by means of the coarea measure on submanifolds of the Wiener space with
finite codimension (see Airault and Malliavin [3]). In [2] Airault studies
the differential geometry of the submanifold F = c, where F is a smooth
nondegenerate variable on the Wiener space.

[2.4] The Malliavin calculus is a helpful tool for analyzing the regularity
of probability distributions for solutions to stochastic integral equations
and stochastic partial differential equations. For instance, the case of the
solution {X(z), z ∈ R

2
+} of two-parameter stochastic differential equations

driven by the Brownian sheet, discussed in Section 2.4.1, has been studied
by Nualart and Sanz [256], [257]. Similar methods can be applied to the
analysis of the wave equation perturbed by a two-parameter white noise
(cf. Carmona and Nualart [59], and Léandre and Russo [194]).

The application of Malliavin calculus to the absolute continuity of the
solution to the heat equation perturbed by a space-time white noise has
been taken from Pardoux and Zhang [282]. The arguments used in the last
part of the proof of Theorem 2.4.4 are due to Mueller [234]. The smoothness
of the density in this example has been studied by Bally and Pardoux
[19]. As an application of the Lp estimates of the density obtained by
means of Malliavin calculus (of the type exhibited in Exercise 2.1.5), Bally
et al. [18] prove the existence of a unique strong solution for the white
noise driven heat equation (2.84) when the coefficient b is measurable and
locally bounded, and satisfies a one-sided linear growth condition, while the
diffusion coefficient σ does not vanish, has a locally Lipschitz derivative,
and satisfies a linear growth condition. Gyöngy [130] has generalized this
result to the case where σ is locally Lipschitz.

The smoothness of the density of the vector (u(t, x1), . . . , u(t, xn)), where
u(t, x) is the solution of a two-dimensional non-linear stochastic wave equa-
tion driven by Gaussian noise that is white in time and correlated in the
space variable, has been derived in [231]. These equations were studied by
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Dalang and Frangos in [75]. The abolute continuity of the law and the
smoothness of the density for the three-dimensional non-linear stochastic
wave equation has been considered in [288] and [289], following an approach
to construct a solution for these equations developed by Dalang in [77].

The smoothness of the density of the projection onto a finite-dimensional
subspace of the solution at time t > 0 of the two-dimensional Navier-
Stokes equation forced by a finite-dimensional Gaussian white noise has
been established by Mattingly and Pardoux in [219] (see also [132]).



3
Anticipating stochastic calculus

As we have seen in Chapter 2, the Skorohod integral is an extension of the
Itô integral that allows us to integrate stochastic processes that are not
necessarily adapted to the Brownian motion. The adaptability assumption
is replaced by some regularity condition. It is possible to develop a stochas-
tic calculus for the Skorohod integral which is similar in some aspects to
the classical Itô calculus. In this chapter we present the fundamental facts
about this stochastic calculus, and we also discuss other approaches to the
problem of constructing stochastic integrals for nonadapted processes (ap-
proximation by Riemann sums, development in a basis of L2([0, 1]), substi-
tution methods). The last section discusses noncausal stochastic differential
equations formulated using anticipating stochastic integrals.

3.1 Approximation of stochastic integrals

In order to define the stochastic integral
∫ 1

0
utdWt of a not necessarily

adapted process u = {ut, t ∈ [0, 1]} with respect to the Brownian motion
W , one could use the following heuristic approach. First approximate u
by a sequence of step processes un, then define the stochastic integral of
each process un as a finite sum of the increments of the Brownian motion
multiplied by the values of the process in each interval, and finally try
to check if the sequence of integrals converges in some topology. What
happens is that different approximations by step processes will produce
different types of integrals. In this section we discuss this approach, and
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in particular we study two types of approximations, one leading to the
Skorohod integral, and a second one that produces a Stratonovich-type
stochastic integral.

3.1.1 Stochastic integrals defined by Riemann sums

In this section we assume that {W (t), t ∈ [0, 1]} is a one-dimensional
Brownian motion, defined in the canonical probability space (Ω,F , P ).

We denote by π an arbitrary partition of the interval [0, 1] of the form
π = {0 = t0 < t1 < · · · < tn = 1}. We have to take limits (in probability, or
in Lp(Ω), p ≥ 1) of families of random variables Sπ, depending on π, as the
norm of π (defined as |π| = sup0≤i≤n−1(ti+1−ti)) tends to zero. Notice first
that this convegence is equivalent to the convergence along any sequence
of partitions whose norms tend to zero. In most of the cases it suffices to
consider increasing sequences, as the next technical lemma explains.

Lemma 3.1.1 Let Sπ be a family of elements of some complete metric
space (V, d) indexed by the class of all partitions of [0, 1]. Suppose that for
any fixed partition π0 we have

lim
|π|→0

d(Sπ∨π0 , Sπ) = 0, (3.1)

where π ∨ π0 denotes the partition induced by the union of π and π0. Then
the family Sπ converges to some element S if and only if for any increasing
sequence of partitions {π(k), k ≥ 1} of [0, 1], such that |π(k)| → 0, the
sequence Sπ(k) converges to S as k tends to infinity.

Proof: Clearly, the convergence of the family Sπ implies the convergence of
any sequence Sπ(k) with |π(k)| → 0 to the same limit. Conversely, suppose
that Sπ̃(k) → S for any increasing sequence π̃(k) with |π̃(k)| → 0, but
there exists an ε > 0 and a sequence π(k) with |π(k)| → 0 such that
d(Sπ(k), S) > ε for all k. Then we fix k0 and by (3.1) we can find a k1 such
that k1 > k0 and

d(Sπ(k0)∨π(k1), Sπ(k1)) <
ε

2
.

Next we choose k2 > k1 large enough so that

d(Sπ(k0)∨π(k1)∨π(k2), Sπ(k2)) <
ε

2
,

and we continue recursively. Set π̃(n) = π(k0) ∨ π(k1) ∨ · · · ∨ π(kn). Then
after the nth step we have

d(Sπ̃(n), S) ≥ d(Sπ(kn), S)− d(Sπ̃(n), Sπ(kn)) >
ε

2
.

Then π̃(n) is an increasing sequence of partitions such that the sequence of
norms |π̃(n)| tends to zero but d(Sπ̃(n), S) > ε

2 , which completes the proof
by contradiction. �
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Consider a measurable process u = {ut, t ∈ [0, 1]} such that
∫ 1

0
|ut|dt <

∞ a.s. For any partition π we introduce the following step process:

uπ(t) =
n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

usds

)
1(ti,ti+1](t). (3.2)

If E
(∫ 1

0
|ut|dt

)
<∞ we define the step process

ûπ(t) =
n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

E(us|F[ti,ti+1]c)ds

)
1(ti,ti+1](t). (3.3)

We recall that Fc
[ti,ti+1]

denotes the σ-field generated by the increments
Wt −Ws, where the interval (s, t] is disjoint with [ti, ti+1].

The next lemma presents in which topology the step processes uπ and
ûπ are approximations of the process u.

Lemma 3.1.2 Suppose that u belongs to L2([0, 1]×Ω). Then, the processes
uπ and ûπ converge to the process u in the norm of the space L2([0, 1]×Ω)
as |π| tends to zero. Furthermore, these convergences also hold in L

1,2

whenever u ∈ L
1,2.

Proof: The convergence uπ → u in L2([0, 1] × Ω) as |π| tends to zero
can be proved as in Lemma 1.1.3, but for the convergence of ûπ we need a
different argument.

One can show that the families uπ and ûπ satisfy condition (3.1) with
V = L2([0, 1] × Ω) (see Exercise 3.1.1). Consequently, by Lemma 3.1.1
it suffices to show the convergence along any fixed increasing sequence of
partitions π(k) such that |π(k)| tends to zero. In the case of the family uπ,
we can regard uπ as the conditional expectation of the variable u, in the
probability space [0, 1] × Ω, given the product σ-field of the finite algebra
of parts of [0, 1] generated by π times F . Then the convergence of uπ to
u in L2([0, 1] × Ω) along a fixed increasing sequence of partitions follows
from the martingale convergence theorem. For the family ûπ the argument
of the proof is as follows.

Let π(k) be an increasing sequence of partitions such that |π(k)| → 0.
Set π(k) = {0 = tk0 < tk1 < · · · < tknk

= 1}. For any k we consider the
σ-field Gk of parts of [0, 1] × Ω generated by the sets (tki , tki+1]× F , where
0 ≤ i ≤ nk − 1 and F ∈ F[tk

i ,tk
i+1]

c . Then notice that ûπ(k) = Ẽ(u|Gk),

where Ẽ denotes the mathematical expectation in the probability space
[0, 1]×Ω. By the martingale convergence theorem, ûπ(k) converges to some
element u in L2([0, 1] × Ω). We want to show that u = u. The difference
v = u− u is orthogonal to L2([0, 1]×Ω,Gk) for every k. Consequently, for
any fixed k ≥ 1, such a process v satisfies

∫
I×F

v(t, ω)dtdP = 0 for any F ∈
F[tk

i ,tk
i+1]

c and for any interval I ⊂ [tki , tki+1] in π(m) with m ≥ k. Therefore,
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E(v(t)|F[tk
i ,tk

i+1]
c) = 0 for all (t, ω) almost everywhere in [tki , tki+1] × Ω.

Therefore, for almost all t, with respect to the Lebesgue measure, the above
conditional expectation is zero for any i, k such that t ∈ [tki , tki+1]. This
implies that v(t, ω) = 0 a.s., for almost all t, and the proof of the first part
of the lemma is complete.

In order to show the convergence in L
1,2 we first compute the derivatives

of the processes uπ and ûπ using Proposition 1.2.8:

Dru
π(t) =

n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

Drusds

)
1(ti,ti+1](t),

and

Drû
π(t) =

n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

E(Drus|F[ti,ti+1]c)ds

)

×1(ti,ti+1](t)1(ti,ti+1]c(r).

Then, the same arguments as in the first part of the proof will give the
desired convergence. �

Now consider the Riemann sums associated to the preceding approxima-
tions:

Sπ =
n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

usds

)
(W (ti+1)−W (ti))

and

Ŝπ =
n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

E(us|F[ti,ti+1]c)ds

)
(W (ti+1)−W (ti)).

Notice that from Lemma 1.3.2 the processes ûπ are Skorohod integrable
for any process u in L2([0, 1]× Ω) and that

Ŝπ = δ(ûπ).

On the other hand, for the process uπ to be Skorohod integrable we need
some additional conditions. For instance, if u ∈ L

1,2, then uπ ∈ L
1,2 ⊂

Dom δ, and we have

δ(uπ) = Sπ −
n−1∑

i=0

1
ti+1 − ti

∫ ti+1

ti

∫ ti+1

ti

Dsutdsdt. (3.4)

In conclusion, from Lemma 3.1.2 we deduce the following results:

(i) Let u ∈ L2([0, 1] × Ω). If the family Ŝπ converges in L2(Ω) to some
limit, then u is Skorohod integrable and this limit is equal to δ(u).
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(ii) Let u ∈ L
1,2. Then both families Ŝπ = δ(ûπ) and δ(uπ) converge in

L2(Ω) to δ(u).

Let us now discuss the convergence of the family Sπ. Notice that

Sπ =
∫ 1

0

utW
π
t dt,

where

Wπ
t =

n−1∑

i=0

W (ti+1)−W (ti)
ti+1 − ti

1(ti,ti+1](t). (3.5)

Definition 3.1.1 We say that a measurable process u = {ut, 0 ≤ t ≤ 1}
such that

∫ 1

0
|ut|dt < ∞ a.s. is Stratonovich integrable if the family Sπ

converges in probability as |π| → 0, and in this case the limit will be denoted
by
∫ 1

0
ut ◦ dWt.

From (3.4) we see that for a given process u to be Stratonovich integrable
it is not sufficient that u ∈ L

1,2. In fact, the second summand in (3.4) can
be regarded as an approximation of the trace of the kernel Dsut in [0, 1]2,
and this trace is not well defined for an arbitrary square integrable kernel.
Let us introduce the following definitions:

Let X ∈ L
1,2 and 1 ≤ p ≤ 2. We denote by D+X (resp. D−X) the

element of Lp([0, 1]× Ω) satisfying

lim
n→∞

∫ 1

0

sup
s<t≤(s+ 1

n )∧1

E(|DsXt − (D+X)s|p)ds = 0 (3.6)

(resp.

lim
n→∞

∫ 1

0

sup
(s− 1

n )∨0≤t<s

E(|DsXt − (D−X)s|p)ds = 0). (3.7)

We denote by L
1,2
p+ (resp. L

1,2
p−) the class of processes in L

1,2 such that (3.6)
(resp. (3.7)) holds. We set L

1,2
p = L

1,2
p+ ∩ L

1,2
p− . For X ∈ L

1,2
p we write

(∇X)t = (D+X)t + (D−X)t. (3.8)

Let X ∈ L
1,2. Suppose that the mapping (s, t) ↪→ DsXt is continuous

from a neighborhood of the diagonal Vε = {|s − t| < ε} into Lp(Ω). Then
X ∈ L

1,2
p and

(D+X)t = (D−X)t = DtXt.

The following proposition provides an example of a process in the class
L

1,2
2 .
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Proposition 3.1.1 Consider a process of the form

Xt = X0 +
∫ t

0

usdWs +
∫ t

0

vsds, (3.9)

where X0 ∈ D
1,2 and u ∈ D

2,2(H), and v ∈ L
1,2. Then, X belongs to the

class L
1,2
2 and

(D+X)t = ut + DtX0 +
∫ t

0

Dtvrdr +
∫ t

0

DturdWr, (3.10)

(D−X)t = DtX0 +
∫ t

0

Dtvrdr +
∫ t

0

DturdWr. (3.11)

Proof: First notice that X belongs to L
1,2, and for any s we have

DsXt = us1[0,t](s) + DsX0 +
∫ t

0

Dsvrdr +
∫ t

0

DsurdWr.

Thus,

∫ 1

0

sup
(s− 1

n )∨0<t≤s

E(|DsXt − (D−X)s|2)ds

≤ 2
n

∫ 1

0

∫ s

(s− 1
n )∨0

E(|Dsvr|2)drds + 2
∫ 1

0

∫ s

(s− 1
n )∨0

E(|Dsur|2)drds

+2
∫ 1

0

∫ 1

0

∫ s

(s− 1
n )∨0

E(|DθDsur|2)drdsdθ,

and this converges to zero as n tends to infinity. In a similar way we show
that (D+X)t exists and is given by (3.10). �

In a similar way, L
1,2,f
p− is the class of processes X in L

1,2,f such that there
exists an element D−X ∈ Lp([0, 1]×Ω) for which (3.7) holds. Suppose that
Xt is given by (3.9), where X0 ∈ D

1,2, u ∈ L
F and v ∈ L

1,2,f , then, X

belongs to the class L
1,2,f
2− and (D−X)t is given by (3.11).

Then we have the following result, which gives sufficient conditions for
the existence of the Stratonovich integral and provides the relation between
the Skorohod and the Stratonovich integrals.

Theorem 3.1.1 Let u ∈ L
1,2
1,loc. Then u is Stratonovich integrable and

∫ 1

0

ut ◦ dWt =
∫ 1

0

utdWt +
1
2

∫ 1

0

(∇u)tdt. (3.12)
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Proof: By the usual localization argument we can assume that u ∈ L
1,2
1 .

Then, from Eq. (3.4) and the above approximation results on the Skorohod
integral, it suffices to show that

n−1∑

i=0

1
ti+1 − ti

∫ ti+1

ti

∫ ti+1

ti

Dtusdsdt→ 1
2

∫ 1

0

(∇u)sds,

in probability, as |π| → 0. We will show that the expectation

E

(∣∣
∣
∣
∣

n−1∑

i=0

1
ti+1 − ti

∫ ti+1

ti

dt

∫ ti+1

t

(Dtus)ds− 1
2

∫ 1

0

(
D+u

)
t
dt

∣
∣
∣
∣
∣

)

converges to zero as |π| → 0. A similar result can be proved for the operator
D−, and the desired convergence would follow. We majorize the above
expectation by the sum of the following two terms:

E

(∣∣
∣
∣
∣

n−1∑

i=0

1
ti+1 − ti

∫ ti+1

ti

dt

∫ ti+1

t

(Dtus −
(
D+u

)
t
)ds

∣
∣
∣
∣
∣

)

+E

(∣∣
∣
∣
∣

∫ ti+1

ti

n−1∑

i=0

ti+1 − t

ti+1 − ti

(
D+u

)
t
dt− 1

2

∫ 1

0

(
D+u

)
t
dt

∣
∣
∣
∣
∣

)

≤
∫ 1

0

sup
t≤s≤(t+|π|)∧1

E(|Dtus −
(
D+u

)
t
|)dt

+E

(∣∣
∣
∣
∣

∫ 1

0

(
D+u

)
t

(
n−1∑

i=0

ti+1 − t

ti+1 − ti
1(ti,ti+1](t)−

1
2

)

dt

∣
∣
∣
∣
∣

)

.

The first term in the above expression tends to zero by the definition of
the class L

1,2
1 . For the second term we will use the convergence of the

functions
∑n−1

i=0
ti+1−t
ti+1−ti

1(ti,ti+1](t) to the constant 1
2 in the weak topology

of L2([0, 1]). This weak convergence implies that

∫ 1

0

(
D+u

)
t

(
n−1∑

i=0

ti+1 − t

ti+1 − ti
1(ti,ti+1](t)−

1
2

)

dt

converges a.s. to zero as |π| → 0. Finally, the convergence in L1(Ω) follows
by dominated convergence, using the definition of the space L

1,2
1 . �

Remarks:

1. If the mapping (s, t) ↪→ Dsut is continuous from Vε = {|s− t| < ε} into
L1(Ω), then the second summand in formula (3.12) reduces to

∫ 1

0
Dtutdt.

2. Suppose that X is a continuous semimartingale of the form (1.23). Then
the Stratonovich integral of X exists on any interval [0, t] and coincides
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with the limit in probability of the sums (1.24). That is, we have

∫ t

0

Xs ◦ dWs =
∫ t

0

XsdWs +
1
2
〈X,W 〉t,

where 〈X,W 〉 denotes the joint quadratic variation of the semimartingale
X and the Brownian motion. Suppose in addition that X ∈ L

1,2
1 . In that

case, we have (D−X)t= 0 (because X is adapted), and consequently,

∫ 1

0

(
D+X

)
t
dt = 〈X,W 〉1 = lim

|π|↓0

n−1∑

i=0

(X(ti+1)−X(ti))(W (ti+1)−W (ti)),

where π denotes a partition of [0, 1]. In general, for processes u ∈ L
1,2
1 that

are continuous in L2(Ω), the joint quadratic variation of the process u and
the Brownian motion coincides with the integral

∫ 1

0

(
(
D+u

)
t
−
(
D−u

)
t
)dt

(see Exercise 3.1.2). Thus, the joint quadratic variation does not coincide
in general with the difference between the Skorohod and Stratonovich inte-
grals.

The approach we have described admits diverse extensions. For instance,
we can use approximations of the following type:

n−1∑

i=0

((1− α)u(ti) + αu(ti+1))(W (ti+1)−W (ti)), (3.13)

where α is a fixed number between 0 and 1. Assuming that u ∈ L
1,2
1 and

E(ut) is continuous in t, we can show (see Exercise 3.1.3) that expression
(3.13) converges in L1(Ω) to the following quantity:

δ(u) + α

∫ 1

0

(
D+u

)
t
dt + (1− α)

∫ 1

0

(
D−u

)
t
dt. (3.14)

For α = 1
2 we obtain the Stratonovich integral, and for α = 0 expression

(3.14) is the generalization of the Itô integral studied in [14, 30, 298].

3.1.2 The approach based on the L2 development
of the process

Suppose that {W (A), A ∈ B, µ(A) < ∞} is an L2(Ω)-valued Gaussian
measure associated with a measure space (T,B, µ). We fix a complete or-
thonormal system {ei, i ≥ 1} in the Hilbert space H = L2(T ). We can
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compute the random Fourier coefficients of the paths of the process u in
that basis:

u(t) =
∞∑

i=1

〈u, ei〉Hei(t).

Then one can define the stochastic integral of u (wihch we will denote by∫ 1

0
ut ∗ dWt, following Rosinski [293]) as the sum of the series

∫

T

ut ∗ dWt =
∞∑

i=1

〈u, ei〉HW (ei), (3.15)

provided that it converges in probability (or in L2(Ω)) and the sum does
not depend on the complete orthonormal system we have chosen. We will
call it the L2-integral.

We remark that if u ∈ L
1,2, then using (1.48) we have for any i

〈u, ei〉Hδ(ei) = δ(ei〈u, ei〉H) +
∫

T

∫

T

Dsutei(s)ei(t)µ(ds)µ(dt).

Consequently, if u ∈ L
1,2 and the kernel Dsut has a summable trace for

all ω a.s., then the integral
∫

T
ut ∗ dWt exists, and we have the following

relation (cf. Nualart and Zakai [263, Proposition 6.1]):
∫

T

ut ∗ dWt =
∫

T

utdWt + T(Du). (3.16)

The following result (cf. Nualart and Zakai [267]) establishes the relation-
ship between the Stratonovich integral and the L2-integral when T = [0, 1]
and µ is the Lebesgue measure.

Theorem 3.1.2 Let u be a measurable process such that
∫ 1

0
u2

t dt <∞ a.s.
Then if the integral

∫ 1

0
ut ∗ dWt exists, u is Stratonovich integrable, and

both integrals coincide.

Proof: It suffices to show that for any increasing sequence of partitions
{π(n), n ≥ 1} whose norm tends to zero and π(n+1) is obtained by refining
π(n) at one point, the sequence Sπ(n) converges to

∫ 1

0
ut∗dWt as n tends to

infinity. The idea of the proof is to produce a particular complete orthonor-
mal system for which Sπ(n) will be the partial sum of series (3.15). Without
any loss of generality we may assume that π(1) = {0, 1}. Set e1 = 1. For
n ≥ 1 define en+1 as follows. By our assumption π(n+1) refines π(n) in one
point only. Assume that the point of refinement τ belongs to some interval
(sn, tn) of the partition π(n). Then we set

en+1(t) =
(

tn − τ

(τ − sn)(tn − sn)

) 1
2
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if t ∈ (sn, τ ],

en+1(t) = −
(

τ − sn

(tn − τ)(tn − sn)

) 1
2

if t ∈ (τ , tn], and en+1(t) = 0 for t ∈ (sn, tn]c. In this form we construct
a complete orthonormal system in L2([0, 1]), which can be considered as a
modified Haar system. Finally, we will show by induction that the partial
sums of series (3.15) coincide with the approximations of the Stratonovich
integral corresponding to the sequence of partitions π(n). First notice that
Sπ(n+1) differs from Sπ(n) only because of changes taking place in the
interval (sn, tn]. Therefore,

Sπ(n+1) − Sπ(n) = −
(

1
tn − sn

∫ tn

sn

utdt

)
(W (tn)−W (sn))

+
(

1
τ − sn

∫ τ

sn

utdt

)
(W (τ)−W (sn))

+
(

1
tn − τ

∫ tn

τ

utdt

)
(W (tn)−W (τ)). (3.17)

On the other hand,
(∫ 1

0

en+1(t)utdt

)∫ 1

0

en+1(t)dWt

=
1

tn − sn

([
tn − τ

τ − sn

] 1
2
∫ τ

sn

utdt−
[
τ − sn

tn − τ

] 1
2
∫ tn

τ

utdt

)

×
([

tn − τ

τ − sn

] 1
2

(W (τ)−W (sn))−
[
τ − sn

tn − τ

] 1
2

(W (tn)−W (τ))

)

,

which is equal to

1
tn − sn

{(
tn − τ

τ − sn

∫ τ

sn

utdt

)
(W (τ)−W (sn))

−(
∫ τ

sn

utdt)(W (tn)−W (τ)))−
(∫ tn

τ

utdt

)
(W (τ)−W (sn))

+
τ − sn

tn − τ

(∫ tn

τ

utdt

)
(W (tn)− (W (τ))

}
. (3.18)

Comparing (3.17) with (3.18) obtains the desired result. �
Using the previous theorem, we can show the existence of the Stratonovich

integral under conditions that are different from those of Theorem 3.1.1.

Proposition 3.1.2 Let u be a process in L
1,2
loc. Suppose that for all ω a.s.

the integral operator from H into H associated with the kernel Du(ω) is a
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nuclear (or a trace class) operator. Then u is Stratonovich integrable, and
we have ∫ 1

0

ut ◦ dWt = δ(u) + T(Du). (3.19)

Proof: We have seen that for any complete orthonormal system {ei, i ≥ 1}
in H the series ∞∑

i=1

(∫ 1

0

utei(t)dt

) ∫ 1

0

ei(s)dWs

converges in probability to δ(u) + T(Du). Then Proposition 3.1.2 follows
from Theorem 3.1.2. �

Exercises
3.1.1 Let u ∈ L2([0, 1] × Ω). Show that the families uπ and ûπ defined
in Eqs. (3.2) and (3.3) satisfy condition (3.1) with V = L2([0, 1] × Ω). If
u ∈ L

1,2, then (3.1) holds with V = L
1,2.

3.1.2 Let u ∈ L
1,2
1 be a process continuous in L2(Ω). Show that

n−1∑

i=0

(u(ti+1)− u(ti))(W (ti+1)−W (ti))

converges in L1(Ω) to
∫ 1

0
((D+u)t − (D−u)t)dt as |π| tends to zero (see

Nualart and Pardoux [249, Theorem 7.6]).

3.1.3 Show the convergence of (3.13) to (3.14) in L1(Ω) as |π| tends to
zero. The proof is similar to that of Theorem 3.1.1.

3.1.4 Show that the process ut = W1−t is not L2-integrable but that it is
Stratonovich integrable and

∫ 1

0

W1−t ◦ dWt = W 2
1
2

+ 2
∫ 1

0

W1−tdWt.

Hint: Consider the sequences of {φn} and {ψn} of orthonormal functions
in L2([0, 1]) given by φn(t) =

√
2 cos(2πnt) and ψn(t) =

√
2 sin(2πn(1−t)),

n ≥ 1, t ∈ [0, 1] (see Rosinski [293]).

3.1.5 Let ψ be a nonnegative C∞ function on [−1, 1] whose integral is 1
and such that ψ(x) = ψ(−x). Consider the approximation of the identity
ψε(x) = 1

ε ψ(x
ε ). Fix a process u ∈ L

1,2, and define

Iε(u) =
∫ 1

0

ut(ψ′
ε ∗W )tdt.

Show that Iε(u) converges in L1(Ω) to the Stratonovich integral of u. The
convergence holds in probability if u ∈ L

1,2
loc.
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3.1.6 Let u = {ut, t ∈ [0, 1]} be a Stratonovich integrable process and let
F be a random variable. Show that Fut is Stratonovich integrable and that

∫ 1

0

Fut ◦ dWt = F

∫ 1

0

ut ◦ dWt.

3.2 Stochastic calculus for anticipating integrals

In this section we will study the properties of the indefinite Skorohod inte-
gral as a stochastic process. In particular we discuss the regularity proper-
ties of its paths (continuity and quadratic variation) and obtain a version
of the Itô formula for the indefinite Skorohod integral.

3.2.1 Skorohod integral processes

Fix a Brownian motion W = {W (t), t ∈ [0, 1]} defined on the canonical
probability space (Ω,F , P ). Suppose that u = {u(t), 0 ≤ t ≤ 1} is a Sko-
rohod integrable process. In general, a process of the form u1(s,t] may not
be Skorohod integrable (see Exercise 3.2.1). Let us denote by L

s the set of
processes u such that u1[0,t] is Skorohod integrable for any t ∈ [0, 1]. Notice
that the space L

1,2 is included into L
s. Suppose that u belongs to L

s, and
define

X(t) = δ(u1[0,t]) =
∫ t

0

usdWs. (3.20)

The process X is not adapted, and its increments satisfy the following
orthogonality property:

Lemma 3.2.1 For any process u ∈ L
s we have

E(
∫ t

s

urdWr|F[s,t]c) = 0 (3.21)

for all s < t, where, as usual, F[s,t]c denotes the σ-field generated by the
increments of the Brownian motion in the complement of the interval [s, t].

Proof: To show (3.21) it suffices to take an arbitrary F[s,t]c -measurable
random variable F belonging to the space D

1,2, and check that

E(F
∫ t

s

urdWr) = E(
∫ 1

0

urDrF1[s,t](r)dr) = 0,

which holds due to the duality relation (1.42) and Corollary 1.2.1. �
Let us denote byM the class of processes of the form X(t) =

∫ t

0
usdWs,

where u ∈ L
s. One can show (see [237]) that if a process X = {Xt, t ∈ [0, 1]}
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satisfies X(0) = 0, E(X(t)2) <∞, for all t, and

sup
π={0=t0<t1<···<tn=1}

n−1∑

j=0

E[(X(tj+1)−X(tj))2] <∞,

then X belongs to M if and only if condition (3.21) is satisfied. The ne-
cessity of (3.21) has been proved in Lemma 3.2.1.

A process X inM is continuous in L2. However, there exist processes u
in L

s such that the indefinite integral
∫ t

0
usdWs does not have a continuous

version (see Exercise 3.2.3). This can be explained by the fact that the
process X is not a martingale, and we do not dispose of maximal inequalities
to show the existence of a continuous version.

3.2.2 Continuity and quadratic variation
of the Skorohod integral

If u belongs to L
1,2, then, under some integrability assumptions, we will

show the existence of a continuous version for the indefinite Skorohod inte-
gral of u by means of Kolmogorov’s continuity criterion. To do this we need
the following Lp(Ω) estimates for the Skorohod integral that are deduced
by duality from Meyer’s inequalities (see Proposition 1.5.8):

Proposition 3.2.1 Let u be a stochastic process in L
1,2, and let p > 1.

Then we have

‖δ(u)‖p ≤ Cp

(
(
∫ 1

0

(E(ut))2dt)
1
2 + ‖(

∫ 1

0

∫ 1

0

(Dsut)2dsdt)
1
2 ‖p

)
. (3.22)

The following proposition provides a sufficient condition for the existence
of a continuous version of the indefinite Skorohod integral.

Proposition 3.2.2 Let u be a process in the class L
1,2. Suppose that for

some p > 2 we have E
∫ 1

0
(
∫ 1

0
(Dsut)2ds)

p
2 dt <∞. Then the integral process

{
∫ t

0
usdWs, 0 ≤ t ≤ 1} has a continuous version.

Proof: We may assume that E(ut) = 0 for any t, because the Gaussian
process

∫ t

0
E(us)dWs always has a continuous version. Set Xt =

∫ t

0
usdWs.

Applying Proposition 3.2.1 and Hölder’s inequality, we obtain for s < t

E(|Xt −Xs|p) ≤ CpE(|
∫ t

s

∫ 1

0

(Dθur)2dθdr|
p
2 )

≤ Cp |t− s|
p
2−1

E

(∫ t

s

∣
∣
∣
∣

∫ 1

0

(Dθur)2dθ

∣
∣
∣
∣

p
2

dr

)

.
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Set Ar =
∣
∣
∣
∫ 1

0
(Dθur)2dθ

∣
∣
∣

p
2
. Fix an exponent 2 < α < 1 + p

2 , and assume
that p is close to 2. Applying Fubini’s theorem we can write

E

(∫ 1

0

∫ 1

0

|Xt −Xs|p
|t− s|α dsdt

)

≤ 2CpE

(∫

{s<t}
|t− s|

p
2−1−α

∫ t

s

Ardrdsdt

)

=
2Cp

α− p
2

∫

{s<r}

(
|r − s|

p
2−α − |1− s|

p
2−α

)
E(Ar)drds

=
2Cp(

α− p
2

) (
p
2 + 1−α

)
∫ 1

0

(
r

p
2 + 1−α + 1− |1− r|

p
2 +1−α

)
E(Ar)dr <∞.

Hence, the random variable defined by

Γ =
∫ 1

0

∫ 1

0

|Xt −Xs|p
|t− s|α dsdt

satisfies E(Γ) <∞ and by the results of Section A.3 we obtain

|Xt −Xs| ≤ cp,αΓ
1
p |t− s|

α−2
p

for some constant cp,α. �
For every p > 1 and any positive integer k we will denote by L

k,p the
space Lp([0, 1]; Dk,p) ⊂ D

k,p(L2[0, 1]). Notice that for p = 2 and k = 1 this
definition is consistent with the previous notation for the space L

1,2.
The above proposition implies that for a process u in L

1,p
loc , with p > 2,

the Skorohod integral
∫ t

0
usdWs has a continuous version. Furthermore, if

u in L
1,p, p > 2, we have

E

(

sup
t∈[0,1]

∣
∣
∣
∣

∫ t

0

usdWs

∣
∣
∣
∣

p
)

<∞.

It is possible to show the existence of a continuous version under different
hypotheses (see Exercises 3.2.4, and 3.2.5.).

The next result will show the existence of a nonzero quadratic variation
for the indefinite Skorohod integral (see [249]).

Theorem 3.2.1 Suppose that u is a process of the space L
1,2
loc. Then

n−1∑

i=0

(∫ ti+1

ti

usdWs

)2

→
∫ 1

0

u2
sds, (3.23)

in probability, as |π| → 0, where π runs over all finite partitions {0 = t0 <
t1 < · · · < tn = 1} of [0, 1]. Moreover, the convergence is in L1(Ω) if u
belongs to L

1,2.
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Proof: We will describe the details of the proof only for the case u ∈ L
1,2.

The general case would be deduced by an easy argument of localization.
For any process u in L

1,2 and for any partition π = {0 = t0 < t1 < · · · <
tn = 1} we define

V π(u) =
n−1∑

i=0

(∫ ti+1

ti

usdWs

)2

.

Suppose that u and v are two processes in L
1,2. Then we have

E (|V π(u)− V π(v)|) ≤
(

E

n−1∑

i=0

(∫ ti+1

ti

(us − vs)dWs

)2
)1

2

×
(

E

n−1∑

i=0

(∫ ti+1

ti

(us + vs)dWs

)2
)1

2

≤ ‖u− v‖L1,2‖u + v‖L1,2 . (3.24)

It follows from this estimate that it suffices to show the result for a class
of processes u that is dense in L

1,2. So we can assume that

ut =
m−1∑

j=0

Fj1(sj ,sj+1],

where Fj is a smooth random variable for each j, and 0 = s0 < · · · < sm =
1. We can assume that the partition π contains the points {s0, . . . , sm}. In
this case we have

V π(u) =
m−1∑

j=0

∑

{i:sj≤ti<sj+1}

(
Fj(W (ti+1)−W (ti))−

∫ ti+1

ti

DsFjds

)2

=
m−1∑

j=0




∑

{i:sj≤ti<sj+1}
F 2

j (W (ti+1)−W (ti))2

−2(W (ti+1)−W (ti))
∫ ti+1

ti

DsFjds +
(∫ ti+1

ti

DsFjds

)2
]

.

With the properties of the quadratic variation of the Brownian motion, this
converges in L1(Ω) to

m−1∑

j=0

F 2
j (sj+1 − sj) =

∫ 1

0

u2
sds,

as |π| tends to zero. �
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As a consequence of the previous result, if u ∈ L
1,2
loc is a process such that

the Skorohod integral
∫ t

0
usdWs has a continuous version with bounded

variation paths, then u = 0.
Theorem 3.2.1 also holds if we assume that u belongs to L

F
loc.

3.2.3 Itô’s formula for the Skorohod
and Stratonovich integrals

In this section we will show the change-of-variables formula for the indef-
inite Skorohod integral. We start with the following version of this formula.
Denote by L

2,2
(4) the space of processes u ∈ L

2,2 such that E(‖Du‖4L2([0,1]2)) <
∞.

Theorem 3.2.2 Consider a process of the form

Xt = X0 +
∫ t

0

usdWs +
∫ t

0

vsds, (3.25)

where X0 ∈ D
1,2
loc, u ∈ L

2,2
(4),loc and v ∈ L

1,2
loc. Suppose that the process X

has continuous paths. Let F : R→ R be a twice continuously differentiable
function. Then F ′(Xt)ut belongs to L

1,2
loc and we have

F (Xt) = F (X0) +
∫ t

0

F ′(Xs)dXs +
1
2

∫ t

0

F ′′(Xs)u2
s

+
∫ t

0

F ′′(Xs)(D−X)susds. (3.26)

Proof: Suppose that (Ωn,1,Xn
0 ), (Ωn,2, un) and (Ωn,3, vn) are localizing

sequences for X0, u and v, respectively. For each positive integer k let ψk

be a smooth function such that 0 ≤ ψk ≤ 1, ψk(x) = 0 if |x| ≥ k + 1, and
ψk(x) = 1 if |x| ≤ k. Define

un,k
t = un

t ψk

(∫ 1

0

(un
s )2ds

)
. (3.27)

Set Xn,k
t = Xn

0 +
∫ t

0
un,k

s dWs +
∫ t

0
vn

s ds and consider the familuy of sets

Gn,k = Ωn,1 ∩ Ωn,2 ∩ Ωn,3 ∩
{

sup
0≤t≤1

|Xt| ≤ k

}
∩
{∫ 1

0

(un
s )2ds ≤ k

}
.

Define F k = Fψk. Then, by a localization argument, it suffices to show the
result for the processes Xn

0 , un,k, and vn and for the function F k. In this
way we can assume that X0 ∈ D

1,2, u ∈ L
2,2
(4), v ∈ L

1,2,
∫ 1

0
u2

sds ≤ k, and
that the functions F , F ′ and F ′′ are bounded.
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Set tni = it
2n , 0 ≤ i ≤ 2n. As usual, the basic argument in proving a

change-of-variables formula is Taylor development. Going up to the second
order, we get

F (Xt) = F (X0) +
2n−1∑

i=0

F ′(X(tni ))(X(tni+1)−X(tni ))

+
2n−1∑

i=0

1
2
F ′′(Xi)(X(tni+1)−X(tni ))2,

where Xi denotes a random intermediate point between X(tni ) and X(tni+1).
Now the proof will be decomposed in several steps.

Step 1. Let us show that

2n−1∑

i=0

F ′′(Xi)(X(tni+1)−X(tni ))2 →
∫ t

0

F ′′(Xs)u2
sds, (3.28)

in L1(Ω), as n tends to infinity.
The increment (X(tni+1)−X(tni ))2 can be decomposed into

(∫ tn
i+1

tn
i

usdWs

)2

+

(∫ tn
i+1

tn
i

vsds

)2

+ 2

(∫ tn
i+1

tn
i

usdWs

)(∫ tn
i+1

tn
i

vsds

)

.

The contribution of the last two terms to the limit (3.28) is zero. In fact,
we have

E

∣
∣
∣
∣
∣
∣

2n−1∑

i=0

F ′′(Xi)

(∫ tn
i+1

tn
i

vsds

)2
∣
∣
∣
∣
∣
∣
≤ ‖F ′′‖∞ t2−n

∫ t

0

E(v2
s)ds,

and

E

∣
∣
∣
∣
∣

2n−1∑

i=0

F ′′(Xi)

(∫ tn
i+1

tn
i

usdWs

)(∫ tn
i+1

tn
i

vsds

)∣∣
∣
∣
∣

≤ ‖F ′′‖∞
(

t2−n

∫ t

0

E(v2
s)ds

) 1
2

‖u‖
L1,2 .

Therefore, it suffices to show that

2n−1∑

i=0

F ′′(Xi)

(∫ tn
i+1

tn
i

usdWs

)2

→
∫ t

0

F ′′(Xs)u2
sds

in L1(Ω), as n tends to infinity. Suppose that n ≥ m, and for any i =
1, . . . , n let us denote by t

(m)
i the point of the mth partition that is closer
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to tni from the left. Then we have
∣
∣
∣
∣
∣
∣

2n−1∑

i=0

F ′′(Xi)

(∫ tn
i+1

tn
i

usdWs

)2

−
∫ t

0

F ′′(Xs)u2
sds

∣
∣
∣
∣
∣
∣

≤

∣
∣
∣
∣
∣
∣

2n−1∑

i=0

[F ′′(Xi)− F ′′(X(t(m)
i ))]

(∫ tn
i+1

tn
i

usdWs

)2
∣
∣
∣
∣
∣
∣

+

∣
∣
∣
∣
∣
∣

2m−1∑

j=0

F ′′(X(tmj ))
∑

i:tn
i ∈[tm

j ,tm
j+1)





(∫ tn
i+1

tn
i

usdWs

)2

−
∫ tn

i+1

tn
i

u2
sds





∣
∣
∣
∣
∣
∣

+

∣
∣
∣
∣
∣
∣

2m−1∑

j=0

F ′′(X(tmj ))
∫ tm

j+1

tm
j

u2
sds−

∫ t

0

F ′′(Xs)u2
sds

∣
∣
∣
∣
∣
∣

= b1 + b2 + b3.

The expectation of the term b3 can be bounded by

kE

(

sup
|s−r|≤t2−m

|F ′′(Xs)− F ′′(Xr)|
)

,

which converges to zero as m tends to infinity by the continuity of the
process Xt. In the same way the expectation of b1 is bounded by

E



 sup
|s−r|≤t2−m

|F ′′(Xs)− F ′′(Xr)|
2n−1∑

i=0

(∫ tn
i+1

tn
i

usdWs

)2


 . (3.29)

Letting first n tends to infinity and applying Theorem 3.2.1, (3.29) con-
verges to

E

(

sup
|s−r|≤t2−m

|F ′′(Xs)− F ′′(Xr)|
∫ 1

0

u2
sds

)

,

which tends to zero as m tends to infinity. Finally, the term b2 converges
to zero in L1(Ω) as n tends to infinity, for any fixed m, due to Theorem
3.2.1.

Step 2. Clearly,

2n−1∑

i=0

F ′(X(tni )

(∫ tn
i+1

tn
i

vsds

)

→
∫ t

0

F ′(Xs)vsds (3.30)

in L1(Ω) as n tends to infinity.

Step 3. From Proposition 1.3.5 we deduce

F ′(X(tni ))
∫ tn

i+1

tn
i

usdWs =
∫ tn

i+1

tn
i

F ′(X(tni ))usdWs+
∫ tn

i+1

tn
i

Ds[F ′(X(tni ))]usds.
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Therefore, we obtain

2n−1∑

i=0

F ′(X(tni ))
∫ tn

i+1

tn
i

usdWs =
2n−1∑

i=0

∫ tn
i+1

tn
i

F ′(X(tni ))usdWs

+
2n−1∑

i=0

∫ tn
i+1

tn
i

F ′′(X(tni ))DsX(tni )usds. (3.31)

Let us first show that

2n−1∑

i=0

∫ tn
i+1

tn
i

F ′′(X(tni ))DsX(tni )usds→
∫ t

0

F ′′(Xs)(D−X)susds (3.32)

in L1(Ω) as n tends to infinity. We have

E

∣
∣
∣
∣
∣

2n−1∑

i=0

∫ tn
i+1

tn
i

F ′′(X(tni ))DsX(tni )usds−
∫ t

0

F ′′(Xs)(D−X)susds

∣
∣
∣
∣
∣

≤ E

∣
∣
∣
∣
∣

2n−1∑

i=0

F ′′(X(tni ))
∫ tn

i+1

tn
i

[
DsX(tni )− (D−X)s

]
usds

∣
∣
∣
∣
∣

+E

∣
∣
∣
∣
∣

2n−1∑

i=0

∫ tn
i+1

tn
i

[F ′′(X(tni ))− F ′′(Xs)] (D−X)susds

∣
∣
∣
∣
∣

≤ ‖F ′′‖∞
{

E

(∫ t

0

u2
sds

)}1/2

×
{∫ t

0

sup
s−t2−n≤r≤s

E
(∣
∣DsXr − (D−X)s

∣
∣2
)

ds

}1/2

+E

(

sup
|s−r|≤t2−n

|F ′′(Xs)− F ′′(Xr)|
∫ t

0

∣
∣(D−X)sus

∣
∣ ds

)

: = dn
1 + dn

2 .

The term dn
2 tends to zero as n tends to infinity because E

∫ t

0
|(D−X)sus|

ds <∞. The term dn
1 tends to zero as n tends to infinity because X belongs

to L
1,2
2 by Proposition 3.1.1.

As a consequence of the convergences (3.28), (3.30) and (3.32) we have
proved that the sequence

An :=
2n−1∑

i=0

∫ tn
i+1

tn
i

F ′(X(tni ))usdWs
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converges in L1(Ω) as n tends to infinity to

Φt : = F (Xt)− F (X0)−
∫ t

0

F ′(Xs)vsds− 1
2

∫ t

0

F ′′(Xs)u2
s

−
∫ t

0

F ′′(Xs)(D−X)susds. (3.33)

Step 4. The process utF
′(Xt) belongs to L

1,2 because u ∈ L
2,2, v ∈ L

1,2,
E(‖Du‖4L2([0,1]2)) <∞, and the processes F ′(Xt), F ′′(Xt) and

∫ 1

0
u2

sds are
uniformly bounded. In fact, we have

Ds [utF
′(Xt)] = utF

′′
t (Xt)

(
us1{s≤t} + DsX0

+
∫ t

0

DsurdWr +
∫ t

0

Dsvrdr

)
+ F ′(Xt)Dsut,

and all terms in the right-hand side of the above expression are square inte-
grable. For the third term we use the duality relationship of the Skorohod
integral:

∫ 1

0

∫ 1

0

E

((
ut

∫ t

0

DsurdWr

)2
)

dsdt

= E

{∫ 1

0

∫ 1

0

∫ 1

0

Dsur

[
2utDrut

(∫ t

0

DsurdWr

)
+ u2

t Dsur

+u2
t

(∫ t

0

DrDsuθdWθ

)]
drdsdt

}

≤ cE
(
‖Du‖4L2([0,1]2) +

∥
∥D2u

∥
∥

L2([0,1]3)

)
.

Step 5. Using the duality relationship it is clear that for any smooth
random variable G ∈ S we have

lim
n→∞

E

(

G

2n−1∑

i=0

∫ tn
i+1

tn
i

F ′(X(tni ))usdWs

)

= E

(
G

∫ t

0

F ′(Xs)usdWs

)
.

On the other hand, we have seen that that An converges in L1(Ω) to (3.33).
Hence, (3.26) holds. �

Remarks:

1. If the process X is adapted then D−X = 0, and we obtain the classical
Itô’s formula.

2. Also using the operator ∇ introduced in (3.8) we can write

F (Xt) = F (X0) +
∫ t

0

F ′(Xs)dXs +
1
2

∫ t

0

F ′′(Xs)(∇X)susds.
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3. A sufficient condition for X to have continuous paths is

E

(∫ 1

0

‖Dut‖pH dt

)
<∞

for some p > 2 (see Proposition 3.2.2).

4. One can show Theorem 3.2.2 under different types of hypotheses. More
precisely, one can impose some conditions on X and modify the assumptions
on X0, u and v. For instance, one can assume either

(a) u ∈ L
1,2 ∩ L∞([0, 1]× Ω), v ∈ L2([0, 1]× Ω), X ∈ L

1,2
2−, and X has

a version which is continuous and Xt ∈ D
1,2 for all t, or

(b) u ∈ L
1,2 ∩ L4(Ω;L2([0, 1])), v ∈ L2([0, 1] × Ω), X ∈ L

1,2
2−, and

X has a version which is continuous and Xt ∈ D
1,2 for all t, and∫ 1

0

∫ 1

0
(DsXt)2dsdt +

∫ 1

0
(D−X)2t dt ∈ L4(Ω).

In fact, if X has continuous paths, by means of a localization argument it
suffices to show the result for each function Fk, which has compact support.
On the other hand, the properties u ∈ L

1,2, v ∈ L2([0, 1]×Ω) and X ∈ L
1,2
2−

imply the convergences (3.28), (3.30) and (3.32). The boundedness or
integrability assumptions on u, DX and D−X are used in order to ensure
that E(Φ2

t ) <∞, and utF
′(Xt) ∈ L

1,2.

5. If we assume the conditions X0 ∈ D
1,2
loc , u ∈ L

2,2
loc and v ∈ L

1,2
loc, and X has

continuous paths, then we can conclude that usF
′(Xs)1[0,t](s) ∈ (Domδ)loc

and Itô’s formula (3.26) holds. In fact, steps 1, 2 and 3 of the proof are still
valid. Finally, the sequence of processes

vn :=
2n−1∑

i=0

F ′(X(tni ))us1(tn
i ,tn

i+1]
(s)

converges in L2([0, 1] × Ω) to F ′(Xs)us1[0,t](s) as n tends to infinity, and
by Step 3, δ(vn) converges in L1(Ω) to Φt. Then, by Proposition 1.3.6,
usF

′(Xs)1[0,t](s) belongs to the domain of the divergence and (3.26) holds.

In [10] the following version of Itô’s formula is proved:

Theorem 3.2.3 Suppose that Xt = X0 +
∫ t

0
usdWs +

∫ t

0
vsds, where X0 ∈

D
1,2
loc, u ∈

(
L

F ∩ L∞(Ω;L2([0, 1]))
)
loc

, v ∈ L
1,2,f
loc and the process X has

continuous paths. Let F : R → R be a twice continuously differentiable
function. Then F ′(Xs)us1[0,t](s) belongs to (Domδ)loc and we have

F (Xt) = F (X0) +
∫ t

0

F ′(Xs)dXs +
1
2

∫ t

0

F ′′(Xs)u2
s

+
∫ t

0

F ′′(Xs)(D−X)susds. (3.34)
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Proof: By a localization argument we can assume that the processes
F (Xt), F ′(Xt), F ′′(Xt) are uniformly bounded and

∫ 1

0
u2

sds ≤ k. Then we
proceed as in the steps 1, 2 and 3 of the proof of Theorem 3.2.2, and we
conclude using Proposition 1.3.6.

Notice that for the proof of the convergence (3.28) we have to apply
Theorem 3.2.1 for u ∈ L

F . Also, (3.31) holds thanks to Proposition 1.3.5
applied to the set A = [tni , tni+1]. �

Remarks:

1. A sufficient condition for the indefinite Skorohod integral
∫ t

0
usdWs of

a process u ∈ L
F to have a continuous version is E

(∫ 1

0
|ut|pdt

)
< ∞ for

some p > 2 (see Exercise 3.2.12).

2. The fact that
∫ 1

0
u2

t dt is bounded is only used to insure that the right-
hand side of (3.26) is square integrable, and it can be replaced by the
conditions

∫ 1

0
u2

t dt,
∫ 1

0
(D−X)2t dt ∈ L2(Ω).

3. If X0 is a constant and u and v are adapted processes such that∫ 1

0
u2

t dt < ∞ and
∫ 1

0
v2

t dt < ∞ a.s., then these processes satisfy the
hypotheses of Theorem 3.2.3 because u ∈

(
L

F ∩ L∞(Ω;L2([0, 1]))
)
loc

by
Proposition 1.3.18, v ∈ L

1,2,f
loc (this property can be proved by a localiza-

tion procedure similat to that used in the proof of Proposition 1.3.18), and
the process Xt = X0 +

∫ t

0
usdWs +

∫ t

0
vsds has continuous paths because

it is a continuous semimartingale. Furthermore, in this case D−X vanishes
and we obtain the classical Itô’s formula.

4. In Theorem 3.2.3 we can replace the condition v ∈ L
1,2,f
loc by the fact

that we can localize v by processes such that
∫ 1

0
|vn

t | dt ∈ L∞(Ω), and{
V n

t =
∫ t

0
vn

s ds, t ∈ [0, 1]
}
∈ L

1,2,f
2− . In this way the change-of-variable for-

mula established in Theorem 3.2.3 is a generalization of Itô’s formula.

The following result is a multidimensional and local version of the change-
of-variables formula for the Skorohod integral.

Theorem 3.2.4 Let W = {Wt, t ∈ [0, 1]} be an N -dimensional Brownian
motion. Suppose that Xi

0 ∈ D
1,2, uij ∈ L

2,2
(4) , and vi ∈ L

1,2, 1 ≤ i ≤ M ,
1 ≤ j ≤ N are processes such that

Xi
t = Xi

0 +
N∑

j=1

∫ t

0

uij
s dW j

s +
∫ t

0

vi
sds, 0 ≤ t ≤ 1.
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Assume that Xi
t has continuous paths. Let F : R

M → R be a twice contin-
uously differentiable function. Then we have

F (Xt) = F (X0) +
M∑

i=1

∫ t

0

(∂iF )(Xs)dXi
s

+
1
2

M∑

i,j=1

N∑

k=1

∫ t

0

(∂i∂jF )(Xs)uik
s ujk

s ds

+
M∑

i,j=1

N∑

k=1

∫ t

0

(∂i∂jF )(Dk,−Xj)su
ik
s ds,

where Dk denotes the derivative with respect to the kth compoment of the
Wiener process.

Itô’s formula for the Skorohod integral allows us to deduce a change-of-
variables formula for the Stratonovich integral. Let us first introduce the
following classes of processes:

The set L
2,4
S is the class of processes u ∈ L

1,2
1 ∩L

2,2
(4) continuous in L2(Ω)

and such that ∇u ∈ L
1,2.

Theorem 3.2.5 Let F be a real-valued, twice continuously differentiable
function. Consider a process of the form Xt = X0 +

∫ t

0
us ◦ dWs +

∫ t

0
vsds,

where X0 ∈ D
1,2
loc, u ∈ L

2,4
S,loc and v ∈ L

1,2
loc. Suppose that X has continuous

paths. Then we have

F (Xt) = F (X0) +
∫ t

0

F ′(Xs)vsds +
∫ t

0

[F ′(Xs)us] ◦ dWs.

Proof: As in the proof of the change-of-variable formula for the Skorohod
integral we can assume that the processes F (Xt), F ′(Xt), F ′′(Xt) and∫ 1

0
u2

sds are uniformly bounded, X0 ∈ D
1,2, u ∈ L

2,4
S and v ∈ L

1,2. We know,
by Theorem 3.1.1 that the process Xt has the following decomposition:

Xt = X0 +
∫ t

0

usdWs +
∫ t

0

vsds +
∫ t

0

1
2
(∇u)sds.

This process verifies the assumptions of Theorem 3.2.2. Consequently, we
can apply Itô’s formula to X and obtain

F (Xt) = F (X0) +
∫ t

0

F ′(Xs)vsds +
1
2

∫ t

0

F ′(Xs)(∇u)sds

+
∫ t

0

F ′(Xs)usdWs +
1
2

∫ t

0

F ′′(Xs)(∇X)susds.
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The process F ′(Xt)ut belongs to L
1,2
1 . In fact, notice first that as in the

proof of Theorem 3.2.2 the boundedness of F ′(Xt), F ′′(Xt) and
∫ 1

0
u2

sds

and the fact that u ∈ L
2,2
(4), v,∇u ∈ L

1,2 and X0 ∈ D
1,2 imply that this

process belongs to L
1,2 and

Ds [F ′(Xt)ut] = F ′(Xt)Dsut + F ′′(Xt)DsXtut.

On the other hand, using that u ∈ L
1,2
1 , u is continuous in L2(Ω), and

X ∈ L
1,2
2 we deduce that F ′(Xt)ut belongs to L

1,2
1 and that

(∇ (F ′(X)u))t = F ′(Xt)(∇u)t + F ′′(Xt)ut(∇X)t.

Hence, applying Theorem 3.1.1, we can write
∫ t

0

[F ′(Xs)us] ◦ dWs =
∫ t

0

F ′(Xs)usdWs +
1
2

∫ t

0

(∇ (F ′(X)u))s ds

=
∫ t

0

F ′(Xs)usdWs +
1
2

∫ t

0

F ′(Xs)(∇u)sds

+
1
2

∫ t

0

F ′′(Xs)us(∇X)sds.

Finally, notice that
(∇X)t = 2(D−X)t + ut.

This completes the proof of the theorem. �
In the next theorem we state a multidimensional version of the change-

of-variable formula for the Stratonovich integral.

Theorem 3.2.6 Let W = {Wt, t ∈ [0, 1]} be an N -dimensional Brownian
motion. Suppose that Xi

0 ∈ D
1,2, uij ∈ L

2,4
S , and vi ∈ L

1,2, 1 ≤ i ≤ M ,
1 ≤ j ≤ N are processes such that

Xi
t = Xi

0 +
N∑

j=1

∫ t

0

uij
s ◦ dW j

s +
∫ t

0

vi
sds, 0 ≤ t ≤ 1.

Assume that Xi
t has continuous paths. Let F : R

M → R be a twice contin-
uously differentiable function. Then we have

F (Xt) = F (X0) +
M∑

i=1

N∑

j=1

∫ t

0

(∂iF )(Xs)uij
s ◦ dW j

s +
M∑

i=1

∫ t

0

(∂iF )(Xs)vi
sds.

Similar results can be obtained for the forward and backward stochastic
integrals. In these cases we require some addtional continuity conditions.
Let us consider the case of the forward integral. This integral is defined as
the limit in probability of the forward Riemann suns:
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Definition 3.2.1 Let u = {ut, t ∈ [0, 1]} be a stochastic process. The for-
ward stochastic integral

∫ 1

0
utd

−Wt is defined as the limit in probability as
|π| → 0 of the Riemann sums

n−1∑

i=1

uti
(Wti+1 −Wti

).

The following proposition provides some sufficient conditions for the ex-
istence of this limit.

Proposition 3.2.3 Let u = {ut, t ∈ [0, 1]} be a stochastic process which is
continuous in the norm of the space D

1,2. Suppose that u ∈ L
1,2
1−. Then u

is forward integrable and

δ(u) =
∫ 1

0

utd
−Wt +

∫ 1

0

(
D−u

)
s
ds.

Proof: We can write, using Eq. (3.4)

δ

(
n−1∑

i=1

uti
1(ti,ti+1]

)

=
n−1∑

i=1

uti
(Wti+1 −Wti

)−
n−1∑

i=1

∫ ti+1

ti

Dsuti
ds. (3.35)

The processes

uπ−
t =

n−1∑

i=1

uti
1(ti,ti+1](t)

converge in the norm of the space L
1,2 to the process u, due to the continuity

of t → ut in D
1,2. Hence, left-hand side of Equation (3.35), which equals

to δ(uπ−), converges in L2(Ω) to δ(u). On the other hand,

E

(∣∣
∣
∣
∣

n−1∑

i=1

∫ ti+1

ti

Dsuti
ds−

∫ 1

0

(
D−u

)
s
ds

∣
∣
∣
∣
∣

)

≤
n−1∑

i=1

∫ ti+1

ti

E
(∣∣Dsuti

−
(
D−u

)
s

∣
∣) ds

≤
∫ 1

0

sup
(s−|π|)∨0≤t<s

E(|DsXt − (D−X)s|)ds,

which tends to zero as |π tends to zero, by the definition of the space
L

1,2
1−. �
We can establish an Itô’s formula for the forward integral as in the case of

the Stratonovich integral. Notice that the forward integral follows the rules
of the Itô stochastic calculus. Define the set L

2,4
− as the class of processes

u ∈ L
1,2
1− ∩ L

2,2
(4) continuous in D

1,2 and such that D−u ∈ L
1,2.
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Theorem 3.2.7 Let F be a real-valued, twice continuously differentiable
function. Consider a process of the form Xt = X0 +

∫ t

0
usd

−Ws +
∫ t

0
vsds,

where X0 ∈ D
1,2
loc, u ∈ L

2,4
−, loc and v ∈ L

1,2
loc. Suppose that X has continuous

paths. Then we have

F (Xt) = F (X0)+
∫ t

0

F ′(Xs)vsds+
∫ t

0

[F ′(Xs)us]d−Ws+
1
2

∫ t

0

F ′′(Xs)u2
sds.

(3.36)

Proof: As in the proof of the change-of-variable formula for the Skorohod
integral we can assume that the processes F (Xt), F ′(Xt), F ′′(Xt) and∫ 1

0
u2

sds are uniformly bounded, X0 ∈ D
1,2, u ∈ L

2,4
− and v ∈ L

1,2. We know,
by Proposition 3.2.3 that the process Xt has the following decomposition:

Xt = X0 +
∫ t

0

usdWs +
∫ t

0

vsds +
∫ t

0

(D−u)sds.

This process verifies the assumptions of Theorem 3.2.2. Consequently, we
can apply Itô’s formula to X and obtain

F (Xt) = F (X0) +
∫ t

0

F ′(Xs)vsds +
∫ t

0

F ′(Xs)(D−u)sds

+
∫ t

0

F ′(Xs)usdWs +
1
2

∫ t

0

F ′′(Xs)(∇X)susds.

The process F ′(Xt)ut belongs to L
1,2
1−. In fact, notice first that as in the

proof of Theorem 3.2.2 the boundedness of F ′(Xt), F ′′(Xt) and
∫ 1

0
u2

sds

and the fact that u ∈ L
2,2
(4), v,D−u ∈ L

1,2 and X0 ∈ D
1,2 imply that this

process belongs to L
1,2 and

Ds [F ′(Xt)ut] = F ′(Xt)Dsut + F ′′(Xt)DsXtut.

On the other hand, using that u ∈ L
1,2
1−, u is continuous in L2(Ω), X has

continuous paths, and X ∈ L
1,2
2 we deduce that F ′(Xt)ut belongs to L

1,2
1−

and that
(
D− (F ′(X)u)

)
t
= F ′(Xt)(D−u)t + F ′′(Xt)ut(D−X)t.

Hence, applying Proposition 3.2.3, we can write
∫ t

0

[F ′(Xs)us]d−Ws =
∫ t

0

F ′(Xs)usdWs +
∫ t

0

(
D− (F ′(X)u)

)
s
ds

=
∫ t

0

F ′(Xs)usdWs +
∫ t

0

F ′(Xs)(D−u)sds

+
∫ t

0

F ′′(Xs)us(D−X)sds.
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Finally, notice that
(∇X)t = 2(D−X)t + ut.

This completes the proof of the theorem. �

3.2.4 Substitution formulas

The aim of this section is to study the following problem. Suppose that
u = {ut(x), 0 ≤ t ≤ 1} is a stochastic process parametrized by x ∈ R

m,
which is square integrable and adapted for each x ∈ R

m. For each x we can
define the Itô integral ∫ 1

0

ut(x)dWt.

Assume now that the resulting random field is a.s. continuous in x, and
let F be an m-dimensional random variable. Then we can evaluate the
stochastic integral at x = F , that is, we can define the random variable

∫ 1

0

ut(x)dWt|x=F . (3.37)

A natural question is under which conditions is the nonadapted process
{ut(F ), 0 ≤ t ≤ 1} Skorohod integrable, and what is the relationship be-
tween the Skorohod integral of this process and the random variable defined
by (3.37). We will show that this problem can be handled if the random
field ut(x) is continuously differentiable in x and verifies some integrability
conditions, and, on the other hand, the random variable F belongs locally
to D

1,4. Notice, however, that no kind of smoothness in the sense of the
Malliavin calculus will be required on the process ut(x). A similar question
can be asked for the Stratonovich integral.

To handle these problems we will make use of the following technical
result.

Lemma 3.2.2 Suppose that {Yn(x), x ∈ R
m}, n ≥ 1 is a sequence of

random fields such that Yn(x) converges in probability to Y (x) as n tends
to infinity, for each fixed x ∈ R

m. Suppose that

E(|Yn(x)− Yn(y)|p) ≤ cK |x− y|α, (3.38)

for all |x|, |y| ≤ K, n ≥ 1, K > 0 and for some constants p > 0 and
α > m. Then, for any m-dimensional random variable F one has

lim
n→∞

Yn(F ) = Y (F )

in probability. Moreover, the convergence is in Lp(Ω) if F is bounded.
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Proof: Fix K > 0. Replacing F by FK := F1{|F |≤K} we can assume that
F is bounded by K. Fix ε > 0 and consider a random variable Fε which
takes finitely many values and such that |Fε| ≤ K and ‖F − Fε‖∞ ≤ ε. We
can write

|Yn(F )− Y (F )| ≤ |Yn(F )− Yn(Fε)|+ |Yn(Fε)− Y (Fε)|+ |Y (Fε)− Y (F )|.

Take 0 < m′ < α−m. By (3.38) and (A.10) there exist a constant C1 and
random variables Γn such that

|Yn(x)− Yn(y)|p ≤ |x− y|m′
Γn,

E(Γn) ≤ C1.

Moreover, Eq. (3.38) is also satisfied by the random field Y (x) and we can
also find a constant C2 and a random variable Γ such that

|Y (x)− Y (y)|p ≤ |x− y|m′
Γ,

E(Γ) ≤ C2.

Hence,

E (|Yn(F )− Y (F )|p) ≤ cp

(
(C1 + C2)εm′

+ E (|Yn(Fε)− Y (Fε)|p)
)

,

and the desired convergence follows by taking first the limit as n tends to
infinity and then the limit as ε tends to zero. �

Consider a random field u = {ut(x), 0 ≤ t ≤ 1, x ∈ R
m} satisfying the

following conditions:

(h1) For each x ∈ R
m and t ∈ [0, 1], ut(x) is Ft-measurable

(h2) There exist constants p ≥ 2 and α > m such that

E(|ut(x)− ut(y)|p) ≤ Ct,K |x− y|α,

for all |x|, |y| ≤ K, K > 0, where
∫ 1

0
Ct,Kdt < ∞. Moreover

∫ 1

0
E(|ut(0)|2)dt <∞.

Notice that under the above conditions for each t ∈ [0, 1] the random
field {ut(x), x ∈ R

m} possesses a continuous version, and the Itô integral∫ 1

0
ut(x)dWt possesses a continuous version in (t, x). In fact, for all |x|,

|y| ≤ K, K > 0, we have

E

(

sup
t∈[0,1]

∣
∣
∣
∣

∫ t

0

(us(x)− us(y)) dWs

∣
∣
∣
∣

p
)

≤ cpE

(∣
∣
∣
∣

∫ t

0

|us(x)− us(y)|2 ds

∣
∣
∣
∣

p
2
)

≤ cp

(∫ 1

0

Ct,Kdt

)
|x− y|α.
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The following theorem provides the relationship between the evaluated
integral

∫ 1

0
ut(x)dWt

∣
∣
∣
x=F

and the Skorohod integral δ(u(F )). We need the

following hypothesis which is stronger than (h2):

(h3) For each (t, ω) the mapping x �→ ut(x) is continuously differentiable,
and for each K > 0

∫ 1

0

E

(

sup
|x|≤K

|∇ut(x)|q
)

dt <∞,

where q ≥ 4 and q > m. Moreover
∫ 1

0
E(|ut(0)|2)dt <∞.

Theorem 3.2.8 Suppose that u = {ut(x), 0 ≤ t ≤ 1, x ∈ R
m} is a random

field satisfying conditions (h1) and (h3). Let F : Ω → R
m be a bounded

random variable such that F i ∈ D
1,4 for 1 ≤ i ≤ m. Then the composition

u(F ) = {ut(F ), 0 ≤ t ≤ 1} belongs to the domain of δ and

δ(u(F )) =
∫ 1

0

ut(x)dWt

∣
∣
∣
∣
x=F

−
m∑

j=1

∫ 1

0

∂jut(F )DtF
jdt. (3.39)

Proof: Consider the approximation of the process u given by

un
t (x) =

n−1∑

i=1

n

(∫ i
n

i−1
n

us(x)ds

)

1( i
n , i+1

n ](t). (3.40)

Notice that u(F ) belongs to L2([0, 1] × Ω) and the sequence of processes
un(F ) converges to u(F ) in L2([0, 1]× Ω) as n tends to infinity. Indeed, if
F is bounded by K we have

E

(∫ 1

0

ut(F )2dt

)
≤

∫ 1

0

E

(

sup
|x|≤K

|ut(x)|2 dt

)

≤ 2
∫ 1

0

E(|ut(0)|2)dt

+2K2

∫ 1

0

E

(

sup
|x|≤K

|∇ut(x)|2 dt

)

< ∞.

The convergence of un(F ) to u(F ) in L2([0, 1] × Ω) is obtained by first
approximating u(F ) by an element of C([0, 1];L2(Ω)).
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From Proposition 1.3.4 and Exercise 3.2.10 we deduce that un(F ) belongs
to Domδ and

δ(un(F )) =
n−1∑

i=1

n

(∫ i
n

i−1
n

us(F )ds

)
(
W i+1

n
−W i

n

)
−

n−1∑

i=1

m∑

j=1

n

×
(∫ i

n

i−1
n

∂jus(F )ds

)(∫ i+1
n

i
n

DrF
jdr

)

. (3.41)

The Itô stochastic integrals
∫ 1

0
un

t (x)dWt satisfy

E

(∣
∣
∣
∣

∫ 1

0

un
t (x)dWt −

∫ 1

0

un
t (y)dWt

∣
∣
∣
∣

q
)

≤ cq|x− y|q.

Hence, by Lemma 3.2.2 the sequence
∫ 1

0
un

t (x)dWt

∣
∣
∣
x=F

converges in Lq(Ω)

to the random variable
∫ 1

0
ut(x)dWt

∣
∣
∣
x=F

. On the other hand, the second

summand in the right-hand side of (3.41) converges to

m∑

j=1

∫ 1

0

∂jut(F )DtF
jdt

in L2(Ω), as it follows from the estimate
∣
∣
∣
∣

∫ 1

0

∂jut(F )DtF
jdt−

∫ 1

0

∂ju
n
t (F )DtF

jdt

∣
∣
∣
∣

≤
∥
∥DF j

∥
∥

H

(∫ 1

0

|∂jut(F )− ∂ju
n
t (F )|2 dt

) 1
2

.

The operator δ being closed the result follows. �
The preceding theorem can be localized as follows:

Theorem 3.2.9 Suppose that u = {ut(x), 0 ≤ t ≤ 1, x ∈ R
m} is a random

field satisfying conditions (h1) and (h3). Let F : Ω → R
m be a random

variable such that F i ∈ D
1,4
loc for 1 ≤ i ≤ m. Then the composition u(F ) =

{ut(F ), 0 ≤ t ≤ 1} belongs to (Domδ)loc and

δ(u(F )) =
∫ 1

0

ut(x)dWt

∣
∣
∣
∣
x=F

−
m∑

j=1

∫ 1

0

∂jut(F )DtF
jdt. (3.42)

We recall that the operator δ is not known to be local in Dom δ, and for
this reason the value of δ(u(F )) in the Theorem 3.2.9 might depend on the
particular localizing sequence.
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The Stratonovich integral also satisfies a commutativity relationship but
in this case we do not need a complementary term. This fact is coherent
with the the general behavior of the Stratonovich integral as an ordinary
integral.

Let us introduce the following condition which is stronger than (h2):

(h4) There exists constants p ≥ 2 and α > m such that

E(|ut(x)− ut(y)|p) ≤ cK |x− y|α,

E(|ut(x)− ut(y)− us(x) + us(y)|p) ≤ cK |x− y|α|t− s|
p
2 ,

for all |x|, |y| ≤ K, K > 0, and s, t ∈ [0, 1]. Moreover
∫ 1

0
E(|ut(0)|2)

dt <∞, and t �→ ut(x) is continuous in L2(Ω) for each x.

Theorem 3.2.10 Let u = {ut(x), 0 ≤ t ≤ 1, x ∈ R
m} be a random field

satisfying hypothesis (h1) and (h4). Suppose that for each x ∈ R
m the

Stratonovich integral
∫ 1

0
ut(x) ◦ dWt exists. Consider an arbitrary random

variable F . Then u(F ) is Stratonovich integrabl, and we have

∫ 1

0

ut(F ) ◦ dWt =
∫ 1

0

ut(x) ◦ dWt

∣
∣
∣
∣
x=F

. (3.43)

Proof: Fix a partition π = {0 = t0 < t1 < · · · < tn = 1}. We can write

Sπ =
n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

us(F )ds

)
(W (ti+1)−W (ti))

=
n−1∑

i=0

uti
(F )(W (ti+1)−W (ti))

+
n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

[us(F )− uti
(F )]ds

)
(W (ti+1)−W (ti))

= an + bn.

The continuity of t → ut(x) in L2(Ω) implies that for each x ∈ R
m the

Riemann sums
n−1∑

i=0

uti
(x)(W (ti+1)−W (ti))

converge in L2(Ω), as |π| tends to zero, to the Itô integral
∫ 1

0
ut(x)dWt.

Moreover, we have for |x|, |y| ≤ K,

E

(∣∣
∣
∣
∣

n−1∑

i=0

[uti
(x)− uti

(y)] (W (ti+1)−W (ti))

∣
∣
∣
∣
∣

p)

≤ cpcK |x− y|α.
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Hence, by Lemma 3.2.2 we deduce that an converges in probability to
∫ 1

0
ut(x) ◦ dWt

∣
∣
∣
x=F

. Now we study the convergence of bn. For each fixed
x ∈ R

m, the sums

Rπ(x) :=
n−1∑

i=0

1
ti+1 − ti

(∫ ti+1

ti

[us(x)− uti
(x)]ds

)
(W (ti+1)−W (ti))

converge in probability, as |π| tends to zero, to the difference

V (x) :=
∫ 1

0

ut(x) ◦ dWt −
∫ 1

0

ut(x)dWt .

So, it suffices to show that Rπ(F ) converges in probability, as |π| tends to
zero, to V (F ). This convergence follows from Lemma 3.2.2 and the following
estimates, where 0 < ε < 1 verifies εα > m, and |x|, |y| ≤ K

‖Rπ(x)−Rπ(x)‖pε

≤
n−1∑

i=0

1
ti+1 − ti

×
∫ ti+1

ti

‖[us(x)− uti
(x)− us(y) + uti

(y)](W (ti+1)−W (ti))‖pε ds

≤ cp,ε

n−1∑

i=0

|ti+1 − ti|
1
2 sup

s∈[ti,ti+1]

[E (|us(x)− uti
(x)− us(y) + uti

(y)|p)]
1
p

≤ cp,εcK |x− y|αp .

�
It is also possible to establish substitution formulas similar to those ap-

pearing in Theorems 3.2.9 and 3.2.10 for random fields ut(x) which are
not adapted. In this case additional regularity assumptions are required.
More precisely we need regularity in x of Dsut(x) for Theorem 3.2.9 and
of (∇u(x))t for Theorem 3.2.10.

One can also compute the differentials of processes of the form Ft(Xt)
where {Xt, t ∈ [0, 1]} and {Ft(x), t ∈ [0, 1], x ∈ R

m} are generalized contin-
uous semimartingales, i.e., they have a bounded variation component and
an indefnite Skorohod (or Stratonovich) integral component. This type of
change-of-variables formula are known as Itô-Ventzell formulas. We show
below a formula of this type that will be used to solve anticipating stochas-
tic differential equations. We first state the following differentiation rule
(see also Exercise 1.3.6).

Lemma 3.2.3 Let F = (F 1, . . . , Fm) be a random vector whose compo-
nents belong to D

1,p, p > 1 and suppose that |F | ≤ K. Consider a mea-
surable random field u = {u(x), x ∈ R

m} with continuously differentiable
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paths, such that for any x ∈ R
m, u(x) ∈ D

1,r, r > 1, and the derivative
Du(x) has a continuous version as an H-valued process. Suppose we have

E

(

sup
|x|≤K

[|u(x)|r + ‖Du(x)‖rH ]

)

< ∞, (3.44)

E

(

sup
|x|≤K

|∇u(x)|q
)

< ∞, (3.45)

where 1
p + 1

q = 1
r . Then the composition u(F ) belongs to D

1,r, and we have

D (u(F )) =
m∑

i=1

∂iu(F )DF i + (Du)(F ). (3.46)

Proof: Consider an approximation of the identity ψn, and define

un(x) =
∫

Rm

u(y)ψn(x− y)dy.

The sequence of random variables un(F ) converges almost surely and in in
Lr(Ω) to u(F ) because of Condition (3.44). On the other hand, un(F ) ∈
D

1,r and

D (un(F )) = D

(∫

Rm

u(y)ψn(F − y)dy

)

=
∫

Rm

Du(y)ψn(F − y)dy +
m∑

i=1

∫

Rm

u(y)∂iψn(F − y)DF idy

=
∫

Rm

Du(y)ψn(F − y)dy +
m∑

i=1

DF i

∫

Rm

∂iu(y)ψn(F − y)dy.

Again by conditions (3.44) and (3.45), this expression converges in Lr(Ω;H)
to the right-hand side of (3.46). �

Let W be an N -dimensional Wiener process. Consider two stochastic
processes of the form:

Xi
t = Xi

0 +
N∑

j=1

∫ t

0

uij
s ◦ dW j

s +
∫ t

0

vi
sds, 1 ≤ i ≤ m

and

Ft(x) = F0(x) +
N∑

j=1

∫ t

0

Hj
s (x) ◦ dW j

s +
∫ t

0

Gs(x)ds, x ∈ R
m.

We introduce the following set of hypotheses:
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(A1) For all 1 ≤ j ≤ N , 1 ≤ i ≤ m, Xi
0 ∈ D

1,2, uij ∈ L
2,4
S , vi ∈ L

1,2,
and the process X is continuous and bounded by a constant K. We
assume also that u is bounded.

(A2) x→ Ft(x) is twice differentiable for all t; the processes Ft(x), ∇Ft(x)
and ∇2Ft(x) are continuous in (t, x); F (x) ∈ L

1,2, and there exist
two versions of DsFt(x) which are differentiable in x and such that
the functions DsFt(x) and ∇(DsFt)(x) are continuous in the regions
{s ≤ t ≤ 1, x ∈ R

m} and {t ≤ s ≤ 1, x ∈ R
m}, respectively.

(A3) x→ Hj
t (x) is differentiable for all t; the processes Ht(x) and ∇Ht(x)

are continuous in (t, x); Hj(x) ∈ L
2,4
S , and there exist two versions

of DsHt(x) which are differentiable in x and such that the functions
DsHt(x) and ∇(DsHt)(x) are continuous in the regions {s ≤ t ≤
1, x ∈ R

m} and {t ≤ s ≤ 1, x ∈ R
m}, respectively.

(A4) The function x→ Gt(x) is continuous for all t, and G(x) ∈ L
1,2.

(A5) The following estimates hold:

E

(

sup
|x|≤K,t∈[0,1]

(
|Ft(x)|4 + |∇Ft(x)|4 + |∇2Ft(x)|4

)
)

< ∞,

E

(

sup
|x|≤K,t∈[0,1]

(
|Ht(x)|4 + |∇Ht(x)|4 + |Gt(x)|4

)
)

< ∞,

∫ 1

0

E

(

sup
|x|≤K,t∈[0,1]

(
|DsFt(x)|4 + |∇(DsFt)(x)|4

)
)

ds < ∞,

∫ 1

0

E

(

sup
|x|≤K,t∈[0,1]

(
|DsHt(x)|4 + |∇(DsHt)(x)|4

)
)

ds < ∞.

Theorem 3.2.11 Assume that the processes Xt and Ft(x) satisfy the above
hypotheses. Then

〈
∇Ft(Xt), u

j
t

〉
and Hj

t (Xt) are elements of L
1,2
1 for all

j = 1, . . . , N , and

Ft(Xt) = F0(X0) +
N∑

j=1

∫ t

0

〈
∇Fs(Xs), uj

s

〉
◦ dW j

s +
∫ t

0

〈∇Fs(Xs), vs〉 ds

+
N∑

j=1

∫ t

0

Hj
s (Xs) ◦ dW j

s +
∫ t

0

Gs(Xs)ds.

Proof: To simplify then notation we will assume N = m = 1. The proof
will be done in several steps.

Step 1: Consider an approximation of the identity ψn on R. For each
x ∈ R we can apply the multidimensional change-of-variables formula for
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the Stratonovich integral (Theorem 3.2.6) to the process Ft(x)ψn(Xt − x)
and we obtain

Ft(x)ψn(Xt − x) = F0(x)ψn(X0 − x) +
∫ t

0

Hs(x)ψn(Xs − x) ◦ dWs

+
∫ t

0

Gs(x)ψn(Xs − x)ds

+
∫ t

0

Fs(x)ψ′
n(Xs − x)us ◦ dWs

+
∫ t

0

Fs(x)ψ′
n(Xs − x)vsds.

If we express the above Stratonovich integrals in terms of the corresponding
Skorohod integrals we get

Ft(x)ψn(Xt − x) = F0(x)ψn(X0 − x) +
∫ t

0

Hs(x)ψn(Xs − x)dWs

+
∫ t

0

[
Gs(x) +

1
2
(∇H)s(x)

]
ψn(Xs − x)ds

+
1
2

∫ t

0

Hs(x)ψ′
n(Xs − x) (∇X)s ds

+
∫ t

0

Fs(x)ψ′
n(Xs − x)usdWs

+
1
2

∫ t

0

(∇F )s (x)ψ′
n(Xs − x)usds

+
∫ t

0

Fs(x)ψ′
n(Xs − x)

(
1
2

(∇u)s + vs

)
ds

+
1
2

∫ t

0

Fs(x)ψ′′
n(Xs − x)(∇X)susds.

Grouping the Skorohod integral terms and the Lebesgue integral terms
together we can write

Ft(x)ψn(Xt − x) = F0(x)ψn(X0 − x) +
∫ t

0

αn(s, x)dWs +
∫ t

0

βn(s, x)ds,

where

αn(t, x) = ψn(Xt − x)Ht(x) + ψ′
n(Xt − x)utFt(x)
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and

βn(t, x) = ψn(Xt − x)
(

Gt(x) +
1
2
(∇H)t(x)

)

+ψ′
n(Xt − x)

(
1
2
Ht(x) (∇X)t

+Ft(x)
(

1
2

(∇u)t + vt

)
+

1
2
ut (∇F )t (x)

)

+
1
2
ψ′′

n(Xt − x)Ft(x) (∇X)t ut.

Step 2: We claim that the processes Ht(Xt) and F ′
t (Xt)ut belong to L

1,2
1 .

In fact, first notice that Hypotheses (A2) and (A3) imply that for each x,
Ht(x) and F ′

t (x)ut belong to L
1,2, and Ds(F ′

t (x)) = (DsFt)′(x). Then we
can apply Lemma 3.2.3 (suitably extended to stochastic processes) to Ht(x)
and Xt and also to F ′

t (x)ut and Xt to deduce that Ht(Xt) and F ′
t (Xt)ut

belong to L
1,2, taking into account the following estimates

∫ 1

0
E(H2

s (Xs))ds ≤
∫ 1

0
E
(
sup|x|≤K H2

s (x)
)

ds <∞,
∫ 1

0
E
(
sup|x|≤K ‖DHs(x)‖2H

)
ds <∞,

∫ 1

0
E
(
sup|x|≤K |H ′

s(x)|4
)

ds <∞,

and

∫ 1

0
E((F ′

s(Xs)us)
2)ds ≤ ‖u‖2∞

∫ 1

0
E
(
sup|x|≤K |F ′

s(x)|2
)

ds <∞,
∫ 1

0
E(|F ′

s(Xs)|2 ‖Dus‖2H)ds

≤
(∫ 1

0
E
(
sup|x|≤K |F ′

s(x)|4
)

ds
∫ 1

0
E
(
‖Dus‖4H

)
ds
) 1

2
<∞,

∫ 1

0
E(|F ′′

s (Xs)|2 ‖Dus‖2H u2
s)ds ≤ ‖u‖2∞

×
(∫ 1

0
E
(
sup|x|≤K |F ′′

s (x)|4
)

ds
∫ 1

0
E
(
‖Dus‖4H

)
ds
) 1

2
<∞,

∫ 1

0
E(
∥
∥(DFs)

′ (Xs)
∥
∥2

H
u2

s)ds

≤ ‖u‖2∞
∫ 1

0
E
(
sup|x|≤K

∥
∥(DFs)

′ (x)
∥
∥2

H

)
ds <∞.

The derivatives of these processes are given by

Ds[Ht(Xt)] = H ′
t(Xt)DsXt + (DsHt)(Xt)

and

Ds[F ′
t (Xt)ut] = F ′′

t (Xt)DsXtut + (DsFt)′(Xt)ut + F ′
t (Xt)Dsut.
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Then, from our hypotheses it follows that the processes Ht(Xt) and
F ′

t (Xt)ut belong to L
1,2
1 , and

(∇ (H·(X·)))t = H ′
t(Xt) (∇X)t + (∇H)t(Xt)

and

(∇(F ′
· (X·)u·))t = F ′′

t (Xt) (∇X)t ut + (∇F )′(Xt)ut + F ′
t (Xt) (∇u)t .

Step 3: We claim that
∫

R

(
Ft(x)ψn(Xt − x)− F0(x)ψn(X0 − x)−

∫ t

0

βn(s, x)ds

)
dx (3.47)

converges in L1(Ω) to the process

Φt = Ft(Xt)− F0(X0)−
∫ t

0

[
Gs(Xs) +

1
2
(∇H)s(Xs)

+
1
2
H ′

s(Xs) (∇X)s +
1
2
(∇F )′s(Xs)us + F ′

s(Xs) (∇u)s

+F ′′
s (Xs) (∇X)s us + F ′

s(Xs)vs] ds.

In fact, the convergence for each (s, ω) follows from the continuity assump-
tion on x of the processes Gs(x), (∇H)s(x), (∇F )′s(x), and the fact that
Hs(x) is of class C1, and F ′

s(x) is of class C2. The L1(Ω) convergence
follows by the dominated convergence theorem because we have

E

(∫ 1

0

sup
n

∫

R

|βn(s, x)| dxds

)
<∞.

From Step 2 we deduce

Φt = Ft(Xt)− F0(X0)−
∫ t

0

[Gs(Xs) + F ′
s(Xs)vs] ds

−
∫ t

0

[Hs(Xs) + F ′
s(Xs)us] ◦ dWs

+
∫ t

0

[Hs(Xs) + F ′
s(Xs)us] dWs.

Step 4: Finally, we have
∫

R

αn(s, x)dx =
∫

R

Hs(x)ψn(Xs − x)dx +
∫

R

Fs(x)ψ′
n(Xs − x)usdx.

The integrals
∫

R
αn(s, x)dx converge as n tends to infinity in the norm of

L
1,2 to Hs(Xs) + F ′

s(Xs)us. Hence, the Skorohod integral
∫ t

0

(∫

R

αn(s, x)dx

)
dWs (3.48)
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converges in L2(Ω) to
∫ t

0

[Hs(Xs) + F ′
s(Xs)us] dWs.

By Fubini’s theorem, (3.48) coincides with (3.47). Consequently, we get

Φt =
∫ t

0

[Hs(Xs) + F ′
s(Xs)us] dWs,

which completes the proof. �

Exercises
3.2.1 Consider the process u defined by

u(t) = 1{W (1)>0}(1[0, 1
2 ](t)− 1( 1

2 ,1](t)).

Show that this process is Skorohod integrable but the process u1[0, 1
2 ] is

not.

3.2.2 Let u ∈ L
1,2, and fix 0 ≤ s < t ≤ 1. Show that

E

((∫ t

s

urdWr

)2

|F[s,t]c

)

= E

(∫ t

s

u2
rdr +

∫ t

s

∫ t

s

DvurDruvdrdv|F[s,t]c

)
.

3.2.3 Consider the process u(t) = sign(W1 − t) exp(Wt − t
2 ), 0 ≤ t ≤ 1.

Show that this process is Skorohod integrable on any interval, and
∫ t

0

usdWs = sign(W1 − t) exp(Wt −
t

2
)− signW1.

Hint: Fix a smooth random variable G and compute E(
∫ 1

0
DtGutdt)

using Girsanov’s theorem.

3.2.4 Let u ∈ L
2,2 be a process satisfying

sup
s,t∈[0,1]

[
|E(Dsut)|+ E

∫ 1

0

|DsDrut|2dr

]
<∞.

Assume in addition that E
∫ 1

0
|ut|pdt < ∞ for some p > 4. Show that the

Skorohod integral {
∫ t

0
usdWs, t ∈ [0, 1]} possesses a continuous version.

3.2.5 Let u ∈ L2([0, 1] × Ω) be a stochastic process such that for any
t ∈ [0, 1] the random variable ut belongs to the finite sum of chaos ⊕N

n=0Hn.
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Show that the Skorohod integral {
∫ t

0
usdWs, t ∈ [0, 1]} possesses a contin-

uous version.
Hint: Use the fact that all the p norms are equivalent on a finite chaos

and apply a deterministic change of time (see Imkeller [148]).

3.2.6 Let u be a process in the space L
2,4 = L4([0, 1]; D2,4). Using the

Gaussian formula (A.1) and Proposition 3.2.1, prove the following inequal-
ity:

E

(∫ 1

0

(∫ 1

0

DruθdWθ

)2

dr

)2

≤ C

[

E

(∫ 1

0

∫ 1

0

(Druθ)2drdθ

)2

+E

(∫ 1

0

(∫ 1

0

∫ 1

0

(DαDruθ)2dαdr

)2

dθ

)]

.

3.2.7 Consider a random field {ut(x), 0 ≤ t ≤ 1, x ∈ G}, where G is a
bounded open subset of R

m, such that u ∈ L2(G× [0, 1]×Ω). Suppose that
for each x ∈ R

m, u(x) ∈ Dom δ and E(
∫

G
|δ(u(x))|2dx) < ∞. Show that

the process {
∫

G
ut(x)dx, t ∈ [0, 1]} is Skorohod integrable and

δ

(∫

G

ut(x)dx

)
=
∫

G

δ(u·(x))dx.

3.2.8 Let X = {Xt, t ∈ [0, 1]} and Y = {Yt, t ∈ [0, 1]} be continuous
processes in the space L

1,2
loc such that X is adapted and Y is backward

adapted (that is, Yt is F[t,1]-measurable for any t). Consider a C1 function
Φ : R

2 → R. Show that the process {Φ(Xt, Yt), t ∈ [0, 1]} belongs to L
1,2
loc

and that the sums
n−1∑

i=0

Φ(X(ti), Y (ti+1))(W (ti+1)−W (ti))

converge in probability to the Skorohod integral
∫ 1

0
Φ(Xt, Yt)dWt (see Par-

doux and Protter [281]).

3.2.9 Let f, g : R → R be bounded functions of bounded variation. Con-
sider the stochastic process X(t) = f(W (t))g(W (1)−W (t)). Show that X
is Skorohod integrable, and compute E(δ(X)2).

3.2.10 Suppose that W = {W (h), h ∈ H = L2(T,B, µ)} is a centered
isonormal Gaussian process on the complete probability space (Ω,F , P ).
Assume F = σ(W ). Let G be a bounded domain of R

m with Lipschitz
boundary, and let A ∈ B, µ(A) < ∞. Let {u(x), x ∈ G} be an FAc -
measurable random field with continuously differentiable paths such that

E

(
sup
x∈G
|∇u(x)|4

)
<∞ and E

(
sup
x∈G
|u(x)|2

)
<∞.
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Set h = 1A and let F ∈ D
1,4. Show that

(a) u(F ) ∈ D
2,h and Dh(u(F )) =

∑m
i=1 ∂iuDhF i.

(b) u(F )1A belongs to the domain of δ and

δ(u(F )1A) = u(F )W (A)−
m∑

i=1

∂iu(F )DhF i.

Hint: Approximate u(F ) by convolution with an approximation of the
identity.

3.2.11 Let p ∈ (2, 4), and α = 2p
4−p . Consider a process u = {ut, t ∈ [0, 1]}

in L
F ∩ Lα([0, 1] × Ω).Using the Itô’s formula for the Skorohod integral

show the following estimate

E

∣
∣
∣
∣

∫ t

s

urdWr

∣
∣
∣
∣

p

≤ Cp(t− s)
p
2−1

(
E

∫ t

s

|ur|αdr+

+E

∫ t

s

∫ t

θ

(Druθ)
2
drdθ

+E

∫ t

s

∫ t

θ

∫ t

θ

(DσDruθ)
2
drdσdθ

)
.

3.2.12 Let u = {ut, t ∈ [0, 1]} be a process in L
F such that E

(∫ 1

0
|ut|pdt

)
<

∞ for some p > 2. Show that the process Xt =
∫ t

0
usdWs has a continuous

version whose trajectories are Hölder continuous of order less that p−2
4p .

3.2.13 Show that the process un,k defined in (3.27) belongs to L
2,2
(4).

3.3 Anticipating stochastic differential equations

The anticipating stochastic calculus developed in Section 3.2 can be applied
to the study of stochastic differential equations where the solutions are
nonadapted processes. Such kind of equations appear, for instance, when
the initial condition is not independent of the Wiener process, or when we
impose a condition relating the values of the process at the initial and final
times. In this section we discuss several simple examples of anticipating
stochastic differential equations of Skorohod and Stratonovich types.

3.3.1 Stochastic differential equations
in the Sratonovich sense

In this section we will present examples of stochastic differential equations
formulated using the Stratonovich integral. These equations can be solved
taking into account that this integral satisfies the usual differentiation rules.
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(A) Stochastic differential equations with random initial condition

Suppose that W = {W (t), t ∈ [0, 1]} is a d-dimensional Brownian motion
on the canonical probability space (Ω,F , P ). Let Ai : R

m → R
m, 0 ≤ i ≤ d,

be continuous functions. Consider the stochastic differential equation

Xt = X0 +
d∑

i=1

∫ t

0

Ai(Xs) ◦ dW i
s +

∫ t

0

A0(Xs)ds, t ∈ [0, 1], (3.49)

with an anticipating initial condition X0 ∈ L0(Ω; Rm). The stochastic in-
tegral is interpreted in the Stratonovich sense. There is a straightforward
method to construct a solution to this equation, assuming that the co-
efficients are smooth enough. The idea is to compose the stochastic flow
associated with the coefficients with the random initial condition X0.

Suppose that the coefficients Ai, 1 ≤ i ≤ d, are continuously differen-
tiable with bounded derivatives. Define B = A0 + 1

2

∑m
k=1

∑d
i=1 Ak

i ∂kAi,
and suppose moreover that B is Lipschitz.

Let {ϕt(x), t ∈ [0, 1]} denote the stochastic flow associated with the
coefficients of Eq. (3.49), that is, the solution to the following stochastic
differential equation with initial value x ∈ R

m:

ϕt(x) = x +
d∑

i=1

∫ t

0

Ai(ϕs(x)) ◦ dW i
s +

∫ t

0

A0(ϕs(x))ds

= x +
d∑

i=1

∫ t

0

Ai(ϕs(x))dW i
s +

∫ t

0

B(ϕs(x))ds. (3.50)

We know (see, for instance Kunita [173]) that there exists a version of
ϕt(x) such that (t, x) ↪→ ϕt(x) is continuous, and we have

E (|ϕt(x)− ϕs(y)|p) ≤ Cp,K(|t− s|
p
2 + |x− y|p)

for all s, t ∈ [0, 1], |x|, |y| ≤ K, p ≥ 2, K > 0. Then we can establish the
following result.

Theorem 3.3.1 Assume that Ai, 1 ≤ i ≤ d, are of class C3, and Ai,
1 ≤ i ≤ d, and B have bounded partial derivatives of first order. Then for
any random vector X0, the process X = {ϕt(X0), t ∈ [0, 1]} satisfies the
anticipating stochastic differential equation (3.49).

Proof: Under the assumptions of the theorem we know that for any
x ∈ R

m Eq. (3.50) has a unique solution ϕt(x). Set X = {ϕt(X0), t ∈
[0, 1]}. By a localization argument we can assume that the coefficients Ai,
1 ≤ i ≤ d, and B have compact support. Then, it suffices to show that for
any i = 1, . . . , d the process ui(t, x) = Ai(ϕt(x)) satisfies the hypotheses of
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Theorem 3.2.10. Condition (h1) is obvious and one easily check condition
(h4) by means of Itô’s formula. This completes the proof. �

The uniqueness of a solution for Eq. (3.49) is more involved. We will
show that there is a unique solution in the class of processes L

1,4
2,loc(R

m),
assuming some additional regulatiry conditions on the initial condition X0.

Lemma 3.3.1 Suppose that X0 ∈ D
1,p
loc(R

m) for some p > q ≥ 2, and
assume that the coefficients Ai, 1 ≤ i ≤ d, and B are of class C2 with
bounded partial derivatives of first order. Then, we claim that {ϕt(X0), t ∈
[0, 1]} belongs to L

1,q
2,loc(R

m).

Proof: Let (Ωn,Xn
0 ) be a localizing sequence for X0 in D

1,p(Rm). Set

Gn,k,M = Ωn ∩ {|Xn
0 | ≤ k} ∩ { sup

|x|≤K,t∈[0,1]

|ϕt(x)| ≤M}.

On the set Gn,k,M the process ϕt(X0) coincides with ϕM
t (Xn

0 βk(Xn
0 )),

where βk is a smooth function such that 0 ≤ βk ≤ 1, βk(x) = 1 if |x| ≤ k,
and βk(x) = 0 if |x| ≥ k + 1, and ϕM

t (x) is the stochastic flow associated
with the coefficients βMAi, 1 ≤ i ≤ d, and βMB. Hence, we can assume
that the coefficients Ai, 1 ≤ i ≤ d, and B are bounded and have bounded
derivatives up to the second order, X0 ∈ D

1,p(Rm), and X0 is bounded by
k. The following estimates hold

E

(

sup
|x|≤K,t∈[0,1]

[|ϕt(x)|r + ‖Dϕt(x)‖rH ]

)

< ∞, (3.51)

E

(

sup
|x|≤K,t∈[0,1]

|∇ϕt(x)|q
)

< ∞, (3.52)

for any r ≥ 2. The estimates follow from our assumptions on the coefficients
Ai, 1 ≤ i ≤ d, and B, taking into account that

Dj
s [ϕt(x)] = Aj(ϕs(x)) +

m∑

k=1

d∑

l=1

∫ t

s

∂kAl(ϕr(x)Dj
s

[
ϕk

r (x)
]
dW l

r

+
m∑

k=1

∫ t

s

∂kB(ϕr(x)Dj
s

[
ϕk

r (x)
]
dr, (3.53)

for 1 ≤ j ≤ d and 0 ≤ s ≤ t ≤ 1. Hence, from Lemma 3.2.3 we obtain that
{ϕt(X0), t ∈ [0, 1]} belongs to L

1,q(Rm) and

Ds (ϕt(X0)) = ∇ϕt(X0)DsX0 + (Dϕt) (X0).

Finally, from Eq. (3.53) for the derivative of ϕt(X0) it is easy to check that
{ϕt(X0), t ∈ [0, 1]} belongs to L

1,q
2 (Rm), and

(D (ϕ(X0)))
+,−
t = ∇ϕt(X0)DtX0 + (Dϕ)+,−

t (X0).

�
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Theorem 3.3.2 Assume that Ai, 1 ≤ i ≤ d, and B are of class C4, with
bounded partial derivatives of first order and X0 belongs to D

1,p
loc(R

m) for
some p > 4. Then the process X = {ϕt(X0), t ∈ [0, 1]} is the unique solution
to Eq. (3.49) in L

1,4
2,loc(R

m) which is continuous.

Proof: By Lemma 3.3.1 we already know that X belongs to L
1,4
2,loc(R

m).
Let Y be another continuous solution in this space. Suppose that (Ωn,Xn

0 )
is a localizing sequence for X0 in D

1,p
loc(R

m), and (Ωn,1, Y n) is a localizing
sequence for Y in L

1,4
2,loc(R

m). Set

Ωn,k,M = Ωn ∩ Ωn,1 ∩ {|Xn
0 | ≤ k} ∩ { sup

|x|≤K,t∈[0,1]

|ϕt(x)| ≤M}

∩{ sup
t∈[0,1]

|Yt | ≤M}.

The processes Y n
t βM (Y n

t ), (βMAi)(Y n
t ), 0 ≤ i ≤ d, satisfy hypothesis (A1).

On the set Ωn,k,M we have

Yt = X0 +
d∑

i=1

∫ t

0

Ai(Ys) ◦ dW i
s +

∫ t

0

A0(Ys)ds, t ∈ [0, 1].

Let us denote by ϕ−1
t (x) the inverse of the mapping x ↪→ ϕt(x). By the

classical Itô’s formula we can write

ϕ−1
t (x) = x−

d∑

i=1

∫ t

0

(ϕ′
s(ϕ

−1
s (x)))−1Ai(x) ◦ dW i

s

−
∫ t

0

(ϕ′
s(ϕ

−1
s (x)))−1A0(x)ds.

We claim that the processes Ft(x) = ϕ−1
t (x), Hi

t(x) = (ϕ′
s(ϕ

−1
s (x)))−1Ai(x),

and Gt(x) = (ϕ′
s(ϕ

−1
s (x)))−1A0(x) with values in the space of m×m ma-

trices satisfy hypotheses (A2) to (A5). This follows from the properties of
the stochastic flow assicated with the coefficients Ai.

Consequently, we can apply Theorem 3.2.11 and we obtain, on the set
Ωn,k,M

ϕ−1
t (Yt) = X0 +

d∑

i=1

∫ t

0

(
ϕ−1

s

)′
(Ys)Ai(Ys) ◦ dW i

s

+
∫ t

0

(
ϕ−1

s

)′
(Ys)A0(Ys)ds

−
d∑

i=1

∫ t

0

(ϕ′
s(ϕ

−1
s (Ys)))−1Ai(Ys) ◦ dW i

s

−
∫ t

0

(ϕ′
s(ϕ

−1
s (Ys)))−1A0(Ys)ds.
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Notice that (
ϕ−1

s

)′
(x) = −(ϕ′

s(ϕ
−1
s (x)))−1.

Hence, we get ϕ−1
t (Yt) = X0, that is, Yt = ϕt(X0) which completes the

proof of the uniqueness. �

In [272] Ocone and Pardoux consider equations with a random drift and
with time-dependent coefficients. In such a case one has to remove the drift
before composing with the random initial condition. The solution is given
by Xt = ψt(Yt), where {ψt(x), t ∈ [0, 1]} denotes the flow associated with
Eq. (3.49) with b ≡ 0, i.e.,

ψt(x) = x +
d∑

i=1

∫ t

0

Ai(ψs(x)) ◦ dW i
s ,

and Yt solves the following ordinary differential equation parametrized by
ω:

dYt = (ψ∗
t A0)(Yt)dt, Y0 = X0,

where (ψ∗
t A0)(x) =

[
ψ′

t(x)
]−1

A0(ψt(x)).
Then, a formal calculation based on Theorem 3.2.5 shows that the process
{ψt(Yt), t ≥ 0} solves Eq. (3.49). In fact, we have

d
[
ψt(Yt)

]
=

d∑

i=1

Ai(ψt(Yt)) ◦ dW i
t + ψ′

t(Yt)Y ′
t dt

=
d∑

i=1

Ai(ψt(Yt)) ◦ dW i
t + A0(ψt(Yt))dt.

(B) One-dimensional stochastic differential equations with random
coefficients

Consider the one-dimensional equation

Xt = X0 +
∫ t

0

σ(Xs) ◦ dWs +
∫ t

0

b(Xs)ds, (3.54)

where the coefficients σ and b and initial condition X0 are random.
Suppose that the coefficients and the intial condition are deterministic

and assume that σ is of class C2 with bounded first and second derivatives,
and that b is Lipschtiz. Then, there is a unique solution Xt to Eq. (3.54)
giben by (see Doss [84] and Exercise 2.2.2) Xt = u(Wt, Yt), where u(x, y)
is the solution of the ordinary differential equation

∂u

∂x
= σ(u), u(0, y) = y,
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and Yt is the solution to the ordinary differential equation

Yt = X0 +
∫ t

0

f(Ws, Ys)ds, (3.55)

where f(x, y) = b(u(x, y)) exp(−
∫ x

0
σ′(u(z, y)dz).

The next result shows that in the random case, the process Xt = u(Wt, Yt)
solves Eq. (3.54).

Theorem 3.3.3 Suppose that the coefficients and the intial condition of
Eq. (3.54) are random and for each ω ∈ Ω, σ(ω) is of class C2 with bounded
first and second derivatives, and that b(ω) is Lipschtiz. Let Xt = u(Wt, Yt),
where Yt is given by (3.55). Then, σ(Xt) is Stratonovich integrable on any
interval [0, t] and (3.54) holds.

Proof: Consider a partition π = {0 = t0 < t1 < · · · < tn = 1} of the
interval [0, 1]. Denote by Wπ

t the polygonal approximation of the Brownian
motion defined in (3.5). Set Xπ

t = u(Wπ
t , Yt). This process satisfies

Xπ
t = X0 +

∫ t

0

σ(Xπ
s )

·
W sds +

∫ t

0

exp

(∫ W π
s

Ws

σ′(u(y, Ys))dy

)

b(Xs)ds

= X0 + Aπ
t + Bπ

t .

The term Aπ
t can be written as

Aπ
t =

∫ t

0

[σ(Xπ
s )− σ(Xs)]

·
W sds +

∫ t

0

σ(Xs)
·

W sds = A1,π
t + A2,π

t .

Clearly Aπ
t = Xπ

t −X0−Bπ
t converges in probability to Xt−X0−

∫ t

0
b(Xs)ds

as |π| tends to zero. On the other hand, A2,π
t can be expressed as Riemann

sum that approximates the Stratonovich integral
∫ t

0
σ(Xs) ◦ dWs. As a

consequence, it suffices to show that A1,π
t converges in probability to zero

as |π| tends to zero. We have

σ(Xπ
s )− σ(Xs) = σσ′(Xs) (Wπ

s −Ws)

+
1
2
(
σ(σ′)2 + σ2σ′′) (ξ) (Wπ

s −Ws)
2
,

where ξ is a random intermediate point between Wπ
s and Ws. The last

summand of the above expression does not contribute tot the limit of A1,π
t .

In order to handle the first summand we set Zs = σσ′(Xs). To simplify we
assume t = 1. Consider another partition of the interval [0, 1] of the form
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{sj = j
m , 0 ≤ j ≤ m}. We can write

∣
∣
∣
∣

∫ 1

0

Zs (Wπ
s −Ws)

·
W sds

∣
∣
∣
∣ ≤

∣
∣
∣
∣
∣
∣

m−1∑

j=1

Zsj

∫ sj+1

sj

(Wπ
s −Ws)

·
W sds

∣
∣
∣
∣
∣
∣

+

∣
∣
∣
∣
∣
∣

m−1∑

j=1

∫ sj+1

sj

(
Zs − Zsj

)
(Wπ

s −Ws)
·

W sds

∣
∣
∣
∣
∣
∣

= Cπ,m + Dπ,m.

For any fixed m the term Cπ,m converges in probability to zero as |π|
tends to zero. In fact, if the points sj and sj+1 belong to the partition π,
we have

∫ sj+1

sj

(Wπ
s −Ws)

·
W sds

=
∑

i:ti∈[sj ,sj+1)

Wti+1 −Wti

ti+1 − ti

∫ ti+1

ti

(Wπ
s −Ws) ds

= −
∑

i:ti∈[sj ,sj+1)

1
2(ti+1 − ti)

×
∫ ti+1

ti

[(
Wti+1 −Ws

)2 − (Ws −Wti
)2
]
ds

and this converges to zero. Finally, the term Dπ,m can be estimated as
follows

|Dπ,m| ≤ sup
|t−s|≤ 1

m

|Zs − Zt|
m−1∑

j=1

∫ sj+1

sj

∣
∣
∣
∣(W

π
s −Ws)

·
W s

∣
∣
∣
∣ ds

≤ sup
|t−s|≤ 1

m

|Zs − Zt|
m−1∑

j=0

∑

i:ti∈[sj ,sj+1)

1
2(ti+1 − ti)

×
∫ ti+1

ti

[(
Wti+1 −Ws

)2 + (Ws −Wti
)2
]
ds.

As |π| tends to zero the right-hand side of the above inequality converges
in probability to 1

2 . Hence, we obtain

lim sup
|π|→0

|Dπ,m| ≤ 1
2

sup
|t−s|≤ 1

m

|Zs − Zt| ,

and this expression tends to zero in probability as m tends to infinity, due
to the continuity of the process Zt. �
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3.3.2 Stochastic differential equations
with boundary conditions

Consider the following Stratonovich differential equation on the time inter-
val [0, 1], where instead of giving the value X0, we impose a linear relation-
ship between the values of X0 and X1:

{
dXt =

∑d
i=1 Ai (Xt) ◦ dW i

t + A0(Xt)dt,

h(X0,X1) = 0.
(3.56)

We are interested in proving the existence and uniqueness of a solution
for this type of equations. We will discuss two particular cases:

(a) The case where the coefficients Ai, 0 ≤ i ≤ d and the function h are
affine (see Ocone and Pardoux [273]).

(b) The one-dimensional cased (see Donati-Martin [80]).

(A) Linear stochastic differential equations with boundary conditions

Consider the following stochastic boundary value problem for t ∈ [0, 1]
{

Xt = X0 +
∑d

i=1

∫ t

0
AiXs ◦ dW i

s +
∫ t

0
A0Xsds,

H0X0 + H1X1 = h.
(3.57)

We assume that Ai, i = 0, . . . , d, H0, and H1 are m × m deterministic
matrices and h ∈ R

m. We will also assume that the m×2m matrix (H0 : H1)
has rank m.

Concerning the boundary condition, two particular cases are interesting:

Two-point boundary-value problem: Let l ∈ N be such that 0 < l < m.

Suppose that H0 =
(

H ′
0

0

)
, H1 =

(
0

H ′′
1

)
, where H ′

0 is an l×m matrix

and H ′′
1 is an (m − l) ×m matrix. Condition rank(H0 : H1) = m implies

that H ′
0 has rank l and that H ′′

1 has rank m− l. If we write h =
(

h0

h1

)
,

where h0 ∈ R
l and h1 ∈ R

m−l, then the boundary condition becomes

H ′
0X0 = h0, H ′

1X1 = h1.

Periodic solution: Suppose H0 = −H1 = I and h = 0. Then the bound-
ary condition becomes

X0 = X1.

With (3.57) we can associate an m×m adapted and continuous matrix-
valued process Φ solution of the Stratonovich stochastic differential equa-
tion
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{
dΦt =

∑d
i=1 AiΦt ◦ dW i

t + BΦtdt,

Φ0 = I.
(3.58)

Using the Itô formula for the Stratonovich integral, one can obtain an ex-
plicit expression for the solution to Eq. (3.57). By a solution we mean a con-
tinuous and adapted stochastic process X such that Ai(Xt) is Stratonovich
integrable with respect to W i on any time interval [0, t] and such that (3.57)
holds.

Theorem 3.3.4 Suppose that the random matrix H0 + H1Φ1 is a.s. in-
vertible. Then there exists a solution to the stochastic differential equation
(3.57) which is unique among those continuous processes whose compo-
nents belong to the space L

2,4
S,loc.

Proof: Define
Xt = ΦtX0, (3.59)

where X0 is given by

X0 = [H0 + H1Φ1]
−1

h. (3.60)

Then it follows from this expression that Xi belongs to L
2,4
S,loc, for all i =

1, . . . ,m, and due to the change-of-variables formula for the Stratonovich
integral (Theorem 3.2.6), this process satisfies Eq. (3.57).

In order to show the uniqueness, we proceed as follows. Let Y ∈
L

2,4
S,loc(R

m) be a solution to (3.57). Then we have

Φ−1
t = I −

d∑

i=1

∫ t

0

Φ−1
s Ai ◦ dW i

s −
∫ t

0

Φ−1
s A0ds.

By the change-of-variables formula for the Stratonovich integral (Theorem
3.2.6) we see that Φ−1

t Yt, namely, Yt = ΦtY0.Therefore, Y satisfies (3.59).
But (3.60) follows from (3.59) and the boundary condition H0Y0 +H1Y1 =
h. Consequently, Y satisfies (3.59) and (3.60), and it must be equal to X.

�
Notice that, in general, the solution to (3.57) will not belong to L

2,4
S,loc(R

m).
One can also treat non-homogeneous equations of the form

{
Xt = X0 +

∑d
i=1

∫ t

0
AiXs ◦ dW i

s +
∫ t

0
A0Xsds + Vt,

H0X0 + H1X1 = h,
(3.61)

where Vt is a continuous semimartingale. In that case,

Xt = Φt [H0 + H1Φ1]
−1

[
h−H1Φ1

∫ 1

0

Φ−1
s ◦ dVs

]
+ Φt

∫ t

0

Φ−1
s ◦ dVs

is a solution to Eq. (3.61). The uniqueness in the class L
2,4
S,loc(R

m) can be
established provided the process Vt also belongs to this space. �
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(B) One-dimensional stochastic differential equations with boundary
conditions

Consider the one-dimensional stochastic boundary value problem
{

Xt = X0 +
∫ t

0
σ(Xs) ◦ dWs +

∫ t

0
b(Xs)ds,

a0X0 + a1X1 = a2,
(3.62)

Applying the techniques of the anticipating stochastic calculus we can
show the following result.

Theorem 3.3.5 Suppose that the functions σ and b1 := b + 1
2σσ′ are of

class C2 with bounded derivatives and a0a1 > 0. Then there exists a solution
to Eq. (3.62). Furthermore, if the functions σ and b1 are of class C4 with
bounded derivatives then the solution is unique in the class L

2,4
S,loc.

Proof: Let ϕt(x) be the stochastic flow associated with the coefficients σ
and b1. By Theoren 3.3.1 for any random variable X0 the process ϕt(X0)
satisfies

Xt = X0 +
∫ t

0

σ(Xs) ◦ dWs +
∫ t

0

b(Xs)ds.

Hence, in order to show the existence of a solution it suffices to prove that
there is a unique random variable X0 such that

ϕ1(X0) =
a2 − a0X0

a1
. (3.63)

The mapping g(x) = ϕ1(x) is strictly increasing and this implies the exis-
tence of a unique solution to Eq. (3.63).

Taking into account Theorem 3.3.2 to show the uniqueness it suffices to
check that the unique solution X0 to Eq. (3.63) belongs to D

1,p
loc for some

p > 4. By the results of Doss (see [84] and Exercise 2.2.2) one can represent
the flow ϕt(x) as a Fréchet differentiable function of the Brownian motion
W . Using this fact and the implicit function theorem one deduces that
X0 ∈ D

1,p
loc for all p ≥ 2. �

3.3.3 Stochastic differential equations in the Skorohod sense

Let W = {Wt, t ∈ [0, 1]} be a one-dimensional Brownian motion defined on
the canonical probability space (Ω,F , P ). Consider the stochastic differen-
tial equation

Xt = X0 +
∫ t

0

σ(s,Xs)dWs +
∫ t

0

b(s,Xs)ds, (3.64)

0 ≤ t ≤ 1, where X0 is F1-measurable and σ and b are deterministic
functions. First notice that the usual Picard iteration procedure cannot
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be applied in that situation. In fact the estimation of the L2-norm of the
Skorohod integral requires a bound for the derivative of X, and this deriv-
ative can be estimated only in terms of the second derivative. So we are
faced with a nonclosed procedure. In some sense, Eq. (3.64) is an infinite
dimensional hyperbolic partial differential equation. In fact, this equation
can be formally written as

Xt = X0 +
∫ t

0

σ(s,Xs) ◦ dWs +
1
2

∫ t

0

σ′(s,Xs)
[(

D+X
)
s
+
(
D−X

)
s

]
ds

+
∫ t

0

b(s,Xs)ds.

Nevertheless, if the diffusion coefficient is linear it is possible to show
that there is a unique global solution using the techniques developed by
Buckdahn in [48, 49], based on the classical Girsanov transformation. In
order to illustrate this approcah let consider the following particular case:

Xt = X0 + σ

∫ t

0

XsdWs. (3.65)

When X0 is deterministic, the solution to this equation is the martingale

Xt = X0e
σWt− 1

2 σ2t.

If X0 = signW1, then a solution to Eq. (3.65) is (see Exercise 3.2.3)

Xt = sign (W1 − σt) eσWt− 1
2 σ2t.

More generally, by Theorem 3.3.6 below, if X0 ∈ Lp(Ω) for some p > 2,
then

Xt = X0(At)eσWt− 1
2 σ2t

is a solution to Eq. (3.65), where At(ω)s = ωs − σ(t ∧ s). In terms of the
Wick product (see [53]) one can write

Xt = X0 ♦eσWt− 1
2 σ2t.

Let us now turn to the case of a general linear diffusion coefficient and
consider the equation

Xt = X0 +
∫ t

0

σsXsdWs +
∫ t

0

b(s,Xs)ds, 0 ≤ t ≤ 1, (3.66)

where σ ∈ L2([0, 1]), X0 is a random variable and b is a random function
satisfying the following condition:
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(H.1) b : [0, 1] × R × Ω → R is a measurable function such that there
exist an integrable function γt on [0, 1], γt ≥ 0, a constant L > 0 , and a
set N1 ∈ F of probability one, verifying

|b(t, x, ω)− b(t, y, ω)| ≤ γt|x− y| ,
∫ 1

0

γtdt ≤ L,

|b(t, 0, ω)| ≤ L,

for all x, y ∈ R, t ∈ [0, 1] and ω ∈ N1 .
Let us introduce some notation. Consider the family of transformations

Tt, At : Ω→ Ω, t ∈ [0, 1] , given by

Tt(ω)s = ωs +
∫ t∧s

0

σudu,

At(ω)s = ωs −
∫ t∧s

0

σudu .

Note that TtAt = AtTt =Identity. Define

εt = exp
(∫ t

0

σsdWs −
1
2

∫ t

0

σ2
sds

)
.

Then, by Girsanov’s theorem (see Proposition 4.1.2) E [F (At)εt] = E[F ]
for any random variable F ∈ L1(Ω). For each x ∈ R and ω ∈ Ω we denote
by Zt(ω, x) the solution of the integral equation

Zt(ω, x) = x +
∫ t

0

ε−1
s (Tt(ω)) b (s, εs (Tt(ω)) Zs(ω, x), Ts(ω)) ds . (3.67)

Notice that for s ≤ t we have εs(Tt) = exp
(∫ s

0
σudWu + 1

2

∫ s

0
σ2

udu
)

=
εs(Ts). Henceforth we will omit the dependence on ω in order to simplify
the notation.

Theorem 3.3.6 Fix an initial condition X0 ∈ Lp(Ω) for some p > 2, and
define

Xt = εtZt (At,X0(At)) . (3.68)

Then the process X = {Xt, 0 ≤ t ≤ 1} satisfies 1[0,t]σX ∈ Dom δ for all
t ∈ [0, 1], X ∈ L2([0, 1] × Ω), and X is the unique solution of Eq. (3.66)
verifying these conditions.

Proof:
Existence: Let us prove first that the process X given by (3.68) satisfies
the desired conditions. By Gronwall’s lemma and using hypothesis (H.1),
we have

|Xt| ≤ εte
tL

(
|X0(At)|+ L

∫ t

0

ε−1
s (Ts)ds

)
,
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which implies supt∈[0,1] E(|Xt|q) <∞, for all 2 ≤ q < p, as it follows easily
from Girsanov’s theorem and Hölder’s inequality. Indeed, we have

E(|Xt|q) ≤ cqE

(
εq

te
qtL

(
|X0(At)|q + Lq

∫ t

0

ε−q
s (Ts)ds

))

≤ cqe
qL

{
E

(
εq−1

t (Tt)|X0|q + Lqεq−1
t (Tt)

∫ t

0

ε−q
s (T 2

s )ds

)}

≤ C
{

E (|X0|p)
q
p + 1

}
.

Now fix t ∈ [0, 1] and let us prove that 1[0,t]σX ∈ Dom δ and that (3.66)
holds. Let G ∈ S be a smooth random variable. Using (3.68) and Girsanov’s
theorem, we obtain

E

(∫ t

0

σsXsDsGds

)
= E

(∫ t

0

σsεsZs (As,X0(As)) DsGds

)

= E

(∫ t

0

σsZs(X0) (DsG) (Ts)ds

)
. (3.69)

Notice that d
dsG(Ts) = σs (DsG) (Ts). Therefore, integrating by parts in

(3.69) and again applying Girsanov’s theorem yield

E

(∫ t

0

Zs(X0)
d

ds
G(Ts)ds

)
= E

[
Zt(X0)G(Tt)− Z0(X0)G

−
∫ t

0

ε−1
s (Tt)b (s, εs(Ts)Zs(X0), Ts) G(Ts)ds

]

=E (εtZt (At,X0(At)) G)−E (Z0(X0)G)

−
∫ t

0

E (b (s, εsZs (As,X0(As)))G) ds

=E (XtG)−E (X0G)−
∫ t

0

E (b(s,Xs)G) ds .

Because the random variable Xt−X0−
∫ t

0
b(s,Xs)ds is square integrable,

we deduce that 1[0,t]σX belongs to the domain of δ and that (3.66) holds.

Uniqueness: Let Y be a solution to Eq. (3.66) such that Y belongs to
L2([0, 1] × Ω) and 1[0,t]σY ∈ Dom δ for all t ∈ [0, 1]. Fix t ∈ [0, 1] and let
G be a smooth random variable. Multiplying both members of (3.66) by
G(At) and taking expectations yield

E (YtG(At)) = E (Y0G(At)) + E

(∫ t

0

b(s, Ys)G(At)ds

)

+E

(∫ t

0

σsYsDs (G(At))
)

ds . (3.70)
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Notice that d
dsG(As) = −σ(DsG)(As). Therefore, integrating by parts

obtains

E (YtG(At)) = E (Y0G)−
∫ t

0

E (Y0σs(DsG)(As)) ds

+E

(∫ t

0

b(s, Ys)G(As)ds

)
− E

(∫ t

0

∫ r

0

b(s, Ys)σr(DrG)(Ar)dsdr

)

+E

(∫ t

0

σsYs(DsG)(As)ds

)

−E

(∫ t

0

∫ r

0

σsYs(DrDsG)(Ar)σrdsdr

)
. (3.71)

If we apply Eq. (3.71) to the smooth random variable σr(DrG)(Ar) for
each fixed r ∈ [0, t], the negative terms in the above expression cancel out
with the term E

(∫ t

0
σsYs (DsG) (As)ds

)
, and we obtain

E (YtG(At)) = E (Y0G) + E

(∫ t

0

b(s, Ys)G(As) ds

)
.

By Girsanov’s theorem this implies

E
(
Yt(Tt)ε−1

t (Tt)G
)

= E (Y0G) + E

(∫ t

0

b (s, Ys(Ts), Ts) ε−1
s (Ts)G

)
ds.

Therefore, we have

Yt(Tt)ε−1
t (Tt) = Y0 +

∫ t

0

b (s, Ys(Ts), Ts) ε−1(Ts)ds, (3.72)

and from (3.72) we get Yt(Tt)ε−1
t (Tt) = Zt(Y0) a.s. That is,

Yt = εtZt

(
At, Y0(At)

)
= Xt

a.s., which completes the proof of the uniqueness. �
When the diffusion coefficient is not linear one can show that there exists

a solution up to a random time.

Exercises

3.3.1 Let f be a continuously differentiable function with bounded deriv-
ative. Solve the linear Skorohod stochastic differential equation

dXt = XtdWt, t ∈ [0, 1]
X0 = f(W1).
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3.3.2 Consider the stochastic boundary-value problem

dX1
t = X2

t ◦ dWt,

dX2
t = 0,

X1
0 = 0, X1

1 = 1.

Find the unique solution of this system, and show that E(|Xt|2) = ∞ for
all t ∈ [0, 1].

3.3.3 Find an explicit solution for the stochastic boundary-value problem

dX1
t = (X1

t + X2
t ) ◦ dW 1

t ,

dX2
t = X2

t ◦ dW 2
t ,

X1
0 + X2

0 = 1, X2
1 = 1.

Notes and comments

[3.1] The Skorohod integral is an extension of the Itô integral introduced
in Section 1.3 as the adjoint of the derivative operator. In Section 3.1,
following [249], we show that it can be obtained as the limit of two types
of modified Riemann sums, including the conditional expectation operator
or subtracting a complementary term that converges to the trace of the
derivative.

The forward stochastic integral, defined as

δ(u) +
∫ 1

0

D−
t utdt,

is also an extension of the Itô integral which has been studied by different
authors. Berger and Mizel [30] introduced this integral in order to solve
stochastic Volterra equations. In [14], Asch and Potthoff prove that it sat-
isfies a change-of-variables formula analogous to that of the Itô calculus.
An approach using a convolution of the Brownian path with a rectangular
function can be found in Russo and Vallois [298]. In [176] Kuo and Russek
study the anticipating stochastic integrals in the framework of the white
noise calculus.

The definition of the stochastic integral using an orthonormal basis of
L2([0, 1]) is due to Paley and Wiener in the case of deterministic integrands.
For random integrands this analytic approach has been studied by Balkan
[16], Ogawa [274, 275, 276], Kuo and Russek [176] and Rosinski [293], among
others.

[3.2] The stochastic calculus for the Skorohod and Stratonovich inte-
grals was developed by Nualart and Pardoux [249]. In particular, the local
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property introduced there has allowed us to extend the change-of-variables
formula and to deal with processes that are only locally integrable or pos-
sess locally integrable derivatives. Another extensive work on the stochastic
calculus for the Skorohod integral in L2 is Sekiguchi and Shiota [305].

Other versions of the change-of-variables formula for the Skorohod inte-
gral can be found in Sevljakov [306], Hitsuda [136], and Üstünel [330].

[3.3] For a survey of this kind of applications, we refer the reader to
Pardoux [278].

Stochastic differential equations in the Skorohod sense were first studied
by Shiota [311] using Wiener chaos expansions. A different method was
used by Üstünel [331]. The approach described in Section 3.3, based on the
Girsanov transformation, is due to Buckdahn and allows us to solve a wide
class of quasilinear stochastic differential equations in the Skorohod sense
with a constant or adapted diffusion coefficient. When the diffusion coeffi-
cient is random, one can use the same ideas by applying the anticipating
version of Girsanov’s theorem (see [50]). In [49] Buckdahn considers Skoro-
hod stochastic differential equations of the form (3.64), where the diffusion
coefficient σ is not necessarily linear. In this case the situation is much
more complicated, and an existence theorem can be proved only in some
random neighborhood of zero.

Stochastic differential equations in the sense of Stratonovich have been
studied by Ocone and Pardoux in [272]. In this paper they prove the ex-
istence of a unique solution to Eq. (3.49) assuming that the coefficient
A0(s, x) is random. In [273] Ocone and Pardoux treat stochastic differen-
tial equations of the Stratonovich type with boundary conditions of the
form (3.56), assuming that the coefficients Ai and the function h are affine,
and they also investigate the Markov properties of the solution.



4
Transformations
of the Wiener measure

In this chapter we discuss different extensions of the classical Girsanov
theorem to the case of a transformation of the Brownian motion induced
by a nonadapted process. This generalized version of Girsanov’s theorem
will be applied to study the Markov property of solutions to stochastic
differential equations with boundary conditions.

4.1 Anticipating Girsanov theorems

In this section we will work in the context of an abstract Wiener space.
That is, we will assume that the underlying probability space (Ω,F , P ) is
such that Ω is a separable Banach space, P is a Gaussian measure on Ω with
full support, and F is the completion of the Borel σ-field of Ω with respect
to P . Moreover, there is a separable Hilbert space H that is continuously
and densely embedded in Ω, with injection i : H → Ω, and such that

∫

Ω

ei〈x,y〉P (dx) = exp(−1
2
‖y‖2H)

for any y ∈ Ω∗ ⊂ H (here we identify H with its dual).
The triple (Ω,H, P ) is called an abstract Wiener space. Note that each

element y ∈ Ω∗ defines a Gaussian random variable. If we denote this
variable by W (y), then the mapping y → W (y), from Ω∗ into L2(Ω), is
continuous with respect to the norm of H, and it can be extended to H. In
that way H is isometric to a Gaussian subspace in L2(Ω) that generates F
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and that is denoted by H1 (i.e., H1 is the first Wiener chaos). The image
of H by the injection i is denoted by H1 ⊂ Ω.

The classical Wiener space is a particular case of an abstract Wiener
space if we take Ω = C0([0, 1]), H = L2([0, 1]), i(h)(t) =

∫ t

0
h(s)ds, and P

is the Wiener measure. The space H1 is here the Cameron-Martin space.

Consider a measurable mapping u : Ω→ H, and define the transforma-
tion T : Ω → Ω by

T (ω) = ω + i(u(ω)). (4.1)

In the white noise case, H can be represented as H = L2(T,B, µ), and H-
valued random variables are stochastic processes parametrized by T . Along
this chapter we will use this terminology.

We want to discuss the following problems:

(A) When is the image measure P ◦ T−1 absolutely continuous with re-
spect to P ?

(B) Find a new probability Q absolutely continuous with respect to P
such that Q ◦ T−1 = P .

Furthermore, we are also interested in finding expressions for the Radon-
Nikodym densities d[P◦T−1]

dP and dQ
dP in terms of u.

4.1.1 The adapted case

Consider the case of the Wiener space, that is, Ω = C0([0, 1]). Then u =
{ut, 0 ≤ t ≤ 1} is a random process such that

∫ 1

0
u2

t dt < ∞ a.s., and the
associated transformation is given by

T (ω)t = ωt +
∫ t

0

us(ω)ds. (4.2)

Suppose that the process u is adapted, and define

ξt = exp
(
−
∫ t

0

usdWs −
1
2

∫ t

0

u2
sds

)
, t ∈ [0, 1]. (4.3)

The following two propositions provide a complete answer to questions (A)
and (B).

Proposition 4.1.1 The probability P ◦ T−1 is absolutely continuous with
respect to P .

Proposition 4.1.2 (Girsanov theorem) There exists a probability Q ab-
solutely continuous with respect to P such that Q ◦ T−1 = P (that is,
Wt +

∫ t

0
usds has the law of a Brownian motion under Q) if and only if

E(ξ1) = 1 and in this case dQ
dP = ξ1.
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Proof of Proposition 4.1.2: Suppose first that E(ξ1) = 1. Consider the
increasing family of stopping times defined by

τk = inf{t :
∫ t

0

u2
sds ≥ k}.

By Itô’s formula {ξt∧τk
, t ∈ [0, 1]} is a positive continuous martingale.

Hence {ξt, t ∈ [0, 1]} is a continuous local martingale, and is a martingale
because E(ξ1) = 1.

Fix 0 ≤ s < t ≤ 1 and A ∈ Fs. Applying Itô’s formula yields

E
(
eiλ(Wt−Ws+

∫ t
s

urdr)1Aξ1

)

= E
(
E
(
eiλ(Wt−Ws+

∫ t
s

urdr)−
∫ t

s
urdWr− 1

2

∫ t
s

u2
rdr|Fs

)
1Aξs

)

= E(1Aξ1)−
∫ t

s

λ2

2
E
(
eiλ(Wu−Ws+

∫ u
s

uθdθ)1Aξ1

)
du.

Hence,

E
(
eiλ(Wt−Ws+

∫ t
s

urdr)1Aξ1

)
= E(1Aξ1)e

−λ2
2 (t−s),

and we obtain
E(F (T )ξ1) = E(F )

for any functional F : Ω→ C of the form

F = exp



i

m−1∑

j=0

λj(W (tj+1)−W (tj)



 ,

where λj ∈ R and 0 = t0 < t1 < · · · < tm = 1. Therefore, the probability
Q given by dQ

dP = ξ1 satisfies Q ◦ T−1 = P .
Conversely, assume Q ◦ T−1 = P and dQ

dP = η. For any integer k ≥ 1 we
define the transformation

Tk(ω)t = ωt +
∫ t∧τk

0

usds.

In view of E(ξτk
) = 1 we can apply the arguments of the first part of the

proof to the transformation Tk, deducing

E(F (Tk)ξτk
) = E(F )

for any nonnegative and bounded random variable F . If F is Fτk
-measura-

ble, then F (Tk) = F (T ). On the other hand, we know that

E(F (T )η) = E(F ).



228 4. Transformations of the Wiener measure

Hence, ξτk
= E(η|T−1(Fτk

)), and letting k tend to infinity obtains
ξ1 = η. �

Proof of Proposition 4.1.1: Let B be a Borel subset of Ω with P (B) = 0.
Consider the stopping times τk and the transformations Tk introduced in
the proof of Proposition 4.1.2. We know that P ◦ T−1

k and P are mutually
absolutely continuous. Hence,

P (T−1(B)) = P (T−1(B) ∩ {τk = 1}) + P (T−1(B) ∩ {τk < 1})
= P (T−1

k (B) ∩ {τk = 1}) + P (T−1(B) ∩ {τk < 1})

≤ P{τk < 1} = P

{∫ 1

0

u2
t dt > k

}
,

which converges to zero as k tends to infinity. This completes the proof. �

4.1.2 General results on absolute continuity
of transformations

In this subsection we will assume that (Ω,F , P ) is an arbitrary complete
probability space and T : Ω −→ Ω is a measurable transformation. First we
will see that questions (A) and (B) are equivalent if the measures P ◦ T−1

and P (or Q and P ) are equivalent (i.e., they are mutually absolutely
continuous).

Lemma 4.1.1 The following statements are equivalent:

(i) The probabilities P ◦ T−1 and P are equivalent.

(ii) There exists a probability Q equivalent to P such that Q ◦ T−1 = P .

Under the above assumptions, and setting X = d[P◦T−1]
dP and Y = dQ

dP , we
have E(Y | T ) = 1

X(T ) , P a.s. If we assume, moreover, that {T−1(A), A ∈
F} = F a.s. (which is equivalent to the existence of a left inverse Tl such
that T−1

l ◦ T = I a.s.), we have

dQ

dP
=
(

d[P ◦ T−1]
dP

◦ T

)−1

. (4.4)

Proof: Let us first show that (i) implies (ii). Set X = d[P◦T−1]
dP . We know

that P{X = 0} = 0 and P{X(T ) = 0} = (P ◦ T−1){X = 0} = 0. Define
the measure Q by dQ = 1

X(T ) dP . Then for any B ∈ F we have

Q(T−1(B)) =
∫

T−1(B)

1
X(T )

dP =
∫

B

1
X

d[P ◦ T−1] = P (B).

Clearly, P << Q because dQ
dP �= 0.
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Conversely, assume that (ii) holds. Then (i) follows from the implications

P (B) = 0 ⇐⇒ Q(T−1(B)) = 0 ⇐⇒ P (T−1(B)) = 0.

In order to show the equality E(Y | T ) = 1
X(T ) a.s., we write for any

B ∈ F
∫

T−1(B)

E(Y |T )dP =
∫

T−1(B)

Y dP = Q(T−1(B))

=
∫

T−1(B)

1
X(T )

dP.

The last statement follows from E(Y | T ) = Y . �

Remarks: If we only assume the absolute continuity P ◦ T−1 << P (or
Q << P ), the above equivalence is no longer true. We can only affirm that
Q ◦ T−1 = P and P << Q imply P ◦ T−1 << P . The following examples
illustrate this point.

Examples: Let Ω = C0([0, 1]) and P be the Wiener measure. Consider
the following two examples.

(1) Suppose ut = f(W1), where f : R→ R is a measurable function. The
probability P ◦T−1 is absolutely continuous with respect to P if and only if
the distribution of the random variable Y + f(Y ) is absolutely continuous,
where Y has the law N(0, 1) (see Exercise 4.1.1). If we take f(x) = x2,
then P ◦T−1 << P , but it is not possible to find a probability Q on Ω such
that under Q the process {Wt + tW 2

1 , t ∈ [0, 1]} is a Brownian motion.

(2) Let

ut =
2Wt

(1− t)2
1[0,S](t),

where S = inf{t : W 2
t = 1 − t}. Since P (0 < S < 1) = 1, we have

∫ 1

0
u2

t dt = 4
∫ S

0
W 2

t

(1−t)4 dt < ∞ a.s. However, E(ξ1) < 1 (see Exercise 4.1.2),
where ξ1 is given by (4.3), and, from Proposition 4.1.2, it is not possible
to find a probability Q absolutely continuous with respect to P such that
under Q the process

Wt +
∫ t

0

usds = Wt + 2
∫ S∧t

0

Ws

(1− s)2
ds

is a Brownian motion (see [200, p. 224]).

In the following sections we will look for a random variable η such that

E(η1T−1(B)) ≤ P (B) (4.5)

for all B ∈ F . If η > 0 a.s., this implies that P ◦ T−1 << P . On the
other hand, if the equality in (4.5) holds for all B ∈ F (which is equivalent
to imposing that E(η) = 1), then P is equivalent to P ◦ T−1, and the
probability Q given by dQ

dP = η verifies Q ◦ T−1 = P .
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4.1.3 Continuously differentiable variables
in the direction of H1

Let (Ω,H, P ) be an abstract Wiener space. We will need the following
notion of differentiability.

Definition 4.1.1 We will say that a random variable F is (a.s.) H-conti-
nuously differentiable if for (almost) all ω ∈ Ω the mapping h → F (ω +
i(h)) is continuously differentiable in H. The set of a.s. H-continuously
differentiable functions will be denoted by C1

H .

We will prove that C1
H ⊂ D

1,2
loc . In order to show this inclusion we have

to introduce some preliminary tools. For any set A ∈ F define

ρA(ω) = inf{‖h‖H : ω + i(h) ∈ A},
where the infimum is taken to be infinite if the set is empty. Clearly,
ρA(ω) = 0 if ω ∈ A, and ρA(ω) ≤ ε if ω belongs to the ε-neighborhood
of A constructed with the distance of H1. Also, ρA(ω) =∞ if ω �∈ A+H1.
Other properties of this distance are the following:

(i) A ⊂ B =⇒ ρA(ω) ≥ ρB(ω);

(ii) |ρA(ω + i(h))− ρA(ω)| ≤ ‖h‖H ;

(iii) An ↑ A =⇒ ρAn
(ω) ↓ ρA(ω);

(iv) If G is σ-compact and φ ∈ C∞
0 (R), then φ(ρG) belongs to D

1,p for all
p ≥ 2 (with the convention φ(∞) = 0), and ‖D[φ(ρG)]‖H ≤ ‖φ′‖∞.

Proof of these properties: Properties (i) and (ii) are immediate conse-
quences of the definition of ρA. In order to show (iii) it suffices to see that
infn ρAn

(ω) ≤ ρA(ω) for all ω ∈ Ω. If ω �∈ A + H1, this inequality is clear.
Suppose ω ∈ A + H1. By definition, for any ε > 0 there exists h ∈ H such
that ω + i(h) ∈ A and ‖h‖H ≤ ρA(ω) + ε. We can find an index n0 such
that ω + i(h) ∈ An for all n ≥ n0. Therefore, ρAn

(ω) ≤ ρA(ω) + ε for all
n ≥ n0, which implies the desired result.

Let us prove (iv). Set G = ∪nKn, where {Kn} is an increasing sequence
of compact sets. By (iii) we have ρKn

↓ ρG, hence φ(ρKn
) → φ(ρG). For

each n, ρKn
is a measurable function because it can be written as

ρKn
(ω) =

{
∞ on (Kn + H1)c

dH1((ω −Kn) ∩H1, 0) on Kn + H1,

where dH1 is the metric of H1 and ω → (ω − Kn) ∩ H1 is a measurable
function from Kn +H1 into the closed subsets of H1. Consequently, φ(ρG)
is a bounded and measurable function such that

|φ(ρG(ω + i(h)))− φ(ρG(ω))| ≤ ‖φ′‖∞‖h‖H , (4.6)

and it suffices to apply Exercise 1.2.9 and Proposition 1.5.5. �
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Proposition 4.1.3 We have C1
H ⊂ D

1,2
loc.

Proof: Suppose that F ∈ C1
H . Define the following sequence of sets:

An =
{

ω ∈ Ω : sup
‖h‖H≤ 1

n

|F (ω + i(h))| ≤ n,

sup
‖h‖H≤ 1

n

‖DF (ω + i(h))‖H ≤ n
}

.

The fact that F is a.s. H-continuously differentiable implies that almost
surely

⋃∞
n=1 An = Ω. For each n we can find a σ-compact set Gn ⊂ An

such that P (Gn) = P (An).
Let φ ∈ C∞

0 (R) be a nonnegative function such that |φ(t)| ≤ 1 and
|φ′(t)| ≤ 4 for all t, φ(t) = 1 for |t| ≤ 1

3 , and φ(t) = 0 for |t| ≥ 2
3 . Define

Fn = φ(nρGn
)F.

We have

(a) Fn = F on the set Gn.

(b) Fn is bounded by n. Indeed,

|Fn| ≤ 1{ρGn
< 2

3n}|F | ≤ n,

because ρGn
< 2

3n implies that there exists h ∈ H with ω + i(h) ∈
Gn ⊂ An and ‖h‖H < 2

3n ≤
1
n .

(c) For any k ∈ H with ‖k‖H ≤ 1
3n we have, using (4.6),

|Fn(ω + i(k))− Fn(ω)| ≤
|φ(nρGn

(ω + i(k)))F (ω + i(k))− φ(nρGn
(ω))F (ω + i(k))|

+ |φ(nρGn
(ω))F (ω + i(k))− φ(nρGn

(ω))F (ω)|
≤ 4n‖k‖H1{ρGn

< 2
3n or ρGn−i(k)<

2
3n}|F (ω + i(k))|

+1{ρGn
< 2

3n}|F (ω + i(k))− F (ω)|

≤ 8n2‖k‖H + 1{ρGn
< 2

3n}‖k‖H
∫ 1

0

‖DF (ω + ti(k))‖Hdt

≤ (8n2 + n)‖k‖H .

So, by Exercise 1.2.9 we obtain Fn ∈ D
1,2, and the proof is complete. �

Lemma 4.1.2 Let F be a random variable in C1
H such that E(F 2) < ∞

and E(‖DF‖2H) <∞. Then F ∈ D
1,2.
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Proof: For any h ∈ H and any smooth random variable G ∈ Sb we have

E (〈DF, h〉HG)

= lim
ε→0

1
ε
E ((F (ω + εi(h))− F (ω)) G)

= lim
ε→0

1
ε
E
(
FG(ω − εi(h))eεW (h)− ε2

2 ‖h‖2
H − FG

)

= E (F (GW (h)− 〈DG,h〉H)) .

The result then follows from Lemma 1.3.1. �
For any h ∈ H the random variable W (h) is a.s. H-continuously differ-

entiable and D(W (h)) = h (see Exercise 4.1.3).

4.1.4 Transformations induced by elementary processes

Denote by {ei, i ≥ 1} a complete orthonormal system in H. We will
assume that ei ∈ Ω∗; in that way W (ei) is a continuous linear functional
on Ω. Consider a smooth elementary process u ∈ SH (see Section 1.3.1) of
the form

u =
N∑

j=1

ψj(W (e1), . . . , W (eN ))ej , (4.7)

where ψ ∈ C∞
b (RN ; RN ). The transformation T : Ω→ Ω induced by u is

T (ω) = ω +
N∑

j=1

ψj(W (e1), . . . , W (eN ))i(ej).

Define the random variable

η(u) = |det(I + ∆)| exp



−
N∑

j=1

〈u, ej〉HW (ej)−
1
2

N∑

j=1

〈u, ej〉2H



 , (4.8)

where
∆ = ψ′(W (N))

and
W (N) = (W (e1), . . . , W (eN )).

We claim that η can also be written as

η(u) = |det2(I + Du)| exp(−δ(u)− 1
2
‖u‖2H), (4.9)

where det2(I + Du) denotes the Carleman-Fredholm determinant of the
square integrable kernel I + Du (see the appendix, section A4). In order
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to deduce (4.9), let us first remark that for an elementary process u of the
form (4.7) the Skorohod integral δ(u) can be evaluated as follows:

δ(u) =
N∑

j=1

ψj(W
(N))W (ej)−

N∑

j=1

N∑

i=1

∂ψj

∂xi
(W (N))〈ei, ej〉H

=
N∑

j=1

〈u, ej〉HW (ej)− T∆. (4.10)

On the other hand, the derivative Du is equal to

Du =
N∑

j=1

N∑

i=1

∆ijej ⊗ ei, ∆ij =
∂ψj

∂xi
(W (N)), (4.11)

and the Carleman-Fredholm determinant of the kernel I + Du is

det(I + ∆) exp(−T∆),

which completes the proof of (4.9).

The following proposition contains the basic results on the problems (A)
and (B) for the transformation T induced by u, when u ∈ SH .

Proposition 4.1.4 Suppose that u is a smooth elementary process of the
form (4.7). It holds that

(i) If T is one to one, we have

E[η(u)F (T )] ≤ E[F ] (4.12)

for any positive and bounded random variable F .

(ii) If det2(I +Du) �= 0 a.s. (which is equivalent to saying that the matrix
I + ψ′(x) is invertible a.e.), then

P ◦ T−1 ≤ P. (4.13)

(iii) If T is bijective, then

E[η(u)F (T )] = E[F ], (4.14)

for any positive and bounded random variable F .

Proof: Let us first remark that T is one to one (onto) if and only if the
mapping ϕ(x) = x+ψ(x) is one to one (onto) on R

N . We start by showing
(i). It suffices to assume that the random variable F has the form

F = f(W (e1), . . . ,W (eN ), G) (4.15)
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where G denotes the vector (W (eN+1), . . . , W (eM )), M > N , and f belongs
to the space C∞

b (RM ). The composition F (T ) is given by

F (T ) = f(W (e1) + 〈u, e1〉H , . . . ,W (eN ) + 〈u, eN 〉H , G).

Note that 〈u, ej〉H = ψj(W (N)). Applying the change-of-variables formula
and using the one to one character of ϕ, we obtain

E[ηF (T )] = E[|det(I + ∆)| exp



−
N∑

j=1

〈u, ej〉HW (ej)−
1
2

N∑

j=1

〈u, ej〉2H





×f(W (e1) + 〈u, e1〉H , . . . ,W (eN ) + 〈u, eN 〉H , G)]

= E

∫

RN

∣
∣det

(
I + ψ′(x)

)∣∣ exp



−1
2

N∑

j=1

(xj + ψj(x))2





×f(x1 + ψ1(x), . . . , xN + ψN (x), G)(2π)−
N
2 dx1 · · · dxN

= E

∫

ϕ(RN )

exp



−1
2

N∑

j=1

y2
j



 f(y1, . . . , yN , G) (2π)−
N
2 dy1 · · · dyN

≤ E

∫

RN

exp



−1
2

N∑

j=1

y2
j



 f(y1, . . . , yN , G)(2π)−
N
2 dy1 · · · dyN

= E(F ). (4.16)

This concludes the proof of (i). Property (ii) follows from the fact that ϕ
is locally one to one. Indeed, we can find a countable family of open sets
Gn ⊂ R

N such that their union is {det(I + ψ′) �= 0} and ϕ is one to one
on each Gn. This implies by (i) that

E[η(u)1{W (N)∈Gn}F (T )] ≤ E[F ]

for any nonnegative and bounded random variable F , which yields the
desired absolute continuity. Finally, property (iii) is proved in the same
way as (i). �
Remarks: Condition det2(I + Du) �= 0 a.s. implies a positive answer to
problem (A). On the other hand, the bijectivity of T allows us to deduce
a Girsanov-type theorem. Notice that (4.12) implies (4.13) and (4.12), and
the additional hypothesis E[η(u)] = 1 implies (4.14).

In the next section we will extend these results to processes that are not
necessarily elementary.

4.1.5 Anticipating Girsanov theorems

Let us first consider the case of a process whose derivative is strictly less
than one in the norm of H ⊗ H. We need the following approximation
result.
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Lemma 4.1.3 Let u ∈ L
1,2 be such that ‖Du‖H⊗H < 1 a.s. Then there

exists a sequence of smooth elementary processes un ∈ SH such that a.s.
un → u, η(un)→ η(u), and ‖Dun‖H⊗H < 1 for all n.

Proof: It suffices to find a sequence un such that un converges to u in the
norm of L

1,2, and ‖Dun‖H⊗H ≤ 1. In fact, the almost sure convergence
of un and η(un) is then deduced by choosing a suitable subsequence (note
that Du and δ(u) are continuous functions of u with respect to the norm
of L

1,2, and η(u) is a continuous function of u, Du, and δ(u)). Moreover,
to get the strict inequality ‖Du‖H⊗H < 1, we replace un by (1− 1

n )un.
The desired sequence un is obtained as follows. Fix a complete orthonor-

mal system {ei, i ≥ 1} ⊂ Ω∗ in H, and denote by Fn the σ-field generated
by W (n) = (W (e1), . . . , W (en)). Define

Pnu =
n∑

i=1

E[〈u, ei〉H |Fn]ei.

Then Pnu converges to u in the norm of L
1,2, and

‖D[Pnu]‖H⊗H ≤ ‖E[Du|Fn]‖H⊗H ≤ 1.

By Exercise 1.2.8 we know that E[〈u, ei〉H |Fn] = fi(W (n)), where the func-
tion fi belongs to the Sobolev space W

1,2(Rn, N(0, In)).
Replacing fi by ΨN ◦ fi, where ΨN ∈ C∞

0 (R) is a function equal to x if
|x| ≤ N and |Ψ′

N (x)| ≤ 1, we can assume that fi and its partial derivatives
are bounded. Finally, it suffices to smooth fi by means of the convolution
with an approximation of the identity. In fact, we have

n∑

i,j=1

(ϕε ∗ ∂jfi)(x)2 ≤
n∑

i,j=1

[ϕε ∗ (∂jfi)2](x) ≤
n∑

i,j=1

(∂jfi)2(x) ≤ 1

a.e., which allows us to complete the proof. �
The following result is due to Buckdahn and Enchev (cf. [48] and [91]).

See also Theorem 6.1 in Kusuoka’s paper [178].

Proposition 4.1.5 Suppose that u ∈ L
1,2 and ‖Du‖H⊗H < 1 a.s. Then

the transformation T (ω) = ω + i(u) verifies (4.12), and P ◦ T−1 << P .

Proof: Let un be the sequence provided by Lemma 4.1.3. The transfor-
mation T associated with each process un is one to one, because ϕn is a
contraction (we assume ‖Dun‖H⊗H ≤ 1− 1

n ). Then, by (4.12), for each n
we have

E[η(un)F (Tn)] ≤ E[F ],

for any nonnegative, continuous, and bounded function F . By Fatou’s lem-
ma this inequality holds for the limit process u, and (4.12) is true. Finally,
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the absolute continuity follows from the fact that η(u) > 0 a.s. because
‖Du‖H⊗H < 1 a.s. �

If in Proposition 4.1.5 we assume in addition that E[η(u)] = 1, then
(4.14) holds. A sufficient condition for E[η(u)] = 1 has been given by
Buckdahn in [48] (see also Exercise 4.1.4).

In order to remove the hypothesis that the derivative is strictly bounded
by one, we will show that if u is H-continuously differentiable then the
corresponding transformation can be locally approximated by the compo-
sition of a linear transformation and a transformation induced by a process
whose derivative is less than one. The H differentiability property seems to
be fundamental in order to obtain this decomposition. The following two
lemmas will be useful in completing the localization procedure.

Lemma 4.1.4 Suppose that there exists a sequence of measurable sets Bn

and an element u ∈ L
1,2
loc such that ∪nBn = Ω a.s., and

E[η(u)1Bn
F (T )] ≤ E[F ] (4.17)

for any n ≥ 1, and for any nonnegative, measurable and bounded function
F . Then

(i) if det2(I + Du) �= 0 a.s., we have P ◦ T−1 << P ;

(ii) if there exists a left inverse Tl such that Tl ◦ T = Id a.s., then

E[η(u)F (T )] ≤ E[F ]

for any nonnegative, measurable, and bounded function F .

Proof: Part (i) is obvious. In order to show (ii) we can assume that the
sets Bn are pairwise disjoint. We can write Bn = T−1(T−1

l (Bn)), and we
have

E[η(u)F (T )] =
∑

n

E[η(u)1Bn
F (T )] ≤

∑

n

E[1T−1
l (Bn)F (T )] ≤ E[F ].

�
We will denote by C1

H(H) the class of a.s. H-continuously differentiable
processes (or H-valued random variables).

Lemma 4.1.5 Let u1 ∈ C1
H(H), u2, u3 ∈ L

1,2, and denote by T1, T2, and
T3 the corresponding transformations. Suppose that

(i) P ◦ T−1
2 << P ;

(ii) T3 = T1 ◦ T2 (or u3 = u2 + u1(T2)).

Then we have
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(a) I + Du3 = [I + (Du1)(T2)] (I + Du2);

(b) η(u3) = η(u1)(T2)η(u2).

Remarks: We recall that the composition (Du1)(Du2) verifies

(Du1)(Du2) =
∞∑

i,j,k=1

Dek
(〈u1, ei〉H)Dej

(〈u2, ek〉H)ei ⊗ ej .

Proof of Lemma 4.1.5: From Lemma 4.1.2 we deduce

Du3 = Du2 + (Du1)(T2) + (Du1)(T2)(Du2),

which implies (a). In order to prove (b) we use the following property of
the Carleman-Fredholm determinant:

det2[(I + K1)(I + K2)] = det2(I + K1)det2(I + K2) exp(−T(K1K2)).

Hence,

η(u3) = det2 (I + (Du1)(T2)) det2(I + Du2)
× exp(−T[(Du1)(T2)(Du2)])

× exp
[
−δ(u2)− δ(u1(T2))−

1
2
‖u2‖2H

− 1
2
‖u1(T2)‖2H − 〈u2, u1(T2)〉H

]
.

Finally, we use the property

δ(u1(T2)) = δ(f(W (h) + 〈h, u2〉H)g)
= f(W (h) + 〈h, u2〉H)W (g)− f ′(W (h) + 〈h, u2〉H)(〈h, g〉H
−〈Du2, h⊗ g〉H)

= δ(u1)(T2)− 〈u1(T2), u2〉H − T[(Du1)(T2)(Du2)],

which allows us to complete the proof. �
We are now able to show the following result.

Proposition 4.1.6 Let u ∈ C1
H(H), and assume that det2(I + Du) �= 0

(which is equivalent to saying that I + Du is invertible a.s.). Then there
exists a sequence of measurable subsets Gn ⊂ Ω such that ∪nGn = Ω a.s.,
and three sequences of processes un,1, un,2, and un,3 such that

(a) un,1 = vn is deterministic;

(b) un,2 belongs to L
1,2 and ‖Dun,2‖H⊗H ≤ c < 1;
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(c) un,3 is a smooth elementary process given by a linear map ψn such
that det(I + ψn) �= 0;

(d) T = Tn,1 ◦ Tn,2 ◦ Tn,3 on Gn, where T and Tn,i (i = 1, 2, 3) are the
transformations associated with the processes u and un,i, respectively.
In other words, u = vn + un,2(Tn,3) + un,3, on Gn.

Proof: Let {ei, i ≥ 1} ⊂ Ω∗ be a complete orthonormal system in H.
Fix a countable and dense subset H0 of H. Consider the set K ⊂ H ⊗H
formed by the kernels of the form

K =
n∑

i,j=1

λijei ⊗ ej ,

where n ≥ 1, λij ∈ Q, and det(I + λ) �= 0. The set K is dense in the set
{K ∈ H⊗H : det2(I +K) �= 0}, and for any K ∈ K the operator I +K has
a bounded inverse. We will denote by K̃ the smooth elementary process
associated with K, namely,

K̃ =
n∑

i,j=1

λijW (ej)ei.

So, we have Dei
K̃ = K(ei), i ≥ 1. Fix a positive number 0 < a < c

9 , where
0 < c < 1 is a fixed number. Set

γ(K) = ‖(I + K)−1‖−1
L(H,H).

Consider the set of triples ν = (K, v, n), with n ≥ 1, K ∈ K, and v ∈ H0,
such that γ(K) < n

3a . This countable set will be denoted by I. For each
ν ∈ I we define the following set:

Cν =
{

ω ∈ Ω : sup
‖h‖H≤ 1

n

‖Du(ω + i(h))−K‖H⊗H ≤ aγ(K),

‖u(ω)− K̃(ω)− v‖H ≤
aγ(K)

n

}
.

Then the union of the sets Cν when ν ∈ I is the whole space Ω a.s., because
det2(I + Du) �= 0 and u is a.s. H-continuously differentiable. We can find
σ-compact sets Gν ⊂ Cν such that P (Gν) = P (Cν). The sets Gν constitute
the family we are looking for, and we are going to check that these sets
satisfy properties (a) through (d) for a suitable sequence of processes.

Let φ ∈ C∞
0 (R) be a nonnegative function such that |φ(t)| ≤ 1 and

|φ′(t)| ≤ 4 for all t, φ(t) = 1 for |t| ≤ 1
3 , and φ(t) = 0 for |t| ≥ 2

3 . Define

uν,1 = v,

uν,3 = K̃,

uν,2 = φ
[
nρGν

(T−1
ν,3 )

] [
u(T−1

ν,3 )− uν,3(T−1
ν,3 )− v

]
.
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Clearly, these uν,1 and uν,3 satisfy conditions (a) and (c), respectively. Then
it suffices to check properties (b) and (d). The process uν,2 is the product of
two factors: The first one is a random variable that is bounded and belongs
to D

1,p for all p ≥ 2, due to property (iv) of the function ρ. The second
factor is H-continuously differentiable.

Let us now show that the derivative of uν,2 is bounded by c < 1 in the
norm of H ⊗H. Define

vν = uν,2(Tν,3) = φ(nρGν
)[u− K̃ − v]. (4.18)

Then uν,2 = vν(T−1
ν,3 ), and we have

‖Duν,2‖H⊗H =
∥
∥[I + K]−1(Dvν)(T−1

ν,3 )
∥
∥

H⊗H

≤ γ(K)−1‖(Dvν)(T−1
ν,3 )‖H⊗H .

So it suffices to check that ‖Dvν‖H⊗H ≤ cγ(K). We have

‖Dvν‖H⊗H ≤ 1{ρGν
< 1

n}(‖Du−K‖H⊗H

+4n‖u− uν,3 − v‖H).

Suppose that ρGν
(ω) < 1

n . Then there exists an element h ∈ H such that
ω + i(h) ∈ Gν and ‖h‖H < 1

n . Consequently, from the definition of the set
Cν we obtain for this element ω

‖(Du)(ω)−K‖H⊗H ≤ aγ(K),

and

‖u(ω)− uν,3(ω)− v‖H ≤ ‖u(ω + i(h))− uν,3(ω + i(h))− v‖H
+‖u(ω + i(h))− u(ω)− 〈K,h〉‖H

≤ aγ(K)
n

+ ‖
∫ 1

0

〈(Du)(ω + ti(h))−K,h〉Hdt‖H

≤ 2aγ(K)
n

.

Hence, we have ‖Dvν‖H⊗H ≤ 9aγ(K). Also this argument implies that uν,2

is bounded. As a consequence (see Exercise 4.1.5), uν,2 belongs to L
1,2.

Finally, we will check property (d). Notice first that ω ∈ Gν implies
ρGν

(ω) = 0. Therefore, from (4.18) we obtain

u(ω) = v + uν,2(Tν,3(ω)) + uν,3(ω).

�
Using the above proposition we can prove the following absolute conti-

nuity result.
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Theorem 4.1.1 Let u be a process that is a.s. H-continuously differen-
tiable. Suppose that I + Du is invertible a.s. (or det2(I + Du) �= 0 a.s.).
Denote by T the transformation defined by T (ω) = ω + i(u(ω)). Then
P ◦ T−1 << P .

Proof: Consider the decomposition T = Tn,1◦Tn,2◦Tn,3 and the sequence
of sets Gn introduced in Proposition 4.1.6. The transformations Tn,i, i =
1, 2, 3, verify (4.12). For i = 1, 3 this follows from part (i) of Proposition
4.1.4, and for i = 2 it follows from Proposition 4.1.5. From Lemma 4.1.5
and using the local property of η(u), we have

η(u) = η(v)(Tn,2 ◦ Tn,3)η(un,2)(Tn,3)η(un,3) on Gn.

Consequently, for any nonnegative and bounded random variable F we
obtain

E [1Gn
F (T )η(u)] =

E [1Gn
F (Tn,1 ◦ Tn,2 ◦ Tn,3)η(v)(Tn,2 ◦ Tn,3)η(un,2)(Tn,3)η(un,3)]

≤ E [F (Tn,1 ◦ Tn,2)η(v)(Tn,2)η(un,2)]
≤ E [F (Tn,1)η(v)] ≤ E[F ],

and the result follows from Lemma 4.1.4. �
The main result of this section is the following version of Girsanov’s

theorem due to Kusuoka ([178], Theorem 6.4).

Theorem 4.1.2 Let u be a process that is H-continuously differentiable,
and denote by T the transformation defined by T (ω) = ω+i(u(ω)). Suppose
that

(i) T is bijective;

(ii) I + Du is invertible a.s. (or det2(I + Du) �= 0 a.s.).

Then there exists a probability Q equivalent to P , such that Q◦T−1 = P ,
given by

dQ

dP
= |det2(I + Du)| exp(−δ(u)− 1

2
‖u‖2H). (4.19)

Proof: From Theorem 4.1.1 we know that Eq. (4.17) of Lemma 4.1.4
holds with the sequence of sets Gn given by Proposition 4.1.6. Then part
(ii) of Lemma 4.1.4 yields

E[η(u)F (T )] ≤ E[F ], (4.20)

for any nonnegative and bounded random variable F . It is not difficult to
see, using the implicit function theorem, that the inverse transformation
T−1 is also associated with an a.s. H-continuously differentiable process.
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Let us denote this process by v. From Lemma 4.1.5 applied to the compo-
sition I = T−1 ◦ T , we get 1 = η(v)(T )η(u). Therefore, P ◦ T << P , and
applying (4.20) to T−1 we get

E(F ) = E[η(v)η(u)(T−1)F ] ≤ E[η(u)F (T )],

so the equality in (4.20) holds and the proof is complete. �

Exercises
4.1.1 Show that the law of the continuous process Wt+tf(W1) is absolutely
continuous with respect to the Wiener measure on C0([0, 1]) if and only if
Y + f(Y ) has a density when Y has N(0, 1) law. If f is locally Lipschitz,
a sufficient condition for this is f ′(x) �= −1 a.e.

4.1.2 Using Itô’s formula, show that

E

(

exp

(

−
∫ S

0

2Wt

(1− t)2
dWt − 2

∫ S

0

W 2
t

(1− t)4
dt

))

≤ e−1,

where S = inf{t : W 2
t = 1− t}.

4.1.3 Show that for any h ∈ H the random variable W (h) is a.s. H
continuously differentiable and D(W (h)) = h.

4.1.4 Let u ∈ L
1,2 be a process satisfying the following properties:

(i) ‖ Du ‖H⊗H < c < 1;

(ii) E
(
exp

(
q
2

∫ 1

0
u2

t dt
))

<∞ for some q > 1.

Show that E(η) = 1 (see Enchev [91]).

4.1.5 Let F ∈ C1
H , and G ∈ D

1,p for all p > 1. Assume that E(F 2G2) <∞
and

E(‖DF‖2HG2 + ‖DG‖2HF 2) <∞.

Show that FG belongs to D
1,2.

4.2 Markov random fields

We start by introducing the notion of conditional independence.

Definition 4.2.1 Let F1, F2, and F3 be three sub-σ-algebras in a proba-
bility space (Ω,F , P ). We will say that F1 and F2 are conditionally inde-
pendent given F3 if

P (A1 ∩A2|F3) = P (A1|F3)P (A2|F3)

for all A1 ∈ F1 and A2 ∈ F2. In this case we will write F1 F3
F2.
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The conditional independence F1 F3
F2 is equivalent to the property

P (A1|F3) = P (A1|F2 ∨ F3)

for all A1 ∈ F1. We refer to Rozanov [296] for a detailed analysis of this
notion and its main properties.

The conditional independence allows us to introduce several definitions of
Markov’s property. Let {X(t), t ∈ [0, 1]} be a continuous stochastic process.

(a) We will say that X is a Markov process if for all t ∈ [0, 1] we have

σ{Xr, r ∈ [0, t]}
σ{Xt}

σ{Xr, r ∈ [t, 1]}.

(b) We will say that X is a Markov random field if for all 0 ≤ s < t ≤ 1
we have

σ{Xr, r ∈ [s, t]}
σ{Xs,Xt}

σ{Xr, r ∈ [0, 1]− (s, t)}.

Property (a) is stronger than (b) (see Exercise 4.2.3). The converse is
not true (see Exercise 4.2.4).

In the next section we will apply Theorem 4.1.2 to study the Markov
field property of solutions to stochastic differential equations with boundary
conditions.

4.2.1 Markov field property for stochastic differential
equations with boundary conditions

Let {Wt, t ∈ [0, 1]} be a standard Brownian motion defined on the canonical
probability space (Ω,F , P ). Consider the stochastic differential equation

{
Xt = X0 −

∫ t

0
f(Xs)ds + Wt

X0 = g(X1 −X0),
(4.21)

where f, g : R→ R are two continuous functions.
Observe that the periodic condition X0 = X1 is not included in this

formulation. In order to handle this and other interesting cases, one should
consider more general boundary conditions of the form

X0 = g(e−λX1 −X0),

with λ ∈ R. The periodic case would correspond to λ �= 0 and g(x) =
(e−λ−1)−1x. In order to simplify the exposition we will assume henceforth
that λ = 0.
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When f ≡ 0, the solution of (4.21) is

Yt = Wt + g(W1). (4.22)

Denote by Σ the set of continuous functions x : [0, 1] → R such that x0 =
g(x1 − x0). The mapping ω → Y (ω) is a bijection from Ω into Σ. Consider
the process Y = {Yt, t ∈ [0, 1]} given by (4.22). Define the transformation
T : Ω→ Ω by

T (ω)t = ωt +
∫ t

0

f(Ys(ω))ds. (4.23)

Lemma 4.2.1 The transformation T is a bijection of Ω if and only if Eq.
(4.21) has a unique solution for each ω ∈ Ω; in this case this solution is
given by X = Y (T−1(ω)).

Proof: If T (η) = ω, then the function Xt = Yt(η) solves Eq. (4.21) for
Wt = ωt. Indeed:

Xt = X0 + ηt = X0 + ωt −
∫ t

0

f(Ys(η))ds = X0 + Wt −
∫ t

0

f(Xs)ds.

Conversely, given a solution X to Eq. (4.21), we have T (Y −1(X)) = W .
Indeed, if we set Y −1(X) = η, then

T (η)t = ηt +
∫ t

0

f(Ys(η))ds = ηt +
∫ t

0

f(Xs)ds

= ηt + Wt −Xt + X0 = Wt.

�
There are sufficient conditions for T to be a bijection (see Exercise

4.2.10). Henceforth we will impose the following assumptions:

(H.1) There exists a unique solution to Eq. (4.21) for each ω ∈ Ω.

(H.2) f and g are of class C1.

Now we turn to the discussion of the Markov field property. First notice
that the process Y is a Markov random field (see Exercise 4.2.3). Suppose
that Q is a probability on Ω such that P = Q◦T−1. Then {T (ω)t, 0 ≤ t ≤ 1}
will be a Wiener process under Q, and, consequently, the law of the process
X under the probability P coincides with the law of Y under Q. In this way
we will translate the problem of the Markov property of X into the problem
of the Markov property of the process Y under a new probability Q. This
problem can be handled, provided Q is absolutely continuous with respect
to the Wiener measure P and we can compute an explicit expression for its
Radon-Nikodym derivative. To do this we will make use of Theorem 4.1.2,
applied to the process

ut = f(Yt). (4.24)
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Notice that T is bijective by assumption (H.1) and that u is H-continuously
differentiable by (H.2). Moreover,

Dsut = f ′(Yt)[g′(W1) + 1{s≤t}]. (4.25)

The the Carleman-Fredholm determinant of kernel (4.25) is computed in
the next lemma.

Lemma 4.2.2 Set αt = f ′(Yt). Then

det2(I + Du) =
(
1 + g′(W1)

(
1− e−

∫ 1
0 αtdt

))
e−g′(W1)

∫ 1
0 αtdt.

Proof: From (A.12) applied to the kernel Du, we obtain

det2(I + Du) = 1 +
∞∑

n=2

γn

n!
, (4.26)

where

γn =
∫

[0,1]n
det(1{i�=j}Dti

utj
)dt1 . . . dtn

= n!
∫

{t1<t2<···<tn}
det(1{i�=j}Dti

utj
)dt1 . . . dtn

=
(∫ 1

0

α(t)dt

)n

det Bn,

and the matrix Bn is given by

B =









0 g′(W1) + 1 g′(W1) + 1 · · · g′(W1) + 1
g′(W1) 0 g′(W1) + 1 · · · g′(W1) + 1
g′(W1) g′(W1) 0 · · · g′(W1) + 1
· · · · · · · · · · · · · · ·

g′(W1) g′(W1) g′(W1) · · · 0









.

Simple computations show that for all n ≥ 1

det Bn = (−1)ng′(W1)n(g′(W1) + 1) + (−1)n+1g′(W1)(g′(W1) + 1)n.

Hence,

det2(I + Du) = 1 +
∞∑

n=1

1
n!

(∫ 1

0

α(t)dt

)n

×
[
(−1)ng′(W1)n(g′(W1) + 1) + (−1)n+1g′(W1)(g′(W1) + 1)n

]

= (g′(W1) + 1)e−g′(W1)
∫ 1
0 αtdt − g′(W1)e−(g′(W1)+1)

∫ 1
0 αtdt

=
(
1 + g′(W1)

(
1− e−

∫ 1
0 αtdt

))
e−g′(W1)

∫ 1
0 αtdt.

�
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Therefore, the following condition implies that det2(I + Du) �= 0 a.s.:

(H.3) 1 + g′(y)
(
1− e−f ′(x+g(y))

)
�= 0, for almost all x, y in R.

Suppose that the functions f and g satisfy conditions (H.1) through
(H.3). Then the process u given by (4.24) satisfies the conditions of Theo-
rem 4.1.2, and we obtain

η(u) =
dQ

dP
=

∣
∣
∣
∣1 + g′(W1)

[
1− exp

(
−
∫ 1

0

f ′(Yt)dt

)]∣∣
∣
∣ (4.27)

× exp
(
−g′(W1)

∫ 1

0

f ′(Yt)dt−
∫ 1

0

f(Yt)dWt

−1
2

∫ 1

0

f(Yt)2dt

)
.

We will denote by Φ the term

Φ = 1 + g′(W1)
[
1− exp

(
−
∫ 1

0

f ′(Yt)dt

)]
,

and let L be the exponential factor in (4.27). Using the relationship between
the Skorohod and Stratonovich integrals, we can write
∫ 1

0

f(Yt)dWt =
∫ 1

0

f(Yt) ◦ dWt −
1
2

∫ 1

0

f ′(Yt)dt− g′(W1)
∫ 1

0

f ′(Yt)dt.

Consequently, the term L can be written as

L = exp
(
−
∫ 1

0

f(Yt) ◦ dWt +
1
2

∫ 1

0

f ′(Yt)dt− 1
2

∫ 1

0

f(Yt)2dt

)
. (4.28)

In this form we get
η(u) = |Φ|L.

The main result about the Markov field property of the process X is the
following:

Theorem 4.2.1 Suppose that the functions f and g are of class C2 and
f ′ has linear growth. Suppose furthermore that the equation

{
Xt = X0 −

∫ t

0
f(Xs)ds + Wt

X0 = g(X1 −X0)
(4.29)

has a unique solution for each W ∈ Ω and that (H.3) holds. Then the
process X verifies the Markov field property if and only if one of the fol-
lowing conditions holds:

(a) f(x) = ax + b, for some constants a, b ∈ R,
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(b) g′ = 0,

(c) g′ = −1.

Remarks:

1. If condition (b) or (c) is satisfied, we have an initial or final fixed value.
In this case, assuming only that f is Lipschitz, it is well known that there
is a unique solution that is a Markov proces (not only a Markov random
field).

2. Suppose that (a) holds, and assume that the implicit equation x =
g((e−a − 1)x + y) has a unique continuous solution x = ϕ(y). Then Eq.
(4.29) admits a unique solution that is a Markov random field (see Exercise
4.2.6).

Proof: Taking into account the above remarks, it suffices to show that if
X is a Markov random field then one of the above conditions is satisfied.
Let Q be the probability measure on C0([0, 1]) given by (4.27). The law of
the process X under P is the same as the law of Y under Q. Therefore, Y
is a Markov field under Q.

For any t ∈ (0, 1), we define the σ-algebras

F i
t = σ

{
Yu, 0 ≤ u ≤ t

}
= σ

{
Wu, 0 ≤ u ≤ t, g(W1)

}
,

Fe
t = σ

{
Yu, t ≤ u ≤ 1, Y0

}
= σ

{
Wu, t ≤ u ≤ 1

}
, and

F0
t = σ{Y0, Yt} = σ{Wt, g(W1)}.

The random variable L defined in (4.28) can be written as L = Li
tL

e
t ,

where

Li
t = exp

(
−
∫ t

0

f(Ys) ◦ dWs +
1
2

∫ t

0

f ′(Ys)ds− 1
2

∫ t

0

f(Ys)2ds

)

and

Le
t = exp

(
−
∫ 1

t

f(Ys) ◦ dWs +
1
2

∫ 1

t

f ′(Ys)ds− 1
2

∫ 1

t

f(Ys))2ds

)
.

Notice that Li
t is F i

t -measurable and Le
t is Fe

t -measurable. For any nonneg-
ative random variable ξ, F i

t -measurable, we define (see Exercise 4.2.11)

∧ξ = EQ(ξ|Fe
t ) =

E(ξη(u) | Fe
t )

E(η(u) | Fe
t )

=
E(ξ|Φ|Li

t | Fe
t )

E(|Φ|Li
t | Fe

t )
.

The denominator in the above expression is finite a.s. because η(u) is inte-
grable with respect to P . The fact that Y is a Markov field under Q implies
that the σ-fields F i

t and Fe
t are conditionally independent given F0

t . As a
consequence, ∧ξ is F0

t -measurable. Choosing ξ = (Li
t)

−1 and ξ = χ(Li
t)

−1,
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where χ is a nonnegative, bounded, and F i
t -measurable random variable,

we obtain that

E(|Φ| | Fe
t )

E(|Φ|Li
t | Fe

t )
and

E(χ|Φ| | Fe
t )

E(|Φ|Li
t | Fe

t )

are F0
t -measurable. Consequently,

Gχ =
E(χ|Φ| | Fe

t )
E(|Φ| | Fe

t )

is also F0
t -measurable.

The next step will be to translate this measurability property into an
analytical condition using Lemma 1.3.3. First notice that if χ is a smooth
random variable that is bounded and has a bounded derivative, then Gχ

belongs to D
1,2
loc because f ′ has linear growth. Applying Lemma 1.3.3 to the

random variable Gχ and to the σ-field σ{Wt,W1} yields

d

ds
Ds[Gχ] = 0

a.e. on [0, 1]. Notice that d
dsDsχ = 0 a.e. on [t, 1], because χ is F i

t -measurable
(again by Lemma 1.3.3). Therefore, for almost all s ∈ [t, 1], we get

E

[
χ

d

ds
Ds|Φ| | Fe

t

]
E [|Φ| | Fe

t ] = E [χ|Φ| | Fe
t ] E

[
d

ds
Ds|Φ| | Fe

t

]
.

The above equality holds true if χ is Fe
t -measurable. So, by a monotone

class argument, it holds for any bounded and nonnegative random variable
χ, and we get that

1
Φ

d

ds
DsΦ =

−g′(W1)Zf ′′(Ws + g(W1))
1 + g′(W1)(1− Z)

is Fe
t -measurable for almost all s ∈ [t, 1] (actually for all s ∈ [t, 1] by

continuity), where

Z = exp
(
−
∫ 1

0

f ′(Wr + g(W1))dr

)
.

Suppose now that condition (a) does not hold, that is, there exists a point
y ∈ R such that f ′′(y) �= 0. By continuity we have f ′′(x) �= 0 for all x in
some interval (y − ε, y + ε). Given t < s < 1, define

As = {f ′′(Ws + g(W1)) ∈ (y − ε, y + ε)}.

Then P (As) > 0, and

1As

g′(W1)Z
1 + g′(W1)(1− Z)
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is Fe
t -measurable. Again applying Lemma 1.3.3, we obtain that

d

dr
Dr

[
g′(W1)Z

1 + g′(W1)(1− Z)

]
= 0

for almost all r ∈ [0, t] and ω ∈ As. This implies

g′(W1)(1 + g′(W1))f ′′(Wr + g(W1)) = 0

a.e. on [0, t]×As. Now, if

B = As ∩ {f ′′(Wr + g(W1)) ∈ (y − ε, y + ε)},

we have that P (B) �= 0 and

g′(W1)(1 + g′(W1)) = 0,

a.s. on B. Then if (b) and (c) do not hold, we can find an interval I such
that if W1 ∈ I then g′(W1)(1 + g′(W1)) �= 0. The set B ∩ {W1 ∈ I} has
nonzero probability, and this implies a contradiction. �

Consider the stochastic differential equation (4.21) in dimension d > 1.
One can ask under which conditions the solution is a Markov random field.
This problem is more difficult, and a complete solution is not available. First
we want to remark that, unlike in the one-dimensional case, the solution
can be a Markov process even though f is nonlinear. In fact, suppose that
the boundary conditions are of the form

Xik
0 = ak; 1 ≤ k ≤ l,

Xjk

1 = bk; 1 ≤ k ≤ d− l,

where {i1, . . . , il} ∪ {j1, . . . , jd−l} is a partition of {1, . . . , d}. Assume in
addition that f is triangular, that means, fk(x) is a function of x1, . . . , xk

for all k. In this case, if for each k, fk satisfies a Lipschitz and linear
growth condition on the variable xk, one can show that there exists a unique
solution of the equation dXt + f(Xt) = dWt with the above boundary
conditions, and the solution is a Markov process. The Markov field property
for triangular functions f and triangular boundary conditions has been
studied by Ferrante [97]. Other results in the general case obtained by a
change of probability argument are the following:

(1) In dimension one, and assuming a linear boundary condition of the
type F0X0+F1X1 = h0, Donati-Martin (cf. [80]) has obtained the existence
and uniqueness of a solution for the equation

dXt = σ(Xt) ◦ dWt + b(Xt)
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when the coefficients b and σ are of class C4 with bounded derivatives,
and F0F1 �= 0. On the other hand, if σ is linear (σ(x) = αx), h0 �= 0, and
assuming that b is of class C2, then one can show that the solution X is a
Markov random field only if the drift is of the form b(x) = Ax+Bx log |x|,
where |B| < 1. See also [5] for a discussion of this example using the
approach developed in Section 4.2.3.

(2) In the d-dimensional case one can show the following result, which
is similar to Theorem 2.1 (cf. Ferrante and Nualart [98]):

Theorem 4.2.2 Suppose f is infinitely differentiable, g is of class C2, and
det(I−φ(1)g′(W1)+g′(W1)) �= 0 a.s., where φ(t) is the solution of the linear
equation dφ(t) = f ′(Yt)φ(t)dt, φ(0) = I. We also assume that the equation

{
Xt = X0 −

∫ t

0
f(Xs)ds + Wt

X0 = g(X1 −X0)

has a unique solution for each W ∈ C0([0, 1]; Rd), and that the following
condition holds:

(H.4) span 〈∂i1 · · · ∂im
f ′(x); i1, . . . , im ∈ {1, . . . , d},m ≥ 1〉 = R

d×d,
for all x ∈ R

d.

Then we have that g′(x) is zero or −Id, that is, the boundary condition
is of the form X0 = a or X1 = b.

(3) It is also possible to have a dichotomy similar to the one-dimensional
case in higher dimensions (see Exercise 4.2.12).

4.2.2 Markov field property for solutions
to stochastic partial differential equations

In this section we will review some results on the germ Markov field (GMF)
property for solutions to stochastic partial differential equations driven by a
white noise which have been obtained by means of the technique of change
of probability.

Let D be a bounded domain in R
k with smooth boundary, and consider

a continuous stochastic process X = {Xz, z ∈ D}. We will say that X is
a germ Markov field (GMF) if for any ε > 0 and any open subset A ⊂
D, the σ-fields σ{Xz, z ∈ A} and σ{Xz, z ∈ D − Ac} are conditionally
independent given the σ-field σ{Xz, z ∈ (∂A)ε}, where (∂A)ε denotes the
ε-neighborhood of the boundary of A.

We will first discuss in some detail the case of an elliptic stochastic partial
differential equation with additive white noise.
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(A) Elliptic stochastic partial differential equations

Let D be a bounded domain in R
k with smooth boundary, and assume

k = 1, 2, 3. Let λk denote the Lebesgue measure on D, and set H =
L2(D,B(D), λk). Consider an isonormal Gaussian process W = {W (h), h ∈
H} associated with H. That is, if we set W (A) = W (1A), then W =
{W (A), A ∈ B(D)} is a zero-mean Gaussian process with covariance

E(W (A)W (B)) = λk(A ∩B).

We want to study the equation
{

−∆U(x) + f(U(x)) = Ẇ (x), x ∈ D,
U |∂D = 0.

(4.30)

Let us first introduce the notion of the solution to (4.30) in the sense of
distributions.

Definition 4.2.2 We will say that a continuous process U = {U(x), x ∈
D} that vanishes in the boundary of D is a solution to (4.30) if

−〈U,∆ϕ〉H + 〈f(U), ϕ〉H =
∫

D

ϕ(x)W (dx)

for all ϕ ∈ C∞(D) with compact support.

We will denote by G(x, y) the Green function associated with the Laplace
operator ∆ with Dirichlet boundary conditions on D. That is, for any
ϕ ∈ L2(D), the elliptic linear equation

{
−∆ψ(x) = ϕ(x), x ∈ D,
ψ |∂D= 0 (4.31)

possesses a unique solution in the Sobolev space H1
0 (D), which can be

written as
ψ(x) =

∫

D

G(x, y)ϕ(y)dy.

We recall that H1
0 (D) denotes the completion of C∞

0 (D) for the Sobolev
norm ‖ · ‖1,2. We will use the notation ψ = Gϕ. We recall that G is a
symmetric function such that G(x, ·) is harmonic on D − {x}.

One can easily show (see [54]) that U is a solution to the elliptic equation
(4.30) if and only if it satisfies the integral equation

U(x) +
∫

D

G(x, y)f(U(y))dy =
∫

D

G(x, y)W (dy). (4.32)

Note that the right-hand side of (4.32) is a well-defined stochastic integral
because the Green function is square integrable. More precisely, we have

sup
x∈D

∫

D

G2(x, y)dy <∞. (4.33)
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In dimension k > 3 this property is no longer true, and for this reason the
analysis stops at dimension three.

We will denote by U0 the solution of (4.30) for f = 0, that is,

U0(x) =
∫

D

G(x, y)W (dy). (4.34)

Using Kolmogorov’s criterion one can show (see Exercise 4.2.13) that the
process {U0(x), x ∈ D} has Lipschitz paths if k = 1, Hölder continuous
paths of order 1− ε if k = 2, and Hölder continuous paths of order 3

8 − ε if
k = 3, for any ε > 0.

The following result was established by Buckdahn and Pardoux in [54].

Theorem 4.2.3 Let D be a bounded domain of R
k, k = 1, 2, 3, with a

smooth boundary. Let f be a continuous and nondecreasing function. Then
Eq. (4.32) possesses a unique continuous solution.

A basic ingredient in the proof of this theorem is the following inequality:

Lemma 4.2.3 There exists a constant a > 0 such that for any ϕ ∈ L2(D),

〈Gϕ,ϕ〉H ≥ a‖Gϕ‖2H . (4.35)

Proof: Set ψ = Gϕ. Then ψ solves Eq. (4.31). Multiplying this equation
by ψ and integrating by parts, we obtain

k∑

i=1

∥
∥
∥
∥

∂ψ

∂xi

∥
∥
∥
∥

2

H

= 〈ϕ,ψ〉H .

From Poincaré’s inequality (cf. [120, p. 157]) there exists a constant a > 0
such that for any ψ ∈ H1

0 (D),

k∑

i=1

∥
∥
∥
∥

∂ψ

∂xi

∥
∥
∥
∥

2

H

≥ a‖ψ‖2H .

The result follows. �
We are going to reformulate the above existence and uniqueness theorem

in an alternative way. Consider the Banach space

B = {ω ∈ C(D), ω |∂D= 0},

equipped with the supremum norm, and the transformation T : B → B
given by

T (ω)(x) = ω(x) +
∫

D

G(x, y)f(ω(y))dy. (4.36)

Note that {U(x), x ∈ D} is a solution to (4.32) if and only if

T (U(x)) = U0(x).

Then Theorem 4.2.3 is a consequence of the following result.
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Lemma 4.2.4 Let f be a continuous and nondecreasing function. Then
the transformation T given by (4.36) is bijective.

Proof: Let us first show that T is one to one. Let u, v ∈ B such that
T (u) = T (v). Then

u− v + G[f(u)− f(v)] = 0. (4.37)

Multiplying this equation by f(u)− f(v), we obtain

〈u− v, f(u)− f(v)〉H + 〈G[f(u)− f(v)], f(u)− f(v)〉H = 0.

Using the fact that f is nondecreasing, and Lemma 4.2.3, it follows that

a‖G[f(u)− f(v)]‖2H ≤ 0.

By (4.37) this is equivalent to a‖u−v‖2H ≤ 0, so u = v and T is one to one.
In order to show that T is onto, we will assume that f is bounded. The

general case would be obtained by a truncation argument. Let v ∈ B,
and let {vn, n ∈ N} be a sequence of functions in C2(D), with compact
support in D, such that ‖v− vn‖∞ tends to zero as n tends to infinity. Set
hn = −∆vn. It follows from Lions ([199], Theorem 2.1, p. 171) that the
elliptic partial differential equation

{
−∆un + f(un) = hn

un |∂D= 0

admits a unique solution un ∈ H1
0 (D). Then,

un + G[f(un)] = Ghn = vn, (4.38)

that is, T (un) = vn. We now prove that un is a Cauchy sequence in L2(D).
Multiplying the equation

un − um + G[f(un)− f(um)] = vn − vm

by f(un)− f(um), and using Lemma 4.2.3 and the monotonicity property
of f , we get

a‖G[f(un)− f(um)]‖2H ≤ 〈vn − vm, f(un)− f(um)〉H ,

which implies, using the above equation,

a‖un − um‖H ≤ 〈vn − vm, f(un)− f(um) + 2a(un − um)〉H .

Since {vn} is a Cauchy sequence in L2(D) and f is bounded, {un} is a
Cauchy sequence in L2(D). Define u = lim un. Then f(un) converges to
f(u) in L2(D). Taking the limit in (4.38), we obtain

u + G[f(u)] = v.

Thus u ∈ B (f is bounded) and T (u) = v. �
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Let us now discuss the germ Markov field property of the process U(x).
First we will show that the Gaussian process U0(x) verifies the germ Markov
field property. To do this we shall use a criterion expressed in terms of the
reproducing kernel Hilbert space (RKHS) H associated to U0. Let H1 ⊂
L2(Ω) be the Gaussian space (i.e., the first chaos) generated by W . An
element v ∈ B belongs to the RKHS H iff there exists a random variable
X ∈ H1 such that

v(x) = E[XU0(x)],

for all x ∈ D, i.e., iff there exists φ ∈ L2(D) such that v = Gφ. In other
words, H = {v ∈ B : ∆v ∈ L2(D)}, and 〈v1, v2〉H = 〈∆v1,∆v2〉H .

We now have the following result (see Pitt [285] and Künsch [177]).

Proposition 4.2.1 A continuous Gaussian field U = {U(x), x ∈ D} pos-
sesses the germ Markov field property iff its RKHS H ⊂ B is local in the
sense that it satisfies the following two properties:

(i) Whenever u, v in H have disjoint supports, 〈u, v〉H = 0.

(ii) If v ∈ H is of the form v = v1 + v2 with v1, v2 ∈ B with disjoint
supports, then v1, v2 ∈ H.

The RKHS associated to the process U0 verifies conditions (i) and (ii),
and this implies the germ Markov field property of U0. Concerning the
process U , one can prove the following result.

Theorem 4.2.4 Assume that f is a C2 function such that f ′ > 0 and f ′

has linear growth. Then the solution {U(x), x ∈ D} of the elliptic equation
(4.30) has the germ Markov property if and only if f ′′ = 0.

This theorem has been proved by Donati-Martin and Nualart in [82]. In
dimension one, Eq. (4.30) is a second-order stochastic differential equation
studied by Nualart and Pardoux in [251]. In that case the germ σ-field
corresponding to the boundary points {s, t} is generated by the variables
{Xs, Ẋs,Xt, Ẋt}, and the theorem holds even if the function f depends
on Xt and Ẋt (assuming in that case more regularity on f). The main
difference between one and several parameters is that in dimension one,
one can explicitly compute the Carleman-Fredholm determinant of Du.
Similar to the work done in [81] and [82] we will give a proof for the case
k = 2 or k = 3.

Proof of Theorem 4.2.4: The proof follows the same lines as the proof of
Theorem 2.1. We will indicate the main steps of the argument.

Step 1: We will work on the abstract Wiener space (B,H, µ), where µ is
the law of U0, and the continuous injection i : H → B is defined as follows:

i(h)(x) =
∫

D

G(x, y)h(y)dy.
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From Lemma 4.2.3 we deduce that i is one to one, and from Eq. (4.33)
we see that i is continuous. The image i(H) is densely included in B. We
identify H and H∗, and in this way B∗ can be viewed as a dense subset of
H, the inclusion map being given by

α→
∫

D

G(y, ·)α(dy) = G∗α.

Finally, for any α ∈ B∗ we have
∫

B

ei〈α,ω〉µ(dω) = E

[
exp(i

∫

D

U0(x)α(dx))
]

= E

[
exp(i

∫

D

∫

D

G(x, y)dWyα(dx))
]

= exp

(

−1
2

∫

D

(∫

D

G(x, y)α(dx)
)2

dy

)

= exp
(
−1

2
‖G∗α‖2H

)
,

which implies that (B,H, µ) is an abstract Wiener space. Note that i(H)
coincides with the RKHS H introduced before, and that U0(x) = ω(x) is
now the canonical process in the space (B,B(B), µ).

We are interested in the germ Markov field property of the process
U(x) = T−1(U0)(x). Let ν be the probability on B defined by µ = ν ◦T−1.
That is, ν is the law of U .

Step 2: Let us show that the transformation T verifies the hypotheses
of Theorem 4.1.2. We already know from Lemma 4.2.4 that T is bijective.
Notice that we can write

T (ω) = ω + i(f(ω)),

so we have to show that:

(i) the mapping ω → i(f(ω)) from B to H is H-continuously differen-
tiable;

(ii) the mapping IH + Du(ω) : H → H is invertible for all ω ∈ B, where
Du(ω) is the Hilbert-Schmidt operator given by the kernel

Du(ω)(x, y) = f ′(ω(x))G(x, y).

Property (i) is obvious and to prove (ii), from the Fredholm alternative,
it suffices to check that −1 is not an eigenvalue of Du(ω). Let h ∈ H be an
element such that

h(x) + f ′(ω(x))
∫

D

G(x, y)h(y)dy = 0.
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Multiplying this equality by h(x)
f ′(ω(x)) and integrating over D, we obtain

∫

D

h2(x)
f ′(ω(x))

dx + 〈h,Gh〉H = 0.

From Lemma 4.2.3, 〈h,Gh〉H ≥ a‖Gh‖2H , thus ‖Gh‖H = 0 and h = 0.
Therefore, by Theorem 4.1.2 we obtain

dν

dµ
= |det2(I + Du)| exp(−δ(u)− 1

2‖u‖2H). (4.39)

Set L = exp(−δ(u)− 1
2‖u‖2).

Step 3: For a fixed domain A with smooth boundary Γ and such that
A ⊂ D, we denote

F i = σ{U0(x), x ∈ A}, Fe = σ{U0(x), x ∈ D −A},

and
F0 = ∩ε>0σ{U0(x), x ∈ (∂A)ε}.

Consider the factorization L = LiLe, where

Li = exp
(
−δ(u1A)− 1

2
‖u1A‖2H

)

and

Le = exp
(
−δ(u1D−A)− 1

2
‖u1D−A‖2H

)
.

We claim that J i is F i-measurable and Je is Fe-measurable. This follows
from the fact that the Skorohod integrals

δ(u1A) =
∫

A

f(U0(x))W (dx)

and

δ(u1D−A) =
∫

D−A

f(U0(x))W (dx)

are F i-measurable and Fe-measurable, respectively (see [81]).

Step 4: From Step 3 it follows that if f ′′ = 0, the Radon-Nikodym density
given by (4.39) can be expressed as the product of two factors, one being
F i-measurable, and the second one being Fe-measurable. This factorization
implies the germ Markov field property of X under µ.

Step 5: Suppose conversely that U possesses the germ Markov property
under µ. By the same arguments as in the proof of Theorem 2.1 we can
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show that for any nonnegative random variable ξ that is F i-measurable,
the quotient

Gξ =
E[ξΦ | Fe]
E[Φ | Fe]

is F0-measurable, where Φ = det2(I + f ′(U0(x))G(x, y)). Observe that
Φ ≥ 0 because the eigenvalues of the kernel f ′(U0(x))G(x, y)) are positive.

Step 6: The next step will be to translate the above measurability prop-
erty into an analytical condition. Fix ε > 0 such that A−

ε = A − Γε and
A+

ε = (D−A)−Γε are nonempty sets. We have that Gξ is σ{U0(x), x ∈ Γε}-
measurable. If we assume that ξ is a smooth random variable, then Gξ is
in D

1,2
loc, and by Lemma 1.3.3 we obtain that

DGξ ∈ 〈G(x, ·), x ∈ Γε〉H .

This implies that for any function φ ∈ C∞
0 (D−Γε) we have 〈φ,∆DGξ〉H =

0 a.s. Suppose that φ ∈ C∞
0 (A+

ε ). In that case we have in addition that
〈φ,∆Dξ〉H = 0, because ξ is F i-measurable. Consequently, for such a func-
tion φ we get

E [ξ〈φ,∆DΦ〉H | Fe] E[Φ | Fe] = E [ξΦ | Fe] E[〈φ,∆Dφ〉H | Fe].

The above equality holds true for any bounded and nonnegative random
variable ξ, therefore, we obtain that

1
Φ
〈φ,∆DΦ〉H (4.40)

is Fe-measurable.

Step 7: The derivative of the random variable Φ can be computed using
the expression for the derivative of the Carleman-Fredholm determinant.
We have

DzΦ = ΦT
(
((I + f ′(U0(x))G(x, y))−1 − I)Dz[f ′(U0(x))G(x, y)]

)
.

So, from (4.40) we get that

T
(
((I + f ′(U0(x))G(x, y))−1 − I)〈φ,∆D·[f ′(U0(x))G(x, y)]〉H

)

is Fe-measurable. Note that

Dz[f ′(U0(x))G(x, y)] = f ′′(U0(x))G(x, z)G(x, y)

and
〈∆φ,G(x, ·)〉H = φ.

Thus, we have that

T
(
((I + f ′(U0(x))G(x, y))−1 − I)(φ(x)f ′′(U0(x))G(x, y))

)
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is Fe-measurable, and we conclude that for any x ∈ A+
ε ,

f ′′(U0(x))
∫

D

K(y, x)G(x, y)dy

is Fe-measurable, where K(x, y) = ((I + Du)−1 − I)(x, y). Suppose now
that there exists a point b ∈ R such that f ′′(b) �= 0. Then f ′′ will be nonzero
in some interval J . Set

A = {ω ∈ B : f ′′(U0(x)) ∈ J}.

The set A has nonzero probability, it belongs to Fe, and

1A

∫

D

K(y, x)G(x, y)dy

is Fe-measurable. Applying again Lemma 1.3.3 and using the same argu-
ments as above, we obtain that on the set A

(
G(I + Du)−1[f ′′(U0(x1))ψ(x1)G(x1, x2)](I + Du)−1

)
(x, x) = 0

for any function ψ ∈ C∞
0 (A−

ε ). So we get

1{f ′′(U0(x))∈J}1{f ′′(U0(x1))∈J}G(I + Du)−1(x, x1)G(I + Du)−1(x1, x) = 0

for all x, x1 such that x ∈ A+
ε and x1 ∈ A−

ε . Notice that the operator
G(I + Du)−1 has a singularity in the diagonal of the same type as G. So
from the above equality we get

1{f ′′(U0(x))∈J} = 0,

which is not possible. �

(B) Parabolic stochastic partial differential equations

Consider the following equation studied in Section 2.4.2:
{

∂u
∂t −

∂2u
∂x2 = f(u(t, x)) + ∂2W

∂t∂x , (t, x) ∈ [0, T ]× [0, 1],

u(t, 0) = u(t, 1) = 0, 0 ≤ t ≤ T.

We will impose two different types of boundary conditions:

(B.1) u(0, x) = u0(x),

(B.2) u(0, x) = u(1, x), 0 ≤ x ≤ 1.

In case (B.1) we are given a initial condition u0 ∈ C([0, 1]) such that
u0(0) = u0(1) = 0, and in case (B.2) we impose a periodic boundary
condition in time. Under some hypotheses on the function f there exists a
unique continuous solution of the corresponding integral equation:
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For (B.1) a sufficient condition is that f is Lipschitz (see Theorem 2.4.3).

For (B.2) (see [253]) we require that there exists a constant 0 < c < 2
such that

(z − y)(f(z)− f(y)) ≤ c(z − y)2

for all y, z ∈ R.

From the point of view of the Markov property of the solution, the be-
havior of these equations is completely different. In case (B.1) the GMF
property always holds. On the other hand, assuming that f(z) is of class
C2

b and that the boundary condition (B.2) holds, then the solution u has
the GMF property if and only if f ′′ = 0. These results have been proved
under more general assumptions on the function f in [253].

4.2.3 Conditional independence and factorization properties

In this section we prove a general characterization of the conditional inde-
pendence and apply it to give an alternative proof of Theorem 4.2.1. More
precisely, we discuss the following general problem: Consider two indepen-
dent sub-σ-fields F1, F2 of a probability space, and let X and Y be two
random variables determined by a system of the form

{
X = g1(Y, ω)
Y = g2(X,ω)

where gi(y, ·) is Fi-measurable (i = 1, 2). Under what conditions on g1 and
g2 are F1 and F2 conditionally independent given X and Y ? We will see
that this problem arises in a natural way when treating stochastic equations
with boundary conditions.

Let (Ω,F , P ) be a complete probability space and let F1 and F2 be two
independent sub-σ-fields of F . Consider two functions g1, g2 : R × Ω → R

such that gi is B(R)⊗Fi-measurable, for i = 1, 2, and that they verify the
following conditions for some ε0 > 0:

H1 For every x ∈ R and y ∈ R the random variables g1(y, ·) and g2(x, ·)
possess absolutely continuous laws and the function

δ(x, y) = sup
0<ε<ε0

1
ε2

P {|x− g1(y)| < ε, |y − g2(x)| < ε}

is locally integrable in R
2.

H2 For almost all ω ∈ Ω and for any |ξ| < ε0, |η| < ε0 the system
{

x− g1(y, ω) = ξ
y − g2(x, ω) = η

(4.41)

has a unique solution (x, y) ∈ R
2.
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H3 For almost all ω ∈ Ω the functions y → g1(y) and x → g2(x) are
continuously differentiable and there exists a nonnegative random
variable H such that E(H) <∞ and

sup
|y−g2(x)|<ε0
|x−g1(y)|<ε0

|1− g′1(y)g′2(x)|−1 ≤ H a.s.

Hypothesis H2 implies the existence of two random variables X and Y
determined by the system

{
X(ω) = g1(Y (ω), ω)
Y (ω) = g2(X(ω), ω). (4.42)

Theorem 4.2.5 Let g1 and g2 be two functions satisfying hypotheses H1
through H3. Then the following statements are equivalent:

(i) F1 and F2 are conditionally independent given the random variables
X,Y .

(ii) There exist two functions Fi : R
2 × Ω → R, i = 1, 2, which are

B(R2)⊗Fi -measurable for i = 1, 2, such that

|1− g′1(Y )g′2(X) | = F1(X,Y )F2(X,Y ) a.s.

Proof: Let G1 and G2 be two bounded nonnegative random variables
such that Gi is Fi-measurable for i = 1, 2. Suppose that f : R

2 −→ R is
a nonnegative continuous and bounded function. For any x ∈ R we will
denote by fi(x, ·) the density of the law of gi(x), for i = 1, 2. For each
ε > 0, define ϕε(z) = 1

2ε 1[−ε,ε] (z). Set

J(x, y) = |1− g′1(y)g′2(x) |−1
.

We will first show the equality

E [G1G2J(X,Y )f(X,Y )] (4.43)

=
∫

R2
E [G1 |g1(y) = x ] f1(y, x)E [G2 |g2(x) = y ] f2(x, y)f(x, y)dxdy.

Actually, we will see that both members arise when we compute the limit
of ∫

R2
E [G1G2ϕ

ε(x− g1(y))ϕε(y − g2(x))] f(x, y)dxdy (4.44)

as ε tends to zero in two different ways.

For any ω ∈ Ω we introduce the mapping Φω : R
2 → R

2 defined by

Φω(x, y) = (x− g1(y, ω), y − g2(x, ω)) = (x̄, ȳ).
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Notice that Φω(X(ω), Y (ω)) = (0, 0). Denote by Dε0(ω) the set

Dε0(ω) =
{
(x, y) ∈ R

2 : |x− g1(y, ω)| < ε0, |y − g2(x, ω)| < ε0

}
.

Hypotheses H2 and H3 imply that for almost all ω the mapping Φω is
a C1-diffeomorphism from Dε0(ω) onto (−ε0, ε0)2. Therefore, making the
change of variable (x̄, ȳ) = Φω(x, y), we obtain for any ε < ε0

∫

R2
ϕε(x− g1(y))ϕε(y − g2(x))f(x, y)dxdy

=
∫

R2
ϕε(x̄)ϕε(ȳ)J(Φ−1

ω (x̄, ȳ))f(Φ−1
ω (x̄, ȳ))dx̄dȳ.

By continuity this converges to J(X,Y )f(X,Y ) as ε tends to zero. The
convergence of the expectations follows by the dominated convergence the-
orem, because from hypothesis H3 we have

J(Φ−1
ω (x̄, ȳ)) ≤ sup

|y−g2(x,ω)|<ε0
|x−g1(y,ω)|<ε0

|1− g′1(y)g′2(x)|−1 ≤ H ∈ L1(Ω)

if |x̄| < ε0, and |ȳ| < ε0.
Consequently, (4.44) converges to the left-hand side of (4.43) as ε tends

to zero. Let us now turn to the proof that the limit of (4.44) equals the
right-hand side of (4.43). We can write

[G1G2ϕ
ε(x− g1(y))ϕε(y − g2(x))]

= E [G1ϕ
ε(x− g1(y))] E [G2ϕ

ε(y − g2(x))]

=
(∫

R

ϕε(x− α)E [G1 |g1(y) = α ] f1(y, α)dα

)

×
(∫

R

ϕε(y − β)E [G2 |g2(x) = β ] f2(x, β)dβ

)
.

We are going to take the limit of both factors as ε tends to zero. For the
first one, the Lebesgue differentiation theorem tell us that for any y ∈ R

there exists a set Ny of zero Lebesgue measure such that for all x �∈ Ny,

lim
ε↓0

∫

R

ϕε(x− α)E [G1 |g1(y) = α ] f1(y, α)dα = E [G1 |g1(y) = x ] f1(y, x).

In the same way, for the second integral, for each fixed x ∈ R, there will be
a set Nx of zero Lebesgue measure such that for all y �∈ Nx,

lim
ε↓0

∫

R

ϕε(y − β)E [G2 |g2(x) = β ] f2(x, β)dβ = E [G2 |g2(x) = y ] f2(x, y).

We conclude that, except on the set

N = {(x, y) : x ∈ Ny or y ∈ Nx}
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we will have the convergence

lim
ε↓0

E [G1G2 ϕε(x− g1(y))ϕε(y − g2(x))]

= E [G1 |g1(y) = x ] f1(y, x)E [G2 |g2(x) = y ] f2(x, y).

Thus, this convergence holds almost everywhere. The preceding equal-
ity provides the pointwise convergence of the integrands appearing in ex-
pression (4.44). The corresponding convergence of the integral is derived
through the dominated convergence theorem, using hypothesis H1.

Consequently, (4.43) holds for any continuous and bounded function f ,
and this equality easily extends to any measurable and bounded function
f . Taking f = 1B , where B is a set of zero Lebesgue measure, and putting
G1 = G2 = 1, we deduce from (4.43) that P{(X,Y ) ∈ B} = 0 because
J(X,Y ) > 0 a.s. As a consequence, the law of (X,Y ) is absolutely contin-
uous with a density given by

fXY (x, y) =
f1(x, y)f2(y, x)

E [J(X,Y ) |X = x, Y = y ]
.

Therefore, (4.43) implies that

E [G1G2J(X,Y ) |X = x, Y = y ] fXY (x, y)
= E [G1 |g1(y) = x ] f1(y, x)E [G2 |g2(x) = y ] f2(x, y), (4.45)

almost surely with respect to the law of (X,Y ). Putting G2 = 1, we obtain

E [G1J(X,Y ) |X = x, Y = y ] fXY (x, y) (4.46)
= E [G1 |g1(y) = x ] f1(y, x)f2(x, y),

and with G1 ≡ 1 we get

E [G2J(X,Y ) |X = x, Y = y ] fXY (x, y) (4.47)
= E [G2 |g2(x) = y ] f1(y, x)f2(x, y).

Substituting (4.46) and (4.47) into (4.45) yields

E [G1G2J(X,Y ) |X = x, Y = y ] E [J(X,Y ) |X = x, Y = y ] (4.48)
= E [G1J(X,Y ) |X = x, Y = y ] E [G2J(X,Y ) |X = x, Y = y ] .

Conditioning first by the bigger σ-fields σ(X,Y )∨F1 and σ(X,Y )∨F2 in
the right-hand side of (4.48), we obtain

E [G1G2J(X,Y ) |XY ] E [J(X,Y ) |XY ] (4.49)
= E [G1E [J(X,Y ) |X,Y,F1 ] |X,Y ]
×E [G2E [J(X,Y ) |X,Y,F2 ] |X,Y ] .
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Suppose first that F1
X,Y
F2. This allows us to write Eq. (4.49) as follows:

E [G1G2J(X,Y )E [J(X,Y ) |X,Y ] |X,Y ]
= E [G1G2E [J(X,Y ) |X,Y,F1 ] E [J(X,Y ) |X,Y,F2 ] |X,Y ] .

Taking the expectation of both members of the above equality, we obtain

J(X,Y )−1 =
E [J(X,Y ) |X,Y ]

E [J(X,Y ) |X,Y,F1 ] E [J(X,Y ) |X,Y,F2 ]
.

This implies the desired factorization because any random variable that is
σ(X,Y )∨Fi-measurable (i = 1, 2) can be written as F (X(ω), Y (ω), ω) for
some B(R2)⊗Fi-measurable function F : R

2 × Ω→ R.
Conversely, suppose that (ii) holds. Then we have from (4.49)

E [G1G2 |X,Y ] = E [G1G2F1(X,Y )F2(X,Y ) J(X,Y ) |X,Y ]

=
E [G1F1(X,Y )J(X,Y ) |X,Y ] E [G2F2(X,Y ) J(X,Y ) |X,Y ]

E [J(X,Y ) |X,Y ]
.

Writing this equality for G1 ≡ 1, G2 ≡ 1, and for G1 ≡ G2 ≡ 1, we conclude
that

E [G1G2 |X,Y ] = E [G1 |X,Y ] E [G2 |X,Y ] .

�

Remarks: Some of the conditions appearing in the preceding hypotheses
can be weakened or modified, and the conclusion of Theorem 4.2.5 will
continue to hold. In particular, in hypothesis H3 we can replace H(ω)
by H1(ω)H2(ω), with Hi(ω) Fi-measurable for i = 1, 2, and assume only
H1(ω)H2(ω) < ∞ a.s. In H1 the local integrability of the function δ(x, y)
holds if the densities f1(y, z) and f2(x, z) of g1(y) and g2(x) are locally
bounded in R

2.

If the variables X and Y are discrete, then the conditional independence
F1

X,Y
F2 is always true (see Exercise 4.2.9).

The following two lemmas allow us to reformulate the factorization prop-
erty appearing in the preceding theorem.

Lemma 4.2.5 Suppose that (A1, B1) and (A2, B2) are R
2-valued indepen-

dent random variables such that A1A2 = B1B2. Then either

(i) A1 = 0 a.s. or A2 = 0 a.s.; or

(ii) there is a constant k �= 0 such that A1 = kB1 a.s. and A2 = k−1B2

a.s.
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Proof: Suppose that (i) does not hold. Then P (A1 �= 0) �= 0 and P (A2 �=
0) �= 0. Without loss of generality we can assume that the underlying
probability space is a product space (Ω,F , P ) = (Ω1,F1, P1)×(Ω2,F2, P2).
Let ω2 be such that A2(ω2) �= 0. Then condition (ii) follows from the
relationship

A1(ω1) =
B2(ω2)
A2(ω2)

B1(ω1).

�

Lemma 4.2.6 Consider two independent σ-fields F1, F2 and two random
variables G1, G2 such that Gi is Fi-measurable for i = 1, 2. The following
statements are equivalent:

(a) There exist two random variables H1 and H2 such that Hi is Fi-
measurable, i = 1, 2, and

1−G1G2 = H1H2.

(b) G1 or G2 is constant a.s.

Proof: The fact that (b) implies (a) is obvious. Let us show that (a)
implies (b). As before we can assume that the underlying probability space
is a product space (Ω1 × Ω2,F1 ⊗F2, P1 × P2). Property (a) implies that

[G̃1(ω̃1)−G1(ω1)]G2(ω2) = [H1(ω1)− H̃1(ω̃1)]H2(ω2),

where G̃1 and H̃1 are independent copies of G1 and H1 on some space
(Ω̃1, F̃1, P1). Lemma 4.2.5 applied to the above equality implies either

(PA) G2 = 0 a.s. or G̃1 −G1 = 0 a.s.; or

(PB) G2 = kH2 for some constant k �= 0.

Then (PA) leads to property (b) directly and (PB) implies that 1 =
[H1 + kG1]H2. Again applying Lemma 4.2.5 to this identity yields that H2

and thus G2 are a.s. constant. �

Corollary 4.2.1 Under the hypotheses of Theorem 4.2.5, assume in addi-
tion that 1 − g′1(Y )g′2(X) has constant sign. Then conditions (i) and (ii)
are equivalent to the following statement:

(iii) One (or both) of the variables g′1(Y ) and g′2(X) is almost surely con-
stant with respect to the conditional law given X,Y .

As an application of the above criterion of conditional independence we
are going to provide an alternative proof of Theorem 4.2.1 under slightly
different hypotheses. Let W = {Wt, t ∈ [0, 1]} be a Brownian motion de-
fined in the canonical probability space (Ω,F , P ).
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Theorem 4.2.6 Let f and ψ be functions of class C1 such that |f ′| ≤ K
and ψ′ ≤ 0. Consider the equation

{
Xt = X0 −

∫ t

0
f(Xs)ds + Wt

X0 = ψ(X1).
(4.50)

This equation has a unique solution X = {Xt, t ∈ [0, 1]} that is a Markov
random field if and only if one of the following conditions holds:

(a) f(x) = ax + b, for some constants a, b ∈ R;

(b) ψ′ ≡ 0.

Remarks:

1. The fact that a unique solution exists is easy (see Exercise 4.2.7).

2. The case X1 constant (condition (c) of Theorem 4.2.1) is not included
in the above formulation.

Proof: We will only show that if X is a Markov random field then one
of conditions (a) or (b) holds. We will assume that X is a Markov random
field and ψ′(x0) �= 0 for some x0 ∈ R. Fix 0 < s < t ≤ 1. The Markov field
property implies

σ{Xr, r ∈ [s, t]}
σ{Xs,Xt}

σ{Xr, r �∈ (s, t)}. (4.51)

From the definition of the conditional independence we deduce

F i
s,t

σ{Xs,Xt}
Fe

s,t, (4.52)

where

F i
s,t = σ{Wr −Ws, s ≤ r ≤ t}, and
Fe

s,t = σ{Wr, 0 ≤ r ≤ s;Wr −Wt, t ≤ r ≤ 1}.

Indeed, (4.51) implies (4.52) because

F i
s,t ⊂ σ{Xr, r ∈ [s, t]}

and
Fe

s,t ⊂ σ{Xr, r �∈ (s, t)}.

Define

ϕs,t(y) = y −
∫ t

s

f(ϕs,r(y))dr + Wt −Ws,

for any s ≤ t and y ∈ R. Consider the random functions g1, g2 : R×Ω→ R

given by {
g1(y) = ϕs,t(y)
g2(x) = ϕ0,s(ψ(ϕt,1(x))). (4.53)
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We have {
Xt = g1(Xs)
Xs = g2(Xt),

and we are going to apply Theorem 4.2.5 to the functions g1 and g2. Let
us first verify that these functions satisfy conditions H1 through H3 of this
theorem.

Proof of H1: We have that g1(y), g2(x) ∈ D
1,p for all p ≥ 2, and, more-

over,
Drg1(y) = e−

∫ t
r

f ′(ϕs,u(y))du1[s,t](r),

and

Drg2(x) = e−
∫ s

r
f ′(ϕ0,u(ψ(ϕt,1(x))))du1[0,s](r)

+ϕ′
0,s(ψ(ϕt,1(x)))ψ′(ϕt,1(x))e−

∫ 1
r

f ′(ϕt,u(x))du1[t,1](r).

From these explicit expressions for the derivative of the functions g1 and g2

we can deduce the absolute continuity of the laws of these variables using
the criteria established in Chapter 2. In fact, we have ‖D(gi))‖H > 0,
i = 1, 2, and we can apply Theorem 2.1.3. Furthermore, we have

1
2ε

P (|x− g1(y)| < ε) ≤ eK(t− s)−
1
2 (4.54)

and
1
2ε

P (|y − g2(x)| < ε) ≤ eKs−
1
2 , (4.55)

which imply the boundedness of the function δ(x, y) introduced in H1. In
fact, let us check Eq. (4.54). Set h=1[s,t] and ψε(z)= 1

2ε

∫ z

−∞ 1[x−ε,x+ε](r)dr.
We have Dh(g1(y)) ≥ e−K(t− s). The duality formula (1.42) implies

1
2ε

P (|x− g1(y)|) = E

(
Dh[ψε(g1(y))]

Dh(g1(y))

)

≤ E(Dh[ψε(g1(y))])
e−K(t− s)

=
E((Wt −Ws)ψε(g1(y)))

e−K(t− s)

≤ eK(t− s)−
1
2 ,

and (4.54) holds.

Proof of H2: We are going to show that for all ω ∈ Ω the transformation

(x, y) �−→ (x− g1(y, ω), y − g2(x, ω))

is bijective from R
2 to R

2. Let (x̄, ȳ) ∈ R
2. Set x = x̄ + ϕs,t(y). It suffices

to show that the mapping

y
Γ�−→ ϕ0,s

(
ψ
(
ϕt,1(x̄ + ϕs,t(y))

))
+ ȳ
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has a unique fixed point, and this follows from

dΓ
dy = ϕ′

0,s

(
ψ
(
ϕt,1(x̄ + ϕs,t(y))

))
ψ′ (ϕt,1(x̄ + ϕs,t(y))

)

×ϕ′
t,1(x̄ + ϕs,t(y))ϕ′

s,t(y) ≤ 0.

Proof of H3: We have

1− g′1(y)g′2(x) = 1− ϕ′
s,t(y)ϕ′

0,s

(
ψ
(
ϕt,1(x)

))
ψ′ (ϕt,1(x)

)
ϕ′

t,1(x) ≥ 1.

Note that

g′1(Xs) = exp(−
∫ t

s

f ′(Xr)dr)

and

g′2(Xt) = ψ′(X1) exp(−
∫

[0,s]∪[t,1]

f ′(Xr)dr).

In view of Corollary 4.2.1, the conditional independence (4.52) implies that
one of the variables g′1(Xs) and g′2(Xt) is constant a.s. with respect to the
conditional probability, given Xs and Xt. Namely, there exists a measurable
function h : R

2 → R such that either

(1) exp(−
∫ t

s
f ′(Xr)dr) = h(Xs,Xt), or

(2) ψ′(X1) exp(−
∫
[0,s]∪[t,1]

f ′(Xr)dr) = h(Xs,Xt).

We will show that (1) implies that f ′ is constant. Case (2) would be
treated in a similar way. Suppose that there exist two points x1, x2 ∈ R

such that f ′(x1) < α < f ′(x2). Let C be the class of continuous functions
y : [0, 1]→ R such that y0 = ψ(y1). The stochastic process X takes values
in C, which is a closed subset of C([0, 1]), and the topological support of
the law of X is C. As a consequence, we can assume that (1) holds for any
X ∈ C. For any 0 < 2δ < t − s we can find two trajectories z1, z2,∈ C,
depending on δ such that:

(i) zi(s) = zi(t) = 1
2 (x1 + x2).

(ii) The functions z1 and z2 coincide on [0, 1] − (s, t), and they do not
depend on δ on this set.

(iii) zi(r) = xi for all i = 1, 2 and r ∈ (s + δ, t− δ).

(iv) The functions zi are linear on the intervals (s, s + δ) and (t− δ, t).

We have

lim
δ↓0

exp(
∫ t

s

f ′(zi(r))dr) = e(t−s)f ′(xi).
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We can thus find a δ small enough such that

exp
(∫ t

s

f ′(z1(r))dr

)
< e(t−s)α < exp

(∫ t

s

f ′(z2(r))dr

)
.

By continuity we can find neighborhoods Vi of zi in C, i = 1, 2, such that

exp
(∫ t

s

f ′(x(r))dr

)
< e(t−s)α < exp

(∫ t

s

f ′(y(r))dr

)
,

for all x ∈ V1 and y ∈ V2 . Therefore, h(Xs,Xt) > e−(t−s)α if X ∈ V1, and
h(Xs,Xt) < e−(t−s)α if X ∈ V2. This is contradictory because there is a
γ > 0 such that when x runs over Vi, i = 1, 2, the point (x(s), x(t)) takes
all possible values on some rectangle [ 12 (x1 + x2)− γ, 1

2 (x1 + x2) + γ]2. �

Exercises

4.2.1 Let F1,F2,G be three sub-σ-fields in a probability space such that
F1 G

F2. Show the following properties:

(a) F1 ∨ G G
F2 ∨ G.

(b) F1 G1
F2 if G ⊂ G1 ⊂ F1.

(c) F1 H
F2 if G ⊂ F1∩F2, and H is a σ-field containing G of the

form H = H1 ∨H2, where H1 ⊂ F1 and H2 ⊂ F2.

4.2.2 Let {Gn, n ≥ 1} be a sequence of σ-fields such that F1 Gn

F2 for each

n. Show that F1 G
F2, where G = ∨nGn if the sequence is increasing, and

G = ∩nGn if it is decreasing.

4.2.3 Let X = {Xt, t ∈ [0, 1]} be a continuous Markov process. Show that
it satisfies the Markov field property.

4.2.4 Let W = {Wt, t ∈ [0, 1]} be a Brownian motion, and let g : R → R

be a measurable function. Show that Xt = Wt +g(W1) is a Markov random
field. Assume that g(x) = ax + b. Show that in this case X is a Markov
process if and only if a = −1 or a = 0.

4.2.5 For any 0 < ε < 1 consider the function fε : R+ → R defined by

fε(t) =






1− t if 0 ≤ t < 1− ε
ε if 1− ε ≤ t < 2 + ε
2 + t if 2 + ε ≤ t.
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Let Xε = {Xε
t , t ≥ 0} be a stochastic process such that P{Xε

t = fε(t),∀t ≥
0} = 1

2 and P{Xε
t = −fε(t),∀t ≥ 0} = 1

2 . Show that Xε is a Markov
process but X = limε↓0 Xε does not have the Markov property.

4.2.6 Consider the stochastic differential equation
{

Xt = X0 − a
∫ t

0
Xsds− b + Wt

X0 = g(X1 −X0),

where a, b ∈ R. Suppose that the implicit equation x = g((e−a − 1)x + y)
has a unique continuous solution x = ϕ(y). Show that the above equation
admits a unique explicit solution that is a Markov random field.

4.2.7 Show that Eq. (4.50) has a unique continuous solution which is a
Markov random field if f(x) = ax + b.

4.2.8 Check the estimates (4.54) and (4.55) integrating by parts on the
Wiener space.

4.2.9 Let A, B be two independent discrete random variables taking values
in some countable set S. Consider two measurable functions f, g : R×S →
R, and suppose that the system

{
x = f(y, a)
y = g(x, b)

has a unique solution for each (a, b) ∈ S such that P{A = a,B = b} > 0.
Let X, Y be the random variables determined by the equations

{
X = f(Y,A)
Y = g(X,B).

Show that A and B are conditionally independent given X,Y .

4.2.10 Suppose that f, g are two real-valued functions satisfying the fol-
lowing conditions:

(i) f is of class C1, and there exist K > 0 and λ ∈ R such that −λ ≤
f ′(x) ≤ K for all x.

(ii) g is of class C1, and eλ′ |g′(x)| ≤ |1 + g′(x)| for all x and for some
λ′ > λ.

Show that Eq. (4.21) has a unique solution for each ω ∈ C0([0, 1]) ([250]
and [97]).

4.2.11 Let Q << P be two probabilities in a measurable space (Ω,F),
and set η = dQ

dP . Show that for any nonnegative (or Q-integrable) random
variable ξ and for any sub-σ-algebra G ⊂ F we have

EQ(ξ|G) =
EP (ξη|G)
EP (η|G) .
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4.2.12 Consider the equation in R
2

{
dXt + f(Xt) = dWt

X1
1 = X2

0 = 0,

where f(x1, x2) = (x1 − x2,−f2(x1)) and f2 is a twice continuously differ-
entiable function such that 0 ≤ f ′

2(x) ≤ K for some positive constant K.
Show that there exists a unique solution, which is a Markov random field
if and only if f ′′

2 ≡ 0 (cf. [250]).

4.2.13 Let G(x, y) be the Green function of −∆ on a bounded domain D
of R

k, k = 2, 3. Let W = {W (A), A ∈ B(D)} be a Brownian measure on
D. Define the random field U0(x) =

∫
D

G(x, y)W (dy), x ∈ D. Show that
the process {U0(x), x ∈ D} has Hölder continuous paths of order 1 − ε if
k = 2, and Hölder continuous paths of order 3

8 − ε if k = 3, for any ε > 0.
Hint: Write G(x, y) as the sum of a smooth function plus a function with

a singularity of the form log |x− y| if k = 2 and |x− y|−1 if k = 3, and use
Kolmogorov’s continuity criterion.

Notes and comments

[4.1] Proposition 4.1.2 is a fundamental result on nonlinear transfor-
mations of the Wiener measure and was obtained by Girsanov in [121].
Absolute continuity of the Wiener measure under linear (resp. nonlinear)
transformations was discussed by Cameron and Martin in [56] (resp. [57]).
We refer to Liptser and Shiryayev [200] for a nice and complete presenta-
tion of the absolute continuity of the transformations of the Wiener measure
under adapted shifts.

The extension of Girsanov’s theorem to nonlinear transformations was
discussed by Ramer [290] and Kusuoka [178] in the context of an abstract
Wiener space. The notion of H-continuously differentiable random variable
and the material of Sections 4.1.3 and 4.1.5 have been taken from Kusuoka’s
paper [178].

The case of a contraction (i.e., ‖Du‖H⊗H < 1) has been studied by
Buckdahn in [48]. In that case, and assuming some additional assumptions,
one can show that there exists a transformation A : Ω → Ω verifying
A ◦ T = T ◦ A = Id a.s., and the random variable η(u) has the following
expression (in the case of the classical Wiener space):

η(u) =
d[P ◦A−1]

dP
= exp

(
− δ(u)− 1

2
‖u‖2Hdt

−
∫ 1

0

∫ t

0

Dsut(Dt(us(At)))(Tt)dsdt
)
,
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where {Tt, 0 ≤ t ≤ 1} is the one-parameter family of transformations of Ω
defined by

(Ttω)s = ωs +
∫ s∧t

0

ur(ω)dr

and {At, 0 ≤ t ≤ 1} is the corresponding family of inverse transformations.
In [338] Üstünel and Zakai proved Proposition 4.1.5 under the hypothesis
‖Du‖L(H,H) < 1 a.s.

Theorem 4.1.2 has been generalized in different directions. On one hand,
local versions of this theorem can be found in Kusuoka [179]. On the other
hand, Üstünel and Zakai [337] discuss the case where the transformation
T is not bijective (a multiplicity function must be introduced in this case)
and u is locally H-continuously differentiable.

The case of a one-parameter family of transformations on the classical
Wiener space {Tt, 0 ≤ t ≤ 1} defined by the integral equations

(Ttω)(s) = ωs +
∫ t∧s

0

ur(Trω)dr

has been studied by Buckdahn in [49]. Assuming that u ∈ L
1,2 is such that∫ 1

0
‖ut‖2∞dt +

∫ 1

0
‖‖Dut‖H‖2∞dt < ∞, Buckdahn has proved that for each

t ∈ [0, 1] there exists a transformation At : Ω → Ω such that Tt ◦ At =
At◦Tt = Id a.s., P ◦T−1

t << P , P ◦A−1
t << P , and the density functions

of P ◦ T−1
t and P ◦A−1

t are given by

Mt =
d[P ◦A−1

t ]
dP

= exp
{
−
∫ t

0

us(Ts)dWs −
1
2

∫ t

0

us(Ts)2ds

−
∫ t

0

∫ s

0

(Drus)(Ts)Ds[ur(Tr)]drds

}
,

Lt =
d[P ◦ T−1

t ]
dP

= exp
{∫ t

0

us(TsAt)dWs −
1
2

∫ t

0

us(TsAt)2ds

−
∫ t

0

∫ s

0

(Dsur)(TrAt)Dr[us(TsAt)]drds

}
.

The process {Lt, 0 ≤ t ≤ 1} satisfies the Skorohod linear stochastic differ-
ential equation Lt = 1+

∫ t

0
usLsdWs. This provides a generalization of the

results for this type of equations presented in Chapter 2.
Üstünel and Zakai (cf. [335]) have extended this result to processes u

such that:

E

∫ 1

0

exp(λu2
r)dr <∞ and

∫ 1

0

‖‖ Dut ‖H‖4∞ dt <∞

for some λ > 0. They use a general expression of the Radon-Nikodym
derivative associated with smooth flows of transformations of Ω (see Cruze-
iro [71]).
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In [93] Enchev and Stroock extend the above result to the case where
the process u is Lipschitz, that means,

‖Du‖H⊗H ≤ c a.s.

We refer to the monograph by Üstünel and Zakai (cf. [339]) for a com-
plete analysis of transformations on the Wiener space and their induced
measures.

[4.2] We refer to Rozanov [296] for a detailed analysis of the notion of
conditional independence. The study of the Markov property for solutions
to stochastic differential equations with boundary conditions by means of
the change of probability technique was first done in [250]. Further appli-
cations to different type of equations can be found in [80], [97], [98], [246],
[251], and [252]. The study of the germ Markov field property for solu-
tions to stochastic partial differential equations driven by a white noise has
been done in [81], [82], and [253]. The characterization of the conditional
independence presented in Section 4.2.3 has been obtained in [5].



5
Fractional Brownian motion

The fractional Brownian motion is a self-similar centered Gaussian process
with stationary increments and variance equals t2H , where H is a parameter
in the interval (0, 1). For H = 1

2 this process is a classical Brownian motion.
In this chapter we will present the application of the Malliavin Calculus
to develop a stochastic calculus with respect to the fractional Brownian
motion.

5.1 Definition, properties and construction
of the fractional Brownian motion

A centered Gaussian process B = {Bt, t ≥ 0} is called fractional Brown-
ian motion (fBm) of Hurst parameter H ∈ (0, 1) if it has the covariance
function

RH (t, s) = E(BtBs) =
1
2
(
s2H + t2H − |t− s|2H

)
. (5.1)

Fractional Brownian motion has the following self-similar property: For
any constant a > 0, the processes

{
a−HBat, t ≥ 0

}
and {Bt, t ≥ 0} have

the same distribution. This property is an immediate consequence of the
fact that the covariance function (5.1) is homogeneous of order 2H.
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From (5.1) we can deduce the following expression for the variance of the
increment of the process in an interval [s, t]:

E
(
|Bt −Bs|2

)
= |t− s|2H . (5.2)

This implies that fBm has stationary increments.
By Kolmogorov’s continuity criterion and (5.2) we deduce that fBm

has a version with continuous trajectories. Moreover, by Garsia-Rodemich-
Rumsey Lemma (see Lemma A.3.1), we can deduce the following modulus
of continuity for the trajectories of fBm: For all ε > 0 and T > 0, there
exists a nonnegative random variable Gε,T such that E (|Gε,T |p) < ∞ for
all p ≥ 1, and

|Bt −Bs| ≤ Gε,T |t− s|H−ε,

for all s, t ∈ [0, T ]. In other words, the parameter H controls the regularity
of the trajectories, which are Hölder continuous of order H − ε, for any
ε > 0.

For H = 1
2 , the covariance can be written as R 1

2
(t, s) = t ∧ s, and

the process B is a standard Brownian motion. Hence, in this case the
increments of the process in disjoint intervals are independent. However,
for H �= 1

2 , the increments are not independent.
Set Xn = Bn−Bn−1, n ≥ 1. Then {Xn, n ≥ 1} is a Gaussian stationary

sequence with covariance function

ρH(n) =
1
2
(
(n + 1)2H + (n− 1)2H − 2n2H

)
.

This implies that two increments of the form Bk−Bk−1 and Bk+n−Bk+n−1

are positively correlated (i.e. ρH(n) > 0) if H > 1
2 and they are negatively

correlated (i.e. ρH(n) < 0) if H < 1
2 . In the first case the process presents

an aggregation behaviour and this property can be used to describe cluster
phenomena. In the second case it can be used to model sequences with
intermittency.

In the case H > 1
2 the stationary sequence Xn exhibits long range de-

pendence , that is,

lim
n→∞

ρH(n)
H(2H − 1)n2H−2

= 1

and, as a consequence,
∑∞

n=1 ρH(n) =∞.
In the case H < 1

2 we have

∞∑

n=1

|ρH(n)| <∞.

5.1.1 Semimartingale property

We have seen that for H �= 1
2 fBm does not have independent increments.

The following proposition asserts that it is not a semimartingale.
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Proposition 5.1.1 The fBm is not a semimartingale for H �= 1
2 .

Proof: For p > 0 set

Yn,p = npH−1
n∑

j=1

∣
∣Bj/n −B(j−1)/n

∣
∣p .

By the self-similar property of fBm, the sequence {Yn,p, n ≥ 1} has the
same distribution as {Ỹn,p, n ≥ 1}, where

Ỹn,p = n−1
n∑

j=1

|Bj −Bj−1|p .

The stationary sequence {Bj − Bj−1, j ≥ 1} is mixing. Hence, by the Er-
godic Theorem Ỹn,p converges almost surely and in L1(Ω) to E (|B1|p) as
n tends to infinity. As a consequence, Yn,p converges in probability as n
tends to infinity to E (|B1|p). Therefore,

Vn,p =
n∑

j=1

∣
∣Bj/n −B(j−1)/n

∣
∣p

converges in probability to zero as n tends to infinity if pH > 1, and to
infinity if pH < 1. Consider the following two cases:

i) If H < 1
2 , we can choose p > 2 such that pH < 1, and we ob-

tain that the p-variation of fBm (defined as the limit in probability
limn→∞ Vn,p) is infinite. Hence, the quadratic variation (p = 2) is
also infinite.

ii) If H > 1
2 , we can choose p such that 1

H < p < 2. Then the p-variation
is zero, and, as a consequence, the quadratic variation is also zero.
On the other hand, if we choose p such that 1 < p < 1

H we deduce
that the total variation is infinite.

Therefore, we have proved that for H �= 1
2 the fractional Brownian mo-

tion cannot be a semimartingale. �
In [65] Cheridito has introduced the notion of weak semimartingale as a

stochastic process {Xt, t ≥ 0} such that for each T > 0, the set of random
variables






n∑

j=1

fj(Xtj
−Xtj−1), n ≥ 1, 0 ≤ t0 < · · · < tn ≤ T,

|fj | ≤ 1, fj is FX
tj−1

-measurable
}
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is bounded in L0(Ω), where for each t ≥ 0, FX
t is the σ-field generated by

the random variables {Xs, 0 ≤ s ≤ t}. It is important to remark that this
σ-field is not completed with the null sets. Then, in [65] it is proved that
fBm is not a weak semimartingale if H �= 1

2 .
Let us mention the following surprising result also proved in [65]. Sup-

pose that {Bt, t ≥ 0} is a fBm with Hurst parameter H ∈ (0, 1), and
{Wt, t ≥ 0} is an ordinary Brownian motion. Assume they are indepen-
dent. Set

Mt = Bt + Wt.

Then {Mt, t ≥ 0} is not a weak semimartingale if H ∈ (0, 1
2 ) ∪ ( 1

2 , 3
4 ], and

it is a semimartingale, equivalent in law to Brownian motion on any finite
time interval [0, T ], if H ∈ (3

4 , 1).

5.1.2 Moving average representation

Mandelbrot and Van Ness obtained in [217] the following integral represen-
tation of fBm in terms of a Wiener process on the whole real line (see also
Samorodnitsky and Taqqu [301]).

Proposition 5.1.2 Let {W (A), A ∈ B(R), µ(A) <∞} be a white noise on
R. Then

Bt =
1

C1(H)

∫

R

[(
(t− s)+

)H− 1
2 −

(
(−s)+

)H− 1
2
]
dWs,

is a fractional Brownian motion with Hurst parameter H, if

C1(H) =
(∫ ∞

0

(
(1 + s)H− 1

2 − sH− 1
2

)2

ds +
1

2H

) 1
2

.

Proof: Set ft(s) = ((t− s)+)H− 1
2 − ((−s)+)H− 1

2 , s ∈ R, t ≥ 0. Notice
that

∫
R

ft(s)2ds < ∞. In fact, if H �= 1
2 , as s tends to −∞, ft(s) behaves

as (−s)H− 3
2 which is square integrable at infinity. For t ≥ 0 set

Xt =
∫

R

[(
(t− s)+

)H− 1
2 −

(
(−s)+

)H− 1
2
]
dWs.

We have

E(X2
t ) =

∫

R

[(
(t− s)+

)H− 1
2 −

(
(−s)+

)H− 1
2
]2

ds

= t2H

∫

R

[(
(1− u)+

)H− 1
2 −

(
(−u)+

)H− 1
2
]2

du

= t2H

(∫ 0

−∞

[
(1− u)H− 1

2 − (−u)H− 1
2

]2
du +

∫ 1

0

(1− u)2H−1du

)

= C1(H)2t2H . (5.3)
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Similarly, for any s < t we obtain

E(|Xt −Xs|2) =
∫

R

[(
(t− u)+

)H− 1
2 −

(
(s− u)+

)H− 1
2
]2

du

=
∫

R

[(
(t− s− u)+

)H− 1
2 −

(
(−u)+

)H− 1
2
]2

du

= C1(H)2|t− s|2H . (5.4)

From (5.3) and (5.4) we deduce that the centered Gaussian process {Xt, t ≥
0} has the covariance RH of a fBm with Hurst parameter H. �

Notice that the above integral representation implies that the function
RH defined in (5.1) is a covariance function, that is, it is symmetric and
nonnegative definite.

It is also possible to establish the following spectral representation of
fBm (see Samorodnitsky and Taqqu [301]):

Bt =
1

C2(H)

∫

R

eits − 1
is

|s| 12−HdW̃s,

where W̃ = W 1 + iW 2 is a complex Gaussian measure on R such that
W 1(A) = W 1(−A), W 2(A) = −W 2(A), and E(W 1(A)2) = E(W 2(A)2) =
|A|
2 , and

C2(H) =
(

π

HΓ(2H) sin Hπ

) 1
2

.

5.1.3 Representation of fBm on an interval

Fix a time interval [0, T ]. Consider a fBm {Bt, t ∈ [0, T ]} with Hurst para-
meter H ∈ (0, 1). We denote by E the set of step functions on [0, T ]. Let H
be the Hilbert space defined as the closure of E with respect to the scalar
product 〈

1[0,t],1[0,s]

〉
H = RH(t, s).

The mapping 1[0,t] −→ Bt can be extended to an isometry between H and
the Gaussian space H1 associated with B. We will denote this isometry
by ϕ −→ B(ϕ). Then {B(ϕ), ϕ ∈ H} is an isonormal Gaussian process
associated with the Hilbert space H in the sense of Definition 1.1.1.

In this subsection we will establish the representation of fBm as a Volterra
process using some computations inspired in the works [10] (case H > 1

2 )
and [240] (general case).

Case H > 1
2

It is easy to see that the covariance of fBm can be written as

RH(t, s) = αH

∫ t

0

∫ s

0

|r − u|2H−2dudr, (5.5)
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where αH = H(2H − 1). Formula (5.5) implies that

〈ϕ,ψ〉H = αH

∫ T

0

∫ T

0

|r − u|2H−2ϕrψududr (5.6)

for any pair of step functions ϕ and ψ in E .
We can write

|r − u|2H−2 =
(ru)H− 1

2

β(2− 2H,H − 1
2 )

×
∫ r∧u

0

v1−2H(r − v)H− 3
2 (u− v)H− 3

2 dv, (5.7)

where β denotes the Beta function. Let us show Equation (5.7). Suppose
r > u. By means of the change of variables z = r−v

u−v and x = r
uz , we obtain

∫ u

0

v1−2H(r − v)H− 3
2 (u− v)H− 3

2 dv

= (r − u)2H−2

∫ ∞

r
u

(zu− r)1−2H
zH− 3

2 dz

= (ru)
1
2−H(r − u)2H−2

∫ 1

0

(1− x)1−2H
xH− 3

2 dx

= β(2− 2H,H − 1
2
)(ru)

1
2−H(r − u)2H−2.

Consider the square integrable kernel

KH(t, s) = cHs
1
2−H

∫ t

s

(u− s)H− 3
2 uH− 1

2 du, (5.8)

where cH =
[

H(2H−1)

β(2−2H,H− 1
2 )

]1/2

and t > s.
Taking into account formulas (5.5) and (5.7) we deduce that this kernel

verifies
∫ t∧s

0

KH(t, u)KH(s, u)du = c2
H

∫ t∧s

0

(∫ t

u

(y − u)H− 3
2 yH− 1

2 dy

)

×
(∫ s

u

(z − u)H− 3
2 zH− 1

2 dz

)
u1−2Hdu

= c2
Hβ(2− 2H,H − 1

2
)
∫ t

0

∫ s

0

|y − z|2H−2dzdy

= RH(t, s). (5.9)

Formula (5.9) implies that the kernel RH is nonnegative definite and
provides an explicit representation for its square root as an operator.
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From (5.8) we get

∂KH

∂t
(t, s) = cH

(
t

s

)H− 1
2

(t− s)H− 3
2 . (5.10)

Consider the linear operator K∗
H from E to L2([0, T ]) defined by

(K∗
Hϕ)(s) =

∫ T

s

ϕ(t)
∂KH

∂t
(t, s)dt. (5.11)

Notice that (
K∗

H1[0,t]

)
(s) = KH(t, s)1[0,t](s). (5.12)

The operator K∗
H is an isometry between E and L2([0, T ]) that can be

extended to the Hilbert space H. In fact, for any s, t ∈ [0, T ] we have using
(5.12) and (5.9)
〈
K∗

H1[0,t],K
∗
H1[0,s]

〉
L2([0,T ])

=
〈
KH(t, ·)1[0,t],KH(s, ·)1[0,s]

〉
L2([0,T ])

=
∫ t∧s

0

KH(t, u)KH(s, u)du

= RH(t, s) =
〈
1[0,t],1[0,s]

〉
H .

The operator K∗
H can be expressed in terms of fractional integrals:

(K∗
Hϕ) (s) = cHΓ(H − 1

2
)s

1
2−H(IH− 1

2
T− uH− 1

2 ϕ(u))(s). (5.13)

This is an immediate consequence of formulas (5.10), (5.11) and (A.14).
For any a ∈ [0, T ], the indicator function 1[0,a] belongs to the image of

K∗
H and applying the rules of the fractional calculus yields (Exercise 5.1.6)

(K∗
H)−1 (1[0,a]) =

1
cHΓ(H − 1

2 )
s

1
2−H

(
D

H− 1
2

a− uH− 1
2

)
(s)1[0,a](s). (5.14)

Consider the process W = {Wt, t ∈ [0, T ]} defined by

Wt = B((K∗
H)−1 (1[0,t])). (5.15)

Then W is a Wiener process, and the process B has the integral represen-
tation

Bt =
∫ t

0

KH(t, s)dWs. (5.16)

Indeed, for any s, t ∈ [0, T ] we have

E(WtWs) = E
(
B((K∗

H)−1 (1[0,t]))B((K∗
H)−1 (1[0,s]))

)

=
〈
(K∗

H)−1 (1[0,t]), (K∗
H)−1 (1[0,s])

〉

H
=

〈
1[0,t],1[0,s]

〉
L2([0,T ])

= s ∧ t.
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Moreover, for any ϕ ∈ H we have

B(ϕ) =
∫ T

0

(K∗
Hϕ) (t)dWt. (5.17)

Notice that from (5.14), the Wiener process W is adapted to the filtration
generated by the fBm B and (5.15) and (5.16) imply that both processes
generate the same filtration. Furthermore, the Wiener process W that pro-
vides the integral representation (5.16) is unique. Indeed, this follows from
the fact that the image of the operator K∗

H is L2([0, T ]), because this image
contains the indicator functions.

The elements of the Hilbert space H may not be functions but distrib-
utions of negative order (see Pipiras and Taqqu [283], [284]). In fact, from
(5.13) it follows that H coincides with the space of distributions f such

that s
1
2−HI

H− 1
2

0+ (f(u)uH− 1
2 )(s) is a square integrable function.

We can find a linear space of functions contained in H in the following
way. Let |H| be the linear space of measurable functions ϕ on [0, T ] such
that

‖ϕ‖2|H| = αH

∫ T

0

∫ T

0

|ϕr| |ϕu| |r − u|2H−2
drdu <∞. (5.18)

It is not difficult to show that |H| is a Banach space with the norm ‖ · ‖|H|
and E is dense in |H|. On the other hand, it has been shown in [284] that
the space |H| equipped with the inner product 〈ϕ,ψ〉H is not complete and
it is isometric to a subspace of H. The following estimate has been proved
in [222].

Lemma 5.1.1 Let H > 1
2 and ϕ ∈ L

1
H ([0, T ]). Then

‖ϕ‖|H| ≤ bH ‖ϕ‖
L

1
H ([0,T ])

, (5.19)

for some constant bH > 0.

Proof: Using Hölder’s inequality with exponent q = 1
H in (5.18) we get

‖ϕ‖2|H| ≤ αH

(∫ T

0

|ϕr|
1
H dr

)H



∫ T

0

(∫ T

0

|ϕu| |r − u|2H−2
du

) 1
1−H

dr





1−H

.

The second factor in the above expression, up to a multiplicative con-
stant, is equal to the 1

1−H norm of the left-sided fractional integral I2H−1
0+ |ϕ|.

Finally is suffices to apply the Hardy-Littlewood inequality (see [317, The-
orem 1, p.119]) ∥

∥Iα
0+f

∥
∥

Lq(0,∞)
≤ cα,q ‖f‖Lp(0,∞) (5.20)

where 0 < α < 1, 1 < p < q < ∞ satisfy 1
q = 1

p − α, with the particular
values α = 2H − 1, q = 1

1−H and p = 1
H . �
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As a consequence

L2([0, T ]) ⊂ L
1
H ([0, T ]) ⊂ |H| ⊂ H.

The inclusion L2([0, T ]) ⊂ |H| can be proved by a direct argument:

∫ T

0

∫ T

0

|ϕr| |ϕu| |r − u|2H−2
drdu ≤

∫ T

0

∫ T

0

|ϕu|
2 |r − u|2H−2

drdu

≤ T 2H−1

H − 1
2

∫ T

0

|ϕu|
2
du.

This means that the Wiener-type integral
∫ T

0
ϕ(t)dBt (which is equal to

B(ϕ), by definition) can be defined for functions ϕ ∈ |H|, and

∫ T

0

ϕ(t)dBt =
∫ T

0

(K∗
Hϕ) (t)dWt. (5.21)

Case H < 1
2

To find a square integrable kernel that satisfies (5.9) is more difficult than
in the case H > 1

2 . The following proposition provides the answer to this
problem.

Proposition 5.1.3 Let H < 1
2 . The kernel

KH(t, s) = cH

[(
t

s

)H− 1
2

(t− s)H− 1
2

−(H − 1
2
)s

1
2−H

∫ t

s

uH− 3
2 (u− s)H− 1

2 du

]

,

where cH =
√

2H
(1−2H)β(1−2H,H+1/2) , satisfies

RH(t, s) =
∫ t∧s

0

KH(t, u)KH(s, u)du. (5.22)

In the references [78] and [284] Eq. (5.22) is proved using the analyticity
of both members as functions of the parameter H. We will give here a
direct proof using the ideas of [240]. Notice first that

∂KH

∂t
(t, s) = cH(H − 1

2
)
(

t

s

)H− 1
2

(t− s)H− 3
2 . (5.23)
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Proof: Consider first the diagonal case s = t. Set φ(s) =
∫ s

0
KH(s, u)2du.

We have

φ(s) = c2
H

[∫ s

0

(
s

u
)2H−1(s− u)2H−1du

−(2H − 1)
∫ s

0

sH− 1
2 u1−2H(s− u)H− 1

2

×
(∫ s

u

vH− 3
2 (v − u)H− 1

2 dv

)
du

+(H − 1
2
)2
∫ s

0

u1−2H

(∫ s

u

vH− 3
2 (v − u)H− 1

2 dv

)2

du

]

.

Making the change of variables u = sx in the first integral and using
Fubini’s theorem yields

φ(s) = c2
H

[
s2Hβ(2− 2H, 2H)

−(2H − 1)sH− 1
2

∫ s

0

vH− 3
2

×
(∫ v

0

u1−2H(s− u)H− 1
2 (v − u)H− 1

2 du

)
dv

+2(H − 1
2
)2
∫ s

0

∫ v

0

∫ w

0

u1−2H(v − u)H− 1
2 (w − u)H− 1

2

×wH− 3
2 vH− 3

2 dudwdv
]
.

Now we make the change of variable u = vx, v = sy for the second term
and u = wx, w = vy for the third term and we obtain

φ(s) = c2
Hs2H

[
β(2− 2H, 2H) − (2H − 1)(

1
4H

+
1
2
)

×
∫ 1

0

∫ 1

0

x1−2H(1− xy)H− 1
2 (1− x)H− 1

2 dxdy

]

= s2H .

Suppose now that s < t. Differentiating Equation (5.22) with respect to
t, we are aimed to show that

H(t2H−1 − (t− s)2H−1) =
∫ s

0

∂KH

∂t
(t, u)KH(s, u)du. (5.24)
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Set φ(t, s) =
∫ s

0
∂KH

∂t (t, u)KH(s, u)du. Using (5.23) yields

φ(t, s) = c2
H(H − 1

2
)
∫ s

0

(
t

u

)H− 1
2

(t− u)H− 3
2

( s

u

)H− 1
2

(s− u)H− 1
2 du

−c2
H(H − 1

2
)2
∫ s

0

(
t

u

)H− 1
2

(t− u)H− 3
2 u

1
2−H

×
(∫ s

u

vH− 3
2 (v − u)H− 1

2 dv

)
du.

Making the change of variables u = sx in the first integral and u = vx in
the second one we obtain

φ(t, s) = c2
H(H − 1

2
) (ts)H− 1

2 γ(
t

s
)

−c2
H(H − 1

2
)2tH− 1

2

∫ s

0

vH− 3
2 γ(

t

v
) dv,

where γ(y) =
∫ 1

0
x1−2H(y − x)H− 3

2 (1 − x)H− 1
2 dx for y > 1. Then, (5.24)

is equivalent to

c2
H

[
(H − 1

2
)sH− 1

2 γ(
t

s
) − (H − 1

2
)2
∫ s

0

vH− 3
2 γ(

t

v
) dv

]

= H(tH− 1
2 − t

1
2−H(t− s)2H−1). (5.25)

Differentiating the left-hand side of equation (5.25) with respect to t yields

c2
H(H − 3

2
)
[
(H − 1

2
)sH− 3

2 δ(
t

s
) − (H − 1

2
)2
∫ s

0

vH− 5
2 δ(

t

v
) dv

]

: = µ(t, s), (5.26)

where, for y > 1,

δ(y) =
∫ 1

0

x1−2H(y − x)H− 5
2 (1− x)H− 1

2 dx.

By means of the change of variables z = y(1−x)
y−x we obtain

δ(y) = β(2− 2H,H +
1
2
)y−H− 1

2 (y − 1)2H−2. (5.27)

Finally, substituting (5.27) into (5.26) yields

µ(t, s) = c2
Hβ(2− 2H,H +

1
2
)(H − 3

2
)(H − 1

2
)

×t−H− 1
2 s(t− s)2H−2 +

1
2
t−H− 1

2 ((t− s)2H−1 − t2H−1)

= H(1− 2H)

×
(

t−H− 1
2 s(t− s)2H−2 +

1
2
(t− s)2H−1t−H− 1

2 − 1
2
tH− 3

2

)
.
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This last expression coincides with the derivative with respect to t of the
right-hand side of (5.25). This completes the proof of the equality (5.22).�

The kernel KH can also be expressed in terms of fractional derivatives:

KH(t, s) = cHΓ(H +
1
2
)s

1
2−H

(
D

1
2−H
t− uH− 1

2

)
(s). (5.28)

Consider the linear operator K∗
H from E to L2([0, T ]) defined by

(K∗
Hϕ)(s) = KH(T, s)ϕ(s) +

∫ T

s

(ϕ(t)− ϕ(s))
∂KH

∂r
(t, s)dt. (5.29)

Notice that (
K∗

H1[0,t]

)
(s) = KH(t, s)1[0,t](s). (5.30)

From (5.22) and (5.30) we deduce as in the case H > 1
2 that the operator

K∗
H is an isometry between E and L2([0, T ]) that can be extended to the

Hilbert space H.
The operator K∗

H can be expressed in terms of fractional derivatives:

(K∗
Hϕ) (s) = dH s

1
2−H(D

1
2−H

T− uH− 1
2 ϕ(u))(s), (5.31)

where dH = cHΓ(H + 1
2 ). This is an immediate consequence of (5.29) and

the equality
(
D

1
2−H
t− uH− 1

2

)
(s)1[0,t](s) =

(
D

1
2−H

T− uH− 1
2 1[0,t](u)

)
(s).

As a consequence,

Cγ([0, T ]) ⊂ H ⊂ L2([0, T ]),

if γ > 1
2 −H.

Using the alternative expression for the kernel KH given by

KH(t, s) = cH(t− s)H− 1
2 + sH− 1

2 F1(
t

s
), (5.32)

where

F1(z) = cH(
1
2
−H)

∫ z−1

0

θH− 3
2 (1− (θ + 1)H− 1

2 )dθ,

one can show that H = I
1
2−H

T− (L2) (see [78] and Proposition 6 of [9]). In

fact, from (5.29) and (5.32) we obtain, for any function ϕ in I
1
2−H

T− (L2)

(K∗
Hϕ) (s) = cH(T − s)H− 1

2 ϕ(s)

+cH(H − 1
2
)
∫ T

s

(ϕ(r)− ϕ(s))(r − s)H− 3
2 dr

+sH− 3
2

∫ T

s

ϕ(r)F ′
1

(r

s

)
dr

= cHΓ(
1
2

+ H)D
1
2−H

T− ϕ(s) + Λϕ(s),
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where the operator

Λϕ(s) = cH(
1
2
−H)

∫ T

s

ϕ(r)(r − s)H− 3
2

(
1−

(r

s

)H− 1
2
)

dr

is bounded in L2.
On the other hand, (5.31) implies that

H = {f : ∃φ ∈ L2(0, T ) : f(s) = d−1
H s

1
2−H(I

1
2−H

T− uH− 1
2 φ(u))(s)},

with the inner product

〈f, g〉H =
∫ T

0

φ(s)ψ(s)ds,

if
f(s) = d−1

H s
1
2−H(I

1
2−H

T− uH− 1
2 φ(u))(s)

and
g(s) = d−1

H s
1
2−H(I

1
2−H

T− uH− 1
2 ψ(u))(s).

Consider process W = {Wt, t ∈ [0, T ]} defined by

Wt = B((K∗
H)−1 (1[0,t])).

As in the case H > 1
2 , we can show that W is a Wiener process, and the

process B has the integral representation

Bt =
∫ t

0

KH(t, s)dWs.

Therefore, in this case the Wiener-type integral
∫ T

0
ϕ(t)dBt can be defined

for functions ϕ ∈ I
1
2−H

T− (L2), and (5.21) holds.

Remark

In [9] these results have been generalized to Gaussian Volterra processes
of the form

Xt =
∫ t

0

K(t, s)dWs,

where {Wt, t ≥ 0} is a Wiener process and K(t, s) is a square integrable
kernel. Two different types of kernels can be considered, which correspond
to the cases H < 1

2 and H > 1
2 :

i) Singular case: K(·, s) has bounded variation on any interval (u, T ],
u > s, but

∫ T

s
|K|(dt, s) =∞ for every s.

ii) Regular case: The kernel satisfies
∫ T

s
|K|((s, T ], s)2ds < ∞ for each

s.
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Define the left and right-sided fractional derivative operators on the
whole real line for 0 < α < 1 by

Dα
−f(s) :=

α

Γ(1− α)

∫ ∞

0

f(s)− f(s + u)
u1+α

du

and

Dα
+f(s) :=

α

Γ(1− α)

∫ ∞

0

f(s)− f(s− u)
u1+α

du,

s ∈ R, respectively. Then, the scalar product in H has the following simple
expression

〈f, g〉H = e2
H

〈
D

1
2−H
− f,D

1
2−H
+ g

〉

L2(R)
, (5.33)

where eH = C1(H)−1Γ(H+ 1
2 ), f, g ∈ H, and by convention f(s) = g(s) = 0

if s /∈ [0, T ].

Exercises
5.1.1 Show that B = {Bt, t ≥ 0} is a fBm with Hurst parameter H if and
only if it is a centered Gaussian process with stationary increments and
variance t2H .

5.1.2 Using the self-similarity property of the fBm show that for all p > 0

E

(
sup

0≤t≤T
|Bt|p

)
= Cp,HT pH .

5.1.3 Let B = {Bt, t ≥ 0} be a fBm with Hurst parameter H ∈ (0, 1
2 ) ∪

( 1
2 , 1). Show that the following process is a martingale

Mt =
∫ t

0

s
1
2−H(t− s)

1
2−HdBs

with variance c1,Ht2−2H and compute the constant c1,H .
Hint: Use the representation (5.17).

5.1.4 Show that the fBm admits the representation Bt = c2,H

∫ t

0
sH− 1

2 dYs,
where Yt =

∫ t

0
(t−s)H− 1

2 sH− 1
2 dWs, and W is an ordinary Brownian motion.

5.1.5 Suppose H > 1
2 . If τ is a stopping time with values in [0, T ], show

that for all p > 0

E

(
sup

0≤t≤τ
|Bt|p

)
≤ Cp,HE(τpH).

Hint: Use the representation established in Exercise 5.1.4.

5.1.6 Show formula (5.14).

5.1.7 Show that |H| is a Banach space with the norm ‖·‖|H| and E is dense
in |H|.
5.1.8 Show formula (5.33).
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5.2 Stochastic calculus with respect to fBm

In this section we develop a stochastic calculus with respect to the fBm.
There are essentially two different approaches to construct stochastic inte-
grals with respect to the fBm:

(i) Path-wise approach. If u = {ut, t ∈ [0, T ]} is a stochastic process with
γ-Hölder continuous trajectories, where γ > 1−H, then by the results
of Young ([354]) the Riemann Stieltjes integral

∫ T

0
utdBt exists path-

wise. This method is particularly useful in the case H > 1
2 , because it

includes processes of the form ut = F (Bt), where F is a continuously
differentiable function.

(ii) Malliavin calculus. We have seen in Chapter 1 that in the case of
an ordinary Brownian motion, the adapted processes in L2([0, T ] ×
Ω) belong to the domain of the divergence operator, and on this
set the divergence operator coincides with Itô’s stochastic integral.
Actually, the divergence operator coincides with an extension of Itô’s
stochastic integral introduced by Skorohod in [315]. In this context
a natural question is to ask in which sense the divergence operator
with respect to a fractional Brownian motion B can be interpreted
as a stochastic integral. Note that the divergence operator provides
an isometry between the Hilbert Space H associated with the fBm B
and the Gaussian space H1, and gives rise to a notion of stochastic
integral for classes of deterministic functions included in H. If H < 1

2 ,

then H = I
1
2−H

T− (L2) is a class of functions that contains Cγ([0, T ]) if
γ > 1

2 −H. If H = 1
2 , then H = L2([0, T ]), and if H > 1

2 , H contains
the space |H| of functions. We will see that in the random case, (see
Propositions 5.2.3 and 5.2.4) the divergence equals to a path-wise
integral minus the trace of the derivative.

5.2.1 Malliavin Calculus with respect to the fBm

Let B = {Bt, t ∈ [0, T ]} be a fBm with Hurst parameter H ∈ (0, 1). The
process {B(ϕ), ϕ ∈ H} is an isonormal Gaussian process associated with
the Hilbert space H in the sense of Definition 1.1.1. We will denote by D
and δ the derivative and divergence operators associated with this process.

Recall that the operator K∗
H is an isometry between H and a closed

subspace of L2([0, T ]). Moreover, Wt = B((K∗
H)−1 (1[0,t])) is a Wiener

process such that

Bt =
∫ t

0

KH(t, s)dWs,

and for any ϕ ∈ H we have B(ϕ) = W (K∗
Hϕ).
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In this framework there is a transfer principle that connects the deriva-
tive and divergence operators of both processes B and W . Its proof is left
as an exercise (Exercise 5.2.1).

Proposition 5.2.1 For any F ∈ D
1,2
W = D

1,2

K∗
HDF = DW F,

where DW denotes the derivative operator with respect to the process W ,
and D

1,2
W the corresponding Sobolev space.

Proposition 5.2.2 Domδ = (K∗
H)−1 (DomδW ), and for any H-valued ran-

dom variable u in Dom δ we have δ(u) = δW (K∗
Hu), where δW denotes

the divergence operator with respect to the process W .

Suppose H > 1
2 . We denote by |H|⊗|H| the space of measurable functions

ϕ on [0, T ]2 such that

‖ϕ‖2|H|⊗|H| = α2
H

∫

[0,T ]4

∣
∣ϕr,θ

∣
∣
∣
∣ϕu,η

∣
∣ |r − u|2H−2 |θ − η|2H−2

drdudθdη <∞.

Then, |H| ⊗ |H| is a Banach space with respect to the norm ‖ · ‖|H|⊗|H|.
Furthermore, equipped with the inner product

〈ϕ,ψ〉H⊗H = α2
H

∫

[0,T ]4
ϕr,θψu,η |r − u|2H−2 |θ − η|2H−2

drdudθdη

the space |H|⊗ |H| is isometric to a subspace of H⊗H. A slight extension
of the inequality (5.19) yields

‖ϕ‖|H|⊗|H| ≤ bH ‖ϕ‖
L

1
H ([0,T ]2)

. (5.34)

For any p > 1 we denote by D
1,p(|H|) the subspace of D

1,p(H) formed
by the elements u such that u ∈ |H| a.s., Du ∈ |H| ⊗ |H| a.s., and

E
(
‖u‖p|H|

)
+ E

(
‖Du‖p|H|⊗|H|

)
<∞.

5.2.2 Stochastic calculus with respect to fBm. Case H > 1
2

We can introduce the Stratonovich integral as the limit of symmetric Rie-
mann sums as we have done in Chapter 3 in the framework of the an-
ticipating stochastic calculus for the Brownian motion. However, here we
will consider only uniform partitions, because this simplify the proof of the
results.

Consider a measurable process u = {ut, t ∈ [0, T ]} such that
∫ T

0
|ut|dt <

∞ a.s. Let us define the aproximating sequences of processes

(πnu)t =
n−1∑

i=0

∆−1
n

(∫ ti+1

ti

usds

)
1(ti,ti+1](t), (5.35)
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where ti = i∆n, i = 0, . . . , n, and ∆n = T
n . Set

Sn =
n−1∑

i=0

∆−1
n

(∫ ti+1

ti

usds

)
(Bti+1 −Bti

).

Definition 5.2.1 We say that a measurable process u = {ut, 0 ≤ t ≤ T}
such that

∫ T

0
|ut|dt < ∞ a.s. is Stratonovich integrable with respect to the

fBm if the sequence Sn converges in probability as |π| → 0, and in this case
the limit will be denoted by

∫ T

0
ut ◦ dBt.

The following proposition establishes the relationship between the
Stratonovich integral and the divergence integral. It is the counterpart of
Theorem 3.1.1 for the fBm.

Proposition 5.2.3 Let u = {ut, t ∈ [0, T ]} be a stochastic process in the
space D

1,2(|H|). Suppose also that a.s.

∫ T

0

∫ T

0

|Dsut| |t− s|2H−2
dsdt <∞. (5.36)

Then u is Stratonovich integrable and we have

∫ T

0

ut ◦ dBt = δ(u) + αH

∫ T

0

∫ T

0

Dsut |t− s|2H−2
dsdt. (5.37)

Proof: The proof will be done in two steps.
Step 1. Notice first that

∫ T

0
|ut|dt <∞ a.s. because |H| ⊂ L1([0, T ]). We

claim that
‖πnu‖2|H| ≤ dH ‖u‖2|H| , (5.38)

for some positive constant dH . In fact, we have that

‖πnu‖2|H| = αH

∫ T

0

∫ T

0

|(πnu)s| |(πnu)t| |s− t|2H−2dsdt

≤ αH

∫ T

0

∫ T

0

|us| |ut| φn(s, t)dsdt,

where

φn(s, t) = ∆−2
n

n−1∑

i,j=0

1(ti,ti+1](s)1(tj ,tj+1](t)
∫ ti+1

ti

∫ tj+1

tj

|σ − θ|2H−2dσdθ.

Hence, in order to show (5.38) it suffices to check that

φn(s, t)|s− t|2−2H ≤ dH .
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Notice that

αH

∫ ti+1

ti

∫ tj+1

tj

|σ − θ|2H−2dσdθ = E((Bti+1 −Bti
)(Btj+1 −Btj

)).

Thus, for s, t ∈ (ti, ti+1]

φn(s, t)|s− t|2−2H = ∆−2
n α−1

H ∆2H
n |s− t|2−2H ≤ α−1

H ,

and for s ∈ (ti, ti+1], t ∈ (tj , tj+1] with i < j

φn(s, t)|s− t|2−2H

=
|s− t|2−2H

2αH∆2
n

[
(tj − ti+1)2H + (tj − ti+1 + 2∆n)2H

−2(tj − ti+1 + ∆n)2H
]

≤ 1
2αH

max
k≥0

[
k2H + (k + 2)2H − 2(k + 1)2H

]
(k + 2)2−2H .

Therefore (5.38) holds with

dH = α−1
H max

k≥0
(1,

1
2
[
k2H + (k + 2)2H − 2(k + 1)2H

]
(k + 2)2−2H).

We can find a sequence of step processes uk such that ‖uk − u‖2|H| → 0
as k tends to infinity. Then

‖πnu− u‖|H| ≤ ‖πnu− πnuk‖|H| + ‖πnuk − uk‖|H| + ‖uk − u‖|H|

≤ (
√

dH + 1) ‖uk − u‖|H| + ‖πnuk − uk‖|H| ,

and letting first n tend to infinity and then k tend to infnity we get

lim
n→∞

‖πnu− u‖|H| = 0

a.s., and by dominated convergence we obtain

lim
n→∞

E(‖πnu− u‖2|H|) = 0.

In a similar way we can show that

‖Dπnu‖2|H|⊗|H| ≤ fH ‖Du‖2|H|⊗|H| ,

for some constant fH > 0, and as a consequence

lim
n→∞

E(‖Dπnu−Du‖2|H|⊗|H|) = 0.

Therefore, πnu→ u in the norm of the space D
1,2(|H|).
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Step 2. Using Proposition 1.3.3 we can write

n−1∑

i=0

∆−1
n

(∫ ti+1

ti

usds

)
(Bti+1 −Bti

) = δ(πnu) + Tn(u), (5.39)

where

Tn(u) =
n−1∑

i=0

∆−1
n

∫ ti+1

ti

〈
Dus,1[ti,ti+1]

〉
H ds.

By Step 1 δ(πnu) will converge in L2(Ω) to δ(u) as n tends to infinity. Then
it suffices to show that Tn(u) converges almost surely to

αH

∫ T

0

∫ T

0

Dsut |t− s|2H−2
dsdt.

We can write

Tn(u) = αH

∫ T

0

∫ T

0

Dsutψn(s, t)dsdt,

where

ψn(s, t) =
n−1∑

i=0

1[ti,ti+1](t)∆
−1
n

∫ ti+1

ti

|s− σ|2H−2dσ.

By dominated convergence it suffices to show that

ψn(s, t)|s− t|2−2H ≤ eH

for some constant eH > 0. If s, t ∈ (ti, ti+1] then,

ψn(s, t)|s− t|2−2H ≤ ∆−1
n ∆2−2H

n (2H − 1)−1

×
[
(ti+1 − s)2H−1 + (s− ti)2H−1

]

≤ 2
2H − 1

.

On the other hand, if s ∈ (ti, ti+1], t ∈ (tj , tj+1] with i < j we have

ψn(s, t)|s− t|2−2H ≤ 1
2H − 1

sup
k≥0

λ∈[0,1]

(k + 2)2−2H

×[(k + 1 + λ)2H−1 − (k + λ)2H−1]

=
gH

2H − 1
.

Hence, (5.2.2) holds with eH = 1
2H−1 max(2, gH). This completes the proof

of the proposition. �
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Remark 1 A sufficient condition for (5.36) is

∫ T

0

(∫ T

s

|Dsut|p dt

)1/p

ds <∞

for some p > 1
2H−1 .

Remark 2 Let u = {ut, t ∈ [0, T ]} be a stochastic process which is
continuous in the norm of D

1,2 and (5.36) holds. Then the Riemann sums

n−1∑

i=0

usi
(Bti+1 −Bti

),

where ti ≤ si ≤ ti+1, converge in probability to the right-hand side of
(5.37). In particulat, the forward and backward integrals of u with respect
to the fBm exists and they coincide with the Stratonovich integral.

(A) The divergence integral

Suppose that u = {ut, t ∈ [0, T ]} is a stochastic process in the space
D

1,2(|H|). Then, for any t ∈ [0, T ] the process u1[0,t] also belongs to
D

1,2(|H|) and we can define the indefnite divergence integral denoted by
∫ t

0

usdBs = δ
(
u1[0,t]

)
.

If (5.36) holds, then by Proposition 5.2.3 we have
∫ t

0

us ◦ dBs =
∫ t

0

usdBs + αH

∫ t

0

∫ T

0

Drus |s− r|2H−2
drds.

By Proposition 1.5.8, if p > 1, a process u ∈ D
1,p(|H|) belongs to the

domain of the divergence in Lp(Ω), and we have

E (|δ (u)|p) ≤ CH,p

(
‖E (u)‖p|H| + E

(
‖Du‖p|H|⊗|H|

))
.

As a consequence, applying (5.34) we obtain

E (|δ (u)|p) ≤ CH,p

(
‖E (u)‖p

L1/H([0,T ])
+ E

(
‖Du‖p

L1/H([0,T ]2)

))
. (5.40)

Let pH > 1. Denote by L
1,p
H the space of processes u ∈ D

1,2(|H|) such
that

‖u‖p,1 :=




∫ T

0

E(|us|p)ds + E




∫ T

0

(∫ T

0

|Drus|
1
H dr

)pH

ds









1
p

<∞.

Assume pH > 1 and suppose that u ∈ L
1,p
H and consider the indefinite

divergence integral Xt =
∫ t

0
usdBs. The following results have been estab-

lished in [6]:
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(i) Maximal inequality for the divergence integral:

E

(

sup
t∈[0,T ]

|Xt|p
)

≤ C ‖u‖pp,1 ,

where the constant C > 0 depends on p, H and T . This follows from
the Lp estimate (5.40) and a convolution argument.

(ii) Continuity: The process Xt has a version with continuous trajectories
and for all γ < H − 1

p there exists a random variable Cγ such that

|Xt −Xs| ≤ Cγ |t− s|γ .

As a consequence, for a process u ∈ ∩p>1L
1,p
H , the indefinite integral

process X =
{∫ t

0
usdBs, t ∈ [0, T ]

}
is γ-Hölder continuous for all

γ < H.

(B) Itô’s formula for the divergence integral

Suppose that f, g : [0, T ] −→ R are Hölder continuous functions of orders
α and β with α + β > 1. Young [354] proved that the Riemann-Stieltjes
integral

∫ T

0
fsdgs exists. Moreover, if ht =

∫ t

0
fsdgs and F is of class C2

the following change of variables formula holds:

F (ht) = F (0) +
∫ t

0

F ′(hs)fsdgs.

As a consequence, if F is a function of class C2, and H > 1
2 , the

Stratonovich integral integral
∫ t

0
F ′(Bs)◦dBs introduced in Definition 5.2.1

is actually a path-wise Riemann-Stieltjes integral and for any function F
of class C2 we have

F (Bt) = F (0) +
∫ t

0

F ′(Bs) ◦ dBs. (5.41)

Suppose that F is a function of class C2(R) such that

max {|F (x)|, |F ′(x)|, |F ′′(x)|} ≤ ceλx2
, (5.42)

where c and λ are positive constants such that λ < 1
4T 2H . This condition

implies

E

(
sup

0≤t≤T
|F (Bt)|p

)
≤ cpE

(
epλ sup0≤t≤T |Bt|2

)
<∞

for all p < T−2H

2λ . In particular, we can take p = 2. The same property holds
for F ′ and F ′′.
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Then, if F satisfies the growth condition (5.42), the process F ′(Bt) be-
longs to the space D

1,2(|H|) and (5.36) holds. As a consequence, from
Proposition 5.2.3 we obtain

∫ t

0

F ′(Bs) ◦ dBs =
∫ t

0

F ′(Bs)dBs + αH

∫ t

0

∫ s

0

F ′′(Bs)(s− r)2H−2drds

=
∫ t

0

F ′(Bs)dBs + H

∫ t

0

F ′′(Bs)s2H−1ds. (5.43)

Therefore, putting together (5.41) and (5.43) we deduce the following Itô’s
formula for the divergence process

F (Bt) = F (0) +
∫ t

0

F ′(Bs)dBs + H

∫ t

0

F ′′(Bs)s2H−1ds. (5.44)

We recall that the divergence operator has the local property and δ(u)
is defined without ambiguity in D

1,2
loc(H).

We state the following general version of Itô’s formula (see [11]).

Theorem 5.2.1 Let F be a function of class C2(R). Assume that u =
{ut, t ∈ [0, T ]} is a process in the space D

2,2
loc (|H|) such that the indefinite

integral Xt =
∫ t

0
usdBs is a.s. continuous. Assume that ‖u‖2 belongs to H.

Then for each t ∈ [0, T ] the following formula holds

F (Xt) = F (0) +
∫ t

0

F ′(Xs)usdBs

+ αH

∫ t

0

F ′′(Xs) us

(∫ T

0

|s− σ|2H−2

(∫ s

0

DσuθdBθ

)
dσ

)

ds

+ αH

∫ t

0

F ′′(Xs)us

(∫ s

0

uθ (s− θ)2H−2
dθ

)
ds. (5.45)

Remark 1 If the process u is adapted, then the third summand in the
right-hand side of (5.45) can be written as

αH

∫ t

0

F ′′(Xs) us

(∫ s

0

(∫ θ

0

|s− σ|2H−2
Dσuθdσ

)

dBθ

)

ds.

Remark 2 2H−1
s2H−1 (s−θ)2H−21[0,s](θ) is an approximation of the identity as

H tends to 1
2 . Therefore, taking the limit as H converges to 1

2 in Equation
(5.45) we recover the usual Itô’s formula for the the Skorohod integral (see
Theorem 3.2.2).
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5.2.3 Stochastic integration with respect to fBm
in the case H < 1

2

The extension of the previous results to the case H < 1
2 is not trivial and

new difficulties appear. In order to illustrate these difficulties, let us first
remark that the forward integral

∫ T

0
BtdBt defined as the limit in L2 of the

Riemann sums
n−1∑

i=0

Bti
(Bti+1 −Bti

),

where ti = iT
n , does not exists. In fact, a simple argument shows that the

expectation of this sum diverges:

n∑

i=1

E
(
Bti−1(Bti

−Bti−1)
)

=
1
2

n∑

i=1

[
t2H
i − t2H

i−1 − (ti − ti−1)2H
]

=
1
2
T 2H

(
1− n1−2H

)
→ −∞,

as n tends to infinity. Notice, however, that the expectation of symmetric
Riemann sums is constant:

1
2

n∑

i=1

E
(
(Bti

+ Bti−1)(Bti
−Bti−1)

)
=

1
2

n∑

i=1

[
t2H
i − t2H

i−1

]
=

T 2H

2
.

We recall that for H < 1
2 the operator K∗

H given by (5.31) is an isometry
between the Hilbert space H and L2([0, T ]). We have the estimate :

∣
∣
∣
∣
∂K

∂t
(t, s)

∣
∣
∣
∣ ≤ cH(

1
2
−H) (t− s)H− 3

2 . (5.46)

Also from (5.32) (see Exercise 5.2.3) it follow sthat

|K(t, s)| ≤ C(t− s)H− 1
2 . (5.47)

Consider the following seminorm on the set E of step functions on [0, T ]:

‖ϕ‖2K =
∫ T

0

ϕ2(s)(T − s)2H−1ds

+
∫ T

0

(∫ T

s

|ϕ(t)− ϕ(s)| (t− s)H− 3
2 dt

)2

ds.

We denote by HK the completion of E with respect to this seminorm. The
space HK is the class of functions ϕ on [0, T ] such that ‖ϕ‖2K <∞, and it
is continuously included in H. If u ∈ D

1,2 (HK), then u ∈ Dom δ.
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Note that if u = {ut, t ∈ [0, T ]} is a process in D
1,2 (HK), then there is a

sequence {ϕn} of bounded simple HK-valued processes of the form

ϕn =
n−1∑

j=0

Fj1(tj ,tj+1], (5.48)

where Fj is a smooth random variable of the form

Fj = fj(Bsj
1
, ..., Bsj

m(j)
),

with fj ∈ C∞
b (Rm(j)), and 0 = t0 < t1 < ... < tn = T , such that

E ‖u− ϕn‖
2
K + E

∫ T

0

‖Dru−Drϕn‖
2
K dr −→ 0, as n→∞.

(5.49)
In the case H < 1

2 it is more convenient to consider the symmetric inte-
gral introduced by Russo and Vallois in [298]. For a process u ={ut, t∈ [0, T ]}
with integrable paths and ε>0, we denote by uε

t the integral (2ε)−1
∫ t+ε

t−ε
usds,

where we use the convention us = 0 for s /∈ [0, T ]. Also we put Bs = BT

for s > T and Bs = 0 for s < 0.

Definition 5.2.2 The symmetric integral of a process u with integrable
paths with respect to the fBm is defined as the limit in probability of

(2ε)−1

∫ T

0

us (Bs+ε −Bs−ε) ds.

as ε ↓ 0 if it exists. We denote this limit by
∫ T

0
ur ◦ dBr.

The following result is the counterpart of Proposition 5.2.3 in the case
H < 1

2 , for the symmetric integral.

Proposition 5.2.4 Let u = {ut, t ∈ [0, T ]} be a stochastic process in the
space D

1,2(HK). Suppose that the trace defined as the limit in probability

TrDu := lim
ε→0

1
2ε

∫ T

0

〈
Dus,1[s−ε,s+ε]∩[0,T ]

〉
H ds

exists. Then the symmetric stochastic integral of u with respect to fBm in
the sense of Definition 5.2.1 exists and

∫ T

0

ut ◦ dBt = δ(u) + TrDu.

In order to prove this theorem, we need the following technical result.

Lemma 5.2.1 Let u be a simple process of the form (5.48). Then uε

converges to u in D
1,2 (HK) as ε ↓ 0.
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Proof: Let u be given by the right-hand side of (5.48). Then u is a bounded
process. Hence, by the dominated convergence theorem

E

∫ T

0

(us − uε
s)

2(T − s)2H−1ds −→ 0 as ε ↓ 0. (5.50)

Fix an index i ∈ {0, 1, ..., n− 1}. Using that ut − us = 0 for s, t ∈ [ti,ti+1]
we obtain

∫ ti+1

ti

(∫ T

s

|uε
t − uε

s − (ut − us)| (t− s)H− 3
2 dt

)2

ds

≤ 2
∫ ti+1

ti

(∫ ti+1

s

|uε
t − uε

s| (t− s)H− 3
2 dt

)2

ds

+2
∫ ti+1

ti

(∫ T

ti+1

|uε
t − uε

s − (ut − us)| (t− s)H− 3
2 dt

)2

ds

= 2A1(i, ε) + 2A2(i, ε). (5.51)

The convergence of the expectation of the term A2(i, ε) to 0, as ε ↓ 0, follows
from the dominated convergence theorem, the fact that u is a bounded
process and that for a.a. 0 ≤ s < t ≤ T,

|uε
t − uε

s − (ut − us)| (t− s)H− 3
2 −→ 0 as ε ↓ 0.

Suppose that ε < 1
4 min0≤i≤n−1 |ti+1 − ti|. Then uε

t − uε
s = 0 if s and t

belong to [ti + 2ε, ti+1 − 2ε], we can make the following decomposition

E(A1(i, ε))

≤ 8
∫ ti+2ε

ti

(∫ ti+2ε

s

|uε
t − uε

s| (t− s)H− 3
2 dt

)2

ds

+8
∫ ti+1

ti+1−2ε

(∫ ti+1

s

|uε
t − uε

s| (t− s)H− 3
2 dt

)2

ds

+8
∫ ti+2ε

ti

(∫ ti+1

ti+2ε

|uε
t − uε

s| (t− s)H− 3
2 dt

)2

ds

+8
∫ ti+1−2ε

ti

(∫ ti+1

ti+1−2ε

|uε
t − uε

s| (t− s)H− 3
2 dt

)2

ds.
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The first and second integrals converge to zero, due to the estimate

|uε
t − uε

s| ≤
c

ε
|t− s|.

On the other hand, the third and fourth term of the above expression
converge to zero because uε

t is bounded. Therefore we have proved that

E ‖u− uε‖2K −→ 0 as ε→ 0.

Finally, it is easy to see by the same arguments that we also have

E

∫ T

0

‖Dru−Dru
ε‖2K dr −→ 0 as ε→ 0.

Thus the proof is complete. �
Now we are ready to prove Proposition 5.2.4.

Proof of Proposition 5.2.4: From the properties of the divergence operator,
and applying Fubini’s theorem we have

(2ε)−1

∫ T

0

us (Bs+ε −Bs−ε) ds = (2ε)−1

∫ T

0

δ
(
us1[s−ε,s+ε](·)

)
ds

+(2ε)−1

∫ T

0

〈
Dus, 1[s−ε,s+ε]

〉
H ds

= (2ε)−1

∫ T

0

(∫ r+ε

r−ε

usds

)
dBr

+(2ε)−1

∫ T

0

〈
D·us, 1[s−ε,s+ε](·)

〉
H ds

=
∫ T

0

uε
rdBr + Bε.

By our hypothesis we get that Bε converges to TrDu in probability as
ε ↓ 0. In order to see that

∫ T

0
uε

rdBr converges to δ (u) in L2(Ω) as ε tends
to zero, we will show that uε converges to u in the norm of D

1,2 (HK). Fix
δ > 0. We have already noted that the definition of the space D

1,2 (HK)
implies that there is a bounded simple HK-valued processes ϕ as in (5.48)
such that

E ‖u− ϕ‖2K + E

∫ T

0

||Dru−Drϕ||2K dr ≤ δ. (5.52)
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Therefore, Lemma 5.2.1 implies that for ε small enough,

E ‖u− uε‖2K + E

∫ T

0

||Dr (u− uε)||2K dr

≤ cE ‖u− ϕ‖2K + cE

∫ T

0

||Dr (u− ϕ)||2K dr

+cE ‖ϕ− ϕε‖2K + cE

∫ T

0

||Dr (ϕ− ϕε)||2K dr

+cE ‖ϕε − uε‖2K + cE

∫ T

0

||Dr (ϕε − uε)||2K dr

≤ 2cδ + cE ‖ϕε − uε‖2K + cE

∫ T

0

||Dr (ϕε − uε)||2K dr. (5.53)

We have

∫ T

0

E (ϕε
s − uε

s)
2 (T − s)2H−1ds

≤
∫ T

0

E

(
1
2ε

∫ s+ε

s−ε

(ϕr − ur) dr

)2

(T − s)2H−1ds

≤
∫ T

0

E (ϕr − ur)
2

(
1
2ε

∫ (r+ε)∧T

(r−ε)∨0

(T − s)2H−1ds

)

dr.

From property (i) it follows that

(2ε)−1

∫ (r+ε)∧T

(r−ε)∨0

K(T, t)2dt ≤ c
[
(T − r)−2α + r−2α

]
.

Hence, by the dominated convergence theorem and condition (4.21) we
obtain

lim
ε↓0

sup
∫ T

0

E (ϕε
s − uε

s)
2

K(T, s)2ds

≤
∫ T

0

E (ϕs − us)
2

K(T, s)2ds ≤ δ. (5.54)
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On the other hand,

E

∫ T

0

(∫ T

s

|ϕε
t − uε

t − ϕε
s + uε

s| (t− s)H− 3
2 dt

)2

ds

≤ 1
4ε2

E

∫ T

0

( ∫ ε

−ε

∫ T

s

∣
∣(ϕ− u)

t−θ
− (ϕ− u)s−θ

∣
∣ (t− s)H− 3

2 dtdθ

)2

ds

=
1

4ε2
E

∫ T

0

( ∫ s+ε

s−ε

∫ T+r−s

r

|(ϕ− u)t − (ϕ− u)r| (t− r)H− 3
2 dtdr

)2

ds

≤ 1
2ε

E

∫ T

0

∫ s+ε

s−ε

(∫ T+ε

r

|(ϕ− u)t − (ϕ− u)r| (t− r)H− 3
2 dt

)2

drds

=
1
2ε

E

∫ T+ε

−ε

∫ (r+ε)∧T

(r−ε)∨0

(∫ T+ε

r

|ϕt − ut − ϕr + ur| (t− r)H− 3
2 dt

)2

dsdr

≤E

∫ T+ε

−ε

(∫ T+ε

r

|ϕt − ut − ϕr + ur| (t− r)H− 3
2 dt

)2

dr. (5.55)

By (5.54) and (5.55) we obtain

lim
ε↓0

supE ‖ϕε − uε‖2K ≤ 2δ.

By a similar argument,

lim
ε↓0

supE

∫ T

0

||Dr (ϕε − uε)||2K dr ≤ 2δ.

Since δ is arbitrary, uε converges to u in the norm of D
1,2 (HK) as ε ↓ 0,

and, as a consequence,
∫ T

0
uε

rdBr converges in L2 (Ω) to δ (u) . Thus the
proof is complete. �

Consider the particular case of the process ut = F (Bt), where F is a
continuously differentiable function satisfying the growth condition (5.42).
If H > 1

4 , the process F (Bt) the process belongs to D
1,2(HK). Moreover,

TrDu exists and

TrDu = H

∫ T

0

F ′(Bt)t2H−1dt.

As a consequence we obtain

∫ T

0

F (Bt)0dBt =
∫ T

0

F (Bt)dBt + H

∫ T

0

F ′(Bt)t2H−1dt.
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(C) Itô’s formulas for the divergence integral in the case H < 1
2

An Itô’s formula similar to (5.44) was proved in [9] for general Gaussian
processes of Volterra-type of the form Bt =

∫ t

0
K(t, s)dWs, where K(t, s)

is a singular kernel. In particular, the process Bt can be a fBm with Hurst
parameter 1

4 < H < 1
2 . Moreover, in this paper, an Itô’s formula for the in-

definite divergence process Xt =
∫ t

0
usdBs similar to (5.45) was also proved.

On the other hand, in the case of the fractional Brownian motion with
Hurst parameter 1

4 < H < 1
2 , an Itô’s formula for the indefinite symmetric

integral Xt =
∫ t

0
usdBs has been proved in [7] assuming again 1

4 < H < 1
2 .

Let us explain the reason for the restriction 1
4 < H. In order to define the

divergence integral
∫ T

0
F ′(Bs)dBs, we need the process F ′(Bs) to belong

to L2(Ω;H). This is clearly true, provided F satisfies the growth condition
(5.42), because F ′(Bs) is Hölder continuous of order H − ε > 1

2 − H if
ε < 2H − 1

2 . If H ≤ 1
4 , one can show (see [66]) that

P (B ∈ H) = 0,

and the space D
1,2(H) is too small to contains processes of the form F ′(Bt).

Following the approach of [66] we are going to extend the domain of the
divergence operator to processes whose trajectories are not necessarily in
the space H.

Using (5.31) and applying the integration by parts formula for the frac-
tional calculus (A.17) we obtain for any f, g ∈ H

〈f, g〉H = 〈K∗
Hf,K∗

Hg〉L2([0,T ])

= d2
H

〈
s

1
2−HD

1
2−H

T− sH− 1
2 f, s

1
2−HD

1
2−H

T− sH− 1
2 g
〉

L2([0,T ])

= d2
H

〈
f, sH− 1

2 s
1
2−HD

1
2−H
0+ s1−2HD

1
2−H

T− sH− 1
2 g
〉

L2([0,T ])
.

This implies that the adjoint of the operator K∗
H in L2([0, T ]) is

(
K∗,a

H f
)
(s) = dHs

1
2−HD

1
2−H
0+ s1−2HD

1
2−H

T− sH− 1
2 f.

Set H2 = (K∗
H)−1 (

K∗,a
H

)−1 (L2([0, T ])). Denote by SH the space of
smooth and cylindrical random variables of the form

F = f(B(φ1), . . . , B(φn)), (5.56)

where n ≥ 1, f ∈ C∞
b (Rn) (f and all its partial derivatives are bounded),

and φi ∈ H2.

Definition 5.2.3 Let u = {ut, t ∈ [0, T ]} be a measurable process such
that

E

(∫ T

0

u2
t dt

)

<∞.
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We say that u ∈ Dom∗δ if there exists a random variable δ(u) ∈ L2(Ω)
such that for all F ∈ SH we have

∫

R

E(utK
∗,a
H K∗

HDtF )dt = E(δ(u)F ).

This extended domain of the divergence operator satisfies the following
elementary properties:

1. Domδ ⊂ Dom∗δ, and δ restricted to Domδ coincides with the diver-
gence operator.

2. If u ∈ Dom∗δ then E(u) belongs to H.

3. If u is a deterministic process, then u ∈ Dom∗δ if and only if u ∈ H.

This extended domain of the divergence operator leads to the following
version of Itô’s formula for the divergence process, established by Cheridito
and Nualart in [66].

Theorem 5.2.2 Suppose that F is a function of class C2(R) satisfying the
growth condition (5.42). Then for all t ∈ [0, T ], the process {F ′(Bs)1[0,t](s)}
belongs to Dom∗δ and we have

F (Bt) = F (0) +
∫ t

0

F ′(Bs)dBs + H

∫ t

0

F ′′(Bs)s2H−1ds. (5.57)

Proof: Notice that F ′(Bs)1[0,t](s) ∈ L2([0, T ]× Ω) and

F (Bt)− F (0)−H

∫ t

0

F ′′(Bs)s2H−1ds ∈ L2(Ω) .

Hence, it suffices to show that for any F ∈ SH

〈E(F ′(Bs)1[0,t](s),DsF 〉H

= E

((
F (Bt)− F (0)−H

∫ t

0

F ′′(Bs)s2H−1ds

)
F

)
. (5.58)

Take F = Hn(B(ϕ)), where ϕ ∈ H2 and Hn is the nth-Hermite polynomial.
We have

DtF = Hn−1(B(ϕ))ϕt

Hence, (5.58) can be written as

E
(
Hn−1(B(ϕ))〈F ′(Bs)1[0,t](s), ϕs〉H

)

= E((F (Bt)− F (0)−H

∫ t

0

F ′′(Bs)s2H−1ds)Hn(B(ϕ)))
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Using (5.33) we obtain

e2
H

∫ t

0

E (F ′(Bs)Hn−1(B(ϕ))) (D
1
2−H
+ D

1
2−H
− ϕ)(s)ds

= E((F (BH
t )− F (0)−H

∫ t

0

F ′′(Bs)s2H−1ds)Hn(B(ϕ))). (5.59)

In order to show (5.59) we will replace F by

Fk(x) = k

∫ 1

−1

F (x− y)ε(ky)dy,

where ε is a nonnegative smooth function supported by [−1, 1] such that∫ 1

−1
ε(y)dy = 1.

We will make use of the following equalities:

E(F (Bt)Hn(B(ϕ))) =
1
n!

E(F (Bt)δn(ϕ⊗n))

=
1
n!

E〈Dn(F (Bt)), ϕ⊗n〉H⊗n

=
1
n!

E(F (n)(Bt))〈1(0,t], ϕ〉nH.

Let p(σ, y) := (2πσ)−
1
2 exp

(
− y2

2σ

)
. Note that ∂p

∂σ = 1
2

∂2p
∂y2 . For all n ≥ 0

and s ∈ (0, t],

d

ds
E(F (n)(Bs)) =

d

ds

∫

R

p(s2H , y)F (n)(y)dy

=
∫

R

∂p

∂σ
(s2H , y)2Hs2H−1F (n)(y)dy

= Hs2H−1

∫

R

∂2p

∂y2
(s2H , y)F (n)(y)dy

= Hs2H−1

∫

R

p(s2H , y)F (n+2)(y)dy

= Hs2H−1E(F (n+2)(Bs)). (5.60)

For n = 0 the left hand side of (5.59) is zero. On the other hand it follows
from (5.60) that

E (F (Bt))− F (0)−H

∫ t

0

E(F ′′(Bs))s2H−1ds = 0

This shows that (5.59) is valid for n = 0.
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Fix n ≥ 1. Equation (5.60) implies that for all s ∈ (0, t],

d

ds

(
E(F (n)(Bs))〈1(0,s], ϕ〉nH

)
= Hs2H−1E(F (n+2)(Bs))〈1(0,s], ϕ〉nH

+e2
HnE(F (n)(Bs))

×〈1(0,s], ϕ〉n−1
H (D

1
2−H
+ D

1
2−H
− ϕ)(s).

It follows that

E(F (n)(Bt))〈1(0,s], ϕ〉nH = H

∫ t

0

E(F (n+2)(Bs))〈1(0,s], ϕ〉nHs2H−1ds

+e2
Hn

∫ t

0

E(F (n)(Bs))

×〈1(0,s], ϕ〉n−1
H (D

1
2−H
+ D

1
2−H
− ϕ)(s), (5.61)

(5.61) is equivalent to (5.59) because

E(F (n)(Bt))〈1(0,s], ϕ〉nH = n!E(F (Bt)Hn(B(ϕ))),

E(F (n)(Bs))〈1(0,s], ϕ〉n−1
H = (n− 1) !E(F ′(Bs)H(n−1)(B(ϕ))),

and
E(F (n+2)(Bs))〈1(0,s], ϕ〉nH = n!E(F ′′(Bs)Hn(B(ϕ))).

This completes the proof (5.59) for the function Fk. Finally it suffices to
let k tend to infinity. �

(D) Local time and Tanaka’s formula for fBm

Berman proved in [22] that that fractional Brownian motion B = {Bt, t ≥
0} has a local time lat continuous in (a, t) ∈ R× [0,∞) which satisfies the
occupation formula

∫ t

0

g(Bs)ds =
∫

R

g(a)lat da (5.62)

for every continuous and bounded function g on R. Moreover, lat is increas-
ing in the time variable. Set

La
t = 2H

∫ t

0

s2H−1la(ds).

It follows from (5.62) that

2H

∫ t

0

g(Bs)s2H−1ds =
∫

R

g(a)La
t da.
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This means that a→ La
t is the density of the occupation measure

µ(C) = 2H
∫ t

0

1C(Bs)s2H−1ds,

where C is a Borel subset of R. Furthermore, the continuity property of lat
implies that La

t is continuous in (a, t) ∈ R× [0,∞).
As an extension of the Itô’s formula (5.57), the following result has been

proved in [66]:

Theorem 5.2.3 Let 0 < t <∞ and a ∈ R. Then

1{Bs>a}1[0,t](s) ∈ Dom∗δ ,

and

(Bt − a)+ = (−a)+ +
∫ t

0

1{Bs>a}dBs +
1
2
La

t . (5.63)

This result can be considered as a version of Tanaka’s formula for the
fBm. In [69] it is proved that for H > 1

3 , the process 1{Bs>a}1[0,t](s) belongs
to Domδ and (5.63) holds.

The local time lat has Hölder continuous paths of order δ < 1 − H in
time, and of order γ < 1−H

2H in the space variable, provided H ≥ 1
3 (see

Table 2 in [117]). Moreover, lat is absolutely continuous in a if H < 1
3 , it

is continuously differentiable if H < 1
5 , and its smoothness in the space

variable increases when H decreases.
In a recent paper, Eddahbi, Lacayo, Solé, Tudor and Vives [88] have

proved that lat ∈ D
α,2 for all α < 1−H

2H . That means, the regularity of
the local time lat in the sense of Malliavin calculus is the same order as its
Hölder continuity in the space variable. This result follows from the Wiener
chaos expansion (see [69]):

lat =
∞∑

n=0

∫ t

0

s−nHp(s2H , a)Hn(as−H)In

(
1[o,s]

⊗n
)
ds.

In fact, the series

∞∑

n=0

(1 + n)αE

[(∫ t

0

s−nHp(s2H , a)Hn(as−H)In

(
1[o,s]

⊗n
)
ds

)2
]

=
∞∑

n=0

(1 + n)αn!
∫ t

0

∫ t

0

(sr)−nHp(s2H , a)p(r2H , a)Hn(as−H)Hn(ar−H)

×RH(r, s)ndrds
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is equivalent to

∞∑

n=1

n− 1
2+α

∫ t

0

∫ t

0

RH(u, v)(uv)−nH−1dudv

=
∞∑

n=0

n− 1
2+α

∫ 1

0

RH(1, z)z−nH−1dz.

Then, the result follows from the estimate
∣
∣
∣
∣

∫ 1

0

RH(1, z)z−nH−1dz

∣
∣
∣
∣ ≤ Cn− 1

2H .

Exercises
5.2.1 Show the tranfer principle stated in Propositions 5.2.1 and 5.2.2.

5.2.2 Show the inequality (5.34).

5.2.3 Show the estimate (5.47).

5.2.4 Deduce the Wiener chaos expansion of the local time lat .

5.3 Stochastic differential equations driven
by a fBm

In this section we will establish the existence and uniqueness of a solution
for stochastic differential equations driven by a fractional Brownian mo-
tion with Hurst parameter H > 1

2 , following an approach based on the
fractional calculus. We first introduce a notion of Stieltjes integral based
on the fractional integration by parts formula (A.17).

5.3.1 Generalized Stieltjes integrals

Given a function g : [0, T ]→ R, set gT− (s) = g(s)− limε↓0(T −ε) provided
this limit exists. Take p, q ≥ 1 such that 1

p + 1
q ≤ 1 and 0 < α < 1.

Suppose that f and g are functions on [0, T ] such that g(T−) exists,
f ∈ Iα

0+ (Lp) and gT− ∈ I1−α
T− (Lq). Then the generalized Stieltjes integral

of f with respect to g is defined by (see [357])

∫ T

0

fsdgs =
∫ T

0

Dα
0+fa+ (s) D1−α

T− gT− (s) ds. (5.64)

In [357] it is proved that this integral coincides with the Riemann-Stieltjes
integral if f and g are Hölder continuous of orders α and β with α+β > 1.
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Fix 0 < α < 1
2 . Denote by Wα,∞

0 (0, T ) the space of measurable functions
f : [0, T ]→ R such that

‖f‖α,∞ := sup
t∈[0,T ]

(

|f(t)|+
∫ t

0

|f (t)− f (s)|
(t− s)α+1 ds

)

<∞.

We have, for all 0 < ε < α

Cα+ε(0, T ) ⊂Wα,∞
0 (0, T ) ⊂ Cα−ε(0, T ).

Denote by W 1−α,∞
T (0, T ) the space of measurable functions g : [0, T ]→ R

such that

‖g‖1−α,∞,T := sup
0<s<t<T

(
|g(t)− g(s)|
(t− s)1−α

+
∫ t

s

|g(y)− g(s)|
(y − s)2−α

dy

)
<∞.

We have, for all 0 < ε < α

C1−α+ε (0, T ) ⊂W 1−α,∞
T (0, T ) ⊂ C1−α (0, T ) .

For g ∈W 1−α,∞
T (0, T ) define

Λα(g) :=
1

Γ(1− α)
sup

0<s<t<T

∣
∣(D1−α

t− gt−
)
(s)
∣
∣

≤ 1
Γ(1− α)Γ(α)

‖g‖1−α,∞,T .

Finally, denote by Wα,1
0 (0, T ) the space of measurable functions f on [0, T ]

such that

‖f‖α,1 :=
∫ T

0

|f(s)|
sα

ds +
∫ T

0

∫ s

0

|f(s)− f(y)|
(s− y)α+1

dy ds <∞.

Lemma 5.3.1 Fix 0 < α < 1
2 and consider two functions g ∈

W 1−α,∞
T (0, T ) and f ∈Wα,1

0 (0, T ). Then the generalized Stieltjes integral

∫ t

0

fsdgs :=
∫ T

0

fs1[0,t](s)dgs

exists for all t ∈ [0, T ] and for any s < t we have

∫ t

0

fudgu −
∫ s

0

fudgu =
∫ t

s

Dα
s+ (f) (r)

(
D1−α

t− gt−
)
(r) dr.

This lemma follows easily from the definition of the fractional derivative.
We have
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∣
∣
∣
∣

∫ t

0

fsdgs

∣
∣
∣
∣ ≤ Λα(g) ‖f‖α,1 .

Indeed,
∣
∣
∣
∣

∫ t

0

fsdgs

∣
∣
∣
∣ =

∣
∣
∣
∣

∫ t

0

(
Dα

0+f
)
(s)

(
D1−α

t− gt−
)
(s) ds

∣
∣
∣
∣

≤ sup
0≤s≤t≤T

∣
∣(D1−α

t− gt−
)
(s)
∣
∣
∫ t

0

∣
∣(Dα

0+f
)
(s)
∣
∣ ds

≤ Λα(g) ‖f‖α,1 .

The following proposition is the main estimate for the generalized Stielt-
jes integral.

Proposition 5.3.1 Fix 0 < α < 1
2 . Given two functions g ∈W 1−α,∞

T (0, T )
and f ∈Wα,1

0 (0, T ) we set

ht =
∫ t

0

fsdgs.

Then for all s < t ≤ T we have

|ht|+
∫ t

0

|ht − hs|
(t− s)α+1

ds ≤ Λα(g) c
(1)
α,T

∫ t

0

(
(t− r)−2α + r−α

)

×
(
|fr|+

∫ r

0

|fr − fy|
(r − y)α+1

dy

)
dr, (5.65)

where c
(1)
α,T is a constant depending on α and T .

Proof: Using the definition and additivity property of the indefinite inte-
gral we obtain

|ht − hs| =
∣
∣
∣
∣

∫ t

s

fdg

∣
∣
∣
∣ =

∣
∣
∣
∣

∫ t

s

Dα
s+ (f) (r)

(
D1−α

t− gt−
)
(r) dr

∣
∣
∣
∣

≤ Λα(g)

(∫ t

s

|fr|
(r − s)α

dr

+α

∫ t

s

∫ r

s

|fr − fy|
(r − y)α+1

dydr

)

. (5.66)

Taking s = 0 we obtain the desired estimate for |ht|. Multiplying (5.66) by
(t− s)−α−1 and integrating in s yields
∫ t

0

|ht − hs|
(t− s)α+1

ds ≤ Λα(g)
∫ t

0

(t− s)−α−1 (5.67)

×
(∫ t

s

|fr|
(r − s)α

dr + α

∫ t

s

∫ r

s

|fr − fy|
(r − y)α+1

dydr

)
ds.
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By the substitution s = r − (t− r)y we have
∫ r

0

(t− s)−α−1(r − s)−αds ≤ (t− r)−2α

∫ ∞

0

(1 + y)−α−1y−αdy (5.68)

and, on the other hand,
∫ y

0

(t− s)−α−1ds = α−1
[
(t− y)−α − t−α

]
≤ α−1(t− y)−α. (5.69)

Substituting (5.68) and (5.69) into (5.67) yields
∫ t

0

|ht − hs|
(t− s)α+1

ds ≤ Λα(g)
[
c(1)
α

∫ t

0

|fr|
(t− r)2α

dr

+
∫ t

0

∫ r

0

|f(r)− f(y)|
(r − y)α+1

(t− y)−αdydr

]
,

where
c(1)
α =

∫ ∞

0

(1 + y)−α−1y−αdy = B(2α, 1− α).

�
As a consequence of this estimate, if f ∈W 1−α,∞

T (0, T ) we have
∣
∣
∣
∣

∫ t

s

fsdgs

∣
∣
∣
∣ ≤ Λα(g) c

(2)
α,T (t− s)1−α ‖f‖α,∞ , (5.70)

and ∥
∥
∥
∥

∫ ·

0

fsdgs

∥
∥
∥
∥

α,∞
≤ Λα(g) c

(3)
α,T ‖f‖α,∞ . (5.71)

5.3.2 Deterministic differential equations

Let 0 < α < 1
2 be fixed. Let g ∈W 1−d,∞

T (0, T ; Rd). Consider the determin-
istic differential equation on R

d

xt = x0 +
∫ t

0

b(s, xs)ds +
d∑

j=1

σj (s, xs) dgj
s, t ∈ [0, T ] , (5.72)

where x0 ∈ R
m.

Let us introduce the following assumptions on the coefficients:

H1 σ(t, x) is differentiable in x, and there exist some constants 0 <
β, δ ≤ 1 and for every N ≥ 0 there exists MN > 0 such that the
following properties hold:

|σ(t, x)− σ(t, y)| ≤M0|x− y|, ∀x ∈ R
m, ∀ t ∈ [0, T ] ,

|∂xi
σ(t, x)− ∂xi

σ(t, y)| ≤MN |x− y|δ, ∀ |x| , |y| ≤ N, ∀t ∈ [0, T ] ,

|σ(t, x)− σ(s, x)|+ |∂xi
σ(t, x)− ∂xi

σ(s, x)| ≤M0|t− s|β ,

∀x ∈ R
m, ∀ t, s ∈ [0, T ] .
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for each i = 1, . . . ,m.

H2 The coefficient b(t, x) satisfies for every N ≥ 0

|b(t, x)− b(t, y)| ≤ LN |x− y|, ∀ |x| , |y| ≤ N, ∀t ∈ [0, T ] ,
|b(t, x)| ≤ L0|x|+ b0 (t) , ∀x ∈ R

m, ∀t ∈ [0, T ] ,

where b0 ∈ Lρ (0, T ; Rm), with ρ ≥ 2 and for some constant LN > 0.

Theorem 5.3.1 Suppose that the coefficients σ and b satisfy the as-
sumptions H1 and H2 with ρ = 1

α , 0 < β, δ ≤ 1 and 0 < α < α0 =

min
(

1
2 , β, δ

δ+1

)
. Then Equation (5.72) has a unique continuous solution

such that xi ∈Wα,∞
0 (0, T ) for all i = 1, . . . ,m.

Sketch of the proof: Suppose d = m = 1. Fix λ > 1 and define the
seminorm in Wα,∞

0 (0, T ) by

‖f‖α,λ = sup
t∈[0,T ]

e−λt

(
|ft|+

∫ t

0

|ft − fs|
(t− s)α+1

ds

)
.

Consider the operator L defined by

(Lf)t = x0 +
∫ t

0

b(s, fs)ds +
∫ t

0

σ (s, fs) dgs.

There exists λ0 such that for λ ≥ λ0 we have

‖Lf‖α,λ ≤ |x0|+ 1 +
1
2
‖f‖α,λ .

Hence, the operator L leaves invariant the ball B0 of radius 2 (|x0|+ 1) in
the norm ‖·‖α,λ0

of the space Wα,∞
0 (0, T ). Moreover, there exists a constant

C depending on g such that for any λ ≥ 1 and u, v ∈ B0

‖L (u)− L (v)‖α,λ ≤
C

λ1−2α (1 + ∆(u) + ∆ (v)) ‖u− v‖α,λ , (5.73)

where

∆ (u) = sup
r∈[0,T ]

∫ r

0

|ur − us|δ
(r − s)α+1

ds.

A basic ingredient in the proof of this inequality is the estimate

|σ (r, fr)− σ (s, fs)− σ (r, hr) + σ (s, hs)|
≤M0|fr − fs − hr + hs|+ M0|fr − hr|(r − s)β

+ MN |fr − hr|
(
|fr − fs|δ + |hr − hs|δ

)
,
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which is an immediate consequence of the properties of the function σ. The
seminorm ∆ is bounded on L (B0), and, as a consequence, (5.74) implies
that L is a contraction operator in L (B0) with respect to a different norm
‖·‖α,λ2

for a suitable value of λ2 > 1. Finally, the the existence of a solu-
tion follows from a suitable fixed point argument (see Lemma 5.3.2). The
uniqueness is proved again using the main estimate (5.65).

The following lemma has been used in the proof of Theorem 4.1.1 (for
its proof see [254]).

Lemma 5.3.2 Let (X, ρ) be a complete metric space and ρ0, ρ1, ρ2 some
metrics on X equivalent to ρ. If L : X → X satisfies:
i) there exists r0 > 0, x0 ∈ X such that if B0 = {x ∈ X : ρ0 (x0, x) ≤ r0}
then

L (B0) ⊂ B0 ,

ii) there exists ϕ : (X, ρ) → [0,+∞] lower semicontinuous function and
some positive constants C0,K0 such that denoting Nϕ(a) = {x ∈ X :
ϕ(x) ≤ a}

a) L (B0) ⊂ Nϕ(C0) ,
b) ρ1 (L (x) ,L (y)) ≤ K0ρ1 (x, y) , ∀x, y ∈ Nϕ(C0) ∩B0,

iii) there exists a ∈ (0, 1) such that

ρ2 (L (x) ,L (y)) ≤ a ρ2 (x, y) , ∀x, y ∈ L (B0) ,

then there exists x∗ ∈ L (B0) ⊂ X such that

x∗ = L (x∗) .

Estimates of the solution

Suppose that the coefficient σ satisfies the assumptions of the Theorem
4.1.1 and

|σ (t, x)| ≤ K0 (1 + |x|γ) , (5.74)

where 0 ≤ γ ≤ 1. Then, the solution f of Equation (5.72) satisfies

‖f‖α,∞ ≤ C1 exp (C2Λα(g)κ) , (5.75)

where

κ =






1
1−2α if γ = 1

> γ
1−2α if 1−2α

1−α ≤ γ < 1
1

1−α if 0 ≤ γ < 1−2α
1−α

and the constants C1 and C2 depend on T , α, and the constants that
appear in conditions H1, H2 and (5.74).

The proof of (5.75) is based on the following version of Gronwall lemma:
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Lemma 5.3.3 Fix 0 ≤ α < 1, a, b ≥ 0. Let x : [0,∞) → [0,∞) be a
continuous function such that for each t

xt ≤ a + btα
∫ t

0

(t− s)−αs−αxsds. (5.76)

Then

xt ≤ a + a

∞∑

n=1

bn Γ(1− α)n+1tn(1−α)

Γ[(n + 1)(1− α)]
.

≤ adα exp
[
cαtb1/(1−α)

]
, (5.77)

where ca and dα are positive constants depending only on α (as an example,
one can set cα = 2 (Γ(1− α))1/(1−α) and dα = 4e2 Γ(1−α)

1−α ).

This implies that there exists a constants cα, dα > 0 such that

xt ≤ adα exp
[
cαtb1/(1−α)

]
.

5.3.3 Stochastic differential equations with respect to fBm

Let B = {Bt, t ≥ 0} be a d-dimensional fractional Brownian motion of
Hurst parameter H ∈

(
1
2 , 1

)
. This means that the components of B are

independent fBm with the same Hurst parameter H. Consider the equation
on R

m

Xt = X0 +
d∑

j=1

∫ t

0

σj (s,Xs) ◦ dBj
s +

∫ t

0

b(s,Xs)ds, t ∈ [0, T ] , (5.78)

where X0 is an m-dimensional random variable. The integral with respect
to B is a path-wise Riemann-Stieltjes integral, and we know that this in-
tegral exists provided that the process σj (s,Xs) has Hölder continuous
trajectories of order larger that 1−H.

Choose α such that 1 − H < α < 1
2 . By Fernique’s theorem, for any

0 < δ < 2 we have
E
(
exp

(
Λα(B)δ

))
<∞.

As a consequence, if u = {ut, t ∈ [0, T ]} is a stochastic process whose
trajectories belong to the space Wα,1

T (0, T ), almost surely, the path-wise
generalized Stieltjes integral integral

∫ T

0
us ◦ dBs exists and we have the

estimate ∣
∣
∣
∣
∣

∫ T

0

us ◦ dBs

∣
∣
∣
∣
∣
≤ G ‖u‖α,1 .

Moreover, if the trajectories of the process u belong to the space Wα,∞
0 (0, T ),

then the indefinite integral Ut =
∫ t

0
us ◦ dBs is Hölder continuous of order

1− α, and its trajectories also belong to the space Wα,∞
0 (0, T ).
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Consider the stochastic differential equation (5.78) on R
m where the

process B is a d-dimensional fBm with Hurst parameter H ∈
(

1
2 , 1

)
and

X0 is an m-dimensional random variable. Suppose that the coefficients
σi

j , b
i : Ω× [0, T ]×R

m → R are measurable functions satisfying conditions
H1 and H2, where the constants MN and LN may depend on ω ∈ Ω, and
β > 1−H, δ > 1

H − 1. Fix α such that

1−H < α < α0 = min
(

1
2
, β,

δ

δ + 1

)

and α ≤ 1
ρ . Then the stochastic equation (5.65) has a unique continuous

solution such that Xi ∈ Wα,∞
0 (0, T ) for all i = 1, . . . ,m. Moreover the

solution is Hölder continuous of order 1− α.
Assume that X0 is bounded and the constants do not depend on ω.

Suppose that
|σ (t, x)| ≤ K0 (1 + |x|γ) ,

where 0 ≤ γ ≤ 1. Then,

‖X‖α,∞ ≤ C1 exp (C2Λα(B)κ) .

Hence,for all p ≥ 1

E
(
‖X‖pα,∞

)
≤ Cp

1E (exp (pC2Λα(B)κ)) <∞

provided κ < 2, that is,
γ

4
+

1
2
≤ H

and
1−H < α <

1
2
− γ

4
.

• If γ = 1 this means α < 1
4 and H > 3

4 .

• If γ < 2− 1
H we can take any α such that 1−H < α < 1

2 .

Exercises
5.3.1 Show the estimates (5.70) and (5.71).

5.3.2 Show Lemma 5.3.1.

5.4 Vortex filaments based on fBm

The observations of three-dimensional turbulent fluids indicate that the
vorticity field of the fluid is concentrated along thin structures called vortex
filaments. In his book Chorin [67] suggests probabilistic descriptions of
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vortex filaments by trajectories of self-avoiding walks on a lattice. Flandoli
[102] introduced a model of vortex filaments based on a three-dimensional
Brownian motion. A basic problem in these models is the computation of
the kynetic energy of a given configuration.

Denote by u(x) the velocity field of the fluid at point x ∈ R
3, and let

ξ = curlu be the associated vorticity field. The kynetic energy of the field
will be

H =
1
2

∫

R3
|u(x)|2dx =

1
8π

∫

R3

∫

R3

ξ(x) · ξ(y)
|x− y| dxdy. (5.79)

We will assume that the vorticity field is concentrated along a thin tube
centered in a curve γ = {γt, 0 ≤ t ≤ T}. Moreover, we will choose a random
model and consider this curve as the trajectory of a three-dimensional
fractional Brownian motion B = {Bt, 0 ≤ t ≤ T}. This can be formally
expressed as

ξ(x) = Γ
∫

R3

(∫ T

0

δ(x− y −Bs)
·
Bsds

)

ρ(dy), (5.80)

where Γ is a parameter called the circuitation, and ρ is a probability mea-
sure on R

3 with compact support.
Substituting (5.80) into (5.79) we derive the following formal expression

for the kynetic energy:

H =
∫

R3

∫

R3
Hxyρ(dx)ρ(dy), (5.81)

where the so-called interaction energy Hxy is given by the double integral

Hxy =
Γ2

8π

3∑

i=1

∫ T

0

∫ T

0

1
|x + Bt − y −Bs|

◦ dBi
s ◦ dBi

t. (5.82)

We are interested in the following problems: Is H a well defined ran-
dom variable? Does it have moments of all orders and even exponential
moments?

In order to give a rigorous meaning to the double integral (5.82) let us
introduce the regularization of the function |·|−1:

σn = |·|−1 ∗ p1/n, (5.83)

where p1/n is the Gaussian kernel with variance 1
n . Then, the smoothed

interaction energy

H
n
xy =

Γ2

8π

3∑

i=1

∫ T

0

(∫ T

0

σn(x + Bt − y −Bs) ◦ dBi
s

)

◦ dBi
t, (5.84)
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is well defined, where the integrals are path-wise Riemann-Stieltjes inte-
grals. Set

H
n =

∫

R3

∫

R3
H

n
xyρ(dx)ρ(dy). (5.85)

The following result has been proved in [255]:

Theorem 5.4.1 Suppose that the measure ρ satisfies
∫

R3

∫

R3
|x− y|1− 1

H ρ(dx)ρ(dy) <∞. (5.86)

Let H
n
xy be the smoothed interaction energy defined by (5.84). Then H

n

defined in (5.85) converges, for all k ≥ 1, in Lk(Ω) to a random variable
H ≥ 0 that we call the energy associated with the vorticity field (5.80).

If H = 1
2 , fBm B is a classical three-dimensional Brownian motion. In

this case condition (5.86) would be
∫

R3

∫
R3 |x−y|−1ρ(dx)ρ(dy) <∞, which

is the assumption made by Flandoli [102] and Flandoli and Gubinelli [103].
In this last paper, using Fourier approach and Itô’s stochastic calculus, the
authors show that Ee−βH <∞ for sufficiently small negative β.

The proof of Theorem 5.4.1 is based on the stochastic calculus of varia-
tions with respect to fBm and the application of Fourier transform.

Sketch of the proof: The proof will be done in two steps:

Step 1 (Fourier transform) Using

1
|z| =

∫

R3
(2π)3

e−i〈ξ,z〉

|ξ|2 dξ

we get

σn(x) =
∫

R3
|ξ|−2ei〈ξ,x〉−|ξ|2/2n dξ.

Substituting this expression in (5.84), we obtain the following formula for
the smoothed interaction energy

H
n
xy =

Γ2

8π

3∑

j=1

∫ T

0

∫ T

0

(∫

R3
ei〈ξ,x+Bt−y−Bs〉 e−|ξ|2/2n

|ξ|2

)

◦ dBj
s ◦ dBj

t

=
Γ2

8π

∫

R3
|ξ|−2ei〈ξ,x−y〉−|ξ|2/2n ‖Yξ‖2C dξ, (5.87)

where

Yξ =
∫ T

0

ei〈ξ,Bt〉 ◦ dBt

and ‖Yξ‖2C =
∑3

i=1 Y i
ξ Yξ

i
. Integrating with respect to ρ yields
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H
n =

Γ2

8π

∫

R3
‖Yξ‖2C |ξ|

−2 |ρ̂(ξ)|2 e−|ξ|2/2ndξ ≥ 0. (5.88)

From Fourier analysis and condition (5.86) we know that

∫

R3

∫

R3
|x− y|1− 1

H ρ(dx)ρ(dy) = CH

∫

R3
|ρ̂(ξ)|2 |ξ| 1H −4dξ <∞. (5.89)

Then, taking into account (5.89) and (5.88), in order to show the con-
vergence in Lk(Ω) of H

n to a random variable H ≥ 0 it suffices to check
that

E
(
‖Yξ‖2k

C

)
≤ Ck

(
1 ∧ |ξ|k( 1

H −2)
)

. (5.90)

Step 2 (Stochastic calculus) We will present the main arguments for the
proof of the estimate (5.90) for k = 1. Relation (5.37) applied to the process
ut = ei〈ξ,Bt〉 allows us to decompose the path-wise integral Yξ =

∫ T

0
ei〈ξ,Bt〉◦

dBt into the sum of a divergence plus a trace term:

Yξ =
∫ T

0

ei〈ξ,Bt〉dBt + H

∫ T

0

iξei〈ξ,Bt〉t2H−1dt. (5.91)

On the other hand, applying the three dimensional version of Itô’s formula
(5.44) we obtain

ei〈ξ,BT 〉 = 1 +
3∑

j=1

∫ T

0

iξje
i〈ξ,Bt〉δBj

t −H

∫ T

0

t2H−1|ξ|2ei〈ξ,Bt〉dt. (5.92)

Multiplying both members of (5.92) by iξ|ξ|−2 and adding the result to
(5.91) yields

Yξ = pξ

(∫ T

0

ei〈ξ,Bt〉dBt

)

− iξ

|ξ|2
(
ei〈ξ,BT 〉 − 1

)
:= Y

(1)
ξ + Y

(2)
ξ ,

where pξ(v) = v − ξ
|ξ|2 〈ξ, v〉 is the orthogonal projection of v on 〈ξ〉⊥. It

suffices to derive the estimate (5.90) for the term Y
(1)
ξ . Using the duality

relationship (1.42) for each j = 1, 2, 3 we can write

E
(
Y

(1),j
ξ Y

(1),j

ξ

)
= E

(〈

ei〈ξ,B·〉, pj
ξD·

(

pj
ξ

∫ T

0

e−i〈ξ,Bt〉dBt

)〉

H

)

.

(5.93)
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The commutation relation 〈D(δ(u)), h〉H = 〈u, h〉H + δ(〈Du, h〉H) implies

Dk
r

(∫ T

0

e−i〈ξ,Bt〉dBj
t

)

= e−i〈ξ,Bk
r 〉δk,j + (−iξk)

∫ T

0

1[0,t](r)e−i〈ξ,Bt〉dBj
t .

Applying the projection operators yields

pj
ξDr

(

pj
ξ

∫ T

0

e−i〈ξ,Bt〉dBt

)

= e−i〈ξ,Br〉
(

I − ξ∗ξ

|ξ|2
)

j,j

= e−i〈ξ,Br〉

(

1−
(
ξj
)2

|ξ|2

)

.

Notice that the term involving derivatives in the expectation (5.93) van-
ishes. This cancellation is similar to what happens in the computation of
the variance of the divergence of an adapted process, in the case of the
Brownian motion. Hence,

3∑

j=1

E
(
Y

(1),j
ξ Y

(1),j

ξ

)
= 2 E

(〈
e−i〈ξ,B·〉, e−i〈ξ,B·〉

〉

H

)

= 2αH

∫ T

0

∫ T

0

E
(
ei〈ξ,Bs−Br〉

)
|s− r|2H−2 dsdr

= 2αH

∫ T

0

∫ T

0

e−
|s−r|2H

2 |ξ|2 |s− r|2H−2 dsdr,

which behaves as |ξ| 1H −2 as |ξ| tends to infinity. This completes the proof
of the desired estimate for k = 1.

In the general case k ≥ 2 the proof makes use of the local nondeterminism
property of fBm:

Var

(
∑

i

(Bti
−Bsi

)

)

≥ kH

∑

i

(ti − si)
2H .

�

Decomposition of the interaction energy

Assume 1
2 < H < 2

3 . For any x �= y, set

Ĥxy =
3∑

i=1

∫ T

0

(∫ t

0

1
|x + Bt − y −Bs|

◦ dBi
s

)
◦ dBi

t. (5.94)

Then Ĥxy exists as the limit in L2(Ω) of the sequence Ĥn
xy defined using

the approximation σn(x) of |x|−1 introduced in (5.83) and the following
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decomposition holds

Ĥxy =
3∑

i=1

∫ T

0

∫ t

0

1
|x− y + Bt −Br|

dBi
rdBi

t.

−H2

∫ T

0

∫ t

0

δ0(x− y + Bt −Br)(t− r)2(2H−1)drdt.

+H(2H − 1)
∫ T

0

(∫ t

0

1
|x− y + Bt −Br|

(t− r)2H−2dr

)
dt

+H

∫ T

0

(
1

|x− y + BT −Br|
(T − r)2H−2 +

1
|x− y + Br|

r2H−1

)
dr.

Notice that in comparison with Hxy, in the definition of Ĥxy we chose to
deal with the half integral over the domain

{0 ≤ s ≤ t ≤ T} ,

and to simplify the notation we have omitted the constant Γ2

8π . Nevertheless,

it holds that Hxy = Γ2

8π

(
Ĥxy + Ĥyx

)
, and we have proved using Fourier

analysis that Hxy has moments of any order.
The following results have been proved in [255]:

1. All the terms in the above decomposition of Ĥxy exists in L2(Ω) for
x �= y.

2. If |x− y| → 0, then the terms behave as |x − y| 1H −1, so they can be
integrated with respect to ρ(dx)ρ(dy).

3. The bound H < 2
3 is sharp: For H = 2

3 the weighted self-intersection
local time diverges.

Notes and comments

[5.1] The fractional Brownian motion was first introduced by Kolmogorov
[171] and studied by Mandelbrot and Van Ness in [217], where a stochas-
tic integral representation in terms of a standard Brownian motion was
established.

Hurst developed in [141] a statistical analysis of the yearly water run-offs
of Nile river. Suppose that x1, . . . , xn are the values of n successive yearly
water run-offs. Denote by Xn =

∑n
k=1 xk the cumulative values. Then,

Xk − k
nXn is the deviation of the cumulative value Xk corresponding to k

successive years from the empirical means as calculated using data for n
years. Consider the range of the amplitude of this deviation:

Rn = max
1≤k≤n

(
Xk −

k

n
Xn

)
− min

1≤k≤n

(
Xk −

k

n
Xn

)
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and the empirical mean deviation

Sn =

√√
√
√ 1

n

n∑

k=1

(
xk −

Xn

n

)2

.

Based on the records of observations of Nile flows in 622-1469, Hurst dis-
covered that Rn

Sn
behaves as cnH , where H = 0.7. On the other hand, the

partial sums x1 + · · · + xn have approximately the same distribution as
nHx1, where again H is a parameter larger than 1

2 .
These facts lead to the conclusion that one cannot assume that x1, . . . , xn

are values of a sequence of independent and identically distributed random
variables. Some alternative models are required in order to explain the
empirical facts. One possibility is to assume that x1, . . . , xn are values of the
increments of a fractional Brownian motion. Motivated by these empirical
observations, Mandelbrot has given the name of Hurst parameter to the
parameter H of fBm.

The fact that for H > 1
2 fBm is not a semimartingale has been first

proved by [198] (see also Example 4.9.2 in Liptser and Shiryaev [201]).
Rogers in [296] has established this result for any H �= 1

2 .

[5.2] Different approaches have been used in the literature in order to
define stochastic integrals with respect to fBm. Lin [198] and Dai and
Heyde [73] have defined a stochastic integral

∫ T

0
φsdBs as limit in L2 of

Riemann sums in the case H > 1
2 . This integral does not satisfy the prop-

erty E(
∫ T

0
φsdBs) = 0 and it gives rise to change of variable formulae of

Stratonovich type. A new type of integral with zero mean defined by means
of Wick products was introduced by Duncan, Hu and Pasik-Duncan in [86],
assuming H > 1

2 . This integral turns out to coincide with the divergence
operator (see also Hu and Øksendal [140]).

A construction of stochastic integrals with respect to fBm with parame-
ter H ∈ (0, 1) by a regularization technique was developed by Carmona
and Coutin in [58]. The integral is defined as the limit of approximating
integrals with respect to semimartingales obtained by smoothing the singu-
larity of the kernel KH(t, s). The techniques of Malliavin Calculus are used
in order to establish the existence of the integrals. The ideas of Carmona
and Coutin were further developed by Alòs, Mazet and Nualart in the case
0 < H < 1

2 in [8].
The interpretation of the divergence operator as a stochastic integral was

introduced by Decreusefont and Üstünel in [78]. A stochastic calculus for
the divergence process has been developed by Alòs, Mazet and Nualart in
[9], among others.

A basic reference for the stochastic calculus with respect to the fBM is
the recent monograph by Hu [139]. An Itô’s formula for H ∈ (0, 1) in the
framework of white noise analysis has been established by Bender in [22].
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We refer to [124] and [123] for the stochastic calculus with respect to fBM
based on symmetric integrals.

The results on the stochastic calculus with respect to the fBm are based
on the papers [11] (case H > 1

2 ), [7] and [66] (case H < 1
2 ).

[5.3] In [202], Lyons considered deterministic integral equations of the
form

xt = x0 +
∫ t

0

σ(xs)dgs,

0 ≤ t ≤ T , where the g : [0, T ]→ R
d is a continuous functions with bounded

p-variation for some p ∈ [1, 2). This equation has a unique solution in the
space of continuous functions of bounded p-variation if each component
of g has a Hölder continuous derivative of order α > p − 1. Taking into
account that fBm of Hurst parameter H has locally bounded p-variation
paths for p > 1/H, the result proved in [202] can be applied to Equation
(5.78) in the case σ(s, x) = σ(x), and b(s, x) = 0, provided the coefficient
σ has a Hölder continuous derivative of order α > 1

H − 1.
The rough path analysis developed by Lyons in the [203] is a powerful

technique based on the notion of p-variation which permits to handle dif-
ferential equations driven by irregular functions (see also the monograph
[204] by Lyons and Qian). In [70] Coutin and Qian have established the
existence of strong solutions and a Wong-Zakai type approximation limit
for stochastic differential equations driven by a fractional Brownian motion
with parameter H > 1

4 using the approach of rough path analysis.
In [299] Ruzmaikina establishes an existence and uniqueness theorem

for ordinary differential equations driven by a Hölder continuous function
using Hölder norms.

The generalized Stieltjes integral defined in (5.64), based on the frac-
tional integration by parts formula, was introduced by Zähle in [355]. In
this paper, the author develops an approach to stochastic calculus based
on the fractional calculus. As an application, in [356] the existence and
uniqueness of solutions is proved for differential equations driven by a frac-
tional Brownian motion with parameter H > 1

2 , in a small random interval,
provided the diffusion coefficient is a contraction in the space W β

2,∞, where
1
2 < β < H. Here W β

2,∞ denotes the Besov-type space of bounded measur-
able functions f : [0, T ]→ R such that

∫ T

0

∫ T

0

(f(t)− f(s))2

|t− s|2β+1
dsdt <∞.

In [254] Nualart and Rascanu have established the existence and uniqueness
of solution for Equation (5.78) using an a priori estimate based on the
fractional integration by parts formula, following the approach of Zähle.

[5.4] The results of this section have been proved by Nualart, Rovira
and Tindel in [255].



6
Malliavin Calculus in finance

In this chapter we review some applications of Malliavin Calculus to mathe-
matical finance. First we discuss a probabilistic method for numerical com-
putations of price sensitivities (Greeks) based on the integration by parts
formula. Then, we discuss the use of Clark-Ocone formula to find hedging
portfolios in the Black-Scholes model. Finally, the last section deals with
the computation of additional expected utility for insider traders.

6.1 Black-Scholes model

Consider a market consisting of one stock (risky asset) and one bond (risk-
less asset). The price process of the risky asset is assumed to be of the form
St = S0e

Ht , t ∈ [0, T ], with

Ht =
∫ t

0

(µs −
σ2

s

2
)ds +

∫ t

0

σsdWs, (6.1)

where W = {Wt, t ∈ [0, T ]} is a Brownian motion defined in a complete
probability space (Ω,F , P ). We will denote by {Ft, t ∈ [0, T ]} the filtration
generated by the Brownian motion and completed by the P -null sets. The
mean rate of return µt and the volatility process σt are supposed to be
measurable and adapted processes satisfying the following integrability
conditions
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∫ T

0

|µt|dt <∞,

∫ T

0

σ2
t dt <∞

almost surely.
By Itô’s formula we obtain that St satisfies a linear stochastic differential

equation:
dSt = µtStdt + σtStdWt. (6.2)

The price of the bond Bt, t ∈ [0, T ], evolves according to the differential
equation

dBt = rtBtdt, B0 = 1,

where the interest rate process is a nonnegative measurable and adapted
process satisfying the integrability condition

∫ T

0

rtdt <∞,

almost surely. That is,

Bt = exp
(∫ t

0

rsds

)
.

Imagine an investor who starts with some initial endowment x ≥ 0 and
invests in the assets described above. Let αt be the number of non-risky
assets and βt the number of stocks owned by the investor at time t. The
couple φt = (αt, βt), t ∈ [0, T ], is called a portfolio or trading strategy, and
we assume that αt and βt are measurable and adapted processes such that

∫ T

0

|βtµt|dt <∞,

∫ T

0

β2
t σ

2
t dt <∞,

∫ T

0

|αt|rtdt <∞ (6.3)

almost surely. Then x = α0 + β0S0, and the investor’s wealth at time t
(also called the value of the portfolio) is

Vt(φ) = αtBt + βtSt.

The gain Gt(φ) made by the investor via the portfolio φ up to time t is
given by

Gt(φ) =
∫ t

0

αsdBs +
∫ t

0

βsdSs.

Notice that both integrals are well defined thanks to condition (6.3).
We say that the portfolio φ is self-financing if there is no fresh investment

and there is no consumption. This means that the value equals to the intial
investment plus the gain:

Vt(φ) = x +
∫ t

0

αsdBs +
∫ t

0

βsdSs. (6.4)

From now on we will consider only self-financing portfolios.
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We introduce the discounted prices defined by

S̃t = B−1
t St = S0 exp

( ∫ t

0

(
µs − rs −

σ2
s

2

)
ds +

∫ t

0

σsdWs

)
.

Then, the discounted value of a portfolio will be

Ṽt(φ) = B−1
t Vt(φ) = αt + βtS̃t. (6.5)

Notice that

dṼt(φ) = −rtB
−1
t Vt(φ)dt + B−1

t dVt(φ)

= −rtβtS̃tdt + B−1
t βtdSt

= βtdS̃t,

that is

Ṽt(φ) = x +
∫ t

0

βsdS̃s

= x +
∫ t

0

(µs − rs)βsS̃sds +
∫ t

0

σsβsS̃sdWs. (6.6)

Equations (6.5) and (6.6) imply that the composition αt on non-risky
assets in a self-financing portfolio is determined by the initial value x and
βt:

αt = Ṽt(φ)− βtS̃t

= x +
∫ t

0

βsdS̃s − βtS̃t.

On the other hand, (6.6) implies that if µt = rt for t ∈ [0, T ], then the
value process Vt(φ) of any self-financing portfolio is a local martingale.

6.1.1 Arbitrage opportunities and martingale measures

Definition 6.1.1 An arbitrage is a self-financing strategy φ such that
V0(φ) = 0, VT (φ) ≥ 0 and P (VT (φ) > 0) > 0.

In general, we are interested in having models for the stock price process
without opportunities of arbitrage. In the case of discrete time models,
the absence of opportunities of arbitrage is equivalent to the existence of
martingale measures:

Definition 6.1.2 A probability measure Q on the σ-field FT , which is
equivalent to P , is called a martingale measure (or a non-risky probability
measure) if the discounted price process {S̃t, 0 ≤ t ≤ T} is a martingale
in the probability space (Ω,FT , Q).
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In continuous time, the relation between the absence of opportunities of
arbitrage and existence of martingale measures is more complex. Let us
assume the following additional conditions:

σt > 0

for all t ∈ [0, T ] and ∫ T

0

θ2
sds <∞

almost surely, where θt = µt−rt

σt
. Then, we can define the process

Zt = exp
(
−
∫ t

0

θsdWs −
1
2

∫ t

0

θ2
sds

)
,

which is a positive local martingale.
If E(ZT ) = 1, then, by Girsanov theorem (see Proposition 4.1.2), the

process Z is a martingale and the measure Q defined by dQ
dP = ZT is a

probability measure, equivalent to P , such that under Q the process

W̃t = Wt +
∫ t

0

θsds

is a Brownian motion. Notice that in terms of the process W̃t the price
process can be expressed as

St = S0 exp
(∫ t

0

(rs −
σ2

s

2
)ds +

∫ t

0

σsdW̃s

)
,

and the discounted prices form a local martingale:

S̃t = B−1
t St = S0 exp

(∫ t

0

σsdW̃s −
1
2

∫ t

0

σ2
sds

)
.

Moreover, the discounted value process of any self-financing stragety is also
a local martingale, because from (6.6) we obtain

Ṽt(φ) = x +
∫ t

0

βsdS̃s = x +
∫ t

0

σsβsS̃sdW̃s. (6.7)

Condition (6.7) implies that there are no arbitrage opportunities verify-

ing EQ

(
∫ T

0

(
σsβsS̃s

)2

ds

)
< ∞. In fact, this condition implies that the

discounted value process Ṽt(φ) is a martingale under Q. Then, using the
martingale property we obtain

EQ

(
ṼT (φ)

)
= V0(φ) = 0,
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so VT (φ) = 0, Q-almost surely, which contradicts the fact that P ( VT (φ) >
0) > 0.

A portfolio φ is said to be admissible for the intial endowment x ≥ 0 if
its value process satisfies Vt(φ) ≥ 0, t ∈ [0, T ], almost surely. Then, there
are no arbitrage opportunities in the class of admissible portfolios. In fact,
such an arbitrage will have a discounted value process Ṽt(φ) which is a
nonnegative local martingale. Thus, it is a supermartingale, and, hence,

EQ

(
ṼT (φ)

)
≤ V0(φ) = 0,

so VT (φ) = 0, Q-almost surely, which contradicts the fact that P ( VT (φ) >
0) > 0.

Note that, if we assume that the process σt is uniformly bounded, then
the discounted price process {S̃t, 0 ≤ t ≤ T} is a martingale under Q, and
Q is a martingale measure in the sense of Definition 6.1.2.

6.1.2 Completeness and hedging

A derivative is a contract on the risky asset that produces a payoff H at
maturity time T . The payoff is, in general, an FT -measurable nonnegative
random variable H.

Example 6.1.1 European Call-Option with maturity T and exercise price
K > 0: The buyer of this contract has the option to buy, at time T , one
share of the stock at the specified price K. If ST ≤ K the contract is
worthless to him and he does not exercise his option. If ST > K, the seller
is forced to sell one share of the stock at the price K, and thus the buyer
can make a profit ST −K by selling then the share at its market price. As
a consequence, this contract effectively obligates the seller to a payment of
H = (ST −K)+ at time T .

Example 6.1.2 European Put-Option with maturity T and exercise price
K > 0: The buyer of this contract has the option to sell, at time T , one
share of the stock at the specified price K. If ST ≥ K the contract is
worthless to him and he does not exercise his option. If ST < K, the seller
is forced to buy one share of the stock at the price K, and thus the buyer
can make a profit ST −K by buying first the share at its market price. As
a consequence, this contract effectively obligates the seller to a payment of
H = (K − ST )+ at time T .

Example 6.1.3 Barrier Option: H = (ST −K)+1{Ta≤T}, for some a >
K > 0, a > S0, where Ta = inf{t ≥ 0 : St ≥ a}. This contract is similar to
the European call-option with exercise price K and maturity T , except that
now the stock price has to reach a certain barrier level a > max(K,S0) for
the option to become activated.
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Example 6.1.4 Assian Option: H =
(

1
T

∫ T

0
Stdt−K

)+

. This contract is
similar to the European call-option with exercise price K and maturity T ,
except that now the average stock price is used in place of the terminal stock
price.

We shall say that a nonnegative FT -measurable payoff H can be repli-
cated if there exists a self-financing portfolio φ such that VT (φ) = H. The
following proposition asserts that any derivative satisfying E(B−2

T Z2
T H2) <

∞ is replicable, that is, the Black and Scholes model is complete. Its proof is
a consequence of the integral representation theorem (see Theorem 1.1.3).

Proposition 6.1.1 Let H be a nonnegative FT -measurable random vari-
able such that E(B−2

T Z2
T H2) <∞. Then, there exists a self-financing port-

folio φ such that VT (φ) = H.

Proof: By the integral representation theorem (Theorem 1.1.3) there
exists an adapted and measurable process u = {ut, t ∈ [0, T ]} such that
E
(∫ T

0
u2

sds
)

<∞ and

B−1
T ZT H = E

(
B−1

T ZT H
)

+
∫ T

0

usdWs.

Set

Mt = E
(
B−1

T ZT H|Ft

)
= E

(
B−1

T ZT H
)

+
∫ t

0

usdWs. (6.8)

Notice that BT Z−1
T MT = H. We claim that there exists a self-financing

portfolio φ such that Ṽt(φ) = H. Define the self-financing portfolio φt =
(αt, βt) by

βt =
Z−1

t (ut + Mtθt)

σtS̃t

,

αt = MtZ
−1
t − βtS̃t.

The discounted value of this portfolio is

Ṽt(φ) = αt + βtS̃t = Z−1
t Mt, (6.9)

so, its final value will be

VT (φ) = BT ṼT (φ) = BT Z−1
T MT = H.

Let us show that this portfolio is self-financing. By Itô’s formula we have

d(Z−1
t ) = Z−1

t (θtdWt + θ2
t dt)
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and

d(Z−1
t Mt) = Z−1

t dMt + Mtd(Z−1
t ) + dMtd(Z−1

t )
= Z−1

t utdWt + MtZ
−1
t (θtdWt + θ2

t dt) + Z−1
t utθtdt

= Z−1
t (ut + Mtθt) dW̃t

= σtS̃tβtdW̃t.

Hence,

dVt(φ) = d(BtZ
−1
t Mt) = BtσtS̃tβtdW̃t + BtZ

−1
t Mtrtdt

= BtσtS̃tβtdWt + BtσtS̃tβtθtdt + Bt(αt + βtS̃t)rtdt

= StσtβtdWt + Stβt (µt − rt) dt + βtStrtdt + Btαtrtdt

= StσtβtdWt + βtStµtdt + Btαtrtdt

= αtdBt + βtdSt.

�
The price of a derivative with payoff H at time t ≤ T is given by the

value at time t of a portfolio which replicates H. Under the assumptions
of Proposition 6.1.1, from (6.8) and (6.9) we deduce

Vt(φ) = BtZ
−1
t E

(
B−1

T ZT H|Ft

)
= Z−1

t E(ZT e−
∫ T

t
rsdsH|Ft).

Assume now E(ZT ) = 1 and let Q be given by dQ
dP = ZT . Then, using

Exercise 4.2.11 we can write

Vt(φ) = EQ(e−
∫ T

t
rsdsH|Ft).

In particular,
V0(φ) = EQ(e−

∫ T
0 rsdsH). (6.10)

6.1.3 Black-Scholes formula

Suppose that the parameters σt = σ, µt = µ and rt = r are constant. In
that case we obtain that the dynamics of the stock price is described by a
geometric Brownian motion:

St = S0 exp
((

µ− σ2

2

)
t + σWt

)
.

Moreover, θt = θ = µ−r
σ , and

Zt = exp
(
−θWt −

θ2

2
t

)
.
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So, E(ZT ) = 1, and W̃t = Wt + θt is a Brownian motion under Q, with
dQ
dP = ZT , on the time interval [0, T ].

This model is complete in the sense that any payoff H ≥ 0 satisfying
EQ(H2) < ∞ is replicable. In this case, we simply apply the integral rep-
resentation theorem to the random variable e−rT H ∈ L2(Ω,FT , Q) with
respect to the Wiener process W̃ . In this way we obtain

e−rT H = EQ

(
e−rT H

)
+
∫ T

0

usdW̃s,

and the self-financing replicating portfolio is given by

βt =
ut

σS̃t

,

αt = Mt − βtS̃t,

where

Mt = EQ

(
e−rT H|Ft

)
= EQ

(
e−rT H

)
+
∫ t

0

usdW̃s.

Consider the particular case of an European option, that is, H = Φ(ST ),
where Φ is a measurable function with linear growth. The value of this
derivative at time t will be

Vt(φ) = EQ

(
e−r(T−t)Φ(ST )|Ft

)

= e−r(T−t)EQ

(
Φ(Ste

r(T−t)eσ(W̃T −W̃t)−σ2/2(T−t))|Ft

)
.

Hence,
Vt = F (t, St), (6.11)

where

F (t, x) = e−r(T−t)EQ

(
Φ(xer(T−t)eσ(W̃T −W̃t)−σ2/2(T−t))

)
. (6.12)

Under general hypotheses on Φ (for instance, if Φ has linear growth, is
continuous and piece-wise differentiable) which include the cases

Φ(x) = (x−K)+,

Φ(x) = (K − x)+,

the function F (t, x) is of class C1,2. Then, applying Itô’s formula to (6.11)
we obtain

Vt(φ) = V0(φ) +
∫ t

0

σ
∂F

∂x
(u, Su)SudW̃u +

∫ t

0

r
∂F

∂x
(u, Su)Sudu

+
∫ t

0

∂F

∂u
(u, Su)du +

1
2

∫ t

0

∂2F

∂x2
(u, Su) σ2S2

udu.
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On the other hand, we know that Vt(φ) has the representation

Vt(φ) = V0(φ) +
∫ t

0

σβuSudW̃u +
∫ t

0

rVudu.

Comparing these expressions, and taking into account the uniqueness of
the representation of an Itô process, we deduce the equations

βt =
∂F

∂x
(t, St),

rF (t, St) =
∂F

∂t
(t, St) +

1
2
σ2S2

t

∂2F

∂x2
(t, St)

+rSt
∂F

∂x
(t, St).

The support of the probability distribution of the random variable St is
[0,∞). Therefore, the above equalities lead to the following partial differ-
ential equation for the function F (t, x), where 0 ≤ t ≤ T, x ≥ 0

∂F

∂t
(t, x) + rx

∂F

∂x
(t, x) +

1
2

∂2F

∂x2
(t, x) σ2 x2 = rF (t, x),

F (T, x) = Φ(x).

The replicating portfolio is given by

βt =
∂F

∂x
(t, St), (6.13)

αt = e−rt (F (t, St)− βtSt) . (6.14)

Formula (6.12) can be written as

F (t, x) = e−r(T−t)EQ

(
Φ(xer(T−t)eσ(W̃T −W̃t)−σ2/2(T−t))

)

= e−rτ 1√
2π

∫ ∞

−∞
Φ(xerτ−σ2

2 τ+σ
√

τy)e−y2/2dy,

where τ = T − t is the time to maturity.
In the particular case of an European call-option with exercise price K

and maturity T , Φ(x) = (x−K)+ , and we get

F (t, x) =
1√
2π

∫ ∞

−∞
e−y2/2

(
xe−

σ2
2 τ+σ

√
τy −Ke−rθ

)+

dy

= xΦ(d+)−Ke−r(T−t)Φ(d−), (6.15)

where

d− =
log x

K +
(
r − σ2

2

)
τ

σ
√

τ
,

d+ =
log x

K +
(
r + σ2

2

)
τ

σ
√

τ
.
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Exercises
6.1.1 Consider the Black-Scholes model with constant volatility, mean rate
of return and interest rate. Compute the price at time t0, 0 ≤ t0 < T of a
derivative whose payoff is:

(i) H = 1
T

∫ T

0
Stdt.

(ii) H = S
4/3
T .

6.1.2 Using
(ST −K)+ − (ST −K)− = ST −K (6.16)

deduce a relation between the price of an European call-option and that
of an European put-option. In particular, in the case of the Black-Scholes
model with constant volatility, mean rate of return and interest rate, obtain
a formula for the price of an European put-option from (6.15).

6.1.3 From (6.15) show that

∂F

∂x
= Φ(d+)

∂2F

∂x2
=

1
xσ
√

T
Φ′(d+)

∂F

∂σ
= x

√
TΦ′(d+).

Deduce that F is a nondecreasing and convex function of x.

6.2 Integration by parts formulas and computation
of Greeks

In this section we will present a general integration by parts formula and
we will apply it to the computation of Greeks. We will assume that the
price process follows a Black-Scholes model with constant coefficients σ, µ,
and r.

Let W = {W (h), h ∈ H} denote an isonormal Gaussian process associ-
ated with the Hilbert space H. We assume that W is defined on a complete
probability space (Ω,F , P ), and that F is generated by W .

Proposition 6.2.1 Let F , G be two random variables such that F ∈ D
1,2.

Consider an H-valued random variable u such that DuF = 〈DF, u〉H �= 0
a.s. and Gu(DuF )−1 ∈ Domδ. Then, for any continuously differentiable
function function f with bounded derivative we have

E(f ′(F )G) = E(f(F )H(F,G)),

where H(F,G) = δ(Gu(DuF )−1).
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Proof: By the chain rule (see Proposition 1.2.3) we have

Du(f(F )) = f ′(F )DuF.

Hence, by the duality relationship (1.42) we get

E(f ′(F )G) = E
(
Du(f(F ))(DuF )−1G

)

= E
(〈

D(f(F )), u(DuF )−1G
〉

H

)

= E(f(F )δ(Gu(DuF )−1)).

This completes the proof. �
Remarks:

1. If the law of F is absolutely continuous, we can assume that the function
f is Lipschitz.

2. Suppose that u is deterministic. Then, for Gu(DuF )−1 ∈ Domδ it suffices
that G(DuF )−1 ∈ D

1,2. Sufficient conditions for this are given in Exercise
6.2.1.

3. Suppose we take u = DF . In this case

H(F,G) = δ

(
GDF

‖DF‖2H

)

,

and Proposition 6.2.1 yields

E(f ′(F )G) = E

(

f(F )δ

(
GDF

‖DF‖2H

))

. (6.17)

A Greek is a derivative of a financial quantity, usually an option price,
with respect to any of the parameters of the model. This derivative is useful
to measure the stability of this quantity under variations of the parameter.
Consider an option with payoff H such that EQ(H2) <∞. From (6.10) its
price at time t = 0 is given by

V0 = EQ(e−rT H).

We are interested in computing the derivative of this expectation with
respect to a parameter α, α being one of the parameters of the problem,
that is, S0, σ, or r. Suppose that we can write H = f(Fα). Then

∂V0

∂α
= e−rT EQ

(
f ′(Fα)

dFα

dα

)
. (6.18)

Using Proposition 6.2.1 we obtain

∂V0

∂α
= e−rT EQ

(
f(Fα)H

(
Fα,

dFα

dα

))
. (6.19)

In some cases the function f is not smooth and formula (6.19) provides
better result in combination with Montecarlo simultation that (6.18). We
are going to discuss several examples of this type.
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6.2.1 Computation of Greeks for European options

The most important Greek is the Delta, denoted by ∆, which by definition
is the derivative of V0 with respect to the initial price of the stock S0.

Suppose that the payoff H only depends on the price of the stock at the
maturity time T . That is, H = Φ(ST ). We call these derivative European
options. From (6.13) it follows that ∆ coincides with the composition in
ristky assets of the replicating portfolio.

If Φ is a Lipschitz function we can write

∆ =
∂V0

∂S0
= EQ(e−rT Φ′(ST )

∂ST

∂S0
) =

e−rT

S0
EQ(Φ′(ST )ST ).

Now we will apply Proposition 6.2.1 with u = 1, F = ST and G = ST . We
have

DuST =
∫ T

0

DtST dt = σT ST .

Hence, all the conditions appearing in Remark 2 above are satisfies in this
case and we we have

δ



ST

(∫ T

0

DtST dt

)−1


 = δ

(
1

σT

)
=

WT

σT
.

As a consequence,

∆ =
e−rT

S0σT
EQ(Φ(ST )WT ). (6.20)

The Gamma, denoted by Γ, is the second derivative of the option price
with respect to S0. As before we obtain

Γ =
∂2V0

∂S2
0

= EQ

(

e−rT Φ′′(ST )
(

∂ST

∂S0

)2
)

=
e−rT

S2
0

EQ(Φ′′(ST )S2
T ).

Assuming that Φ′ is Lipschitz we obtain, taking G = S2
T , F = ST and

u = 1 and applying Proposition 6.2.1

δ



S2
T

(∫ T

0

DtST dt

)−1


 = δ

(
ST

σT

)
= ST

(
WT

σT
− 1

)

and, as a consequence,

EQ(Φ′′(ST )S2
T ) = EQ

(
Φ′(ST )ST

(
WT

σT
− 1

))
.
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Finally, applying again Proposition 6.2.1 with G = ST

(
WT

σT − 1
)
, F = ST

and u = 1 yields

δ



ST

(
WT

σT
− 1

)(∫ T

0

DtST dt

)−1


 = δ

(
WT

σ2T 2
− 1

σT

)

=
(

W 2
T

σ2T 2
− 1

σ2T
− WT

σT

)

and, as a consequence,

EQ

(
Φ′(ST )ST

(
WT

σT
− 1

))
= EQ

(
Φ(ST )

(
W 2

T

σ2T 2
− 1

σ2T
− WT

σT

))
.

Therefore, we obtain

Γ =
e−rT

S2
0σT

EQ

(
Φ(ST )

(
W 2

T

σT
− 1

σ
−WT

))
. (6.21)

The derivative with respect to the volatility is called Vega, and denoted
by ϑ:

ϑ =
∂V0

∂σ
= EQ(e−rT Φ′(ST )

∂ST

∂σ
) = e−rT EQ(Φ′(ST )ST (WT − σT )).

Applying Proposition 6.2.1 with G = ST WT , F = ST and u = 1 yields

δ



ST (WT − σT )

(∫ T

0

DtST dt

)−1


 = δ

(
WT

σT
− 1

)

=
(

W 2
T

σT
− 1

σ
−WT

)
.

As a consequence,

ϑ = e−rT EQ

(
Φ(ST )

(
W 2

T

σT
− 1

σ
−WT

))
. (6.22)

By means of an approximation procedure these formulas still hold al-
though the function Φ and its derivative are not Lipschitz. We just need
Φ to be piecewise continuous with jump discontinuities and with linear
growth. In particular, we can apply these formulas to the case of and Eu-
ropean call-option (Φ(x) = (x −K)+), and European put-option (Φ(x) =
(K − x)+), or a digital option (Φ(x) = 1{x>K}).

We can compute the values of the previous derivatives with a Monte
Carlo numerical procedure. We refer to [110] and [169] for a discussion of
the numerical simulations.
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6.2.2 Computation of Greeks for exotic options

Consider options whose payoff is a function of the average of the stock price
1
T

∫ T

0
Stdt, that is

H = Φ

(
1
T

∫ T

0

Stdt

)

.

For instance, an Asiatic call-option with exercise price K, is a derivative

of this type, where H =
(

1
T

∫ T

0
Stdt−K

)+

. In this case there is no closed

formula for the density of the random variable 1
T

∫ T

0
Stdt. From (6.10) the

price of this option at time t = 0 is given by

V0 = e−rT EQ

(

Φ

(
1
T

∫ T

0

Stdt

))

.

Let us compute the Delta for this type of options. Set ST = 1
T

∫ T

0
Stdt.

We have

∆ =
∂V0

∂S0
= EQ(e−rT Φ′(ST )

∂ST

∂S0
) =

e−rT

S0
EQ(Φ′(ST )ST ).

We are going to apply Proposition 6.2.1 with G = ST , F = ST and ut = St.
Let us compute

DtF =
1
T

∫ T

0

DtSrdr =
σ

T

∫ T

t

Srdr,

and

δ

(
GS·

∫ T

0
StDtFdt

)

=
2
σ

δ

(
S·

∫ T

0
Stdt

)

=
2
σ






∫ T

0
StdWt

∫ T

0
Stdt

+

∫ T

0
St

(∫ T

t
σSrdr

)
dt

(∫ T

0
Stdt

)2






=
2
σ

∫ T

0
StdWt

∫ T

0
Stdt

+ 1.

Notice that ∫ T

0

StdWt =
1
σ

(

ST − S0 − r

∫ T

0

Stdt

)

.

Thus,

δ

(
GS·

∫ T

0
StDtFdt

)

=
2 (ST − S0)

σ2
∫ T

0
Stdt

+ 1− 2r

σ2
=

2
σ2

(
ST − S0
∫ T

0
Stdt

−m

)

,



6.2 Integration by parts formulas and computation of Greeks 335

where m = r− σ2

2 . Finally, we obtain the following expression for the Delta:

∆ =
2e−rT

S0σ2
EQ

(
Φ
(
ST

)
(

ST − S0

TST

−m

))
.

For other type of path dependent options it is not convenient to take
u = 1 in the integration by parts formula. Consider the general case of an
option depending on the prices at a finite number of times, that is,

H = Φ(St1 , . . . , Stm
),

where Φ : R
m → R is a continuously differentiable function with bounded

partial derivatives and 0 < t1 < t2 < · · · < tm = T . We introduce the set
Γm defined by

Γm =
{

a ∈ L2([0, T ]) :
∫ tj

0

atdt = 1 ∀j = 1, . . . ,m

}
.

Then we have

∆ = EQ

(

H

∫ T

0

atdWt

)

.

In fact, we have

DaH =
m∑

j=1

∂jΦ(St1 , . . . , Stm
)DaStj

= σ
m∑

j=1

∂jΦ(St1 , . . . , Stm
)Stj

.

As a consequence,

∂H

∂S0
=

1
S0

m∑

j=1

∂jΦ(St1 , . . . , Stm
)Stj

=
DaH

σS0

and we obtain

∆ = e−rT EQ

(
∂H

∂S0

)
=

e−rT

σS0
EQ (DaH) =

e−rT

σS0
EQ

(

H

∫ T

0

atdWt

)

.

We can take for instance a = 1
t1

1[0,t1] and we get

∆ =
e−rT

σS0
EQ

(
H

Wt1

t1

)
. (6.23)

Formula (6.23) is not very useful for simulation due to the inestability of
Wt1
t1

if t1 is small. For this reason, specific alternative methods should be
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used to handle every case. For example, in [169] the authors consider an
up in and down call option with payoff

H = 1{infi=1,...,m Sti
≤D}1{supi=1,...,m Sti

≥U}1{ST <K},

and apply an integration by parts formula using a dominating process de-
fined as

Yt =
√√
√
√m

∑

1≤i≤m
ti≤t

(Sti
− Sti−1)2.

It is proved in [169] that if Ψ : [0,∞)→ [0, 1] is a function in C∞
b such that

Ψ(x) = 1 if x ≤ a/2 and Ψ(x) = 0 if x > a, where U > S0+ a
2 > S0− a

2 > D,
then,

∆ =
S0e

−rT

σ
EQ

(

H δ

(
Ψ(Y·)

∫ T

0
Ψ(Yt)dt

))

.

Exercises

6.2.1 Suppose that G ∈ D
1,4, F ∈ D

2,2 and u is an H-valued random
variable such that: E(G6) <∞, E((DuF )−12) <∞, and E(‖DDuF‖6H) <
∞. Show that G(DuF )−1 ∈ D

1,2.

6.2.2 Using formulas (6.20), (6.21), and (6.22) compute the values of ∆, Γ
and ϑ for an European call option with exercise price K and compare the
results with those obtained in Exercise 6.1.3.

6.2.3 Compute ∆, Γ and ϑ for a digital option using formulas (6.20), (6.21),
and (6.22).

6.3 Application of the Clark-Ocone formula
in hedging

In this section we discuss the application of Clark-Ocone formula to find
explicit formulas for a replicating portfolio in the Black-Scholes model.

6.3.1 A generalized Clark-Ocone formula

Suppose that

W̃t = Wt +
∫ t

0

θsds,

where θ = {θt, t ∈ [0, T ]} is an adapted and measurable process such that∫ T

0
θ2

t dt < ∞ almost surely. Suppose that E(ZT ) = 1, where the process
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Zt is given by

Zt = exp
(
−
∫ t

0

θsdWs −
1
2

∫ t

0

θ2
sds

)
.

Then, by Girsanov Theorem (see Proposition 4.1.2), the process W̃ =
{W̃t, t ∈ [0, T ]} is a Brownian motion under the probability Q on FT given
by dQ

dP = ZT .
The Clark-Ocone formula established in Proposition 1.3.14 can be gen-

eralized in oder to represent an FT -measurable random variable F as a
stochastic integral with respect to the process W̃ . Notice that, in general,
we have FW̃

T ⊂ FT (where {FW̃
t , 0 ≤ t ≤ T} denotes the family of σ-

fields generated by W̃ ) and usually FW̃
T �= FT . Thus, an FT -measurable

random variable F may not be FW̃
T -measurable and we cannot obtain a

representation of F as an integral with respect to W̃ simply by applying
the Clark-Ocone formula to the Brownian motion W̃ on the probaiblity
space (Ω,FW̃

T , Q).
In order to establish a generalized Clark-Ocone formula we need the

following technical lemma. Its proof is left as an exercise (Exercise 6.3.1).

Lemma 6.3.1 Let F be an FT -measurable random variable such that F ∈
D

1,2 and let θ ∈ L
1,2. Assume

(i) E(Z2
T F 2) + E(Z2

T

∫ T

0
(DtF )2dt) <∞,

(ii) E

(
Z2

T F 2
∫ T

0

(
θt +

∫ T

t
DtθsdWs +

∫ T

t
θsDtθsds

)2

dt

)
<∞.

Then ZT F ∈ D
1,2 and

Dt(ZT F ) = ZT DtF − ZT F

(

θt +
∫ T

t

DtθsdWs +
∫ T

t

θsDtθsds

)

.

Theorem 6.3.1 Let F be an FT -measurable random variable such that
F ∈ D

1,2 and let θ ∈ L
1,2. Suppose that conditions (i) and (ii) of Lemma

6.3.1 hold. Then

F = EQ(F ) +
∫ T

0

EQ

(

DtF − F

∫ T

t

DtθsdW̃s|Ft

)

dW̃t.

Proof: Put Yt = EQ(F |Ft). Using Exercise 4.2.11 we can write

Yt = Z−1
t E(ZT F |Ft),

where

Z−1
t = exp

(∫ t

0

θsdWs +
1
2

∫ t

0

θ2
sds

)
.
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Then, by Clark-Ocone formula, we have

E(ZT F |Ft) = E(ZT F ) +
∫ t

0

E(Ds(ZT F )|Fs)dWs.

Hence,

Yt = Z−1
t EQ(F ) + Z−1

t

∫ t

0

E(Ds(ZT F )|Fs)dWs. (6.24)

From Lemma 6.3.1 we obtain

E(Dt(ZT F )|Ft) = E

(

ZT

(

DtF − F

(

θt +
∫ T

t

DtθsdW̃s

))

|Ft

)

= ZtEQ

(

DtF − F

(

θt +
∫ T

t

DtθsdW̃s

)

|Ft

)

= ZtΨt − ZtYtθt, (6.25)

where

Ψt = EQ(DtF − F

∫ T

t

DtθsdW̃s|Ft).

Substituting (6.25) into (6.24) yields

Yt = Z−1
t EQ(F ) + Z−1

t

∫ t

0

ZsΨsdWs − Z−1
t

∫ t

0

ZsYsθsdWs.

Applying Itô’s formula and using

d(Z−1
t ) = Z−1

t (θtdWt + θ2
t dt)

we get

dYt = Yt(θtdWt + θ2
t dt) + ΨtdWt − YtθtdWt + θtΨtdt− Ytθ

2
t dt

= ΨtdW̃t.

This completes the proof. �

6.3.2 Application to finance

Let H be the payoff of a derivative in the Black-Scholes model (6.2). Sup-
pose that E(B−2

T Z2
T H2) <∞. We have seen that H is replicable, as a conse-

quence of the integral representation theorem. Furthermore, if φt = (αt, βt)
is a replicating portfolio, we have seen that

Ṽt(φ) = EQ(B−1
T H) +

∫ t

0

σsS̃sβsdW̃s.
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Suppose now that B−1
T H ∈ D

1,2, θ ∈ L
1,2 and the conditions (i) and (ii) of

Lemma 6.3.1 are satisfied by F = B−1
T H and θ. Then, we conclude that

σtS̃tβt = EQ

(

Dt

(
B−1

T H
)
−B−1

T H

∫ T

t

DtθsdW̃s|Ft

)

.

Hence,

βt =
Bt

σtS̃t

EQ

(

Dt

(
B−1

T H
)
−B−1

T H

∫ T

t

DtθsdW̃s|Ft

)

.

If the interest rate rt = r is constant this formula reduces to

βt =
e−r(T−t)

σtSt
EQ

(

DtH −H

∫ T

t

DtθsdW̃s|Ft

)

.

In the particular case µt = µ, σt = σ, we obtain Dtθs = 0, and

βt =
e−r(T−t)

σSt
EQ (DtH|Ft) .

In that case, the only hypothesis required is H ∈ D
1,2,W̃ . In fact, it suffices

to apply the ordinary Clark-Ocone formula for the Brownian motion W̃

and use that βt = ertut

σSt
, where

e−rT H = EQ

(
e−rT H

)
+
∫ T

0

utdW̃t.

Consider the particular case of an European option with payoff H =
Φ(ST ). Then

βt =
e−r(T−t)

σSt
EQ (Φ′(ST )σST |Ft)

= e−r(T−t)EQ

(
Φ′(

ST

St
St)

ST

St
|Ft

)

= e−r(T−t)EQ (Φ′(xST−t)ST−t) |x=St
.

In this way we recover the fact that βt coincides with ∂F
∂x (t, St), where

F (t, x) is the price function.
Consider now an option whose payoff is a function of the average of the

stock price ST = 1
T

∫ T

0
Stdt, that is H = Φ

(
ST

)
. In this case we obtain

βt =
eT−t

St
EQ

(

Φ′(ST )
1
T

∫ T

t

Srdr|Ft

)

.
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We can write

ST =
t

T
St +

1
T

∫ T

t

Srdr,

where St = 1
t

∫ t

0
Srdr. As a consequence we obtain

βt =
e−r(T−t)

St
EQ

(
Φ′
(

tx

T
+

y(T − t)
T

ST−t

)(
y(T − t)

T
ST−t

))
|x=St,y=St

.

Exercises
6.3.1 Prove Lemma 6.3.1.

6.3.2 Let W̃t = Wt +
∫ t

0
θsds, where θ = {θt, t ∈ [0, T ]} is an adapted and

measurable process. Use the generalized Clark-Ocone formula to find the
integral representation in terms of the Wiener process W̃ of the following
random variables:

(i) F = W 2
T , and θ is bounded and belongs to D

1,p for some p > 2,
(ii) F = exp(aWT ), and θ is bounded and belongs to D

1,p for some p > 2,
(iii) F = exp(aWT ) and θt = Wt.

6.3.3 Consider the Black-Scholes model with constant volatility, mean rate
of return and interest rate. Consider the particular case of an European
option with payoff H = exp(aWT ). Find a replicating portfolio using the
Clark-Ocone formula.

6.4 Insider trading

Suppose that in a financial market there are two types of agents: a natural
agent whose information coincides with the natural filtration of the price
process, and an insider who possesses some extra information from the
beginning of the trading interval [0, T ]. The simpler modelization of this
additional information consists in assume the knowledge of a given random
variable L. Two important questions in this context are:

i) How can one calculate the additional utility of the insider?

ii) Does the insider have arbitrage opportunities?

Consider the Black-Scholes model for the price process St with a measur-
able and adapted mean rate of return µt satisfying E

(∫ T

0
|µt|dt

)
<∞ and

a measurable and adapted volatility process satisfying E
(∫ T

0
σ2

t dt <∞
)

and σt > 0 a.s. The price process is then given by

dSt = St(µtdt + σtdWt).
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As usual, we denote, {Ft, t ≥ 0} the filtration generated by the Wiener
process W and the P -null sets. The price of the bond is given by

Bt = exp
(∫ t

0

rsds

)
,

where rt is a non negative measurable and adapted process satisfying

E

(∫ T

0

rtdt

)

<∞.

A natural insider will use a self-financing portfolio φt = (αt, βt) where
the processes αt and βt are measurable and Ft-adapted, satisfying

∫ T

0

|βtµt|dt <∞,

∫ T

0

|αt| rtdt <∞,

∫ T

0

β2
t σ

2
t dt <∞ (6.26)

almost surely. That is, the value process

Vt(φ) = αtBt + βtSt

satisfies the self-financing condition

dVt(φ) = rtαtBtdt + βtdSt. (6.27)

We restrict ourselves to strictly admissible portfolios, that is to portfolios
φ satisfying Vt(φ) > 0 for all t ∈ [0, T ]. The quantity πt = βtSt

Vt(φ) is the
proportion of the wealth invested in stocks, and it determines the portfolio.
In terms of πt the value process (denoted by Vt) satisfies the following linear
stochastic differential equation

dVt = (ρt + (µt − rt)πt)Vtdt + πtσtVtdWt.

The solution of this equation is

Vt = V0Bt exp

(∫ t

0

[

(µs − rs)πs −
(πsσs)

2

2

]

ds +
∫ t

0

πsσsdWs

)

. (6.28)

One of the possible objectives of an investor is to maximize the expected
utility from terminal wealth, by means of choosing an appropriate portfolio.
We will consider the logarithmic utility function u(x) = log x to measure
the utility that the trader draws from his wealth at the maturity time T .
Then, the problem is to find a portfolio πt which maximizes the expected
utility:

ΦF = max
π

E (log VT ) , (6.29)
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where

E (log VT ) = log V0 + E

(∫ T

0

rsds

)

+E

(∫ T

0

[

(µs − rs)πs −
(πsσs)

2

2

]

ds +
∫ T

0

πsσsdWs

)

.

Due to the local martingale property of the stochastic integral
∫ t

0
πsσsdWs,

the utility maximization probllem reduces to find the maximum of

E

(∫ T

0

[

(µs − rs)πs −
(πsσs)

2

2

]

ds

)

.

We can write this expression as

−1
2
E

(∫ T

0

(
πsσs −

µs − rs

σs

)2

ds

)

+ E

(∫ T

0

(µs − rs)2

2σ2
s

ds

)

,

and the solution to the maximization problem (6.29) is (Merton’s formula)

πs =
µs − rs

σ2
s

, (6.30)

and

ΦF = E

(∫ T

0

(µs − rs)2

2σ2
s

ds

)

.

Consider now the problem of an insider trader. Assume that the in-
vestor is allowed to use a portfolio φt = (αt, βt) which is measurable and
Gt-adapted, where {Gt, t ∈ [0, T ]} is a filtration which is modelling the
information of the investor. In principle no assumption will be made on
this filtration. In the particular case where the additional information is
given by a random variable L which is FT -measurable (or more generally,
FT+ε-measurable for some ε > 0) we have

Gt = Ft ∨ σ(L).

We also assume condition (6.26). Now the self-financing condition (6.27),
by definition, will be

Vt(φ) = V0 +
∫ t

0

rsαsBsds +
∫ t

0

βsµsSsds +
∫ t

0

βsσsSsd
−Ws, (6.31)

where
∫ t

0
βsSsσsd

−Ws denotes the forward stochastic integral introduced
in Definition 3.2.1, and the process βtσtSt satisfies the assumptions of
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Proposition 3.2.3. That is, the mapping t → βtσtSt is continuous from
[0, T ] into D

1,2, and βσS ∈ L
1,2
1−.

Assume Vt(φ) > 0 for all t ∈ [0, T ] and set πt = βtSt

Vt(φ) as before. Then,
from (6.31) we obtain

dVt = rtVt + (µt − rt) πtVtdt + πtσtVtd
−Wt. (6.32)

Under some technical conditions on the processes πt, σt and µt (see
Exercise 6.4.1), the process Vt defined by

Vt = V0e
∫ T
0 rsds exp

(∫ t

0

[

(µs − rs) πs −
(πsσs)

2

2

]

ds +
∫ t

0

πsσsd
−Ws

)

(6.33)
satisfies the linear stochastic differential equation (6.32).

Let us denote by AG the class of portfolios π = {πt, t ∈ [0, T ]} satisfying
the following conditions:

(i) π is Gt-adapted.

(ii) The processes π and σ are continuous in the norm of D
1,4 and π ∈

L
1,2
2−.

(iii) E
(∫ T

0
|(µs − ρs) πs| ds

)
<∞.

We need the following technical lemma.

Lemma 6.4.1 Let π and σ be measurable process which are continuous
in the norm of D

1,4 and π ∈ L
1,2
2−. Suppose that σ is Ft-adapted. Then the

forward integral
∫ T

0
πsσsd

−Ws exists and

∫ T

0

πsσsd
−Ws =

∫ T

0

πsσs dWs −
∫ T

0

(
D−π

)
s
σs ds.

Moreover,
∫ T

0
πsσsd

−Ws equals to the following limit in L1(Ω)

∫ T

0

πsσsd
−Ws = lim

|π|↓0

n−1∑

i=0

πti

(∫ ti+1

ti

σsdWs

)
.

Proof: Notice first that πσ ∈ L
1,2
2− and (D−(πσ))t = (D−π)tσt. This

follows from the fact that for any s > t we have

Ds(πtσt) = σtDsπt.

The proof of the lemma can be done using the same ideas as in the proof
of Proposition 3.2.3 (Exercise 6.4.2). �
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We aim to solve the optimization problem

ΦG = max
π∈AG

E (log V π
T ) . (6.34)

The following theorem provides a characterization of optimal portfolios.

Theorem 6.4.1 The following conditions are equivalent for a portfolio
π∗ ∈ AG:

(i) The portfolio π∗ is optimal for problem (6.34).

(ii) The function s→ E
(∫ s

0
σrdWr|Gt

)
, is absolutely continuous in [t, T ]

for any t ∈ [0, T ) and there exists

E
(
µs − ρs − σ2

sπ
∗
s|Gt

)
= − d

ds
E

(∫ s

0

σrdWr|Gt

)
(6.35)

for almost all s ∈ [t, T ].

Proof: Set

J(π) = E (log V π
T )− V0 − E

(∫ T

0

rsds

)

= E

(∫ T

0

[

(µs − rs) πs −
(πsσs)

2

2

]

ds

)

+E

(∫ T

0

πsσsd
−Ws

)

. (6.36)

Assume first that π∗ ∈ AG is optimal. We have J(π∗) ≥ J(π∗ + εβ) for any
β ∈ AG and ε ∈ R. Therefore

d

dε
J(π∗ + εβ)|ε=0 = 0.

Hence,

E

(∫ T

0

(
µs − rs − σ2

sπ
∗
s

)
βsds +

∫ T

0

βsσsd
−Ws

)

= 0, (6.37)

for all β ∈ AG . In particular, applying this to βu = G1(s,t](u), where
0 ≤ r < t ≤ T and G is Gt-measurable and bounded, we obtain

E

(∫ t

r

(
µs − ρs − σ2

sπ
∗
s

)
ds +

∫ t

r

σsdWs|Gr

)
= 0, (6.38)
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which implies (ii). Conversely, integrating (6.35) we obtain (6.38). For any
β ∈ AG we have

E

(∫ T

0

βsd
−Xs

)

= lim
|π|↓0

n−1∑

i=0

E

(
βti

(
∫ ti+1

ti

σsdWs)
)

= lim
|π|↓0

n−1∑

i=0

E

(
βti

E

(∫ ti+1

ti

σsdWs|Gti

))

= lim
|π|↓0

n−1∑

i=0

E

(
βti

E

(∫ ti+1

ti

(
µs − rs − σ2

sπ
∗
s

)
ds|Gti

))

= lim
|π|↓0

n−1∑

i=0

E

(
βti

∫ ti+1

ti

(
µs − rs − σ2

sπ
∗
s

)
ds

)

= E

(∫ T

0

(
µs − rs − σ2

sπ
∗
s

)
βsds

)

and (6.37) holds. This implies that the directional derivative of J at π∗

with respect to the direction β denoted by DβJ(π∗) is zero. Note that
J : AG → R is concave. Therefore, for all α, β ∈ AG and ε ∈ (0, 1), we have

J(α + εβ)− J(α) = J((1− ε)
α

1− ε
+ εβ)− J(α)

≥ (1− ε)J(
α

1− ε
) + εJ(β)− J(α)

= J(
α

1− ε
)− J(α) + ε

(
J(β)− J(

α

1− ε
)
)

.

Now, with 1
1−ε = 1 + η we have

lim
ε→0

1
ε

(
J(

α

1− ε
)− J(α)

)
= lim

η→0

1 + η

η
(J(α + ηα)− J(α)) = DαJ(α),

and we obtain

DβJ(α) = lim
ε→0

1
ε

(J(α + εβ)− J(α)) ≥ DαJ(α) + J(β)− J(α).

In particular, applying this to α = π∗ and using that DβJ(π∗) = 0 we get

J(β)− J(π∗) ≤ 0

for all β ∈ AG and this proves that π∗ is optimal. �
The characterization theorem provides a closed formula for the optimal

portfolio π∗. In fact, we have

π∗
t E(σ2

t |Gt) = E(µt − rt|Gt) + a(t), (6.39)
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where

a(t) = lim
h↓0

1
h

E

(∫ t+h

t

σrdWr|Gt

)

.

Note that the optimal portfolio has a similar form as the solution of the
Merton problem (6.30).

We compute now the value of the optimal portfolio when it exists. From
(6.39) we have

π∗
t =

E(νt|Gt) + a(t)
E(σ2

t |Gt)
, (6.40)

where νt = µt − rt. Substituting (6.40) into (6.36) yields

J(π∗) = E

(∫ T

0

[

νs
E(νs|Gs) + a(s)

E(σ2
s|Gs)

− σ2
s

2

(
E(νs|Gs) + a(s)

E(σ2
s|Gs)

)2
]

ds

)

+E

(∫ T

0

E(νs|Gs) + a(s)
E(σ2

s|Gs)
σsd

−Ws

)

.

Now, using the properties of the conditional expectation and applying
Proposition 3.2.3 we get

J(π∗) =
1
2
E

(∫ T

0

[
(E(µs − rs|Gs))

2

E(σ2
s|Gs)

− a(s)2

E(σ2
s|Gs)

]

ds

)

+E

(∫ T

0

(
D−E(µ· − r·|G·) + a(·)

E(σ2
· |G·)

σ·

)

s

ds

)

. (6.41)

Example 1 (Partial observation case). Assume Gt ⊂ Ft. Then,

d

ds
E

(∫ s

0

σrdWr|Gt

)
= 0

for all s > t. That is a(t) = 0, and the optimal portfolio is given by

π∗
t =

E(µt − rt|Gt)
E(σ2

t |Gt)

if the right-hand side is well defined as an element of AG . In this case, the
optimal utility is

J(π∗) =
1
2
E

(∫ T

0

[
(E(µs − rs|Gs))

2

E(σ2
s|Gs)

]

ds

)

.

Example 2 (Insider strategy). Suppose Ft ⊂ Gt. Then

π∗
t =

µt − rt

σ2
t

+
a(t)
σ2

t
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and

J(π∗) =
1
2
E

(∫ T

0

[
(µs − rs)

2

σ2
s

− a(s)2

σ2
s

]

ds

)

+ E

(∫ T

0

(D−a)s

σs
ds

)

.

(6.42)

Consider the particular case where the σ-field Gt is generated by an FT -
measurable random variable L. We can apply the approach of the enlarge-
ment of filtrations and deduce that W is a semimartingale with respect
to the filtration Gt. Suppose that there exists a Gt-progresively measurable
process µG

t such that
∫ T

0
|µG

t |dt <∞ almost surely and

W̃t = Wt −
∫ t

0

µG
s ds

is a Gt-Brownian motion. Then, for any Gt-progresively measurable portfolio
π such that E

(∫ T

0
π2

sσ
2
sds

)
<∞ we can write

E

(∫ T

0

πsσsd
−Ws

)

= E

(∫ T

0

πsσsµ
G
s ds

)

and, as a consequence,

J(π) = E

(∫ T

0

[
(
µs − rs + σsµ

G
s

)
πs −

(πsσs)
2

2

]

ds

)

= −1
2

∫ T

0

(
µs − rs

σs
+ µG

s − σsπs

)2

ds +
1
2

∫ T

0

(
µs − rs

σs
+ µG

s

)2

ds.

Thus, the optimal portfolio is given by

π∗
t =

µs − rs

σ2
s

+
µG

s

σs
.

On the other hand, the additional expected logarithmic utility will be

1
2
E

(∫ T

0

(
µs − rs

σs
+ µG

s

)2

ds

)

− 1
2
E

(∫ T

0

(
µs − rs

σs

)2

ds

)

=
1
2
E

(∫ T

0

(
µG

s

)2
ds

)

.

because

E

(∫ T

0

(
µs − rs

σs

)
µG

s ds

)

= E

(∫ T

0

(
µs − rs

σs

)(
dWs − dW̃s

)
)

= 0,
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provided we assume E

(
∫ T

0

(
µs−rs

σs

)2

ds

)
<∞. Notice that

a(t) = lim
h↓0

1
h

E

(∫ t+h

t

σsdW̃s|Gt

)

+ lim
h↓0

1
h

E

(∫ t+h

t

σsµ
G
s ds|Gt

)

= σtµ
G
t .

Example 6.4.1 Suppose that L = WS, where S ≥ T . Then

µG
t =

WS −Wt

S − t
,

and the additional expected utillity is infinite because

E

(∫ T

0

(
WS −Wt

S − t

)2

dt

)

=
∫ T

0

dt

S − t
= log

S

S − T
,

which is finite if and only if S > T .

Exercises
6.4.1 Suppose that πσ ∈ L

2,4
−loc, V0 ∈ D

1,2
loc , (µt − ρt)πt − (πtσt)

2

2 ∈ L
1,2
loc

and the value process Vt has continuous trajectories. Then, appy the Itô’s
formula (3.36) in order to deduce (6.32).

6.4.2 Complete the proof of Lemma 6.4.1.

6.4.3 Compute the additional expected logarithmic utility when L =
1{St0≥K}, where t0 ≥ T .

Notes and comments

[6.1] The Black-Sholes formula for option pricing was derived by Black
and Scholes in a paper published in 1973 [44]. Their results were influenced
by the research developed by Samuelson and Merton. There are many ref-
erence books on mathematical finance where the techniques of stochastic
calculus are applied to derive the basic formulas for pricing and hedging of
derivatives (see Karatzas [160], Karatzas and Shreve [165], Lamberton and
Lapeyre [189], and Shreve [312]).

The recent monograph by Malliavin and Thalmaier [216] discusses a
variety of applications of Malliavin calculus in mathematical finance.

[6.2] We refer to [169] as a basic expository paper on the applications
of the integration by parts formula of Malliavin calculus to Monte Carlo
simulations of greeks. In [110] and [111] the Malliavin calculus is applied to
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derive formulas for the derivative of the expectation of a diffusion process
with respect to the parameters of the equation. The results on the case of
an option depending on the price at a finite number have been taken from
[122] and [31].

[6.3] The generalized Clark-Ocone formula and its applications in hedg-
ing in the multidimensional case has been studied by Karatzas and Ocone
in [161].

[6.4] A pioneering paper in the study of the additional utility for insider
traders is the work by Karatzas and Pikovsky [163]. They assume that the
extra information is hidden in a random variable L from the beginning of
the trading interval, and they make use of the technique of enlargement
of filtrations. For another work on this topic using the technique of en-
largement of filtrations we refer to [12]. The existence of opportunities of
arbitrage for the insider has been investigated in [127] and [151]. For a re-
view of the role of Malliavin calculus in the problem of insider trading we
refer to the work by Imkeller [149]. The approach of anticipating stochastic
calculus in the problem of insider trading has been developed in [196].



A
Appendix

A.1 A Gaussian formula

Let {an, n ≥ 1} be a sequence of real numbers such that
∑∞

n=1 a2
n < ∞.

Suppose that {ξn, n ≥ 1} is a sequence of independent random variables
defined in the probability space (Ω,F , P ) with distribution N(0, 1). Then,
for each p > 0

E

(∣∣
∣
∣
∣

∞∑

n=1

anξn(t)

∣
∣
∣
∣
∣

p)

= Ap

( ∞∑

n=1

a2
n

)p
2

, (A.1)

where

Ap =
∫

R

|x|p√
2π

e−
x2
2 dx.

A.2 Martingale inequalities

Let {Mt, t ∈ [0, T ]} be a continuous local martingale with respect to an
increasing family of σ-fields {Ft, t ≥ 0}. The following inequalities play a
fundamental role in the stochastic calculus:
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Doob’s maximal inequality

For any p > 1 we have

E

(
sup

0≤t≤T
|Mt|p

)
≤
(

p

p− 1

)p

E(|MT |p). (A.2)

Actually (A.2) holds if we replace |Mt| by any continuous nonnegative
submartingale.

Burkholder-Davis-Gundy inequality

For any p > 0 there exist constants c1(p) and c2(p) such that

c1(p)E
(
〈M〉

p
2
T

)
≤ E( sup

0≤t≤T
|Mt|p) ≤ c2(p)E

(
〈M〉

p
2
T

)
. (A.3)

This inequality still holds if we replace T by a stopping time S : Ω→ [0, T ].
On the other hand, applying the Gaussian formula (A.1) and (A.3) one

can show Burkholder’s inequality for Hilbert-valued martingales. That is, if
{Mt, t ∈ [0, T ]} is a continuous local martingale with values in a separable
Hilbert space K, then for any p > 0 one has

E (‖MT ‖p) ≤ cpE
(
〈M〉

p
2
T

)
, (A.4)

where

〈M〉T =
∞∑

i=1

〈〈M, ei〉K〉T ,

{ei, i ≥ 1} being a complete orthonormal system in K.

Exponential inequality

For any δ > 0 and ρ > 0 we have

P

{
〈M〉T < ρ, sup

0≤t≤T
|Mt| ≥ δ

}
≤ 2 exp

(
− δ2

2ρ

)
. (A.5)

Two-parameter martingale inequalities

Let W = {W (z), z ∈ R
2
+} be a two-parameter Wiener process. Consider

the σ-fields

Fz = σ{W (z′), z′ ≤ z},
F1

s = σ{W (s′, t′), 0 ≤ s′ ≤ s, t′ ≥ 0},
F2

t = σ{W (s′, t′), 0 ≤ t′ ≤ t, s′ ≥ 0}.
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We will say that a random field ξ = {ξ(z), z ∈ R
2
+} is adapted if ξ(z) is Fz-

measurable for all z. Also, we will say that ξ is 1-adapted (resp. 2-adapted)
if ξ(s, t) is F1

s -measurable (resp. F2
t -measurable). Let ξ = {ξ(z), z ∈ R

2
+}

be a measurable and adapted process such that

E

(∫ S

0

∫ T

0

ξ2(z)dz

)

<∞

for all (S, T ). Define, for s ≤ S, t ≤ T ,

M(s, t) =
∫ s

0

∫ t

0

ξ(z)W (dz). (A.6)

Applying Doob’s inequality (A.2) (see [55]) twice, we obtain for any p > 1

E




 sup

0≤s≤S
0≤t≤T

|M(s, t)|p




 ≤

(
p

p− 1

)2p

E

(∣∣
∣
∣
∣

∫ S

0

∫ T

0

ξ(z)W (dz)

∣
∣
∣
∣
∣

p)

. (A.7)

Moreover, if ξ is 1-adapted (resp. 2-adapted), the stochastic integral (A.6)
can also be defined, and it is a continuous martingale with respect to the
coordinate s (resp. t), whose quadratic variation is given by

〈M〉(s, t) =
∫ s

0

∫ t

0

ξ(z)2dz.

As a consequence, (A.3) and (A.7) yield, for any p > 1,

c1(p)E

(∣
∣
∣
∣

∫ s

0

∫ t

0

ξ(z)2dz

∣
∣
∣
∣

p
2
)

≤ E(|
∫ s

0

∫ t

0

ξ(z)W (dz)|p)

≤ c2(p)E

(∣
∣
∣
∣

∫ s

0

∫ t

0

ξ(z)2dz

∣
∣
∣
∣

p
2
)

. (A.8)

A.3 Continuity criteria

The real analysis lemma due to Garsia, Rodemich, and Rumsey’s [114] is a
powerful tool to deduce results on the modulus of continuity of stochastic
processes from estimates of the moments of their increments. The following
version of this lemma has been taken from Stroock and Varadhan [322,
p. 60].

Lemma A.3.1 Let p,Ψ : R+ → R+ be continuous and strictly increasing
functions vanishing at zero and such that limt↑∞Ψ(t) = ∞. Suppose that
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φ : R
d → E is a continuous function with values on a separable Banach

space (E, ‖ · ‖). Denote by B the open ball in R
d centered at x0 with radius

r. Then, provided

Γ =
∫

B

∫

B

Ψ
(
‖φ(t)− φ(s)‖

p(|t− s|)

)
dsdt <∞,

it holds, for all s, t ∈ B,

‖φ(t)− φ(s)‖ ≤ 8
∫ 2|t−s|

0

Ψ−1

(
4d+1Γ
λdu2d

)
p(du),

where λd is a universal constant depending only on d.

Now suppose that X = {X(t), t ∈ R
d} is a continuous stochastic process

with values on a separable Banach space (E, ‖ · ‖) such that the following
estimate holds:

E(‖X(t)−X(s)‖γ) ≤ H|t− s|α (A.9)

for some H > 0, γ > 0, α > d, and for all s, t ∈ B.
Then taking Ψ(x) = xγ and p(x) = x

m+2d
γ , with 0 < m < α − d, one

obtains

‖X(t)−X(s)‖γ ≤ Cd,γ,m|t− s|mΓ, (A.10)

for all s, t ∈ B, where Γ =
∫

B

∫
B

‖X(t)−X(s)‖γ

|t−s|m+2d dsd. Moreover, if E(‖X(t0)‖γ)
<∞ for some t0 ∈ E, then we can conclude that

E( sup
|t|≤a

‖X(t)‖γ) <∞ (A.11)

for any a > 0.
If X is not supposed to be continuous, one can show by an approximation

argument that (A.9) implies the existence of a continuous version of X sat-
isfying (A.10) (see [315]). This proves the classical Kolmogorov continuity
criterion. Actually, (A.10) follows from E(Γ)<∞ if we assume γ ≥ 1, as it
can be proved by an approximation of the identify argument.

A.4 Carleman-Fredholm determinant

Let (T,B, µ) be a measure space, and let K ∈ L2(T ×T ). Assume that the
Hilbert space H = L2(T ) is separable and let {ei, i ≥ 1} be a complete
orthonormal system in H. In the particular case K =

∑n
i,j=1 aijei⊗ ej the

Carleman-Fredholm determinant of I + K is defined as

det2(I + K) = det(I + A) exp(−TA),
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where A = (aij)1≤i,j≤n. It can be proved that the mapping K → det2(I +
K) is continuous in L2(T ×T ). As a consequence it can be extended to the
whole space L2(T ×T ). If the operator on L2(T ) associated with the kernel
K (denoted again by K) is nuclear, then one can write

det2(I + K) = det(I + K) exp(−TK).

A useful formula to compute the Carleman-Fredholm determinant det2(I +
K), where K ∈ L2(T × T ), is the following:

det2(I + K) = 1 +
∞∑

n=2

γn

n!
, (A.12)

where
γn =

∫

T n

det(K̂(ti, tj))µ(dt1) . . . µ(dtn).

Here K̂(ti, tj) = K(ti, tj) if i �= j and K̂(ti, ti) = 0.
We refer to [316] and [314] for a more detailed analysis of the properties

of this determinant.

A.5 Fractional integrals and derivatives

We recall the basic definitions and properties of the fractional calculus. For
a detailed presentation of these notions we refer to [300].

Let a, b ∈ R, a < b. Let f ∈ L1 (a, b) and α > 0. The left and right-sided
fractional integrals of f of order α are defined for almost all x ∈ (a, b) by

Iα
a+f (x) =

1
Γ (α)

∫ x

a

(x− y)α−1
f (y) dy (A.13)

and

Iα
b−f (x) =

1
Γ (α)

∫ b

x

(y − x)α−1
f (y) dy, (A.14)

respectively. Let Iα
a+(Lp) (resp. Iα

b−(Lp)) the image of Lp(a, b) by the op-
erator Iα

a+ (resp. Iα
b−).

If f ∈ Iα
a+ (Lp) (resp. f ∈ Iα

b− (Lp)) and 0 < α < 1 then the left and
right-sided fractional derivatives are defined by

Dα
a+f (x) =

1
Γ (1− α)

(
f (x)

(x− a)α + α

∫ x

a

f (x)− f (y)
(x− y)α+1 dy

)

, (A.15)

and

Dα
b−f (x) =

1
Γ (1− α)

(
f (x)

(b− x)α + α

∫ b

x

f (x)− f (y)
(y − x)α+1 dy

)

(A.16)
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for almost all x ∈ (a, b) (the convergence of the integrals at the singularity
y = x holds point-wise for almost all x ∈ (a, b) if p = 1 and moreover in
Lp-sense if 1 < p <∞).

Recall the following properties of these operators:

• If α <
1
p

and q =
p

1− αp
then

Iα
a+ (Lp) = Iα

b− (Lp) ⊂ Lq (a, b) .

• If α >
1
p

then

Iα
a+ (Lp) ∪ Iα

b− (Lp) ⊂ Cα− 1
p (a, b) ,

where Cα− 1
p (a, b) denotes the space of

(
α− 1

p

)
-Hölder continuous

functions of order α− 1
p in the interval [a, b].

The following inversion formulas hold:

Iα
a+

(
Dα

a+f
)

= f

for all f ∈ Iα
a+ (Lp), and

Dα
a+

(
Iα
a+f

)
= f

for all f ∈ L1 (a, b). Similar inversion formulas hold for the operators Iα
b−

and Dα
b−.

The following integration by parts formula holds:

∫ b

a

(
Dα

a+f
)
(s)g(s)ds =

∫ b

a

f(s)
(
Dα

b−g
)
(s)ds, (A.17)

for any f ∈ Iα
a+ (Lp), g ∈ Iα

b− (Lq), 1
p + 1

q = 1.
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[105] P. Florchinger and R. Léandre: Décroissance non exponentielle du noyau
de la chaleur. Probab. Theory Rel. Fields 95 (1993) 237–262.
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and Stratonovich Itô’s formula for fractional Brownian motion with Hurst
index H ≥ 1/4. Ann. Probab 31 (2003) 1772–1820.

[125] A. Grorud, D. Nualart, and M. Sanz: Hilbert-valued anticipating stochastic
differential equations. Ann. Inst. Henri Poincaré 30 (1994) 133–161.
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[154] K. Itô: Malliavin calculus on a Segal space. In: Stochastic Analysis, Proc.
Paris 1987, Lecture Notes in Math. 1322 (1988) 50–72.
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[172] M. Krée and P. Krée: Continuité de la divergence dans les espaces de
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