
This book gives an account of the modern view of the global circulation
of the atmosphere. It brings the observed nature of the circulation together
with theories and simple models of the mechanisms which drive it. Early
chapters concentrate on the classical view of the global circulation, on
the processes which generate atmospheric motions and on the dynamical
constraints which modify them. Later chapters develop more recent themes
including low frequency variability and the circulation of other planetary
atmospheres.

The book will be of interest to advanced students and researchers who
wish for an introduction to the subject before engaging with the original
scientific literature. The book is copiously illustrated, and includes many
results of diagnostic and modelling studies. Each chapter includes a set of
problems and bibliographical notes.
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'The author is to be congratulated on an important contribution, which
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Preface

The wind blows where it wills; you hear the sound of it, but you do not know
where it comes from, or where it is going. (John, 3, 8)

In the ancient world, the question of where the wind came from and where it
was going to was one of life's unanswerable puzzles. Indeed, so unpredictable
and unknowable was the wind, that the evangelist used it as an elaborate
pun on the inscrutable purposes of God's Spirit (in the Greek of the New
Testament, the same word means 'wind' and 'spirit'). Meteorology of any
sort must have been a most frustrating study. Hints of regular patterns
emerged, only to vanish on closer inspection. Wise saws about the weather
were wrong as often as they helped. And if you were a farmer, a sailor or a
campaigning soldier, guessing the winds or the weather wrongly could lead
to disaster. Truly, through the weather and the winds, the gods played with
man, teased and tormented him, and confirmed their authority.

And here matters more or less rested until the Newtonian revolution of
the seventeenth century. By then, many different aspects of the natural world
had been reduced to reproducible laws. Kepler showed how the motions of
the planets were governed by strict rules, although he did not quite succeed in
explaining why his laws of planetary motion had the forms they did. Galileo
showed how the motions of simple bodies, such as heavy metal spheres on
inclined planes, or pendulum bobs, were orderly and predictable. Newton
with his three Laws of Motion and single Law of Universal Gravitation
unified all these various studies and showed how the observations of earlier
scientists could be predicted by his set of four laws.

It was not long before the problem of atmospheric motions was addressed
using the new Newtonian mechanics. Halley, in 1687, advanced a theory of
the Trade Winds, which he suggested were caused by the rising of heated
air on the equator sucking in air from higher latitudes. Hadley, in 1720,
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advanced much the same ideas, suggesting that there must be poleward flow
aloft over the surface trade winds. Thus the earliest attempts to demystify
the winds and the large scale circulation of the atmosphere began. In the
latter part of the eighteenth century, the motions of a fluid on the Earth
were put on a more rigorous mathematical basis, and with the formulation
of the 'Coriolis force', the crucial role of the Earth's rotation began to be
appreciated. Nevertheless, these attempts were hampered by lack of both
theoretical tools and, especially, of observations.

The dream of Newton's disciples was to describe the atmospheric cir-
culation as a predictable mechanism, an objective to be achieved by the
systematic application of Newton's laws of motion to the air. It is ironic
that this dream appeared to become more of a possibility after the First
World War, just as quantum mechanics and the theory of relativity were
undermining the simple deterministic Newtonian account of the dynamics
of systems in other branches of physics. As aviation developed, the need
for detailed meteorological information, and the capability of gathering, and
more particularly collating, the necessary data, both expanded. With the
development of the Norwegian frontal cyclone model by members of the
Bergen school, and their clear objective of quantifying that model in terms
of Newtonian fluid mechanics, the scene was set for the great flowering of
meteorology in the wake of the Second World War. The stability analyses
of Charney and Eady accounted for the development of cyclones in terms
of fluid instabilities. The development of the computer made numerical
weather prediction possible, based upon the integration of the intractible
nonlinear equations of motion. And as a global network of observing sta-
tions and telecommunications links was established, a truly global view of
the atmospheric circulation began to emerge.

To my mind, in the computer the meteorologist found a most diverting
toy. The effort to develop realistic models, first for short range weather
prediction, and more recently for climate simulation and prediction, took
precedence over attempts to understand the dynamical nature of the large
scale atmospheric circulation. Since the governing equations are complex
and nonlinear, it seemed to many that their numerical solutions would afford
the only feasible approach to understanding their implications; and so many
of the most ingenious brains in the business devoted themselves to refining
numerical schemes and improving the representation of various unresolved
but important processes. The deep physical insights into the nature of
the atmospheric circulation gained by such men as Rossby and Ertel were
all but forgotten by a whole generation of atmospheric scientists. A few
academic meteorologists continued to be drawn to the attempt to reduce the
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atmosphere to its simplest possible essentials, and out of that effort came
a deeper appreciation of the way in which nonlinearity manifests itself in
the atmosphere. The work of Lorenz and others led to the development of
so-called 'chaos' theory, which has become so fashionable in many fields of
modern science. This revealed that nonlinearity can act to generate great
complexity out of really rather simple equations. The language of chaos now
illuminates our studies of the large scale atmospheric circulation.

The Newtonian dream was severely compromised with the realization that
unpredictability is a fundamental property of such systems as the atmosphere,
and not just a technical limitation. Unpredictability is most obvious in
the weather forecasting problem: two nearly identical approximations to
the atmospheric circulation at a particular moment quickly diverge as the
forecast proceeds. The attempt to carry out long range forecasts by analogy
with the history of similar atmospheric states is clearly doomed. Intimately
related to the limited validity of weather forecasts is the difficulty of identi-
fying discrete 'parcels' of air. As the chaotic motions in the atmosphere
advect any such parcel around, it becomes distorted; long, thin streamers of
material are pulled off it, and eventually it is completely dispersed through
the rest of the atmosphere. In the process, it loses any identity.

After the naive optimism of the Newtonian era, we now realize that
indeed, St John's observation is quite right; where the wind comes from and
where it is going to are, in a sense, profoundly and essentially unknowable.
From the static concept of a precise and definable global circulation, we
now understand the atmosphere as an infinitely varied, evolving system,
with complex structure on all space and timescales. By dint of much
time and spatial averaging, we can arrive at a static view of the global
circulation of the atmosphere which is built up from the combined effects of
smaller subsystems or 'building blocks', in the classic Newtonian reductionist
tradition. But when we look more closely, the same building blocks are
capable of building entirely different edifices. The building itself modifies
the building blocks. We conclude that these simple pictures always have
limited validity and are severely limited when we try to extend them to
different situations. That is partly why predicting the climate of the high
carbon dioxide world that mankind is rapidly creating is so difficult and
controversial. It is also why recent attempts to survey the atmospheric
circulations of the other planets have led to unexpected surprises on every
front.

Much of the earlier part of this book is taken up with a description of the
modern elaboration of the deterministic account of the global atmospheric
circulation. The approach will be based on physical principles, relating the
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thermodynamical processes which drive the circulation to the mechanical
processes which determine the resulting motions of the atmosphere. I have
tried to present both observations of the actual circulation as well as simple
models based on the laws of mechanics and thermodynamics. These models
are approximate and limited, but they do provide a vocabulary, a set of
conceptual models, which enable the researcher to interpret observations of
the real atmosphere on one hand or the results of immensely complex 'global
circulation models' on the other. Towards the end of the book, I will survey
some more recent developments in the field which point to the complexity
of the real circulation, and the limitations of our simple models.

Chapters 1-6 concentrate essentially upon the deterministic view of the
global circulation, developed over the last 50 years or so. The basic physical
laws, expressed in suitably quantitative language, will be given in Chap-
ter 1. Chapter 2 discusses both observations of the large scale atmosphere
and the weather prediction and global circulation models which between
them provide our modern tools for the study of the global circulation. The
thermodynamic imperative for that circulation is provided by the inhomo-
geneous heating of the atmosphere. This will be addressed in Chapter 3.
The dynamics of the resulting motion is strongly constrained by the Earth's
rotation and other mechanical factors. The atmosphere exhibits considerable
ingenuity in circumventing these constraints in order to transport heat. The
various responses of the atmosphere to differential heating will be outlined
in Chapters 4, 5 and 6.

The remaining chapters focus on some more recent developments in our
understanding of the global circulation. The traditional view of the circu-
lation as a meridional overturning is of course a great oversimplification.
Variations in the zonal direction have been studied more intensively in recent
years, with an emphasis on the maintainance of the midlatitude storm tracks
and on those processes which generate the long wavelength, semi-permanent
troughs and ridges in the midlatitude westerlies. Zonal asymmetries in the
tropics have assumed greater importance, not least because they seem to offer
some limited degree of predictability of weather regimes at higher latitudes
on the seasonal timescale. The underlying theme in these chapters is the
interaction between different scales of motions in the atmosphere. The end
result is that the large scale structure of the circulation is, to a considerable
extent, organized by smaller scale, transient features, and not the reverse.
These topics form the subject of Chapter 7.

Similar results hold in the time domain. The timescales predicted by the
work of the earlier chapters are all fairly short, not generally exceeding
a few days or, at most, weeks. Yet the atmospheric circulation fluctuates
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on much longer periods. 'Low frequency' variability, that is, variability
with timescales of ten days and longer, is considered in Chapter 8. While
the preceding material is of some help in understanding some of the basic
mechanisms for low frequency variability, the modern developments in the
field of chaotic behaviour assume explicit importance.

Routine satellite observations, and greatly improved satellite instrumenta-
tion have led to a considerable upsurge of interest in the stratosphere
and the circulation of the 'middle atmosphere', that is, of the stratosphere
and mesosphere. Such research has gained considerable urgency as the
interactions between ozone chemistry and mass circulations in the middle
atmosphere are seen as central to attempts to understand human influences
on ozone. The appearance of the 'ozone hole' in the southern hemisphere
spring has clearly demonstrated that such human influences are present.
The increasing suspicion that ozone depletions on a more global scale are
beginning means that there is an urgent need to understand the circulation
of the stratosphere. The transport of trace consituents such as ozone and
the various trace chemicals which interact with it again brings into sharp
focus the chaotic and unpredictable nature of the atmospheric circulation.
Chapter 9 is devoted to an introduction to the stratospheric circulation and
its influence on ozone distribution.

Finally, in Chapter 10, we step back from a myopic consideration of the
Earth's atmosphere in isolation. Properly, we may understand the circulation
of the Earth's atmosphere as a particular realization of a great range of
possibilities, some of which we see exemplified in the other planets of the
solar system. The study of the global circulation has perhaps always suffered
from being the study of a single system. Now at least a small core of data is
available for virtually all the bodies with substantial atmospheres in the solar
system. Meteorology can join with the other earth sciences, and embark on
the comparative study of the range of possible global circulations.

The level of the exposition is intended to be suitable for advanced under-
graduate and for masters level students. I hope it will also be found useful by
researchers who wish to acquire enough background knowledge of the global
circulation to tackle the original literature confidently. The text is an expan-
sion of courses that I have taught to our MSc and BSc students over the past
few years. Indeed, an important motivation for the text was the need to rec-
ommend suitable reading to accompany these courses. The standard texts on
dynamical meteorology devote only a small proportion of their pages to the
global circulation. Other more general texts are very descriptive and scarcely
enable the student to get to grips with the physical processes underlying the
global circulation at any quantitative level. So this book deliberately sets
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out to address, not the whole of dynamical meteorology, but the application
of dynamical meteorology to the large scale circulation. It is presumed that
the reader will have studied the basics of atmospheric dynamics, though in
order to make the text self-contained and to establish the notation that I will
use, the most important results are quoted without rigorous derivation in the
opening chapter. The various processes which drive the circulation, such as
absorption and emission of electromagnetic radiation, microphysical cloud
processes and turbulent transports in the atmospheric boundary layer (a
group of processes often miscalled 'atmospheric physics', as if Newton's laws
are not physics!) will not be developed to any great extent; once more, a few
important results will be quoted, and readers requiring more information
will be referred to other texts. What this book will concentrate on is the
transport of heat by large scale atmospheric motions, and the way in which
these transports release more energy to drive the circulation. Transport of
heat inevitably implies transport of other quantities, such as moisture or
momentum. It is the transport of these quantities which form the central
theme of our studies.

Each chapter finishes with a short section of problems. These serve a
number of purposes. One is to encourage the student to develop a quant-
itative, as well as a qualitative, understanding of the subject. I hope the
problems will lead the student to develop the habit of carrying out little
calculations and estimates whenever data and equations occur in proximity.
In this way, an appreciation of the relative importance of different effects and
of the circumstances in which different sorts of balances can occur will be
built up. Another function of the problems is to suggest some lines of thought
or to introduce some additional results which have had to be dropped from
the main text. These extensions are mainly fairly straightforward. It is worth
spending time with them; only when they can be tackled confidently does one
truly understand the material of the text. Of course, staring at an insoluble
problem for hours is a depressing experience of limited educational value.
For this reason, I have included outline answers to the problems. Brevity
and clarity do not always go together in such a context, and I hope that
what I have written will at least contain enough hints to help the student
produce a more detailed solution.

The bibliography gives further reading for each chapter, and in some cases
for each section. The sources of many of my data and figures are given there.
However, in the main, the bibliography is deliberately pedagogical in intent;
I have not attempted to make this complete or slavishly sought out first
attributions. Rather, the books and papers which are mentioned are chosen
to be helpful to the student who requires more detail or a fuller explanation
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of particular topics. One of the results is that there is a preponderance
of references to papers by my own colleagues. This parochial bias is not
meant as a criticism of the work of those who are omitted; rather, it is a
consequence of the huge amount of global circulation related research which
has been published in recent years.

Many people have helped me in the preparation of this book. Some
have helped unknowingly, by their teaching, writing and conversation about
matters relating to my themes. In particular, I would like to record my
gratitude to Dr Raymond Hide, who introduced me to the study of atmo-
spheric circulations, and to Professors Brian Hoskins and Robert Pearce,
who provided a stimulating environment at Reading, where I learned about,
and explored, the Earth's global circulation, with the aid of both data and
simple models. I would like to record my grateful thanks to a host of col-
leagues who generously helped me with advice and who spent considerable
time and effort attempting to satisfy my insatiable appetite for data and
figures. Among them, I would mention Paul Berrisford, James Dodd, Paul
James, David Jackson, Adrian Matthews, Michiko Masutani, Fay Nortley,
Mark Ringer, Keith Shine, Julia Slingo, and Paul Valdes. Michael Blackburn
deserves special thanks for his patience in helping me to write the computer
programs needed to prepare plots of the ECMWF climatology. Many col-
leagues in other institutes have not only given me permission to reproduce
their diagrams, but have generously supplied original artwork. I would like
to mention X. Cheng, R. Hide, D.A. Johnson, L. V. Lyjak, B. Naujokat, A.
O'Neill, R. A. Madden, A. Scaife, J. M. Wallace, and G. P. Williams. Several
of my colleagues have read and commented upon early drafts of various
sections of the text. Among them are M. Collins, M. Juckes, F. Nortley, R.
Pearce and S. Rosier.

A large number of the diagrams in this book have been prepared from
climatologies based on operational meteorological analyses carried out at
the European Centre for Medium Range Weather Forecasts (ECMWF). The
climatologies have been built up over several years as part of a joint project
with the UK Meteorological Office and the University of Reading. I must
acknowledge a debt to all my colleagues who have worked on this project
over the last ten years or so; among them are Paul Berrisford, Huang Hsu,
Michiko Masutani, Sarah Raper, Prashant Sardeshmukh and Glenn White.
Special thanks are due to ECMWF for their interest and patient support for
this diagnostics project and to the UK Meteorological Office who afforded
access to the data.

It is also traditional for authors to thank their long suffering families at
this point, and I am no exception. I owe a tremendous debt to their patience
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and understanding. I trust their resigned indulgence can now be rewarded
with a positive orgy of gardening, decorating and model making.

But above all, this book owes its existence to my students at Reading.
Over the years their interest in my lectures, and their determined efforts to
learn about the global circulation, have inspired me to refine my material
and write this book. I am also conscious of many able students around
the world who would like to attend universities in the West to learn about
the atmosphere, but for whom raising the necessary finance to travel is
impossible. Perhaps books like this will help them to develop their studies.
While it is all too imperfect and partial, I hope that all these people and
their successors will find my account of the atmospheric circulation helpful.

Ian James
Bracknell

February 1993



Notation

A Wave action density, Eq. (6.32).
a Radius of planet (6.371 x 106m for Earth).
cp Specific heat at constant pressure.
cv Specific heat at constant volume.
CD Drag coefficient.

cgx, cgy Components of group velocity.
cg Group velocity vector.
Co Phase speed of external gravity wave

for equivalent depth ho, see Eq. (7.7).
D Horizontal divergence.
3} Form drag, see Eq. (8.15).

Dp/Dt Rate of change following a wave packet, Eq. (6.22).
E Rate of evaporation.
E 'E-vector', Eqs. (7.20) and (7.26).
e Vapour pressure.
es Saturated vapour pressure.
e& Saturated vapour pressure at reference

temperature; for water, taken to be 611 Pa at 273 K.
F Friction tendency of the vertical component

of the relative vorticity.
F Eliassen-Palm flux, Eq. (6.68).
/ Coriolis parameter.
/o Coriolis parameter at some reference latitude.
J* Friction force per unit mass.
g Acceleration due to gravity (9.81 ms~ 2 for Earth).
H Pressure scale height, RT/g.

h{p) Ratio of dQ>/dp and 6, see Eqs. (1.54) and (5.23).
ho Equivalent depth, see for example Eq. (7.4).

/

K 1 - Diffusion coefficient.
2 - Kinetic energy per unit mass.
3 - Total wavenumber, (k2 + / 2 ) 1 / 2 .

KR L~R\
Ks Total stationary wavenumber.
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k Zonal wavenumber.
k Vertical unit vector.
kp Rhines wavenumber, see Eq. (10.25).
L 1 - Characteristic horizontal length scale.

2 - Latent heat of condensation of water vapour.
LR Rossby radius of deformation, NH/f.
I Meridional wavenumber.

M (t/2 - uft)/2.
m Vertical wavenumber.
N 1 - Brunt-Vaisala frequency.

2-wV.
P Rate of precipitation.
p Pressure

pR Standard reference pressure (usually taken as 100 kPa for Earth).
ps Surface pressure.
Q 1 - Heat added per unit mass to an air parcel.

2 - Arbitrary scalar variable.
2, DO/Dt due to heating.
Q Forcing of omega equation, see Eqs. (1.77) and (1.78).
q Quasi-geostrophic potential vorticity, Eq. (1.75).

qE Ertel 's potent ia l vorticity, Eq. (1.79).
R Gas constant (287 J kg"1 K"1 for dry air).
jR* Universa l gas cons t an t (8314 J (kg m o l e ) " 1 K " 1 ) .
Rj Gas constant for dry air.
Rv Gas constant for water vapour (461.5 J kg"1 K"1).
r Humidity mixing ratio.
rs Saturated humidity mixing ratio.
S 1 - Heating rate, dQ/dt.

2 - Flux of solar radiation.
s 1 - Static stability parameter, Eq. (1.72).

2 - Specific entropy, Eq. (3.13).
T Temperature.
t Time.
U 1 - Internal energy per unit mass.

2 - Characteristic velocity scale.
u Zonal component of wind.
ua Ageostrophic zonal component of wind.
ug Geostrophic zonal component of wind.
u Vector velocity (w,t?, w).
v Meridional component of wind.
va Ageostrophic meridional component of wind.
vg Geostrophic meridional component of wind.
v Horizontal component of velocity vector (w, v,0).
w Vertical component of wind.
W Work per unit mass done by an air parcel.
x Zonal coordinate.
Y Width of Hadley cell in Held-Hou theory, see Eq. (4.12).
y Meridional coordinate.
z Height above Earth's surface.
z' Pseudo-height, -H ln(p/pR).
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1
The governing physical laws

The aim of this chapter is to introduce the basic physical laws which
govern the circulation of the atmosphere and to express them in convenient
mathematical forms. No attempt is made at either completeness or rigour
beyond the requirements of the later chapters. Those who wish for a
more detailed discussion are referred to one of the many excellent texts on
dynamical meteorology which are now available. Those by Holton (1992)
and by Gill (1982) are particularly recommended.

1.1 The first law of thermodynamics

The first law may be stated simply in its qualitative form: heat is a form of
energy. The transformation of heat energy into various forms of mechanical
energy is the process which drives the global circulation of the atmosphere
and which is responsible for the formation of the weather systems whose
cumulative effects define the climate of a particular region. These transforma-
tions will be discussed in more detail in Chapter 3. In this section, the first
law will be expressed in mathematical terms. But, first, it will be necessary
to consider the thermodynamic properties of the air which makes up the
atmosphere.

The 'thermodynamic state' of a parcel of air is defined by specifying
its composition, pressure, density, temperature, and so on. In fact, these
properties are not independent of one another, but are related through the
'equation of state' of the air.

For our purposes, only one constituent of the air varies significantly,
and that is water vapour. The remaining gases which make up the bulk
of the atmosphere are present in constant proportions, at least up to very
great heights. These are principally nitrogen and oxygen, with smaller
concentrations of argon and carbon dioxide. Other gases are present in very

1
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Table 1.1. Composition of dry air

Gas Volume mixing ratio

Nitrogen (N2) 0.780 83
Oxygen (O2) 0.20947
Argon (Ar) 0.009 34
Carbon dioxide (CO2) 0.000 33

small amounts; some are important in determining the transparency of the
atmosphere to various frequencies of electromagnetic radiation, and some
play a crucial role in the chemistry of the atmosphere. But for our purposes,
we may ignore them. Table 1.1 summarizes the normal composition of dry
air.

We will return to water vapour shortly. If we consider 'dry air', then its
pressure p, temperature T and density p are related by the 'ideal gas law':

p = pRT. (1.1)

This equation of state needs modification at very high pressures and low
temperatures. But over the range of temperature and pressure encountered
in the atmosphere, it is perfectly adequate. The gas constant R is related to
the universal gas constant R* by

R = Rm/m. (1.2)

where m is the mean (by volume) molecular weight of the cocktail of gases
comprising dry air. The equation of state, Eq. (1.1), means that it is only
necessary to know any two of p, T or p to specify the thermodynamic state
of the air completely. It is sometimes more convenient to work with 'specific
volume' a = 1/p (i.e. the volume occupied by a unit mass of air) rather than
with p.

The temperature of the air is simply a measure of the 'internal energy' of
the air, that is, of the energy which is associated with the random motion
of the molecules and possibly with their rotation and internal vibration. If
two masses of gas are brought into intimate contact, this internal energy is
rapidly shared between them and their temperatures become equal. When
their temperatures are unequal, a flow of heat from the hotter to the colder
mass takes place. An infinitesimal change of the internal energy U of a unit
mass of dry air is related to the temperature change by:

dU = cvdT, (1.3)
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where cv is the 'specific heat at constant volume'.
If an infinitesimal quantity of heat dQ is added to an element of air, it

may contribute to an increase in its internal energy, or it may be converted
into mechanical energy, or a combination of the two. But the change of
internal energy plus the mechanical work done must balance the heat added.
This is the mathematical statement of the first law of thermodynamics:

dQ = dU + dW. (1.4)

Typically, work is done by the air parcel when it expands against the pressure
exerted by the surrounding gas. Assuming that the pressure of the element of
gas is equal to the pressure of its surroundings (always true if the expansion
is gentle), the work done is related to the change of volume:

dW = pdoc. (1.5)

Thus a working form of the first law of thermodynamics can be written:

dW = cvdT + pda. (1.6)

A more convenient form is obtained using the equation of state, Eq. (1.1):

dQ = cpdT - adp, (1.7)

where cp = cv + R is the 'specific heat at constant pressure'. This form
is useful since many atmospheric processes occur more nearly at constant
pressure than at constant volume.

A 'thermodynamic process' is a slow change of the thermodynamic state
of an element of air; it may be described by a curve on a 'thermodynamic
diagram' on which any two of the state variables are plotted. A particularly
important class of thermodynamic processes is the 'adiabatic' process, in
which no heat enters or leaves the element. From Eq. (1.7),

cpdT = adp, (1.8)

during an adiabatic process, or, integrating,

T = e(p/pR)\ K = R/cp9 (1.9)

where 6 is a constant of integration which may be interpreted simply as
the temperature at pressure pR during the adiabatic process; 6 is generally
called the 'potential temperature' and pR is usually (but arbitrarily) taken to
be 100 kPa. Indeed, the potential temperature may be regarded as a new
thermodynamic variable and Eq. (1.9) as an alternative equation of state.
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Yet another form of the first law is obtained if Eq. (1.7) is written in terms
of potential temperature:

dQ = cpTd{\n9). (1.10)

Finally, if the heat is added over a time d£, the rate of change of potential
temperature of the element is:

The term dQ/dt is sometimes called the 'diabatic warming rate'; 2L denotes
the rate of change of 9 due to heating. This is the rate of change of 9 when
a particular fluid element is followed, and is more usually written D0/Dr,
the 'Lagrangian derivative'. This differs from the 'Eulerian derivative', which
measures the rate of change at a fixed point in space. If the gradient of 9 at
any instant is V0, then the difference between the Eulerian and Lagrangian
derivatives is simply the rate of change due to advection, — u • V#. Thus:

^ + U . V 0 = J2 (1.12)
ot

The quantity of moisture in the air may be measured by the mass mixing
ratio of water vapour r = pv/pd, pv being the mass of water vapour in a
unit volume and pd the mass of dry air in the same volume. The saturation
mixing ratio rs is a function of temperature and pressure of the air, and
may be as large as 0.030 in the warmest parts of the tropics. Generally, it is
much less, with a typical value of rs of 0.010 at the surface. For an average
atmospheric temperature of 255 K and pressure of 50kPa, rs = 0.005. The
equation of state of moist air is obtained by writing the total pressure as
the sum of the vapour pressure and the partial pressure of the dry air, the
ideal gas equation applying to both components separately with a suitable
gas constant. The result can be written:

In fact, for most of the atmosphere, the difference between the equation of
state for moist air and that for dry air is not very large, and may frequently be
ignored when discussing the large scale circulation. The primary importance
of the variable moisture content of air is the huge latent heat of condensation
of water vapour, larger than that of any other common substance, which
means that very large amounts of heat are released when water condenses.
Equally, large amounts of heat must be supplied when water evaporates. A
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quantity of heat

dQ = -Ldr (1.14)

is released when the mixing ratio is reduced by condensation, where L is the
latent heat of condensation. Thus if 10 mm of rain falls during a 24 hour
period, the release of latent heat amounts to 289 W m2, which is comparable
to the typical insolation per unit area.

An equation describing the evolution of the humidity mixing ratio is ana-
logous to the equation of conservation of energy. It is simply based on the
hypothesis that any change of the moisture content of an air parcel is due to
a rate of evaporation E into the parcel, or of condensation P taking water
vapour out of the parcel. Small amounts of water are created or destroyed by
chemical reactions, but these can generally be neglected. For our purposes,
it is often enough to suppose that any condensed water falls out of the air
immediately as rain, though some sophisticated models carry the suspended
liquid and solid water content of the air as separate variables. Then

-I+uVr = E-P. (1.15)
ct

The Lagrangian rate of change of water mixing ratio leads to an important
contribution to the heating rate:

S = -LJ^t=L(P-E). (1.16)

This term is frequently dominant in the Earth's atmosphere, particularly in
localized regions of persistent rainfall.

1.2 Conservation of matter

Consider some fixed volume of space V9 enclosed by a surface A. The mass
of air enclosed in this volume is:

m= f pdt. (1.17)
Jv

Any change in this mass must be accomplished by a flux of mass into or out
of the volume, so that

— / pdr = - f pu • nd^ = - / V • pudt, (1.18)
ct Jv JA JV

where the divergence theorem has been used. Since this must apply to any
arbitrary volume, the two integrands in the volume integrals must be equal,
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so that:

^+V(pu)=0. (1.19)

This is the full form of the 'equation of continuity'. It may be simplified
further if the density is broken into a reference profile pR, which represents
the mean density at any height and depends only on height, and the de-
parture pA from this reference density. For flow in planetary atmospheres, the
variation of density in the vertical is very much larger than any horizontal
fluctuations. Then scale analysis shows that:

(1.20)

so that the continuity equation can be reduced to:

V - v + ^ = 0 . (1.21)
PR dz

This result would become invalid if the flow speed approached the sound
speed, in which case the full continuity equation, Eq. (1.19), must be used.

1.3 Newton's second law of motion

Newton's second law of motion is used to calculate how the motion of the
atmosphere evolves. It states that the acceleration of a parcel of air of unit
mass is equal to the vector sum of the forces acting upon it, that is,

(1.22)

This is frequently called the 'equation of motion' or the 'momentum equa-
tion'. The forces which we need to consider in the case of atmospheric
motion are:

(i) The gravitational force. We consider this to be a constant vector g directed
towards the centre of the Earth. It can be written as the gradient of a
'gravitational potential' V<D.

(ii) The pressure gradient force. Figure 1.1 shows two surfaces of constant pressure
a distance As apart. Consider a small volume of air, cross sectional area AA
between them. The mass of air in the volume is pAAAs and the net force due
to the pressure of the surrounding air is

PoAA -
dp
8s

As) 6 A = -
dp
ds

AsAA. (1.23)
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Vp

T
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P +AP

Fig. 1.1. The pressure gradient force.

The pressure gradient force per unit mass is therefore:

F p = -X-Vp. (1.24)

(iii) The friction force. Friction is generally a result of turbulent exchanges of
momentum between the Earth's surface and the overlying layers of air. Accurate
simple formulae for this transfer do not exist, and rather complex empirical
relationships have to be employed in global circulation models. Generally,
we will simply call the friction force #", and note that it will usually act in
such a direction as to reduce the wind towards rest. A very approximate
linear parametrization of friction will be used on occasions where an analytical
expression for friction is needed:

#- = - - , (1.25)

where TD is a drag or 'spin up' timescale. Such a term represents an exponential
decay of the velocity towards zero in the absence of other forces. It is sometimes
called 'Rayleigh friction'. A typical global mean spin up time for the Earth's
atmosphere is around five days.

Equation (1.22) describes the acceleration of a parcel of air in an inertial
frame of reference, that is, in a frame of reference which is not accelerating
and which is therefore not rotating. It is usual to describe motion in the
atmosphere relative to a noninertial frame of reference which is embedded
in the rotating Earth. The relationship between acceleration in an inertial
frame of reference, denoted /, and in a uniformly rotating frame of reference,
denoted /?, is derived, for example, in Pedlosky, page 17; the result is
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R

X

Fig. 1.2. A uniformly rotating frame of reference

Figure 1.2 illustrates the notation. u7 is the velocity in an inertial frame
and uR is the velocity in a rotating frame. From now on, the velocities and
derivatives without any such subscript will be assumed to refer to a frame
which is rotating with the solid Earth.

The second term on the right hand side of Eq. (1.26) is the centripetal
acceleration. Since it is the gradient of a scalar, it introduces no structural
change to the equation of motion; it can be absorbed into the definition
of gravitational potential. The centripetal acceleration makes a very small
correction to the gravitational acceleration, which is largest at the equator.

Thus, Newton's second law may be written:

du 1
— + u V u = 2 f i x u - -Vp
dt p

(1.27)

This has now been written in terms of the Eulerian rate of change of velocity.
The first term on the left hand side arises from the rotation of the frame
of reference and is a most important term for global scale circulations. It
is sometimes called the 'Coriolis force'. Strictly, it should be regarded as
a 'pseudo-force', that is, a mental construct which is designed to make it
appear that Newton's second law is holding despite the rotation of the frame
of reference. Note that since the Coriolis force always acts at right angles to
the fluid motion, it can do no work. Acting in isolation from other forces,
it will cause parcel trajectories to be circular, with radius |u|/(2|ll|). Such
motion is termed 'inertial flow'.
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n

Fig. 1.3. Coordinates used to describe atmospheric motions relative to a spherical
planet.

1.4 Coordinate systems

Up to now, the equations governing the atmospheric circulation have been
expressed in a general vector notation. But for practical purposes, they
must be written in terms of the components of velocity, etc., in orthogonal
directions. This will lead us to consider the very marked asymmetry between
the vertical and horizontal directions, and thereby to simplify the equations,
obtaining a usable set for computation.

The Earth is nearly a sphere, and so it is natural to employ spherical
coordinates (/> (latitude), X (longitude) and r (distance from the centre of
the Earth). In fact, it is possible (though not trivial) to show that the
slightly oblate shape of the Earth can be ignored, and that its effect can be
represented by small variations of g, the acceleration due to gravity, with
latitude if necessary. Recognizing that the depth of the atmosphere is very
small compared to the radius of the Earth a, we write:

r = a + z, with z <C a, (1.28)

where z is the height above mean sea level. The three components of velocity
are denoted u (zonal), v (meridional) and w (vertical). Figure 1.3 defines
the notation. The equations of motion are derived in general curvilinear
coordinates in standard texts on fluid dynamics such as Batchelor (1967).
The results are quoted here for reference:
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Equations of motion:

du u du v du du uv . uw
^7 + J^ + ~TZ + W1T + — tan <£ + —
dt acoscpdk adcp dz a a

= IQvsincb — IQwcoscb -—- + J*7!, (1.29a)
pa cos </) dk

dv u dv v dv dv u2 , vw
ot a cos (p o A aocp oz a a

= -2Qu sin 0 - — | ? + iF2, (1.29b)
pa 50

v2)
ot acoscp ok aocp oz

= 2QM cos </> - g -^ + J^3. (1.29c)
p 5z

Equation of continuity:

1 d(vcos<l>) 1
a cos cp ok acoscp ocp pR oz

Thermodynamic equation:

86 u 36 vd6 d6 ,^^
I 1 1_ w = J. (1.31)

dt acoscj)dk adcf) dz
If the meridional extent of the motion is limited, it is often advantageous

to use a local Cartesian set of coordinates (x9y9z)9 where y = a((f> — 0o)
is the distance poleward from some reference latitude and x = ak cos <f) is
the eastward distance along the latitude circle. Such a coordinate system,
neglecting many of the curvature terms in Eqs. (1.29a) - (1.31), simplifies
the equations without removing any of the primary physical processes they
represent. While it is inadequate for exact work, such as constructing
numerical models of the global circulation or constructing budgets of global
or zonal mean quantities, it often very helpful for expository purposes and
will be used frequently in later chapters.

1.5 Hydrostatic balance and its implications
The vertical component of the momentum equation is dominated by the
vertical pressure gradient term and the acceleration due to gravity. These
are many orders of magnitude larger than any of the other terms in the
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equation. Hence the atmosphere is very close to a state of hydrostatic
balance, in which:

g~«. d.32,
This balance only breaks down for small scale phenomena, such as thunder-
storm updrafts and flow in the vicinity of very rugged mountain surfaces.
On scales greater than around 10 km, hydrostatic balance is usually valid.

The contrast between the vertical scale of the global atmosphere, which
can be taken as 7 - 10 km, and its horizontal scale, of around 6000 km, means
that the vertical component of velocity is very much smaller than either of the
horizontal components. The stable stratification of the atmosphere and the
rotation of the system further inhibit vertical motion. This means that several
terms involving w in the governing equations, such as the 2Qwcos(/> term
in the zonal momentum equation, Eq. (1.29a), can be neglected. The result
is the so-called 'primitive equation set', which is widely used for numerical
weather prediction and global circulation models. The primitive equations
on a spherical planet of radius a are set out in Table 1.2 for easy reference.
The quantity / = 2Q sin <j> is twice the component of the Earth's angular
velocity parallel to the local vertical, known as the 'Coriolis parameter'.

Table 1.2. The 'primitive' equations

Equations of motion:
du u du v du du uv . 1 dp ^ /Jt „„ x

^7 + T JT + ~ ^ + W1T + — tan ^ = /t> -£ + &u (1.33a)
dt a cos (pel ao(p dz a pa cos (pd A

dv u dv v dv dv u2 , _ 1 dp ^
— + - — + - — + w— + — tan</> = -fu -£- + #-2, 1.33b
ot acoscpcA ad(p dz a paocp

Hydrostatic equation:

% = -Pg (1-34)

Equation of continuity:
1 du 1 d(vcos(j)) 1 d(pRw) =0

cU acos(/> d<j) pR dz

Thermodynamic equation:

d6 u d6 v d6 d6
^7 + 1^1 + -JI + vv— = J. 1.36
ot a cos (p dA ad(p dz
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Fig. 1.4. The pressure gradient term in pressure coordinates.

Returning to the hydrostatic equation, Eq. (1.32), the right hand side
of the equation is always negative, so that pressure always decreases with
height. In fact, integrating from height z to infinity (where p = 0):

P(z) = /
Jz

pgdz. (1.37)

That is, the pressure at any level in the atmosphere is simply equal to the
weight of the overlying layers of air. The monotonic decrease of pressure
with height means that pressure (or indeed, any single valued, monotonic
function of pressure) can be used as a vertical coordinate just as well as can
height z. The advantage of this procedure is that the equations of motion
and the continuity equation are simplified. The disadvantage is that the
lower boundary condition is rendered more complicated.

The principal simplification arises in the pressure gradient terms. Consider
Fig. 1.4. An isobaric surface will be nearly, though not exactly, horizontal;
denote the angle between the normal to the pressure surface and the vertical
by a, and denote the magnitude of Vp by dp/ds; a is typically less than 10~3.
From hydrostatic balance,

dp
— cos a = pg,
OS

(1.38)
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so that the horizontal components of the pressure gradient become

— sin a = — g tan a. (1.39)
p cs

But tana is simply the slope of the isobaric surface \(dZ/dx9 dZ/dy)\, where
Z denotes the height of the isobaric surface. It follows that in pressure
coordinates, the horizontal components of the pressure gradient force can
be written:

1 dp dZ 1 dp dZ
pdx dx pdy dy

Using pressure as a vertical coordinate, vertical advection terms such as
w dQ/dz transform to

where co = Dp/Dt is the pressure coordinate vertical velocity. The pressure
vertical velocity is approximately related to the geometric vertical velocity
by

co « —pgw. (1-42)

Similarly, using the hydrostatic relationship, the continuity equation trans-
forms to

V v + ^ = 0 . (1.43)
dp

Here, the vector v denotes the horizontal component of the velocity vector,
(u,v,0).

The lower boundary condition, which in geometrical coordinates is simply
w = v • V/i, h being the height of the surface, is considerably less straight-
forward in pressure coordinates. In the first place, the pressure at the
ground fluctuates, so that the boundary moves. In the second, the surface
of the Earth is not a coordinate surface. It is sometimes enough to apply a
boundary condition co = 0 at p = pR, but this is certainly not adequate for
numerical modelling purposes.

The 'sigma coordinate' system is widely used in numerical models, and
combines the simple form of the pressure gradient force in pressure co-
ordinates with the straightforward lower boundary condition of geometric
coordinates. Define the vertical coordinate as

(L44)

where ps is the actual surface pressure. The Earth's surface is therefore the
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surface a = 1. The vertical advection terms can be written:

where & = Da/Dt is the equivalent of vertical velocity. The boundary
conditions are simply b = 0 at a = 0 and a = 1. The continuity equation
is rendered more complicated; it becomes a prognostic equation for surface
pressure:

^ + V - ( p s v ) + p s ^ = 0 . (1.46)

This rather strange equation relates the rate of change of surface pressure to
the divergence at an arbitrary level in the atmosphere. The vertical advection
term relates the flow at the chosen level to that at other levels. The equation
may be integrated with respect to a; making use of the boundary conditions
yields:

it+Lv"Md(r=a (1-47)

For analytical work, the extra complications of the sigma coordinate system
makes it impractical. It is usually reserved for numerical integration.

It is sometimes helpful, especially for work in the stratosphere, to introduce
a 'pseudo-height', proportional to ln(p):

z' = -ifln(p), (1.48)

where if is a constant called the 'pressure scale height'. Integration of the
hydrostatic relation shows that this is equal to geometric height for the special
case of an atmosphere whose temperature does not change with height. The
temperature in the lower stratosphere varies only weakly with height. An
equation set based on ln(p) retains the advantages of a simple pressure
gradient term, but expands the rarefied upper levels of the atmosphere.

Other, more complicated, vertical coordinates, such as the potential tem-
perature 8 fisentropic coordinates'), as well as hybrid coordinates which are
defined to be sigma coordinates near the ground and pressure coordinates
at higher levels, will not be discussed further here. The interested reader is
referred to texts on dynamical meteorology for a discussion of generalized
vertical coordinates.

1.6 Vorticity

Taking the curl of the momentum equation gives a vorticity equation where
relative vorticity £ = V x u. In some ways, the vorticity equation is a
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Squashing

Fig. 1.5. Vortex stretching mechanism for generating relative vorticity.

more convenient way of expressing atmospheric dynamics since, in pressure
coordinates, it involves no explicit reference to the pressure field. After some
manipulation, the full vorticity equation may be written:

dA + uot
= (211 + £) • Vu - (211 + £) V • u +V p * + V x (1.49)

In fact, the large scale dynamics of the atmosphere are determined by
the vertical component of the vorticity. The numerically larger horizontal
components play a less active role in determining the evolution of the
meteorological flow. The vertical component of Eq. (1.49) is most simply
written in pressure coordinates. The third term on the right hand side is zero
since we are concerned with the component of vorticity perpendicular to
pressure surfaces. The second term on the right hand side is zero by virtue of
continuity, Eq. (1.35), and so the result is:

ot
(1.50)

Meteorologists frequently refer to this vertical component of the relative
vorticity simply as 'vorticity'. The Coriolis parameter / is sometimes referred
to as the 'planetary vorticity'. The absolute vorticity, (/ + £), has a simple
physical interpretation. It is simply twice the angular velocity of the air
parcel about a vertical axis. On a rapidly rotating planet such as the Earth,
one might suspect that this rotation is generally dominated by the rotation
of the planet itself. This turns out to be the case, a fact which will be used
in Section 1.7 to derive the 'quasi-geostrophic' approximation.
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The crucial term in governing changes to the vorticity is the first remaining
term on the right hand side of Eq. (1.50), which represents the generation of
vorticity by stretching of vortices as a result of vertical motions. If the
vertical velocity stretches a column of air, the column will assume a smaller
radius and will rotate more rapidly about its vertical axis, that is, its vorticity
will increase. Conversely, squashing of the column will reduce its vorticity.
Figure 1.5 illustrates vortex stretching.

Friction generally acts to reduce the relative vorticity towards zero. New-
tonian friction can be written in terms of vorticity as

k(Vx/)
TD

(1.51)

a term which represents an exponential decay of the relative vorticity towards
zero in the absence of other processes. In fact, Ekman layers, which result
from laminar flow over a solid rotating boundary, give rise to precisely such
a dissipative term, which arises because the friction near the surface induces
small vertical velocities at the top of the boundary layer. The magnitude of
these vertical motions is proportional to the relative vorticity just above the
boundary layer, and their direction is such as to induce vortex squashing
when the interior relative vorticity is positive, and vice versa. Pedlosky gives a
good account of this 'spin up' process. The structure of the Ekman layer is a
poor approximation to the observed structure of the atmospheric boundary
layer, but this effect of spinning up of the interior vorticity is a helpful
qualitative model of the effect that boundary layer friction has on vorticity.

1.7 The quasi-geostrophic approximation

Away from the equator, the large scale meteorological flow is close to a
state of geostrophic balance. That is, the dominant terms in the horizontal
momentum equations, Eqs. (1.33a, b), are the Coriolis terms and the pressure
gradient terms. Thus, the 'geostrophic' velocity field is determined by the
gradients of the geopotential height:

g f dy' g f dx

Differentiating these relationships and making use of the hydrostatic equa-
tion, Eq. (1.32) and the definition of potential temperature, the vertical
variations of ug and vg are related to horizontal variations of potential
temperature:

IT* = 77T> 7T = - 7 7 T (L53)
dp f oy dp f ox
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where

*>-?(£)"•
Equation (1.53) shows that the geostrophic wind and temperature field are
not independent, but are related in a state of 'thermal wind balance'. A
crucial aspect of any process which (for instance) changes the temperature
field is that there must be a compensating adjustment of the wind field in
order to preserve thermal wind balance. Examples of this adjustment process
will be discussed in Chapters 4 and 5. As an alternative to Eq. (1.53), the
variation of geostrophic vorticity with height can be written:

(1.55)

These relationships between the geostrophic velocity (or vorticity) fields and
the geopotential height and temperature fields can be used to simplify the
governing equations, giving an approximate set which is called the 'quasi-
geostrophic' equation set. This has now fallen out of favour as an equation
set for modelling the atmospheric circulation since it is not uniformly valid as
one approaches the equator; but it remains of great value in diagnosing, and
gaining insight, into the dominant dynamical processes in the midlatitude
and subtropical regions.

Although Eq. (1.52) represents the dominant terms in the momentum
equations, it is of little use for predicting the evolution of the flow. The time
derivative terms have been dropped, and so the approximated equations are
simply diagnostic, relating the velocity to the pressure field. To determine
the evolution of these fields, some ageostrophic effects must be retained.
The approach in this section will be via the vorticity equation. First, it is
necessary to examine the conditions for which geostrophic balance will hold.

Suppose that a typical horizontal velocity has magnitude U and that it
varies over a characteristic length scale L. In the Earth's midlatitudes, U is
around 10 m s"1 and L might be of the order of 106 m. Then the typical
magnitude of the horizontal advection terms in the momentum equations
will be U2/L. The magnitude of the Coriolis term will be fU. The ratio of
the two is called the 'Rossby number' Ro:

A necessary condition for geostrophic balance to be achieved is that the
Rossby number be small. Other conditions are that the friction term be
small, and that the trajectories of fluid elements be only gently curved. For
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typical terrestrial midlatitude flows, Ro ~ 0.1, which meets this criterion.
When / becomes small in the tropics, or for mesoscale systems where L is
small, the Rossby number becomes comparable to unity or larger, and the
quasi-geostrophic approximation ceases to be meaningful.

Now consider the vorticity equation, Eq. (1.50), and estimate the magnitude
of the various terms. The quasi-geostrophic vorticity equation involves
dropping those terms whose typical magnitude is O(Ro) times the magnitude
of the dominant terms. The vortex stretching term is made up of two terms:
the stretching of planetary vorticity and the stretching of relative vorticity.
The typical magnitude of the relative vorticity is simply U/L, so the relative
magnitude of these two terms is simply

We shall therefore retain only the stretching of planetary vorticity. With this
result, we can now estimate the typical vertical velocity W in terms of the
typical horizontal velocity U. Assuming that horizontal advection roughly
balances vortex stretching gives:

U2 W
f

i.e.,

W~[^)lir)U. (1.58)

The first term is simply a geometrical factor (or 'aspect ratio') based on the
differing vertical and horizontal scales of the atmosphere. A simple scaling
argument based on the continuity equation would suggest that this term
alone would be the ratio of vertical to horizontal winds. The second factor
is the small Rossby number. Our scale analysis has revealed a fundamental
property of rapidly rotating fluid systems: rapid rotation (i.e. small Rossby
number) implies that vertical motion is suppressed. For present purposes,
this indicates that we can neglect the vertical advection of vorticity compared
to the horizontal advection terms.

The horizontal advection terms comprise two components: the advection
of relative vorticity and the advection of planetary vorticity. To estimate
the relative importance of these two terms, it is necessary to estimate the
gradient of planetary vorticity. It is frequently adequate to approximate /
by a linear function of poleward distance (or latitude):

f = fo + Py, (1-59)
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where /? = O(f/a). More precisely,

2Q

P /P / (1.60)
a

This '/? -plane' approximation is very useful for our purposes, since it rep-
resents the most important effects of the Earth's curvature without having
to write the equations in spherical coordinates, a cumbersome procedure at
best. The ratio of the two horizontal advection terms is therefore:

>V ^ (1.61,
U2/L2 U '

For the Earth's midlatitudes, /1L2/U is roughly unity. Both the horizontal
advection terms must therefore be retained.

Friction can generally be ignored away from the Earth's surface, but may
be large in the boundary layer. We will retain the friction term in a schematic
way by writing it in terms of a Rayleigh friction. The drag timescale xD may
in general be a complicated function of the flow and temperature fields.

Finally, we obtain a quasi-geostrophic form of the vorticity equation:

In fact, this equation involves only two variables. From Eq. (1.52, the geo-
strophic velocities can be written in terms of a 'geostrophic streamfunction'

so that

Un — T-S Va — -T-5-. (1*64)

dy ox

The vorticity equation involves the geostrophic stream function and the
vertical velocity only.

For some purposes, we will use the momentum equations in a form which
is consistent with the quasi-geostrophic approximation. It can be verified by
differentiation that the pair:

(1.65a)
ci

-ft + Vg ' V % = -foUa-PyUg> (1.65b)
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lead to the quasi-geostrophic vorticity equation. The vector \a = (ua, va, 0) is
the 'ageostrophic velocity':

va = v — vg, (1.66)

which, since the geostrophic velocity is purely rotational, is related directly
to the vertical velocity from the continuity equation, Eq. (1.35):

It follows that the ageostrophic velocity components have magnitude O{Ro)
U. Note that there are no vertical advection terms in Eqs. (1.65a, b).

To obtain a complete and consistent equation set, it is necessary to ap-
proximate the thermodynamic equation also. But first note that the potential
temperature can be written in terms of the geostrophic streamfunction. From
the hydrostatic relation, Eq. (1.32), the definition of potential temperature,
Eq. (1.9), and using Eq. (1.54), we find:

dp /o

The thermodynamic equation is simplified by writing the potential temperat-
ure as the sum of a standard reference potential temperature which depends
only upon pressure and a departure from this reference atmosphere:

e = 6R(p) + 6A(x,y,p,t). (1.69)

The reference profile 9R may be taken to be the global mean potential tem-
perature at pressure p. The stable stratification of the atmosphere means that
6R decreases markedly with pressure. The quasi-geostrophic approximation
of the thermodynamic equation involves the assumption that

d9D

dp 8P
(1.70)

so that only the vertical advection of the reference potential temperature
is retained. The quasi-geostrophic form of the thermodynamic equation is
therefore:

» + f f . W ._^ 1 B + J . ,1.7!)

Since d6R/dp is always negative for a stably stratified atmosphere, we will
introduce a (positive) stratification parameter which can be related to the
Brunt-Vaisala frequency N:

s2 = -h(p)?pt. (1.72)



1.8 Potential vorticity and the omega equation 21

The assumption that vertical advection of 9A is negligible is certainly the
weakest tenet of quasi-geostrophic theory. In fact, the stratification of the
atmosphere at a given pressure varies substantially across the globe, and can
fluctuate appreciably even within individual weather systems. Nevertheless,
quasi-geostrophic theory provides a helpful basis for understanding many
aspects of the global circulation, and for the diagnosis of dynamical processes
from observations or model output. It will be used repeatedly in later
chapters.

Eqs. (1.62) and (1.71) involve just two unknown dependent variables.
These are the geostrophic streamfunction and the vertical velocity. The
quasi-geostrophic equations therefore constitute a complete set of equations
for the motion of the atmosphere, although of course, they will become
invalid near the equator.

1.8 Potential vorticity and the omega equation

It is straightforward to eliminate the vertical velocity between Eqs. (1.62)
and (1.71), obtaining a single prognostic equation for the geostrophic stream
function. Differentiating Eq. (1.71) with respect to p and eliminating dco/dp
between the thermodynamic and vorticity equations gives:

or

s2

where the operator Dg/Dt indicates a rate of change following the geo-
strophic wind. More compactly, Eq. (1.73) can be written:

- P . (1.74)

where

{ £(gg)} a.75,
is the 'quasi-geostrophic potential vorticity'. Note that this is conserved
following the geostrophic wind if friction and heating can be neglected.
Furthermore, Eq. (1.75) may be regarded as an elliptic equation relating the
geostrophic streamfunction to the potential vorticity. If the distribution of
potential vorticity is known, and boundary conditions on xp are specified,
then, in principle, Eq. (1.75) can be inverted to yield vg and 9 everywhere.
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An alternative is to eliminate the time derivatives between Eqs (1.62) and
(1.71). When this is done, one obtains an elliptic diagnostic equation for the
vertical velocity:

v 2 { W J ) a 7 6 )

Eq. (1.76) is frequently called the 'omega equation'. Again, this equation may
be inverted, given suitable boundary conditions on co, so that the vertical
velocity can be deduced from the geostrophic streamfunction. If the 'source
terms' on the right hand side are positive, then co will tend to be negative,
that is, there will be ascent. Conversely, descent will be associated with a
minimum of the source terms. The right hand side of Eq. (1.76) consists
of two terms. The first includes the vertical gradient of the advection of
absolute vorticity, together with the vorticity tendency due to friction. The
second includes the Laplacian of the advection of potential temperature, and
the heating term. In many common meteorological situations, the friction
and heating terms are small compared to the advection terms; the advection
terms tend to cancel out, and so a qualitative determination of the vertical
velocity field can be difficult.

Finally, it may be noted that an alternative formulation of the right hand
side of the omega equation exists which avoids problems of cancellation. It
is written as the divergence of a vector Q where:

2V • Q (1.77)
s2 dp2

where
d\o d6k v s (\ IQ\

Here, s denotes a coordinate parallel to the local 6 contour, and n is a
coordinate at right angles to the 6 contour. The Q-vectors converge on to
regions of ascent and diverge from regions of descent. In the vertical plane,
continuity implies that there is an anticlockwise ageostrophic circulation
around the Q-vector. Figure 1.6 illustrates the relationship between Q and
the ageostrophic circulation. In a localized region, across which variations
of / can be neglected, a simple recipe can be deduced for determining
the direction of the Q-vector. The recipe is: take the vector change of the
wind along a 9 contour (moving with cold air on the left) and rotate the
vector clockwise through 90°. Figure 1.7 illustrates the method for a jet exit
region.

To summarize, and to provide a handy reference for later chapters,
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(a)

Down Up

(b)

Fig. 1.6. Illustrating the relationship between the Q-vector and (a) the vertical
velocity and (b) the meridional ageostrophic circulation.

Cold

/ Warm

Fig. 1.7. The Q-vector in a jet entrance or exit region.
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Table 1.3 draws together the complete set of quasi-gesotrophic equations,
together with the definitions of the notation used.

1.9 ErtePs potential vorticity

The quasi-geostrophic potential vorticity cannot be applied near the equator
where the geostrophic approximation breaks down, nor is it valid to apply it
in regions where the static stability changes sharply on a pressure surface. A
more general potential vorticity can be defined which avoids this problem.
Sometimes called 'Ertel's potential vorticity', it is defined as

, , _ P « i ± O . T O . (1.79)

If friction and heating are negligible, then qE is conserved following the full
three-dimensional motion, that is,

^+u-VqE=0. (1.80)

As in the case of the quasi-geostrophic potential vorticity, the distribution
of qE can be 'inverted' to yield both the velocity field and the potential
temperature field. This requires two conditions to be met. First, suitable
boundary conditions must be specified. Second, there must be a 'balance
condition' relating the temperature and velocity fields to each other. Thermal
wind balance is the simplest such condition.

A physical interpretation of the Ertel potential vorticity is shown in
Fig. 1.8. If the 9 surfaces move apart, then conservation of 9 means that a
column of fluid between these surfaces must remain bounded by them and
so must stretch. Conservation of angular momentum (friction is presumed
zero), then, means that the relative vorticity must become more cyclonic.
Conversely, if the 9 surfaces move together, the column must become more
anticyclonic.

Scale analysis shows that qE is dominated by the contribution of the
vertical terms, so that to a good approximation:

(An equivalent expression in pressure coordinates may be preferred.) It is
this dominance of the vertical contribution to the Ertel potential vorticity
which justifies ignoring the horizontal components of the vorticity equation
in Section 1.6. The quasi-geostrophic potential vorticity can be recovered
from this relationship. First, note that | / | » | £ | for geostrophic conditions.
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Table 1.3. A summary of quasi-geostrophic relationships and definitions.

Geostrophic streamfunction:

V>g = ^j- (1-61)

Geostrophic winds:

(1.52a)

(1.52b)
J ex

Thermal wind relationships:

lg = -

= -

dug

gdZ_

>_d_Z_

hd6
fSy

^ — ^ (1.53)

where

h(p) = - [ - ) (1.54)

Thermodynamic equation:

where

s
2 = - % ) — A (1.72)

Vorticity equation:

Momentum equations:

- -± (1.65a)

Potential vorticity equation:

Omega equation:

V2 co + — —^ = — — i vg • V<̂  + pv 4- — i H V2 {vg • V0 — ^} (1-76)

Definition of Q-vector:

Q = k x ^ | ^ (1.78)
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Isentrope

Fig. 1.8. Ertel's potential vorticity.

Second, divide 9 into a reference profile and a small anomaly. Then,
multiplying out the terms in Eq. (1.81) and dropping the products of small
terms, the quasi-geostrophic potential vorticity can be recovered.

The Ertel potential vorticity combines the dynamics and thermodynamics
of the atmosphere into a single equation. It is the most compact, and argu-
ably the most fundamental description of the atmospheric flow. An ideal
goal is to describe the global circulation entirely in terms of the sources,
sinks and transports of potential vorticity. This is a goal which has not
yet been attained, not least because accurate observations of qE have only
recently become available. There are also conceptual difficulties. There is
every reason to suppose that the structure of the potential vorticity field
contains large fluctuations on the smallest scales that one cares to resolve.
Modelling studies show that initially smooth distributions of qE rapidly
develop extremely fine structure. Implicit in any description of the global
circulation of qE is some sort of large scale smoothing; whether a rational
basis for such smoothing exists has yet to be demonstrated.

1.10 Problems

1.1 Deduce an expression relating the mass mixing ratio of atmospheric
constituents to their volume mixing ratio, and hence translate Table 1.1 into
mass mixing ratios.

1.2 A parcel of air, temperature 10 °C, is lifted slowly from the Earth's
surface to a height of 3 km, such that it remains in thermodynamic equi-
librium with its surroundings. Assuming that the Brunt-Vaisala frequency
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N = ^/g/6)d6/dz is a constant, equal to 10 2 s *, calculate the amount of
heat gained or lost by the parcel.

1.3 A parcel of fluid at latitude 0 on a rotating planet is observed moving
at a speed U. If only the Coriolis force acts upon it, show that it moves in a
circular trajectory, and calculate the time taken to execute each circle.

1.4 Use the hydrostatic relation to derive a correction of the observed
surface pressure to obtain mean sea level pressure, assuming that the lower
atmosphere has a constant lapse rate F. A station situated 150 m above mean
sea level observes a pressure of 98.5 kPa, a temperature of 15 °C. Assuming
a lapse rate of 6Kkm~~1, estimate the mean sea level pressure. What error
would be made in the mean sea level pressure correction if the atmosphere
was assumed to be isothermal?

1.5 Starting from Eqs. (1.65a,b), deduce the ageostrophic wind in a steady
jet exit, in which the 25kPa wind decreases from 50 m s " 1 to 25 m s " 1 over
a distance of 1500 km at a latitude of 40 °N. Estimate the strength of the
vertical velocities in the jet exit assuming the jet width is 1000 km.

1.6 Show that the quasi-geostrophic potential vorticity, using height as a
vertical coordinate, may be written:

Show that under suitable conditions, Ertel's potential vorticity is propor-
tional to this expression, and deduce the constant of proportionality.
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Observing and modelling global circulations

2.1 Averaging the atmosphere

Strictly speaking, describing global atmospheric circulations requires the
specification of the evolving three-dimensional fields of meteorological vari-
ables. Such a data compilation would be indigestible, and our description
of the global circulation generally implies that some kind of averaging has
been carried out. The flow is thought of as consisting of a 'mean' part, and
a fluctuating or 'eddy' part. It is assumed that the details of any individual
eddies are unimportant, though the average properties of eddies may well
affect the mean fields. There are a number of different ways of averaging
atmospheric data, the most frequently used of which are the average with
respect to longitude or 'zonal average', and the average with respect to time.
The concept of an ensemble average is also of importance.

The earliest studies of the global circulation were concerned with the
zonal average. It is easy to understand why. Most atmospheric variables
change much less in the zonal direction than they do in the vertical or in
the meridional directions. Indeed, the latitude of an observing site on the
Earth's surface is probably the most important single factor in determining
its climate. The zonal average of any scalar quantity Q is denoted [g], and
may be defined as:

[Q (2.1)
O

Alternatively, in terms of the distance x along the latitude circle,

[Q] = j [LQdx. (2.2)
L Jo

Note that, by definition, [Q] is independent of longitude. The local value of
Q will generally be different from [Q]. This deviation is variously called 'the

28
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eddy part' or the 'zonal anomaly' of Q, and is denoted Q*:

It follows immediately that

[[Q]] = [Q] a n d [Qm] = 0. (2.4)

Furthermore, if Q is a continuous function of latitude:

= 0. (2.5)

Very similar results follow for time averaging. Denote the time mean of Q
over some time x as Q, where

Q = - [TQdt. (2.6)
x Jo

The 'transient' part of Q is denoted Q! where

Provided that x is sufficiently long, the time mean value of Q will be independ-
ent of T. 'Sufficiently long' generally means 'greater than the typical lifetime
of weather systems', and for the midlatitudes, most mean quantities are
roughly independent of x for x greater than 15 or 20 days. In the tropics, the
necessary time is perhaps somewhat shorter. The global circulation changes
significantly as the seasonal cycle progresses, and so a popular averaging
period is a three-month 'season', consisting of around 91 or 92 days. The
usual seasons chosen are December, January and February, denoted DJF,
and referring to northern hemisphere winter or southern hemisphere summer,
and June, July and August, denoted JJA. The equinoctial seasons March,
April and May (MAM) and September, October and November (SON) are
less frequently studied, not least because there is a large and systematic
trend in many fundamental meteorological variables through the equinoctial
periods. In fact, there is some evidence that important features of the
seasonal cycle have rather different phases in different locations. Never-
theless, this simple scheme of four equal seasons will be adequate for our
purposes in this book.

Although many general characteristics of the circulation are reproduced
year after year, there is also an element of interannual variability. Conse-
quently, wherever possible, we will use 'ensemble' means, in which a number
of (say) DJF seasons are averaged together. The ensemble average is denoted
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A

Q where

£ Z (2.8)

However, this notation is becoming cumbersome, and the ensemble average
will generally be assumed rather than stated explicitly. The number of
seasons averaged together in this way is usually determined by practical
rather than scientific considerations, since suitable global observations of the
atmosphere (especially at levels away from the surface) have only recently
become available. In any case, we must recognize that the ideal average
winter circulation is a myth. Historical and paleontological studies amply
demonstrate that the global circulation exhibits fluctuations on all timescales,
up to the longest encompassed by the geological record.

The mean level of eddy activity is measured by the 'variance' of a given
quantity, either with respect to time or to longitude. The variance is defined
as [<2*2] or Q'2, and will generally be nonzero. Sometimes the variance may
be partitioned into the contributions from different ranges of space scale or
frequency.

Similarly, the covariance of two independent quantities is often of interest.
Suppose a second scalar is R; then the covariance of Q and R is [Q*i?*]
or QfRf. Again, spatial or temporal filtering can be used to partition
the covariance into contributions from different scales or frequencies. The
covariance of two quantities is closely related to whether or not they fluctuate
in phase. To illustrate this, suppose Q* and R* both vary sinusoidally in the
zonal direction, but with a phase difference 8:

Q* = go sin(foc), R* = Ro sin(kx + 8). (2.9)

Then elementary trigonometry can be used to show that

** ^ ) . (2.10)

The covariance is a maximum when 8=0, and is zero when 8 = n/2. Particu-
larly important covariances are between various meteorological quantities
and the velocity components. These are called the 'eddy fluxes' of the quant-
ity involved. When there is a systematic tendency for large values of Q
and large values of poleward velocity to occur at the same location, then
the poleward eddy flux of Q, [v*Q*]9 will be positive, that is, the eddies are
systematically advecting Q polewards.

As an example of these various circulation statistics, consider the 'transport
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equation' for a scalar Q in pressure coordinates:

Here, S is a 'source term', describing sources and sinks of Q following the
parcel motion. The continuity equation, Eq. (1.43) enables the transport
equation to be written in 'flux form':

dQ d d d

Now apply the zonal averaging operator to this equation. Noting that [[u]<2*]
and similar terms are identically zero, the evolution of [Q] is given by:

The first two terms on the right hand side represent the advection of [Q]
by the mean meridional flow. The second pair of terms represents the
convergence of the eddy fluxes of <2, and demonstrates how the eddies might
play a crucial role in determining the mean distribution of [Q], even though
Q* itself averages to zero. In the climatological mean, d[Q]/dt will be close
to zero, and so the mean distribution of [Q] will be determined by a balance
between the mean and eddy transports of Q and the source or sink terms,
[S]. It must be recognized, though, that the mean and eddy transports
are not necessarily independent and that, in some circumstances, they may
nearly cancel out. We will return to this theme in Section 4.3.

The discussion in this section has envisaged the average value of Q at some
observing site which is stationary with respect to the Earth's surface. Such
an averaging procedure is called 'Eulerian averaging'. For many purposes,
it would be preferable to average a quantity following the motion of an
individual element of the atmosphere. This is called 'Lagrangian averaging'.
Unfortunately, in most circumstances, Lagrangian averaging is attended by
formidable practical difficulties. These are associated with the turbulent
nature of the atmospheric flow, which means that an initially compact ele-
ment of fluid rapidly becomes shredded and pulled out until filaments of the
original element are inextricably intermingled with the rest of the atmosphere.
So Lagrangian averaging is generally a hypothetical concept of little practical
utility. However, it is possible to devise some practical averaging procedures
which are approximately Lagrangian. For instance, taking the average of
fields on isentropic surfaces (surfaces of constant potential temperature),
rather than on constant pressure or height surfaces, would give Lagrangian
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averages for adiabatic motion, and would give roughly Lagrangian averages
for typical values of large scale heating in the troposphere.

2.2 The global observing network

Meteorologists are uniquely blessed among scientists in that many thousands
of high quality observations are made for them routinely across the globe,
from the surface to the stratosphere. These observations are taken by trained
observers in order to provide operational meteorological information, and
constitute the input to numerical forecast models. They are also used to
advise aviators, mariners and many others about the current state of the
atmosphere. As a spin off, these observations, archived, quality controlled
and analysed, form an important data base for the scientific study of indi-
vidual weather systems and of their organization into the global circulation.
Compare the meteorologist with his or her oceanographer colleague: the
oceanographer may spend many years planning a campaign of observations
of currents, temperature and salinity in a tiny area of the ocean, many weeks
of discomfort on a ship taking the observations and several years analysing
them back at the laboratory. All this work is done for the research mete-
orologist, several times per day on a global basis, who merely has to read
the numbers from an archive and construct whatever diagnostic quantity
is required. We owe an enormous debt to the dedicated, and all too easily
forgotten, efforts of professional observers across the world.

In this section, some of the principal sources of quantitative data about the
global circulation will be described. Most of what will be described would
apply to the activities of any one of the several meteorological institutes
around the world where routine global analyses and forecasts are carried
out. A particular emphasis will be placed on the system used at the European
Centre for Medium Range Weather Forecasts (ECMWF). Archives of global
circulation data have been built up from the ECMWF archives, and form a
major source of data used throughout this book to illustrate various aspects
of the Earth's global circulation.

The primary observing system is the radiosonde network. Around the
world, some 1000 stations launch weather balloons bearing expendable
instrument packages. The instruments record temperature, pressure and
humidity as the sonde rises. Tracking of the balloon by radar provides data
on the horizontal wind components at different levels. Launches are made
at least twice daily on the so-called 'synoptic hours', at 0.00 hours GMT
(Greenwich Mean Time) and 12.00 hours GMT; some stations also take
observations at intermediate times. A 'pilot balloon' is a weather balloon
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which is merely tracked, and carries no instruments. A pilot ascent therefore
returns information only about the horizontal wind vector as a function of
height.

The radiosonde system is one of the most accurate atmospheric observing
systems. Temperatures are recorded to within +1 K, relative humidities to
+10%, and winds to +3-5 m s"1. Errors become larger at higher levels, where
the low density of the air means that the response time of the instruments
is longer and shielding them from thermal radiation becomes more difficult.
Radiosondes generally sample the entire troposphere, and may reach well
into the lower stratosphere. Currently, around 50% of launches reach 10 kPa
or higher. A major international effort, led by the World Meteorological
Organization, is designed to ensure that the radiosondes used by different
meteorological services, and the launching and data recovery routines, are
consistent with one another, and all meet the same standards of accuracy.
Even so, it is not unknown to see significant discontinuities in reported
meteorological variables at national frontiers, particularly at higher levels,
reflecting the different instrument systems used by different services.

Radiosonde measurements are thus very accurate, and have a very high
resolution in the vertical. Indeed, so much information is returned from a
single ascent that it must be smoothed and summarized in some way before
distribution. Stations summarize the ascent in terms of the values of the
meteorological elements at 'standard' levels, together with information at
'significant' levels, where a major change of a parameter or its gradient is
observed. The 'standard levels' are 100 kPa, 85kPa, 70kPa, 50kPa, 40kPa,
30kPa, 25kPa, 20kPa, 15kPa, lOkPa, 5kPa and 3kPa. Essentially, though,
the radiosonde is sampling a point volume of the atmosphere at each level
in its ascent. The accuracy of the observation may be misleading in terms of
how representative it is of a substantial volume of atmosphere. For example,
a radiosonde which passes through a cloud layer would record a significantly
different profile from a launch a few kilometres away or a few minutes later
which takes place in the clear air between clouds. These considerations
make the humidity measurement especially difficult to interpret, but they
also apply to the temperature and wind fields.

Maintaining an upper air station is extremely expensive, which explains
the highly inhomogeneous distribution of radiosonde stations revealed by
Fig. 2.1. The average distance between adjacent stations is about 700 km, a
figure which should be compared with the typical dimension of a midlatitude
cyclone which is often taken as 1000 km. But some 800 of the total 1000
stations are located in the northern hemisphere. This means that the average
spacing is around 1100 km in the southern hemisphere. But of course, this
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Fig. 2.1. Global distribution of (a) radiosonde (total number of observations =
611 (• 601 land,oc 10 ship)); and (b) pilot balloon ascents which were included in
the routine analysis for 12.00 GMT on 29 October 1991 by the European Centre for
Medium Range Forecasts (total number of observations = 161 (all land)). (Courtesy
ECMWF.)

is only one aspect of the data inhomogeneity. The stations, not unnaturally,
are heavily biased to land areas, and then to the more wealthy regions
of the midlatitudes. Data voids are apparent over the oceans and over
sparsely populated areas such as the deserts of North Africa and Arabia.
Some midocean islands provide observations, and a handful of permanently
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manned weather ships are maintained in the North Atlantic and North
Pacific Oceans, but nevertheless some areas are very poorly covered. The
most notable gap is the midlatitude Pacific in the southern hemisphere; not
a single station is to be found between New Zealand and the coast of Chile.
It is also an inevitable fact that operational difficulties mean that ascents
sometimes give poor results, or communications problems prevent data from
reaching the analysis centre. Such problems again tend to have regional
biases, and emphasize that the global radiosonde station network is by no
means ideal. Nevertheless, that such a network operates, and that data is
rapidly exchanged throughout the world, across all kinds of physical and
political barriers, is no small achievement.

Many more meteorological stations are operating across the world which
report only surface data. Because they are much less expensive to maintain,
they are more readily provided, and many such stations can be seen reporting
in Fig. 2.2. In addition to measurements of temperature, pressure, humidity
and wind, surface stations also report a large number of more qualitative
data, such as weather conditions and cloud types. At present, it is difficult to
integrate this kind of data with the data analysed by computer for numerical
weather prediction purposes. This is a pity since it contains much useful
information which is readily put to work by a human analyst. As well as
observations at fixed land stations, similar surface synoptic observations are
also taken by certain merchant ships wherever they happen to be located
at the observation time (so-called 'ships of opportunity'). In recent years,
surface observations have been made automatically by unmanned stations.
This raises the possibility of extending the data network relatively cheaply,
especially into remote areas or hostile environments. Indeed, the deployment
of automatic weather stations on drifting buoys in the southern oceans
during 1978-9 was an important contribution to the 'First GARP Global
Experiment' (FGGE), an ambitious attempt to obtain high quality data for
the entire globe for a year. Such systems are now becoming a routine part
of the data network. Data from both moored and drifting buoys included in
a recent analysis is shown in Fig. 2.3.

Although more dense than the network of upper air stations, the surface
network suffers similar shortcomings. The stations are most closely spaced
in northern hemisphere land areas. Although the use of ships of opportunity
helps to fill in some of the data voids in the oceans, their observations are
biased towards the major shipping routes. Furthermore, there is liable to
be an understandable systematic bias in that merchant ships tend to avoid
severe weather if possible.
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Data Coverage - SYNOP/SHIP
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Fig. 2.2. The global distribution of surface observations, both on land and from
ships, at 1200 GMT, 29 October 1991, used in the ECMWF analysis (total number
of observations = 7983 (#6993 SYNOP, x 990 ship)). (Courtesy ECMWF.)

Satellite information has become an important data source in recent years,
although it is of poorer accuracy (especially in the troposphere) than are
conventional measurements. The most widely used data are in the form of
temperature soundings retrieved from infrared radiance measurements taken
by polar orbiting satellites. The satellite monitors the state of the atmosphere
beneath its track with high horizontal resolution. The typical orbital period
is about 90 minutes, so that it takes several hours before the entire globe
is covered by any one satellite. Thus the data gathered is not taken at the
main synoptic hour. The ECMWF analysis system ascribes its data over a
six-hour period to the nearest analysis time. The example given in Fig. 2.4(a)
shows information from two satellites, between them covering most of the
Earth's surface.

It is in the vertical resolution that the most serious shortcomings of satel-
lite soundings are found. The typical vertical resolution is several kilometres.
This is satisfactory for studying the upper stratosphere and mesosphere, but
is a very coarse resolution for the troposphere. The soundings cease at the
cloud tops, so that no data is taken within vigorous weather systems. New
microwave sounders will enable information to be retrieved from below the
cloud tops, but will do little to improve vertical resolution. Because the
measurement is only of temperature (or thickness), the satellite sounding
has to be calibrated with the aid of conventional measurements (of surface
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Fig. 2.3. Surface observations collected automatically by moored and drifting buoys
which were included in the 1200 GMT ECMWF analysis of 29 October 1991 (total
number of observations = 369 (• 335 drifting, oc 34 moored)). (Courtesy ECMWF).

pressure, for example) to obtain pressures. Then, some balance condition
must be imposed in order to deduce winds from the surface pressure and up-
per level temperatures. Despite all these shortcomings, satellite temperature
soundings are often the most important data source over oceans.

Images from geostationary satellites are used to derive winds by following
the motion of identifiable cloud features. An example of the data coverage
achieved is shown in Fig. 2.4(b). Once certain sources of error are removed,
such as lee wave clouds, which propagate relative to the flow while remaining
stationary with respect to the ground, a fairly high resolution map of winds
in partly cloudy areas results. But the satellite winds can only be located
in the vertical very crudely, and so they are a very inaccurate source of
data. Nevertheless, satellite winds do provide important improvements to
the analyses over the southern oceans.

There are other rather limited data sources. 'Aireps' are reports of temper-
ature and pressure taken automatically by selected civil airliners. The data
are relayed by satellite into the global data network. Measurements are only
taken at the flight level of the aircraft, and they are mostly confined to the
main air routes. In the example given in Fig. 2.5, most of the aireps are seen
in the air lanes of the North Atlantic and the Pacific Oceans.
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(a) Data Coverage - SATEM (500km)
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Fig. 2.4. Satellite data used in the 1200 GMT ECMWF analysis of 29 October 1991.
(a) Temperature retrievals. Crosses indicate the NOAA 11 satellite and solid squares
the NOAA 12 satellite (total number of observations = 1239 (x 674 NOAA11, • 565
NOAA12)). (b) Satellite winds from geostationary satellites (total number of
observations = 2414 (• 1472 METEOSTAT, x 522 HIMAWARI)). (Courtesy
ECMWF.)
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Fig. 2.5. Aircraft reports (AIREPs) included in the 1200 GMT ECMWF analysis
of 29 October 1991 (total number of observations = 854 (all AIREP)). (Courtesy
ECMWF.)

2.3 Numerical weather prediction models

In order to understand the way in which the various data described above are
treated, it is necessary first to examine the principles of numerical weather
prediction models. Given initial observed values of atmospheric variables,
the underlying concept is to use the governing physical laws, embodied
to sufficient accuracy in an equation set such as the primitive equations,
Eqs. (1.33a)-(1.36), to predict the values of meteorological variables at some
later time. The complication is that the governing equations are far too
complicated to be solved exactly. Instead, numerical solutions have to be
generated using a large computer. The equations are 'discretized' so that they
are written in terms of meteorological variables at a large but finite number
of discrete points. In this way, the continuous equations are replaced by an
approximately equivalent set of algebraic equations, which can then be used
to predict values a small but finite time later. This 'marching procedure'
can be repeated as many times as required to generate a forecast at some
arbitrary future time.

These principles are well illustrated in terms of the linear advection
equation' in one dimension:

(2.14)
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where Q = Q(x, t) may be any variable, and u is an advecting velocity,
considered constant for the present. Denoting the initial distribution of Q as
Qo(x)9 the solution to this equation is

Q(x,t) = Q0(x-ut). (2.15)

That is, any arbitrary initial distribution of Q simply moves at speed u along
the x-axis without change of shape. Equation (2.14) is a prototype of several
important terms which appear in the primitive equations. The equation may
be discretized by defining values of Q on a grid of points in the (x, t) plane.
We write:

Q{x0 + nAx, t0 + mAt) = Q™, (2.16)

where n and m are integers and Ax and At are grid lengths in the x and t
directions respectively. Using Taylor series expansions about any given point
on the grid, approximate expressions for the derivatives can be obtained:

8Q
dt 2At

O(At% (2.17a)

( 2 1 7 b )

The last term in each of these expressions is the truncation error in a finite
difference approximation to the derivative. Substituting these expressions
into the advection equation and re-arranging gives a means of predicting Q
at the (m + l)th time level, given its values at the mth and (m — l)th times:

^ H ) \ A* 2 ) . (2.18)

A successful integration requires that the truncation error be small. Ini-
tially, this is achieved if Ax and At are small. Later, we must ensure that
the truncation error cannot grow. To explore this requirement, note that the
truncation error, denoted e^, must satisfy the same linear Eq. (2.18), as Q
itself. Suppose that the error has the form:

e™ = Aeqtjkx. (2.19)

If |e^A'| > 1, then the truncation error will amplify each timestep, and will
quickly dominate the solution. Such a situation is said to be 'computationally
unstable'. On the other hand, if |e^At| < 1, the errors remain bounded and
the numerical scheme is 'stable'. Substituting into Eq. (2.18) and solving the
resulting quadratic equation gives:

= ±Vl - a V - iasN, (2.20)
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where a = uAt/Ax and sN = sin(2n/N), NAx = 2n/k being the wavelength of
the error. Stability is ensured if a < 1. If a > 1, errors with some wavelengths
can grow exponentially. This condition for stability, which is usually thought
of as a restriction on the timestep, is called the 'Courant-Friedrich-Lewy'
(CFL) condition:

At < Ax/u for stability. (2.21)

Other finite difference approximations to the advection equation could have
been devised, and these would have had different stability criteria, although
most simple schemes involve some stability condition similar to Eq. (2.21).
This relationship shows that the maximum timestep becomes small as the
grid spacing Ax is reduced. Consequently, any reduction of the truncation by
decreasing Ax means that the timestep has to be reduced to ensure stability.
All these factors combine to mean that the computational effort required
for a numerical solution of the meteorological equations generally rises as a
large power (at least the cube) of the number of grid points.

The CFL condition can be generalized to other, more complicated, equa-
tion sets. The general principle is that 'information' must not travel more
than one grid length in a timestep. Thus, in an equation which describes
wave propagation with phase speed c, a condition for stability is At < Ax/c.
The largest phase speed of waves is often rather large compared to the flow
speeds in the atmosphere, and so this provides a more stringent restriction
on the maximum timestep. For instance, the large flow speeds in the tropo-
sphere are generally less than 100ms"1. But the external gravity wave or
'Lamb wave' has a phase speed of around 300 ms"1, and other internal
gravity waves have phase speeds in excess of 100 ms"1. In the early days of
numerical weather prediction, various 'filtered' equation sets were employed
to remove the very fast waves from the system. For instance, equation
sets based on the quasi-geostrophic vorticity equation implicitly include a
thermal wind balance condition which links the wind and temperature fields,
thereby removing gravity waves from the solution. The approach generally
favoured today is to use the primitive equations, which admit gravity wave
solutions, in conjunction with a 'semi-implicit' integration scheme. An impli-
cit integration scheme is one in which data from the unknown (m+ l)th time
level is used in the formulation of the left hand side of the equation. For
example, the linear advection equation may be written:

The spatial derivatives are effectively smoothed in time, and it is easy to
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show that such a scheme is computationally stable for all At, though its
numerical solutions become increasingly unlike the analytical solutions for
a > 1. Furthermore, obtaining the Q™+1 from this finite difference relation
requires the solution of a set of coupled simultaneous equations, one for
each gridpoint. The computational effort for such an implicit scheme is much
greater than the corresponding 'explicit' scheme. In modern semi-implicit
schemes, such a formulation is applied just to those terms in the primitive
equations which generate fast gravity waves; the remainder are handled
explicitly. The limitation on the timestep is then due to the flow speed,
rather than the phase speed of the fastest gravity waves.

Even when At is sufficiently small to guarantee stability, and for the finite
difference approximations to the derivative to be accurate, the numerical
solution to the advection equation can be unrealistic. This is readily seen
if the phase speed of wavelike disturbances, wavelength NAx, is calculated.
The analytic solution reveals that the phase speed should, of course, be u for
all wavelengths. But for the finite difference approximation to the equation,
it is easy to show that

H£)H(#)}
where c is the phase speed of disturbances in the discretized analogue to
the advection equation. If N becomes large, c/u tends to 1. But for smaller
AT, c is always smaller than u. For the smallest wavelength defined by the
grid, 2Ax, c is zero. Thus, small scale features are advected appreciably more
slowly in the numerical solution than they would be in the true, analytic,
solution. An example is shown in Fig. 2.6. What is worse, an arbitrarily
shaped disturbance, which may be decomposed into a Fourier series of waves
of different wavelengths, will disperse. The smaller wavelength components
will move more slowly than the longer wavelength components.

Our discussion so far has been focussed upon a Cartesian coordinate
system in which the grid points are spaced uniformly in x and y. Such a grid
might be adequate for a local numerical weather prediction model, but will
not suffice in a global context. A grid which is regular in (say) latitude </> and
longitude X will become singular at the poles, with the grid length becoming
very small at high latitudes. This in turn means that the CFL condition will
demand exceedingly small timesteps in order to handle the small region near
the poles without computational instability. The 'polar problem' is indeed a
serious difficulty in global atmospheric modelling. One solution is to design
a grid whose spacing in X varies with latitude. This still requires special
treatment of the polar cap itself. Another is to use a regular grid in </>
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Fig. 2.6. Variation of phase speed with wavelength in a numerical solution of the
linear advection equation. In this example, uAt/Ax was chosen to be 0.5.

and X, but to apply a numerical filter at each timestep which removes those
disturbances whose wavelengths are such that the CFL condition is violated.
None of these solutions is entirely satisfactory, in that they widen the gap
between the continous problem and its discretized analogue.

T4iis discussion reveals some of the formidable obstacles to carrying out
an accurate numerical simulation of the equations of atmospheric flow. We
must be sceptical of features which are only a few grid lengths across in
any numerical model, and if possible ensure that all the important weather
systems and meteorological features are well resolved. But for a system such
as the atmosphere, with its three spatial dimensions, computer resources
are at a premium, and a, generally unsatisfactory, compromise between
resolution and economy of computing time has to be made.

In recent years, so-called 'spectral methods' have become popular. Each
variable is expanded as a series in some convenient orthogonal basis func-
tions. For example, any quantity Q in a periodic channel with length X and
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width Y might be represented by a Fourier series:

N M

Q(*,y) = Z Z GAM. sm(nny/YW2™* 'x. (2.24)
n=0 m=0

N and M define the wavenumbers at which the series are arbitrarily trun-
cated. Their choice is equivalent to the choice of Ax and Ay in a finite
difference model. Substitution into a linear equation, such as the linear ad-
vection equation, reduces the partial differential equation to a set of ordinary
differential equations. These can be solved accurately by a variety of tech-
niques. Effectively, the method uses all the available information about Q
when computing derivatives, rather than the limited local information used
by a finite difference method. The great advantage of the method is that
the phase speed of wavelike disturbances is represented accurately for all
wavenumbers. Difficulties arise when the governing equations contain non-
linear terms. Terms such as udQ/dx involve multiplying together two Fourier
series, and, unless the truncation is very severe, the computational labour
involved is very much larger than for the equivalent finite difference scheme.
Spectral methods became competitive with finite difference methods with
the development of the 'spectral transform technique'. In this, each timestep
is divided into two stages:

(i) A gridpoint stage, in which all those products of variables which appear in the
equations are formed.

(ii) A spectral stage. All variables and their required products are represented as
spectral series, and their spatial derivatives are calculated by simple multiplica-
tion. A timestep can then be taken.

The geometry demands rather more complicated basis functions on the
sphere, but the principle remains the same. The appropriate basis functions
are the 'spherical harmonics', which are products of sinusoidal functions rep-
resenting variations in the zonal direction with Legendre functions represent-
ing variations in the meridional direction. Technical details are given in some
references in the bibliography. One very significant advantage of the spectral
transform method on a spherical domain is that it avoids the polar problem
entirely. The spectral representation is isotropic, and resolves features near
the pole in exactly the same detail as features at lower latitudes.

The successful implementation of the method requires a fast transform
between the spectral and gridpoint representations of the variables. The fast
Fourier transform is such a transform suited to periodic domains. Spectral
methods are now at least as popular as finite difference methods for weather
prediction and global circulation models. At reasonably high resolution, the
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methods are comparable in computational requirements and are very similar
in accuracy.

This section has concentrated on the 'advective' parts of the solutions
of equations such as the primitive equations. These terms dominate the
solutions for up to the first day or so of a numerical forecast. Beyond this,
the effects of unresolved, subgridscale motions, and of the various heating
and friction processes, become increasingly important. We will concern
ourselves with these topics in Section 2.5.

2.4 The analysis-forecast cycle

Numerical weather prediction requires initial data defined on some mathemat-
ically specified grid of points covering the Earth's surface. However, observ-
ing stations are not located at mathematically prescribed positions. Rather,
their locations are determined by a succession of historical, geographical and
economical (not to mention military) accidents. What is worse, the observing
stations are not in particularly close proximity over much of the Earth's
surface, and barely serve to resolve the most important weather systems.
The problem of preparing suitable initial data from the heterogeneous, ir-
regular and possibly inadequate set of available observations is known as
'meteorological data analysis' or simply as 'analysis'.

Figure 2.7 shows a schematic view of the problem. The lines represent the
regular grid of data points demanded by a finite difference or spectral model.
The stars represent the actual observations. For simplicity, we assume that
all observations are taken simultaneously, and that we are only dealing with
one level in the atmosphere. If there were many more stars than gridpoints,
our problem would be relatively straightforward. We could simply average
the nearby observations in some way to provide a representative value at
the desired gridpoint. But in practice, the situation is reversed. There are
generally many fewer observations than gridpoints, and in some regions,
there may be virtually no observations.

The usual technique is to start with some reasonable initial guess QG

for the actual field Q on the gridpoints. A refined estimate is provided by
modifying this initial guess, using information from any observations within
a certain distance of each gridpoint:

The heart of the method is the appropriate choice of the weights w;. In
general, these will depend upon the distance of the observation from the
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Fig. 2.7. Schematic illustration of the meteorological analysis problem.

gridpoint, and upon its likely accuracy. The initial guess field is usually based
upon an earlier forecast field. Thus, in data-sparse regions, the initial guess
field will be almost unchanged by the procedure, although the successive
analyses of the field in this region should evolve in a physically consistent
fashion, within the limitations of the forecast model employed. In data-
dense regions, the initial guess field will be completely replaced by a fresh
field based upon the observations. In regions where there are only a few
observations of dubious accuracy or relevance, a compromise between the
observations and the background field is achieved.

An important quality control stage is usually included at this point.
Data are checked to ensure that they have no obvious fault. For instance,
an observation might be flagged or rejected if it departed by more than a
prescribed amount from the background field. This is a dangerous procedure
if the criteria are too stringent, since sudden developments might be missed;
equally if data are accepted too uncritically, serious errors and inconsistencies
will appear in the final analysis. The intervention of a human forecaster is
often beneficial in doubtful cases; the forecaster is able to use sources of
data (such as satellite images) which the analysis programme is unable to
consider when verifying or rejecting suspect observations.

The method just outlined applies to spatial analysis, where it is assumed
that all observations are taken simultaneously. An increasing amount of
data, especially satellite data, is taken at times other than the synoptic
observing times. This is most simply handled by assigning it to the nearest
synoptic hour, and adjusting the weights to reflect the uncertainty thereby
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introduced. More sophisticated techniques involve inserting such asynoptic
data into the run of a numerical forecast model, modifying the evolving
fields wherever and whenever data becomes available.

Most analysis schemes tend to treat the various meteorological variables
as independent. Thus the wind and temperature analyses are performed
separately. Of course, such fields are not entirely independent. Balance
conditions mean that such variables are related to one another. Thermal wind
balance, linking the wind and temperature fields is an obvious example, as is
gradient wind balance, which relates wind and mass distribution. Similarly,
observations have established that on the larger scale in the extratropics,
the vertical component of vorticity is at least an order of magnitude larger
than the horizontal divergence. This means that the horizontal components
of wind are not entirely independent. In the tropics, other balances are
important, such as a near balance between heating or cooling and ascent or
descent. One goal of more sophisticated schemes is to include such balance
conditions wherever possible.

Nevertheless, at the end of the analysis procedure, the fields are not in
a very good state of dynamical balance. Were the forecast model to be
initialized with these fields, its integration would be dominated by large
amplitude gravity waves of high frequency. Such disturbances are rarely
observed and so an analysed field which gives rise to them in a numerical
integration must be regarded as unphysical. They are removed by including
a process of 'initialization' or balancing between the analysis and forecast
stage. This process involves making rather small adjustments to the fields,
generally considerably smaller than the typical errors of observation. Simple
initialization merely ensures that the horizontal divergence and its rate of
change is set to zero. More sophisticated initialization schemes generate
a pattern of vertical velocity (or divergence) which is consistent with the
observed winds and temperature fields and with the heating rates. In the
midlatitudes, such consistency is related to the quasi-geostrophic approxi-
mation; see Section 1.7. For our purposes in studying the global circulation,
these estimates of the unobservable vertical velocity are extremely useful,
and enable a truly three-dimensional view of atmospheric circulations to be
taken.

A number of the diagnostics to be discussed in this book have been based
on the archived initialized analyses carried out at the European Centre
for Medium Range Weather Forecasts (ECMWF). The ECMWF performs
a global analysis of the atmospheric circulation in the troposphere and
lower stratosphere every six hours. Other centres carry out a comparable
analysis every 12 hours. Once each day, the analysis is integrated forward
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Fig. 2.8. A simplified schematic depiction of the analysis-forecast cycle used at
ECMWF.

in time to provide an extended range (up to ten days) forecast. Figure 2.8
gives a schematic description of the forecast-analysis cycle which operates at
ECMWF. The archives extend back to late 1979, and so by creating ensemble
seasonal averages, climatological fields based on ten years or more of data
can be constructed. Over this period, the analysis schemes and the forecast
models have been improved, and so the earlier data may not be as reliable
as more recent analyses. This is particularly true of the divergent part of
the wind field in the tropics. One must also be aware that despite the global
appearance of the fields, there is really very little high quality data available
in areas such as the southern oceans. The fields there are almost undiluted
background field, and have more the status of a numerical simulation of the
atmospheric flow than of independent observations.

The original 'ten-year climatology' prepared at Reading University from
ECMWF data was based on the period from March 1979 to February 1989.
Various improvements were made to the analysis and initialization techniques
during this period. The most important improvements concern the divergent
part,, of the tropical wind field. The original initialization scheme attenuated
this part of the wind field rather badly, and so any diagnostics which involve
the vertical velocity or the divergence at low latitudes are better calculated
from a more recent run of data. A 'six-year climatology' using analyses from
the period March 1983 to February 1989 has been used to provide many of
the diagnostics used in this book.
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2.5 Global circulation models

When a numerical model of the atmospheric flow includes sufficient ther-
mal forcing and friction terms to enable it to be run for long periods, and
thereby to simulate a mean climate, it is called a global circulation model or
'GCM'. Such models are now vital tools in studying the global circulation.
Given sufficient computer resources, a global circulation model provides
the opportunity to experiment with the global circulation, to investigate
the separate and combined effects of different physical and dynamical pro-
cesses. GCMs are also used extensively in attempts to predict natural and
anthropogenic climate change, and to explore past climates.

In Section 2.3, a numerical weather prediction model was presented as
a frictionless, adiabatic simulation, which allowed the observed state of
the atmosphere to evolve for a short time. As longer forecasts have been
demanded, various friction and radiative transfer schemes have had to
be added, making such models really very similar to global circulation
models. A similar development has taken place with global circulation
models. The early models combined relatively sophisticated simulation of
the relevant physical processes with fairly coarse, low resolution simulation
of the dynamical processes. It became apparent that higher resolution of
the principal weather systems was essential. So as computers became larger
and more powerful, global circulation models became more detailed. Today,
the differences between numerical weather prediction and global circulation
models are small, and in some cases, nonexistent.

We will now consider some of the additions needed to make an adiabatic,
frictionless weather prediction model into a global circulation model. There
are three important elements, namely, the fluxes of both short wave solar
radiation and long wave terrestrial radiation through the atmosphere and
at the Earth's surface; the turbulent exchanges of heat, momentum and
moisture between the Earth's surface and the atmosphere; and finally, the
effects of subgridscale motions on such transports (especially in the vertical).
The latter introduces the concept of parametrization.

Electromagnetic radiation in the atmosphere may be partitioned into the
short wave flux of solar radiation, and the long wave flux of infrared
radiation emitted both by the Earth's surface and the atmosphere itself. The
object is to calculate the upward and downward fluxes of both kinds of
radiation at each level in the atmosphere; the divergence of the net radiative
flux then gives the heating rate due to radiative processes. The concept is
simple enough; the implementation can be complex and very demanding of
computer resources.
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The flux of solar radiation incident on the top of the atmosphere is a
straightforward function of latitude, time of day and time of year. During its
passage through the clear atmosphere, some is absorbed, some is scattered,
but most reaches the surface. In cloudy conditions, the situation is more
complex; reflection of sunlight from cloud tops and absorption of sunlight by
clouds both attenuate the solar beam. Both effects depend upon the nature
of the cloud particles and can generally only be represented very crudely
in current models. Other complications include the multiple reflection of
sunlight between layers of cloud, or between clouds and a high albedo
surface such as snow or ice.

The net flux of long wave radiation is a more complex calculation. The
emittance and transmitivity of the atmosphere at these wavelengths is a
function of temperature and wavelength. Figure 2.9 illustrates the depend-
ence of absorption upon wavelength in clear conditions, showing the very
fine detail in the absorption curves. The absorption is mainly due to the
molecular absorption bands of trace constituents, especially water vapour,
carbon dioxide and, to a lesser extent, ozone. Other 'radiatively active gases'
such as methane are now recognized as playing an important role in the
infrared radiative transfer even though their concentrations are very small.
To calculate the net flux of infrared radiation in clear sky conditions strictly
requires a numerical integration over wavelength for the particular temper-
ature profile at the location being considered, taking account of each of the
thousands of molecular absorption lines. The various molecular transitions
which generate these lines are known with sufficient accuracy to enable such
line-by-line' calculations to be carried out with great accuracy. But line-
by-line calculations are far too time consuming to form part of a global
circulation model. Various approximations, involving the grouping together
of large numbers of lines into bands, are used to simplify the integration. The
line-by-line calculations are used to test and refine these more approximate
schemes. Further saving of computer resources are effected by updating the
radiative fluxes every few hours, rather than at every timestep. Even so, the
calculations can dominate the computer time of a typical model.

As with short wave radiation, the presence of clouds introduces great
uncertainty into long wave flux estimates. Clouds increase the absorption
of infrared radiation as well as scattering and reflecting incoming solar
radiation. The net effect is quite uncertain, even as to its sign, though
it is generally agreed that high cirrus clouds in the tropics have a net
warming effect on the atmosphere, while low stratus clouds at higher latitudes
have a cooling effect by reflecting sunlight back to space. Possibly the
greatest uncertainty in modern global circulation models is the prediction
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Fig. 2.9. The transmission of infrared radiation by atmospheric gases in clear sky
conditions, as a function of wavelength. The diagram shows the important 15 fim
band of carbon dioxide. The top frame shows the entire band, while the lower
frames magnify restricted parts of it at increasing spectral resolutions.

of cloudiness and its radiative impact; it is this uncertainty which makes
the prediction of anthropogenic climate change resulting from atmospheric
pollution so difficult.

A considerable fraction of the incoming solar radiation reaches the Earth's
surface. What happens to it then depends upon the nature of that surface. An
ocean surface has a very large thermal capacity compared to the atmosphere.
Many global circulation models simply hold the temperature of the ocean
surface fixed at the climatological values for the time of year being simulated.
This provides an adequate lower boundary condition which can be used to
calculate fluxes of heat, moisture and momentum into the atmosphere.
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But this approach is probably misleading when undertaking, for example,
calculations of climate change. The changing wind patterns will disturb
the ocean circulation, in turn leading to modified sea surface temperature
fields. Representing these feedbacks requires circulation models both for
the atmosphere and for the ocean, and a number of research groups are
attempting to develop such coupled models. But for most of the discussion
in this book we will restrict ourselves to the simpler case of prescribed sea
surface conditions.

A land surface has a much smaller thermal capacity, and its temperature
can change considerably as a result of the daily fluxes of energy in or out of
it. Some kind of simple soil model is required, which represents the various
inputs of energy to the upper level of ground and thereby computes a surface
temperature. A typical soil model is illustrated in Fig. 2.10. Essentially, it
consists of solving a diffusion equation:

subject to the boundary conditions:

T = Td at z = d, K— = & at z = 0. (2.27)
dz

Here T is the soil temperature, z is the depth, and K is a coefficient of thermal
conductivity; Td is called the 'deep soil temperature' and is prescribed from
climatological data. The base of the soil model is at depth d where d is
a few metres. The net flux of heat out of the ground, J^, includes the net
radiative flux, the fluxes of sensible and latent heat carried by boundary layer
turbulence, and latent heat required to melt any lying snow. Clearly, there is
an important feedback between the soil model and the atmospheric model.
The surface temperature determines the heat and moisture fluxes out of the
surface into the atmosphere. At the same time, the simulated meteorological
conditions determine 3F and hence the soil temperature. The soil model must
also keep an inventory of any water which enters the surface in the form of
rain or melting snow. Some will 'run off' and be lost to the grid box. The
rest will accumulate and be available for subsequent evaporation. Various
physical properties of the surface, such as its albedo and water capacity,
have to be prescribed and are based on observed surface and pedological
information.

Once heat and moisture have entered the base of the atmosphere, they are
transported upwards through the lowest few hundred metres and into the
main troposphere. This transport is dominated by turbulent eddy processes.
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Fig. 2.10. Illustrating the soil model used in a modern global circulation model.

A global circulation model will attempt to characterize these turbulent up-
ward fluxes of heat, moisture and momentum in terms of the mean vertical
shear of the wind, the stratification of the atmosphere and the gradients of
moisture. This procedure is called a 'parametrization' of the transport effects
of turbulent eddies. The underlying hypothesis is that there will be a relation-
ship between the large scale flow structure and the transports by small scale
motions, so that the details of individual turbulent eddies are unimportant.
The equations describing turbulent boundary layer flow are highly nonlinear
and no general analytical solutions to them are known. Consequently, the
basis of such parametrizations are largely empirical. In the following para-
graphs, we will consider two important types of parametrization: the first
is the turbulent flux of heat, momentum and moisture between the surface
and the lowest model layer, and between the model layers themselves. The
second is the rapid vertical transport of heat and moisture which takes place
in cumulus convection.

The parametrization of boundary layer fluxes is more fully described in
texts on the atmospheric boundary layer, to which the interested reader is
referred. The basic concept is that, integrated over time and space, eddies
act to diffuse heat, momentum or trace constituents, reducing the gradients
of these quantities. The momentum equation is written:

(2.28)
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where TS is the stress due to small scale, turbulent eddies. A typical simple
formulation for the surface stress xs uses the 'bulk aerodynamic formulae',
in terms of which the stress is written:

TS = PscD\\s\\s. (2.29)

Here, the subscript V denotes surface values. The coefficient cD is a di-
mensionless drag coefficient whose value generally depends upon the nature
of the underlying surface, and also on the vertical wind shear and static
stability of the air in the lowest layers, these quantities determining how
readily the air can overturn in turbulent eddies. Typical values of cD are 10~~3

over oceans and 3 x 10~3 over land. More sophisticated schemes estimate
the appropriate value of cD at each gridpoint and timestep in terms of a
'roughness length', which depends upon the surface properties, and the static
stability of the boundary layer. Similar formulae are used to estimate the
vertical fluxes of moisture and momentum through the turbulent boundary
layer.

Deep cumulus convection dominates the weather systems of the tropics,
and the latent heat released as water condenses in convective clouds is the
major part of the atmospheric heating at low latitudes. However, cumulus
clouds are small features in the global circulation. Their typical horizontal
dimension is between 1 and 10 km, and even extremely large clouds do not
exceed a few tens of kilometres across. They cannot be resolved explicitly in
global circulation models, and their effects must somehow be 'parametrized'.
Furthermore, if no attempt is made to neutralize the convective instability,
the model will generate vigorous grid scale convection. Such small scales
are unlikely to be handled realistically by the model, with the result that
grid scale 'noise' rapidly obscures the large scale fields and may eventually
cause the integration to become numerically unstable. Representing cumulus
convection is important both for computational reasons and in order to
simulate an important component of tropical atmospheric circulation.

The conditions for cumulus convection to take place involve both the
vertical profiles of temperature and of humidity at a particular gridpoint.
Suppose a parcel of air rises adiabatically through the atmosphere a short
distance dz, its pressure decreasing as it ascends. If the parcel of air is
dry, its decrease of temperature is simply calculated from the first law of
thermodynamics, Eq. (1.7):

cpdT = -gdz. (2.30)

This expression can be integrated to calculate the 'adiabatic lapse rate',
which is about lOKkm"1. If the parcel of air is saturated, then water
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vapour condenses as it rises, and its latent heat of condensation contributes
to the energy budget of the ascending parcel:

cpdT =-gdz + Ldrs, (2.31)

where drs, the change in the saturated parcel humidity, is the amount of water
vapour condensing as the parcel ascends through the height dz; drs depends
upon the temperature change, so this relationship is a rather complicated
nonlinear equation for the increment of temperature, dT. It can be solved
explicitly making use of the Clausius-Clapeyron equation (Eq. (7.30)) to
relate rs to temperature. The main point of Eq. (2.31) is to show that the
temperature of the ascending saturated parcel of air will be larger than that
of the ascending dry parcel. Such a profile is sometimes called a 'saturated
adiabat'. The first condition for convective instability is that the lapse rate
observed in the clear air should be less than the saturated adiabatic lapse
rate, for in such conditions a rising parcel of saturated air will always be
more buoyant than its surroundings. Most of the tropical atmosphere is in
such a state of 'conditional instability'. The second condition for convective
instability to break out is that some process must saturate air parcels. This
will be achieved if there is net convergence of moisture into the air parcel
for sufficiently long periods. The second condition can also be met if some
mechanical forcing causes the air parcel to rise adiabatically for a sufficient
height. For instance, this might occur if air blows over a suitable mountain.
Figure 2.11 illustrates conditional instability. If both conditions are satisfied,
then parcels of saturated, cloudy air will rise through the atmosphere, with
compensating descent of unsaturated clear air in neighbouring regions.

The problem of incorporating such moist convection into GCMs is that
the scale of regions of ascent is very small. This scale is determined by
turbulent mixing between the ascending air and the surrounding clear air
which moderates the buoyancy excess within the cloud. These processes
do not operate on the grid scale or on any scale approaching it. Various
schemes, of differing degrees of complexity, have been offered as a means of
parametrizing cumulus convection. It is fair to say that all have a heavily
heuristic element within them, and the various schemes all lead to rather
different tropical climatologies when incorporated into global circulation
models. It seems that an ideal way of representing convection has yet to be
found.

By way of illustration, a brief outline of the 'Kuo scheme', which is widely
used and less elaborate than some schemes will be given. The terminology
is explained in the schematic diagram, Fig. 2.12. In this scheme, convection
is triggered within a conditionally unstable layer between pressures p\ and
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T
Fig. 2.11. The necessary conditions for instability. 'Conditional instability' is possible
when the environmental profile lies between the dry and saturated adiabatic profiles.

P2 if there is net convergence of moisture into the grid box, that is, if

r?2 dp
/ = - / V-(vr)-^ >0 . (2.32)

Jpx g
It is assumed that this moisture flux is carried up by the cumulus clouds.
A fraction b is given up to the surrounding unsaturated air by evaporation
and turbulent mixing from the sides of the cumulus towers. The remaining
moisture flux, (1 — b)I, is rained out from the clouds. The fractional area
of the grid box occupied by the ascending cumulus towers is assumed to
be small. Then the net rates of change of temperature and moisture due to
cumulus convection are given by:

dT dr
— =aT(Tc-TE), -=ar{rc-rE\

where

2

(Tc-TE)dp/g
_

ar —

bl

(rc-rE)dp/g

(2.33a)

(2.33b)

The 'detrainment parameter' b is crucial in determining the rainfall and
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Fig. 2.12. The Kuo convection scheme. The parametrization assumes that there are
many small cumulus elements in the grid box. The temperature and humidities of
the environment are TE(p) and rE(p), respectively, while Tc(p) and rc(p) are the
corresponding cloud values. The moisture flux carried by the clouds is /, of which
an undetermined fraction b is detrained into the environment.

modification of the environment air by cumulus convection. But there are no
compelling theoretical grounds for its determination. It is generally regarded
as a 'tunable parameter', adjusted in test integrations to obtain the best fit
to observed fields. Such a procedure is not satisfactory, and begs many
questions of how universal a parameter b might be, and how reliable the
GCM will be in conditions far removed from the situations for which it was
calibrated.

Before concluding this discussion of global circulation models, a simplified
global circulation model which has considerable pedagogical value will be
introduced; it might be called a 'simplified global circulation model' or
'SGCM'. Results from the SGCM will be introduced at a number of points
in later chapters of this book to illustrate primary processes in global
circulation. The model is based on a fairly sophisticated numerical scheme
for solving the primitive equations, using the spectral transform method
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described in Section 2.3. It differs from a true GCM in its representation
of heating and friction, which are replaced by simple linear terms. The
momentum equation may be written:

^ (2.34)

where ££M and Jf M represent the various linear and nonlinear terms respect-
ively. The thermodynamic equation is similar:

+ e T + ^ T = + xV0. (2.35)
Ot TE

The first term on the right hand side of Eq. (2.34) represents friction. In
the absence of any other terms, it would represent an exponential decay
of the velocity on the drag timescale TD. Such a term is called Rayleigh
friction, and is the very simplest parametrization of boundary layer drag
that one can imagine. The drag timescale TD is of order a day or so near
the lower boundary, but is very long at higher levels in the atmosphere. The
thermodynamic equation, Eq. (2.35), contains a similar 'Newtonian cooling'
term on its right hand side; the potential temperature is relaxed towards a
'convective-radiative equilibrium' value 9E on a radiative timescale TE. The
field of 6E is chosen so that the atmosphere is stably stratified (removing the
need for any parametrizations of convection) and zonally symmetric with
suitable horizontal temperature gradients. Although the model is dry, and
simulates no moist processes explicitly, moisture may be regarded as being
implicitly present, since the convective-radiative equilibrium static stability
is characteristic of a saturated adiabat in the tropics. Both equations contain
a hyperharmonic diffusion term to represent subgridscale motions. Such
terms are very simply incorporated when the spectral formulation is used.
The diffusion coefficient is chosen so that wavelengths near the limit of the
model resolution are dissipated in a few hours. With a large value of p, the
larger scales of motion will be virtually unaffected by this term. A frequent
choice for low or intermediate resolution models is p = 4.

Figure 2.13 compares the time and zonal mean zonal wind, [u]9 for the
JJA season, as observed, as simulated in a modern GCM and as represented
by the SGCM. The main features, which will be discussed in more detail in
Chapter 4, include the weak easterlies in the tropics, the strong jet in the
upper troposphere near 30 °S and the weaker jet in the northern hemisphere.
The observations also show a second, deeper jet at middle tropospheric
levels, with its core near 55 °S. Both models show all these features. They
differ from each other and from the observations in the lower stratosphere.
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The SGCM makes no attempt to simulate the stratosphere. In the GCM,
the temperature field, and hence, by thermal wind balance, the zonal wind
field in the lower stratosphere, are sensitive to the details of the radiation
scheme and the deep convection scheme. But it is clear from the diagram that
the SGCM captures many of the basic processes which determine the gross
features of the zonal wind field. Later, we shall see that it also simulates
various eddy fluxes of heat and momentum surprisingly realistically.

2.6 Problems

2.1 Show that

QfR( = QR-QR.

2.2 If Q is some conserved quantity such that DQ/Dt = 0, and Q is inde-
pendent of height, show that the root mean square meridional displacement
of air parcels is

Qy

2.3 Show that a finite difference analogue of the second derivative can be
written:

^ = g+ 1-2g+e: , 1 + 2
dx2 Ax2

Using this formula and centred time differencing, show that the finite differ-
ence analogue of the linear diffusion equation:

dt dx2

is numerically unstable for all At. Suggest a modification of this finite
difference representation which would be stable.
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Fig. 2.13. The patterns of time and zonal mean zonal wind [u] for the JJA season:
(a) from the ECMWF analyses; (b) from the UK Universities' global circulation
model.
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Fig. 2.13 (cont.). (c) From a simplified global circulation model described in the text.
Contour interval 5 ms"1, with negative contours dashed. Shading indicates values
in excess of 20 ms"1.



3

The atmospheric heat engine

3.1 Global energy balance

In this section, we will discuss some basic principles which will help to
describe the thermal forcing of the global circulation. For the present, we
consider the global mean energy balance of the atmosphere; in the next
section we will consider the geographical variations of this balance. In these
sections, we wish to introduce the concept of radiative equilibrium, and
to indicate how a timescale for establishing such an equilibrium might be
estimated.

The basic physical principle to be used is Stefan's law. This states that the
radiant energy emitted per unit area of a perfectly black body is proportional
to the fourth power of its temperature:

S = GT\ (3.1)

where a is the Stefan-Boltzman constant and has the value 5.67 x
10~8Wm~2K~4. For our purposes, it will be adequate to regard a slab of
gas, the surface of the Earth or the surface of the sun as black bodies which
obey Stefan's law.

A black body emits radiation with a range of frequencies, but with a
maximum at frequency vmax. Wien's displacement law relates vmax to the
temperature of the black body:

Vmax = WT, (3.2)

where W is a constant which has the value 1.035 x 1011 K"1 s"1. Figure 3.1
shows graphs of energy versus frequency for black bodies at different tem-
peratures. The Sun, with a surface temperature of around 5750 K, radiates
mainly at visible and near infrared wavelengths, with a maximum in the
visible part of the spectrum. The clear atmosphere is nearly transparent to

62
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Fig. 3.1. Curves showing the radiation emitted per unit frequency as a function of
frequency for black bodies with temperatures of 255 K and 5750 K.

these wavelengths, so most sunlight will reach the ground, or at least the tro-
pospheric levels where the cloud tops are situated. In fact, most gases which
form planetary atmospheres transmit sunlight with little absorption. The
atmosphere itself, with typical temperatures of 200-300 K, radiates at much
longer wavelengths, in the infrared part of the spectrum. The atmosphere
is rather opaque at these wavelengths. Trace constituents such as water
vapour, carbon dioxide and (at stratospheric levels) ozone, provide most
of this absorption. Thus the surface is unable to radiate directly to space,
and receives additional long wave radiation from the overlying layers of the
atmosphere. Its temperature is raised above the equilibrium expected for an
airless body. The atmosphere behaves rather like a blanket, trapping heat
near the surface and raising its temperature, an effect popularly mis-named
the 'greenhouse' effect.

These concepts can be made quantitative. Let the solar radiation flux
incident upon the Earth be S; S is sometimes called the 'solar constant',
though in fact it varies through the year as the Earth-Sun distance fluctuates.
The mean value of S is 1370 Wm~2. The Earth presents an area na2 normal
to the solar beam but has a total surface area of Ana2; the mean flux of solar
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Fig. 3.2. Single slab model of the Earth-atmosphere system.

radiation per unit area of the Earth's surface is therefore S/4. A fraction a
of the incident sunlight is simply reflected straight back to space; a is the
'albedo' and is 0.29 for the Earth, though there are strong and important
local variations. The albedo of cloud or fresh snow is large, as much as
0.90, while that of forest or ocean surface is less than 0.07. A total flux
/ = (1 — cc)S/4 is absorbed by the Earth; in the steady state this must
balance the infrared radiation emitted by the Earth. Using Eq. (3.1), the
mean temperature of the Earth-atmosphere system is therefore:

- { • •
-«)sy
4(7 J

(3.3)

The temperature defined in this way is sometimes called the 'bolometric' or
'brightness' temperature; it is the temperature which a black body would
have to have in order to radiate the same flux of infrared radiation. Substi-
tuting values for the Earth leads to TB = 255 K. This is considerably colder
than the mean temperature of the Earth's surface (which is close to 288 K).
The bolometric temperature TB may be thought of as a temperature typical
of the higher layers of the troposphere which can radiate infrared radiation
directly to space. The surface and the lower layers of the atmosphere can be
much warmer, provided the atmosphere is opaque to infrared radiation.

This may be demonstrated if the atmosphere is regarded as a single
uniform slab of gas lying above the Earth's surface, as shown in Fig. 3.2. For
simplicity, assume that the atmosphere is completely transparent to visible
radiation, but that it absorbs a fraction 6 of the infrared radiation which
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impinges upon it. The ground emits radiant energy at a rate U, of which a
fraction (1 — e) escapes to space, while the warm atmosphere emits B both
into the ground and to space. The temperature of the ground Tg and of the
air Ta are obtained from Eq. (3.1):

g
 l ' \ (3.4)

In the steady state, the fluxes into and out of the ground must balance:

( l - a ) | + B = l/, (3.5)

as must the fluxes into and out of the atmosphere:

IB = eU. (3.6)

Eliminating B between these equations and using Eq. (3.3), we find

r* = \2=7} T* (3-7)

and similarly

Thus, in the limit of an atmosphere totally opaque to infrared radiation, i.e.,
e —> 1, we have that Tg = 21/4TB and Ta = TB; the surface is warmer than
the overlying atmosphere. Taking TB as 255 K gives Tg = 303 K, somewhat
warmer than observed. Using a more modest value of e = 0.771 gives the
observed Tg of 288 K. In this case, Ta = 227 K, suggesting that a more
transparent atmosphere would have an even stronger lapse rate in radiative
equilibrium. A more sophisticated calculation, using a multilevel approxima-
tion to the vertical structure of the atmosphere would yield a higher surface
temperature; such a model is needed to account for the extremely high
surface temperatures of Venus. It could include additional processes such
as scattering of radiation by aerosols. The action of radiation alone would
eventually establish an equilibrium temperature structure, with temperature
decreasing with height and depending upon the intensity of the incoming
solar radiation. This equilibrium is called 'radiative equilibrium'.

Now consider the time taken to establish such a radiative equilibrium
temperature. This can be estimated as follows. Suppose that by some
unspecified agency the atmospheric temperature is disturbed away from
radiative equilibrium. For simplicity, suppose that the surface has negligible
thermal capacity; in that case, Eq. (3.5) still holds. But Eq. (3.6) must be
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rewritten
CJ*i^=eU-2B, (3.9)

g At
where ps is the surface pressure; cpps/g is the thermal capacity of an
atmospheric column of unit cross sectional area. Write Ta = Tao+AT, where
Tao is the equilibrium value calculated from Eq. (3.7), and | AT |<C Tao. Then
Eq. (3.9) can be linearized about Tao'.

d = _4(2 f )aTi ) g A T
d£ pscp

This equation has a simple and well-known solution: AT decays exponen-
tially on a timescale TE where

which is called the 'radiative equilibrium timescale'. If the radiative timescale
is long compared to the typical timescale for motions in the atmosphere, then
fluid motions can maintain the atmospheric temperature far from radiative
equilibrium; on the other hand, if TE is short, meteorology will do little to
disturb radiative equilibrium. For the Earth, we suppose that e is 1 so that
TB is 255 K; then TE from Eq. (3.11) is around 30 days. This is much longer
than the typical timescales of 1-5 days associated with advection by large
scale tropospheric weather systems, and so we anticipate that the circulation
of the atmosphere will greatly modify its thermal structure.

The kind of model which has been described in this section is some-
times called an 'energy balance' climate model. Such models use the global
mean incoming and outgoing fluxes of energy to estimate the global mean
temperatures. More sophisticated versions of the genre include complicated
feedback effects, such as ice-albedo feedbacks. Of course, they give no
guidance as to global circulation, which is driven by variations of the tem-
perature fields from place to place in the atmosphere. Indeed, because of
the complicated nonlinearities within the climate system, such simple energy
balance models do not even give a very reliable guide to the global mean
climate, though they have been used to yield interesting possibilities about
the sensitivity of climate to various kinds of perturbation.

3.2 Local radiative balance

The arguments of the preceding section were global. But the large scale
circulation of the atmosphere is driven by variations of temperature from
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place to place. So in this section, the geographical variations of the radiation
field will be described. These geographical variations will also change with
time, thus inducing diurnal and seasonal changes into the atmospheric
circulation.

Both the incoming solar radiation and the albedo of the Earth vary
strongly with latitude. Figure 3.3(a) shows the annual mean incoming solar
radiant energy flux plotted against latitude. We denote this incoming flux
of radiation / . The global mean value of / is of course S/4, as shown
in the last section. Geometrical factors mean that / is large in the tropics
but considerably smaller at the poles. Were it not for the axial tilt of the
Earth, the polar value would of course be zero. As it is, there is substantial
insolation at the poles in the summer. In fact, the local value of / is a
maximum at the pole, for a time around the summer solstice. The equator
to pole decline of the annual mean / is accentuated by the variations of
albedo. The albedo of high latitudes, where the snow and ice cover is
large and permanent, is much higher than at lower latitudes. Again, the
midlatitudes are more cloudy than the subtropics. As a result, a nearly
constant short wave flux of about 100 Wm~2 is reflected directly back to
space at all latitudes. Thus the radiation absorbed by the Earth and its
atmosphere varies from around 100 Wm~2 at the poles to near 400 Wm~2

at the equator.

The local radiative equilibrium temperature can be calculated in the same
way as can the global radiative equilibrium temperature, using Stefan's law.
The local bolometric temperature is given by:

TB = (SJo)l'\ (3.12)

where SL denotes the local absorbed solar radiation. At the pole, the annual
mean value of TB would be around 205 K from this formula, while at the
equator we find 290 K. Using Eq. (3.7) to estimate a surface temperature,
assuming e = 0.771, the equator-pole temperature difference would be about
96 K.

In fact, this temperature difference is much larger than observed. The
annual average temperature difference is around 35 K, with the poles con-
siderably warmer than would be predicted from local radiative balance, and
the tropics rather cooler. The third curve in Fig. 3.3(a) shows the outgoing
long wave radiation plotted against latitude. It is a considerably flatter curve
than that for SL, reflecting that the temperature contrast is smaller than it
would be in radiative equilibrium. Of course, the total outgoing radiation,
integrated over the globe balances the total incoming radiation. But locally,
the imbalances are substantial. These local imbalances are a manifestation



68 The atmospheric heat engine

(a)
ANN

1
o —(-—r- ->—r—

- 1 . 0 - 0 . 5 0 . 0 0 .
s i n ( l a t i t u d e )

(b)

DJF -

1*1

(0

JJA

° H

i;1

- 0 . 5 0 . 0

s i n ( l a t i t u d e )

\ \

i — i — r ~ i — i — | ~ T ~ 7 " T ' T " -\—\—r""i~

0 . 0

s i n ( l a t i t u d e )

Fig. 3.3. Showing the Earth's radiation budget as a function of latitude. Dashed
curves: incident solar radiant energy flux; fine dashed curves: absorbed incident
solar radiant energy flux; solid curves: emitted long wave radiant energy flux, (a)
Annual mean, (b) DJF. (c) JJA.
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Fig. 3.4. Schematic illustration of the vertical variation of the downward flux of solar
radiation and the net upward flux of infrared radiation in a cloud-free atmosphere.
The difference between incoming and outgoing radiant energy fluxes in the lower
atmosphere is balanced by an upward transport of heat by atmospheric motions.

of the heat-transporting motions within the atmosphere and oceans. The
difference between the incoming and outgoing radiation is balanced by the
divergence of the heat fluxes. The partitioning of the heat fluxes between the
atmosphere and the oceans is still uncertain, though it is generally agreed
that not more than half the heat flux is carried by the ocean circulation.

Less generally appreciated is the fact that the vertical transport of heat is
also a crucial aspect of the atmospheric circulation. Since the atmosphere is
relatively opaque to infrared radiation, radiation escapes to space principally
from upper tropospheric levels. But sunlight by and large reaches the lower
troposphere. At intermediate levels, there is an imbalance between the net
upward flux of infrared radiation and the downward flux of solar radiation.
This imbalance is compensated by an upward dynamical flux of heat by
motions within the atmosphere. Fig. 3.4 gives a schematic sketch of the
imbalance of vertical heat fluxes.

3.3 Thermodynamics of fluid motion

The thermodynamic state of a parcel of dry air is determined by fixing
the value of any two of the thermodynamic state variables. These include
such quantities as temperature, pressure, density or specific entropy. The
remaining variables can than be calculated from the equation of state. For
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our purposes, it will be most convenient to describe the state of an air parcel
by specifying its temperature T and potential temperature 6. The specific
entropy s is closely related to 9 by:

s = cp\n9, (3.13)

while the pressure is obtained from a form of the equation of state for an
ideal gas, Eq. (1.9):

/ " " \ (3.14)

where pR is some arbitrary reference pressure, generally taken as 100 kPa for
the Earth's atmosphere.

In order to change the thermodynamic state of the air parcel, heat must
in general be supplied or removed. The only exception is the special class
of 'adiabatic processes'. Many meteorological processes are approximately
adiabatic, because the time scales associated with fluid motion are often fast
compared to the timescales associated with radiative and diffusive transport
of heat. But of course in discussing the global circulation, departures from
adiabatic conditions are crucial in supplying the energy needed to maintain
the circulation against friction. The heat taken up by a unit mass of air
during a thermodynamic process from state A to state B is

Q= I Tds. (3.15)
JA

It is helpful to represent such a process on a 'thermodynamic diagram' in
which s is plotted as abscissa and T as ordinate, shown in Fig. 3.5. The heat
supplied to execute the process is simply the area under the curve joining
successive states of the air parcel on the thermodynamic diagram. Note that
if the specific entropy of state B exceeds that of state A, then Q is positive,
that is, heat must be supplied to the air parcel. Conversely, if s(B) < s(A),
heat must be extracted.

Immediately apparent from this diagram is that the heat supplied in
changing from state A to state B cannot be stated uniquely. There are
an infinite number of different paths between the two states, and the area
under each will usually be different. In general, if the entropy is increased
at higher temperature, then more heat will be required. Now suppose that
the air parcel is processed from A to B, and then back to A. As illustrated,
more heat is supplied during the A to B process than is extracted in the
return process. The air parcel has been returned to its initial state, and yet
net heat has been supplied to it. What has happened to this excess heat
energy? The answer is that it has been converted into some other form of
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Fig. 3.5. Thermodynamic diagram, with s = cp\n(6) plotted against T, for a parcel
of air whose state changes from state A to state B.

energy, typically into kinetic energy of motion of the air parcel. Any cyclic
process which takes the air around a clockwise path on the thermodynamic
diagram will generate kinetic energy. A parcel of air executing such a path is
an example of a thermodynamic 'heat engine'. Conversely, an anticlockwise
path will extract more heat than is supplied; the imbalance is made up by
reducing the kinetic energy of the parcel. The cycle is then an example of a
'refrigeration' cycle.

Such thermodynamic cycles are familiar to the physicist or engineer and are
of value in discussing the performance of practical heat engines. Obviously,
only a fraction of the heat supplied to the air parcel can be converted to
mechanical energy; the ratio of mechanical energy obtained to heat supplied
is called the 'thermodynamic efficiency' of the heat engine:

p =

Tds

I
(3.16)

Tds

The thermodynamic efficiency of a heat engine operating between states A
and B is a maximum when the entropy is increased at constant temperature
TB and reduced at a lower but constant temperature TA, the cycle being
closed by adiabatic processes. The path on the thermodynamic diagram is
therefore a rectangle. Such an ideal cycle is called a 'Carnot cycle', and is
illustrated in Fig. 3.6. Real heat engines are always less efficient than an
ideal Carnot engine, and atmospheric motions are very much less efficient.
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Fig. 3.6. A Carnot cycle, operating between state A and state B.

In the preceding section, it was suggested that tropospheric motions
must transport heat upwards and polewards. The simplest model of such
heat transporting motions would consist of rising motion in the tropics,
poleward motion at upper levels, sinking at high latitudes and return flow
to the equator at lower levels. Cross sections of the observed zonal mean
temperature structure are shown in Section 4.1. Projecting such an idealized
circulation on to this section, the successive thermodynamic states of an
air parcel can be read off and plotted on the thermodynamic diagram.
The result is a small loop on the thermodynamic diagram, indicating that
such motions would generate kinetic energy; hence they can be maintained
against friction by the continual conversion of heat energy into mechanical
energy. Circulations which are clockwise on the thermodynamic diagram
involve ascent of warmer air and descent of colder air; they are referred to
as 'thermodynamically direct' circulations. Circulations in the reverse sense,
which must be forced mechanically, are termed 'thermodynamically indirect'.

The kinetic energy generated by each circuit of an air parcel of unit mass
is

K= IT&S. (3.17)

If TC is the time required for an air parcel to execute a complete circulation
in the meridional plane, then the rate at which kinetic energy per unit mass
is generated is

f.i/ra, (3.18)
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The kinetic energy per unit mass is related to the typical wind speed, (7, by
K = U2/2. The generation of kinetic energy must be balanced by frictional
dissipation in the long term. Using the 'Rayleigh friction' introduced in
Section 2.4 as a schematic way of representing the complicated friction
processes, the rate of destruction of kinetic energy by friction is

(3.19)

TD being the frictional timescale with a typical value of around five days for
the troposphere. Balancing the creation and destruction of kinetic energy, it
follows that in the long term mean:

1 ' ~ * = —orU = {^<bTds} . (3.20)

Purely thermodynamic arguments can take us no further. Given xD and
TC, a typical value of U may be estimated. Observations of the mean
meridional wind suggest that xc is typically around 140 days, leading to U
of around 20 m s"1. The global average wind is around 14 m s"1, which
is in reasonable agreement with this estimate. But to predict U on purely
theoretical grounds requires consideration of the dynamics of the flow as
well as its thermodynamics.

3.4 Observed atmospheric heating

The distribution of heating and cooling within the atmosphere which drives
the atmospheric circulation will be considered in this section. We must
distinguish between adiabatic changes of temperature, which may arise
from vertical motions during which no heat enters or leaves the air, and
changes which result from heat entering or leaving the air. The latter is
sometimes referred to as 'diabatic warming' or, more simply, as 'heating'.
Adiabatic temperature changes result in no transport of heat. On the other
hand, heating provides the sources and sinks of heat which drive the global
circulation. Heating arises from a large number of processes. Ultimately,
absorption of short wave radiation is the source of heating, and emission
of long wave radiation provides cooling. But exchanges of heat between
different components of the climate system, which includes the solid Earth,
the oceans and the ice and snow (or 'cryosphere'), as well as the atmosphere,
are important for driving the global circulation.

Among the various mechanisms which are important are the following:

(i) Exchanges of heat with the underlying surface, which may either be the ground
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or the ocean surface. Much incoming sunlight reaches the surface directly, and
heats it up. This heat may find its way back into the atmosphere as a result
of turbulent transports through the atmospheric boundary layer. Solid ground
has a rather small heat capacity, and so the sunlight reaching a solid surface
finds its way into the atmosphere rather quickly. The oceans, on the other
hand, have a huge heat capacity, and they therefore represent an important
reservoir of heat in the climate system. It is generally assumed that much of
the memory of the climate system on timescales longer than a month or so is
due to heat stored in the oceans.

(ii) Most of the solar energy reaching the Earth's surface goes to evaporate water,
rather than to raise temperatures. Because of the very large latent heat of
evaporation of water, and the fact that most of the Earth's surface is moist,
very large amounts of heat can be taken up in this way. Measurements reveal
that as much as 90% of the incident sunlight at the Earth's surface evaporates
water. Even in arid regions, evaporation takes up some 10% of the absorbed
incident radiation.

(iii) Water vapour in the atmosphere acts as a means of storing heat which can be
released later. As the air circulates, it may rise and cool; if it becomes saturated,
water vapour condenses and may rain out of the air. This condensation releases
large amounts of latent heat. Indeed, in the tropical atmosphere, the heating is
dominated by the release of latent heat in rain clouds.

(iv) Most of the cooling of the atmosphere is due to long wave radiation, though
some heat can be extracted locally by contact with a colder underlying surface.
The transmission of long wave radiation through the atmosphere is highly
variable, being affected by the humidity of the air and its cloudiness.

Measuring all these different processes is a formidable task, and certainly
cannot be done routinely over the entire volume of the atmosphere. The
parametrizations included in a sophisticated numerical forecast model repres-
ent an attempt to estimate the heating directly in terms of the observed scale
fields of temperature, wind, moisture, and so on. But, as we have seen in
the last chapter, such parametrizations are less reliable than one would wish,
and are sometimes subject to considerable errors. It must be concluded
that the thermal forcing of the global circulation cannot be observed or
calculated directly with any great accuracy. What can be done is to infer
the net heating from the large scale temperature and wind fields, and their
changes over long periods. As we have seen, these fields can be monitored
reasonably accurately by the operational observing network.

Take the time average of the thermodynamic equation, Eq (1.12); the
result is:

A0T + v • V0 + a> — + V • VW + —oTW = I . (3.21)
dp dp
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Here, A0T represents the change of 9 over the averaging period T. Provided
T is reasonably large, this term will be small, especially for the DJF and JJA
periods. The second and third terms represent, respectively, the horizontal
and vertical advection of potential temperature by the time average motions.
The fourth and fifth terms represent the divergence of the transient eddy
fluxes of 9. All these terms must balance the heating. Accordingly, Eq. (3.21)
can be rearranged as a diagnostic expression for J2. Calculating J2 in this
way frequently involves much cancellation between the various transport
terms, which tend to be of comparable magnitude but varying sign. Such a
calculation of J is called a 'residual method'. Note that it cannot distinguish
between the various physical processes which produce heating, but only
determines the net heating. Its reliability depends crucially upon accurate
estimates of the vertical velocity field. These may be suspect, especially in
the tropics and in the stratosphere.

Figure 3.7 shows the zonal mean heating, [Q] — (p/pR)K[£]9 calculated
using this residual method. It is based upon just six years of ECMWF
analyses (since there is evidence that difficulties with initialization led to
underestimates of the tropical vertical velocity, and hence of the tropical
heating, during the first few years of operational analysis and forecasting
at the centre). The general pattern throughout the troposphere generally
conforms to the qualitative account given earlier in this chapter. Away from
the deep tropics, there is heating near the ground. This heating is
dominated by the turbulent transport of heat out of the ground, which is
heated by direct insolation. Regions of cooling, dominated by long wave
radiation to space, occupy much of the middle and upper troposphere.
The heating is strong and fills the entire depth of the troposphere in the deep
tropics. This is largely a signature of deep cumulus convection, releasing
latent heat throughout the tropical troposphere. Separate bands of relatively
deep heating are found in the midlatitudes. These are where active midlati-
tude depression systems lead to enhanced precipitation and release of latent
heat.

Comparison of the DJF and JJA cross sections reveals the seasonal cycle of
heating. The maximum tropical heating rates are in the summer hemisphere.
The midlatitude heating is in the winter hemisphere. The large maximum
at 70 °S in JJA is probably spurious, and is a result of extrapolation of
the wind and temperature fields beneath the high Antarctic ice sheet.
There are substantial differences between the midlatitude heating rates in
the two hemispheres. We will return to a discussion of some of the
differences between the storm depression latitudes in each hemisphere in
Chapter 5.
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Fig. 3.7. Latitude-pressure cross sections of the time and zonal mean heating, [Q],
based on six years of ECMWF data. Contour interval 0.2 K day"1, positive values
shaded, (a) DJF. (b) JJA.

Regional variations of the heating are illustrated if Q is integrated with
respect to height. Figure 3.8 shows the quantity

g Jo
(3.22)
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Since ps/g is the mass per unit area of a column of the atmosphere reaching
from the surface to infinity, {Q} has the dimensions ofWm"2 and is therefore
directly comparable with the insolation and the long wave radiative fluxes
discussed earlier in the chapter. In the DJF season, the largest heating is
concentrated in the Indonesian region. There are strong maxima over the
equatorial continents of Africa and South America. Two midlatitude 'storm
track' regions show up as heating maxima over the Pacific and Atlantic
Oceans. As might be expected, the largest cooling is close to the winter
pole. The maximum heating or cooling rates are generally no more than
100 Wm~2, although the Indonesian maximum reaches 225 Wm~2 over a
small area. This is quite small compared with the global average absorbed
heat flux of around 240 W m~~2, showing that a considerable fraction of the
incoming solar flux is simply re-radiated by the surface, without heating
the atmosphere. In JJA, the largest heating rates are found north of the
equator, and the maxima associated with the midlatitude storm tracks are
considerably weaker. The most striking feature is the large maximum close
to the Tibetan plateau. This represents huge latent heat releases as the moist
winds of the Asian summer monsoon impinge on the Himalayan mountain
ranges.

3.5 Problems

3.1 Use the following data to estimate the radiative equilibrium timescale for
Venus, Earth and Mars. In each case, compare this timescale to the planet's
solar day and its year.

Ps
s
a

cp

Wm~2

ms"2

JK^kg"1

Venus

9MPa
2550
0.76
8.9
567

Earth

100 kPa
1370
0.29
9.8

1004

Mars

700 Pa
583
0.15
3.7
567

3.2 The radiative timescale given in Eq. (3.11) was derived for a surface
with negligible thermal capacity, whose temperature adjusts instantly to
changes of the radiation incident upon it. If the surface has a finite thermal
capacity, Cg say, write down equations for the evolution of perturbations ATg

and ATa to the temperature of the ground and the atmosphere, respectively,
and hence deduce how such perturbations will change in time. If Cg is very
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(b)

Fig. 3.8. Vertically integrated net heating based on six years of ECMWF data.
Contour interval 50Wm~2, with positive values shaded, (a) DJF. (b) JJA.

much larger than cpps/g = Ca, show that two timescales, corresponding to
the equilibrium timescales for the surface and the atmosphere, characterize
the evolution of the temperature.

3.3 Suppose that the radiative equilibrium temperature of an atmosphere
TE varies sinusoidally with period TS and amplitude ATE. Determine the
time between the maximum TE and the maximum atmospheric temperature,
and the amplitude of the atmospheric temperature fluctuation.

3.4 A typical air parcel circulates from low levels in the tropics to high
levels in the polar regions and back on a timescale of 120 days. Assume a
friction timescale of five days, and a typical windspeed of 15 m s"1. Assuming,
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further, that the upper level flow is close to 30kPa and that the ascent and
descent processes are adiabatic, use the first law of thermodynamics to
estimate the pole-equator temperature difference. Look up a cross section
of [6] (given in Fig.4.2) to check and comment upon your result.



4

The zonal mean meridional circulation

4.1 Observational basis

The large scale structure of the atmospheric flow varies most rapidly in the
vertical direction, and least rapidly in the zonal direction. Zonal averaging
therefore makes the important vertical and meridional variations plain, and
has been employed for many years as a compact way of studying the global
circulation. Indeed, for many writers, the global circulation is simply the
pattern of flow projected on to the meridional plane. In this book, we will
take a broader view by attempting to summarize our current understanding
of the full, evolving three-dimensional pattern of winds and temperature in
the atmosphere. But the traditional zonal mean view is a useful starting
point which we will explore in this chapter.

The zonal mean wind and vectors of the mean meridional wind are
illustrated in Fig. 4.1, based on ECMWF analyses. Rising motion is seen in
the tropics, with the maximum vertical velocity in the summer hemisphere.
Strongest descent is at latitudes of around 25 — 30 ° in the winter hemisphere,
with flow towards the equator near the surface and away from the tropics in
the upper troposphere, as is required by continuity. Such an axisymmetric
circulation is the most obvious response of the atmospheric flow to the net
heating excess in the tropics and the deficit at high latitudes discussed in
the preceding chapter. Halley, in 1689, and Hadley, in 1735, both suggested
the existence of such a circulation in order to account for the trade winds
blowing towards the equator at the surface. Their work is of great historical
importance, representing some of the first attempts to account for the global
circulation in terms of simple physically based models.

The pattern of zonal wind [u] is closely related to the distribution of poten-
tial temperature [0]. This is illustrated by Fig. 4.2, which shows the same

80



4.1 Observational basis 81

contours of [u] as Fig. 4.1, but with contours of potential temperature, [6].
The DJF and JJA cases are shown for completeness. Thermal wind balance,
Eq. (1.53), holds to a good approximation for the zonal mean state. Hence,
strong horizontal temperature gradients are related to strong vertical wind
shears throughout middle and high latitudes. In the tropics, the horizontal
temperature gradients are small; since / tends to zero also, the wind is not
determined by the thermal wind relationship in the deep tropics.

Comparison of Figs. 4.1 and 4.2 shows that the low latitude Hadley
circulation has ascent where the temperature is greatest, and descent where
it is less. By the arguments of Chapter 3, such a circulation will generate
kinetic energy; it is termed 'thermally direct'. Thermally direct circulation
is also seen at high latitudes, especially in the winter southern hemisphere.
In the midlatitudes, the mean meridional circulation is 'thermally indirect'.
This axisymmetric thermally direct overturning is absent in the midlatitudes;
there it is replaced by a thermally indirect circulation which is called the
'Ferrel cell'. Thermodynamically, this cell, characterized by descent in warm
regions and ascent in colder regions, represents a sink of kinetic energy.
It must be forced by some form of mechanical stirring. Its study led to a
considerable emphasis being placed on the role of the midlatitude eddies in
driving the circulation, especially by Victor Starr and his coworkers at MIT
in the 1940s and 1950s.

The confinement of the Hadley circulation to the tropics is related to
the rotation of the Earth. Nearly inviscid axisymmetric motion would tend
to conserve angular momentum with the result that unrealistically strong
zonal winds would develop in the upper troposphere poleward of 20 ° or so.
Defining the specific angular momentum of a ring of air at latitude <j> as
(Qacos (j) + [w])acos 0, conservation of angular momentum for a ring whose
zonal velocity is zero at the equator implies that the zonal wind at other
latitudes is given by:

[u] == Qa s in2 <\>/ cos (j). (4.1)

It can quickly be verified that this formula suggests winds of 56 m s"1 at
20° and 127 m s"1 at 30° of latitude. Nevertheless, a consideration of
the diagram suggests that while angular momentum conservation is clearly
a hopeless description of the zonal wind throughout middle and higher
latitudes, the upper tropospheric wind in the tropics and subtropics does
indeed vary in a way which is reminiscent of Eq. (4.1). It increases in
a roughly quadratic fashion away from the equator, with a maximum of
35-40 m s"1 in the so-called subtropical jet. The fact that this subtropical
jet maximum coincides with the poleward limit of the upper branch of
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Fig. 4.1. The zonal mean wind [u] and vectors of the meridional wind for (a)
December-January-February (DJF); (b) June-July-August (JJA).

the Hadley circulation implies that the Hadley cell can indeed be modelled
crudely as an angular momentum conserving axisymmetric overturning.

Before describing a simple model of the Hadley circulation based upon
these principles, it is worth remarking that the simple Hadley/Halley model
of the circulation is now seen to be more realistic than diagrams such as
Fig. 4.1 suggest. The data used for that diagram have been averaged in an
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Fig. 4.1 (cont). (c) The annual mean. Based on six years of ECMWF data. Contour
interval 5 m s"1, values in excess of 20 m s"1 shaded. The horizontal sample arrow
indicates a meridional wind of 3 m s"1, and the vertical sample arrow a vertical
velocity of 0.03 Pa s"1.

Eulerian fashion, that is, a time series of the winds at a particular latitude
and level have been summed to provide a seasonal mean wind. But a very
different picture emerges if the averaging can be done in a Lagrangian way,
by averaging the velocity of individual fluid elements as they circulate in the
atmosphere. Such averaging is very difficult to carry out, and the current
database is inadequate for the task. Nevertheless it is possible to carry
out averaging which is more nearly Lagrangian. For example, Johnson has
advocated the analysis of wind data on to surfaces of constant potential
temperature before carrying out time and zonal averaging operations. Since
potential temperature is generally conserved by fluid elements on timescales
of less than five days or so, such isentropic averaging will follow fluid ele-
ments for short periods of time. In particular, it is able to track fluid elements
through the typical depression systems of the midlatitudes. Figure 4.3 con-
trasts an analysis of the meridional streamfunction for a particular period
during the FGGE, using traditional Eulerian averaging, with a similar anal-
ysis on 6 surfaces. Allowing for the scaling of the vertical coordinate, the
tropical pattern is fairly similar in both cases. But in the midlatitudes, where
the transient depression systems are concentrated, they differ completely.
The Ferrel cell is absent from the isentropic picture, which reveals instead
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Fig. 4.2. Contours of [u] and [6] for (a) DJF; and (b) JJA, based on six years of
ECMWF data. Contour interval for [u] as in Fig. 4.1. Contour interval for 6 is 10 K.

that fluid elements do indeed circulate from tropical to polar regions in a
thermodynamically direct fashion.

Angular momentum conservation does not hold, even approximately,
for this circulation at higher latitudes. The reason is that local zonal
pressure gradients associated with the midlatitude transients exert strong
zonal torques on the atmosphere. So it is impossible to account for the
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Fig. 4.3. Contrasting the meridional mass streamfunction for the January 1979
period using (a) quasi-Lagrangian averaging on potential temperature surfaces; and
(b) traditional Eulerian averaging on pressure surfaces. (Redrawn from Townsend
and Johnson 1985.)

zonal wind field associated with this 'diabatic circulation' without taking the
transient disturbances fully into account. The effects of the eddies on the
zonal flow will be discussed in Section 4.4. The origin of the eddies will be
a major theme of Chapters 5 and 6.

4.2 The Held-Hou model of the Hadley circulation

Perhaps the simplest and most physically illuminating quantitative model
of the Hadley cell was published by Held and Hou (1980). It uses the
principles of angular momentum balance and thermal wind balance for
circulating air parcels to predict both the latitudinal extent of the Hadley
cell and its strength. Figure 4.4 shows the system envisaged by the model.
It is essentially a two-level model of the tropical troposphere. Flow towards
the equator takes place near the surface, where friction near the ground is
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Fig. 4.4. Schematic illustration of the Held-Hou model.

supposed to reduce any zonal wind which develops as a result of angular
momentum conservation to negligible values. The return poleward flow
occurs at a height H above the ground. The thermal structure is described
by a potential temperature 9 at the middle level H/2.

The flow is driven by Newtonian cooling towards some radiative equi-
librium temperature distribution 0£(</>) on a timescale TE. That is, the
thermodynamic equation is written

(4.2)

and 9E is taken to be

Dd
Dt

n

_(eE

2

°~3l

-d)

^E

\vr2[ (4.3)

Here, P2(sin0) = (3sin2(/> — l)/2 is the second Legendre polynomial, #o
is the global mean radiative equilibrium potential temperature and A9 is
the equilibrium pole-equator temperature difference. Such a distribution is
smooth and continuous and preserves the important symmetry property that
d9/d(f> = 0 at the poles and at the equator. In fact, the spherical geometry
turns out merely to be a complicating factor in this analysis and introduces
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no new physical principle into the model; accordingly, we will assume that
(j) = y/a is so small that sine/) can be replaced by y/a. Equation (4.3) is
therefore conveniently rewritten

The actual temperature distribution will differ from this radiative equi-
librium distribution, with advection by the air motion balancing the diabatic
tendencies implied by Eq. (4.2). The essence of the Held-Hou model is in
predicting the actual temperature from angular momentum balance con-
siderations. Assume the wind at the upper level is given by Eq. (4.1) which
in the small latitude limit becomes

UM = ̂ f- (4.5)
The subscript M reminds us that this is a zonal wind derived on the basis
of angular momentum conservation. The low level zonal wind is taken to be
zero as a result of friction. Then

Jz = \ = %• (46)

But the vertical wind shear is related to the horizontal temperature gradi-
ent by the thermal wind relationship. Under the assumption of steady
axisymmetric flow and hydrostatic equilibrium, thermal wind balance must
hold even at low latitudes (see Eq. (1.53)). In the present notation, and using
height as the vertical coordinate, it can be written

or substituting for du/dz from Eq. (4.6):

By integrating this relation, the actual potential temperature distribution
required by this pattern of zonal wind is

0 0 Q20° v4 (4 9)

Once more, the subscript M emphasizes that this potential temperature
distribution was derived using angular momentum conservation arguments.
The constant 6M0 is a constant of integration which has yet to be determined;
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20°S 10°S

Fig. 4.5. Showing 6E and 6M as a function of poleward distance for the Held and
Hou model. 0m must be chosen so that the areas between the two curves are equal,
i.e., so that there is no net heating of air parcels.

it represents the equatorial temperature and we anticipate that the heat
transport by the Hadley cell means that it will be less than 9E0.

The distributions of 9E and 9M are compared in Fig. 4.5. The temperature
profile is much flatter than the radiative equilibrium profile close to the
equator. At higher latitudes, it falls off more rapidly. A suitable choice of
9m means that there is heating between the equator and the first crossing
point of the curves and cooling between the first and second crossing points.
At higher latitudes, heating is implied; clearly this is thermodynamically
impossible and so we conclude that poleward motion ceases at this second
crossing point, which must represent the poleward limit of the Hadley
circulation; its latitude is denoted Y. At higher latitudes, 9 = 9E in this
strictly axisymmetric model. The latitude of the poleward edge of the cell, 7,
is determined by choosing 9m so that there is no net heating of circulating
air parcels, so that (from Eq. (4.2)):

L
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or

a2e0 4 A<? 2
0 y = ^ y ' (410)

assuming that TE does not vary with latitude. Furthermore, 9M — 6E at
y = 7, giving a second equation in Y and 6m:

'* = eE0-^-Y2. (4.ii)

These two equations contain two unknown quantities Y and 6M0. It is
straightforward to solve for either of them; the resulting formulae are:

(4i2)

and
5A6^gH

Let 0O = 255 K and A6 = 40 K (a typical observed value). Then we find
Y = 2200 km and 8E0 - 6m = 0.8 K. Comparison with Fig. 4.1 shows that
the estimate of the Hadley cell width is at least roughly in agreement with
observations, albeit slightly on the small side.

The model also leads to a picture of the upper tropospheric zonal winds
associated with the Hadley circulation. For y < 7, the upper level zonal
wind is simply equal to UM9 Eq. (4.5). For y > 7, the temperature is equal to
the radiative equilibrium temperature, and the zonal wind can be calculated
by applying thermal wind balance to 6E; this wind may be denoted uE and,
when the small latitude approximation is applied, it is easily shown to be a
constant, equal to gHA6/aQd. There is a discontinuity of the zonal wind at
y = Y. This prediction has both realistic and unrealistic elements. It suggests
the existence of a subtropical jet at the poleward edge of the Hadley cell.
Indeed, Fig. 4.1 shows just such a jet. But the discontinuity of wind speed
beyond the edge of the Hadley cell is not observed, and indeed would be
violently unstable.

The difference between 9M0, the actual equatorial temperature, and 0£O,
the radiative equilibrium equatorial temperature, can be used to estimate
the meridional flow speeds associated with the Hadley circulation. On the
equator, by symmetry, there must be a balance between vertical advection
and heating, so that

dz xr
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or

Here, N is the Brunt-Vaisala frequency of the atmosphere. Taking xE as
15 days, and assuming N = lO^s"1, we find that w ~ 0.24 mm s"1. From
continuity, a typical horizontal velocity in the subtropical part of the Hadley
cell will be

Y
v ~ —w. (4.15)

H

With the present parameters, this works out to be 0.5 cm s"1. A comparison
with Fig. 4.1 shows that the observed meridional winds in the Hadley cell
are closer to l m s " 1 . So we may say that our simple theory has provided
a reasonable estimate of the geometry of the Hadley cell, but a very poor
estimate of its strength.

However, the Held-Hou theory is perhaps better than these simple
estimates suggest. We have been considering the annual mean Hadley cell,
which is symmetric about the equator. But during the solstices, the distribu-
tion of solar heating is asymmetric about the equator, with a maximum of
heating in the summer hemisphere. The theory can fairly easily be general-
ized to this situation. The radiative equilibrium temperature distribution can
be written:

6E (0) = 0O + —£*- sin (/> + A0EP (3 sin2 0 - 1), (4.16)

where A9EP is the mean pole-equator temperature difference and A6NS is the
temperature difference between the summer and winter poles. The ascending
motion will now not be at the equator. Consequently, angular momentum
conservation will lead to upper level easterlies over the equator and (by
thermal wind balance) to maximum 6M away from the equator at the latit-
ude of maximum ascent. Figure 4.6 illustrates the forms of 6E and 6M in this
asymmetric case. The lack of symmetry means that the maximum ascent
need no longer coincide with the latitude of maximum radiative equilibrium
temperature, nor with the streamline dividing the northern and southern
hemisphere cells. Consequently, we have a more complicated system with
four unknown parameters, determined from four matching conditions in the
manner of Eqs. (4.12) and (4.13).

The results of these asymmetric calculations are summarized in Fig. 4.7.
The cell rapidly becomes highly asymmetric as the radiative equilibrium
maximum is moved off the equator, with a small weak cell in the summer
hemisphere and a much stronger cell with ascent in the summer hemisphere
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30°S 15°S

Fig. 4.6. The Held-Hou model for the case of a heating maximum away from the
equator. The latitudes </>s, <j>N and <j>D as well as the equatorial temperature 6m are
to be determined.

and descent in the winter hemisphere. The mass flux carried by the two cells
(proportional to the area between the 9E and 6M curves in Fig. 4.5) differs
by a very large factor for even modest asymmetry of the heating, and we
would expect the annual mean Hadley circulation to be dominated by the
two winter cells. If this is so, our estimate of Y will be increased somewhat,
but our estimates of w and v will be increased by an order of magnitude,
bringing them more in line with the observations.

An important principle is illustrated by these calculations. The strength
and character of the cells react in a highly nonlinear fashion to changing the
latitude of the heating maximum. Consequently, the annual mean Hadley
circulation is very different from the response to the annual mean forcing
which we would predict. In various forms, this problem of 'nonlinear
averaging' is a central difficulty in parametrizing many diabatic forcing
processes in the atmosphere. It means that a complex general circulation
model has to be run even if one is only interested in the annual and zonal
mean circulation.
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Fig. 4.7. Results for the asymmetric Hadley cell, assuming the same parameters
as previously: (a) variation of 0N, (j)s and (j)D as a function of 0O, the latitude of
maximum radiative equilibrium temperature; (b) variation of the mass flux carried
by the winter and summer cells as a function of 0O.
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4.3 More realistic models of the Hadley circulation

There were two glaring omissions in the discussions in the preceding sections.
The first was that no effects of friction in the upper layer of the atmosphere
were included. Since the overturning timescale of the Hadley cell predicted
by the model was several radiative timescales, even very weak dissipation
could modify the flow significantly. The second was that the effects of latent
heat release by condensation of water vapour were ignored. In fact, latent
heat release dominates heating in the tropics. This is not to say that using
such models is folly. Indeed, the aim of any scientific modelling is to separate
crucial from incidental mechanisms. Comprehensive complexity is no virtue
in modelling, but, rather, an admission of failure. The Held-Hou model is
remarkable, not for the effects it omits, but because even with such minimal
assumptions it reproduces so many observed features of the meridional
circulation and the zonal wind field. But in this section, it is necessary to
examine how much of an effect these various complicating factors might
have.

We will examine the effects of friction using a variant of the 'simple global
circulation model' introduced in Section 2.4. This variant is axisymmetric,
with all variations in the longitudinal direction suppressed. A slightly more
complicated form of friction is introduced, with the momentum equation
written:

Here, 5£M and Jr
M represent the linear and nonlinear dynamical terms,

respectively, and K is a constant vertical diffusion coefficient. The diffusion
term on the right hand side of this equation is a crude parametrization of
the turbulent transports of momentum in the planetary boundary layer, and
K is sometimes called an 'eddy viscosity' coefficient. The effect of such a
diffusion term is to introduce a classical Ekman boundary layer into the
flow, in which the depth of the boundary layer is given by

D = ( — J . (4.18)

Noting that the midlatitude planetary boundary layer is around lkm in
depth, it follows that a reasonable value for K is around 10m2s~1. Such
an Ekman boundary layer induces secondary circulations which dissipate
vorticity in the fluid above the boundary layer by stretching or shrinking of
vortex tubes. Figure 4.8 illustrates this. The typical timescale for this 'spinup'
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Fig. 4.8. The dissipation of vorticity by the Ekman boundary layer.

process is

(4.19)

which is a few days for typical midlatitude conditions. In this way, if the
overturning timescale of the Hadley cell is long compared to the spinup
timescale, the strong meridional shears which develop in the vicinity of the
subtropical jet in the Held-Hou model will be moderated by the presence of
a midlatitude boundary layer.

The results of two integrations of the simple global circulation model with
this friction term are shown in Fig. 4.9. The first has 6E symmetric about
the equator, as in the simplest form of the Held-Hou model. There is a
weak Hadley circulation extending into the subtropics, with an associated
subtropical jet. The zonal wind speeds are much less than those predicted by
the frictionless model, and there is no discontinuity of wind associated with
the edge of the Hadley cell. Indeed, the Hadley circulation does not have
a sharp poleward boundary, although it does become very weak at high
latitudes. The dimensions of the Hadley cell are very much in line with the
predictions of the Held-Hou model. But the zonal winds generated by the
circulation are considerably weaker. The second integration is for solstitial
conditions, with the midlatitude temperature gradients around twice as large
in the winter hemisphere as in the summer hemisphere. The maximum of 6E

is at 6°N. The asymmetry between the summer and winter Hadley cells is
marked, though not as extreme as in Fig. 4.7. The summer cell has only a
weak subtropical jet at its poleward edge, consistent with the dominant effect
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of friction on such a slowly overturning flow. The winter cell has a much
more vigorous circulation. The jet is correspondingly much stronger, though
not as strong as it would be if the flow conserved angular momentum exactly,
and it shows signs of very sharp shears on its poleward flank. As we will see
in later chapters, this flow would be violently unstable if the axisymmetric
assumption were relaxed. The resulting eddy fluxes of heat and momentum
would quickly modify the jet profile into a more stable form.

Now consider the effects of moisture. Satellite images show that the Hadley
cells in each hemisphere are separated by a band of cumulonimbus clouds.
This band forms at the line of convergence where the low level trade winds
originating in each hemisphere meet; it is sometimes called the intertropical
convergence zone (or TTCZ'). Figure 4.10 shows a schematic diagram of
the formation of the ITCZ and its relationship with the Hadley circulation.
Descending air at the poleward edge of the Hadley cell reaches the boundary
layer with an extremely low humidity. Air returns towards the equator in
the low level flow, picking up heat and moisture from the underlying surface
as it goes. When it meets the air from the opposite hemisphere, it is forced
to rise. As it rises, it quickly becomes saturated, so that condensation and
latent heat release take place. The release of latent heat is balanced by ascent,
and so the ITCZ is characterized by deep convection extending through the
depth of the troposphere. The principal effect of latent heat release is to
concentrate most of the ascending motion of the Hadley circulation into the
narrow ITCZ.

Calculating the nature of the Hadley circulation associated with this
moist model would appear to be extremely difficult, since it involves various
boundary layer exchanges of heat and moisture, as well as deep cumulus
convection in the ITCZ. As we saw in Section 2.4, parametrizing such
processes is a crucial but poorly resolved problem in global circulation
modelling. However, placing some general bounds on the width and strength
of the Hadley circulation is in fact more straightforward than might initially
be expected.

Let us continue to work with the Held-Hou two-layer formulation, with
the lower layer representing the moistening boundary layer, and the upper
layer representing the frictionless poleward flow in the middle and upper
troposphere. For simplicity, we return to the case of a Hadley circulation
which is symmetric about the equator. The zonal wind in the upper layer will,
as before, be determined by angular momentum conservation, and hence the
variation of potential temperature with latitude will be given by 0M, defined
by Eq. (4.9). The cooling due to the radiation of long wave radiation to
space can be related to 6M/TE. Equally, in the absence of fluid motion, the
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Fig. 4.9. The Hadley circulations and zonal winds set up by a simple axisymmetric
global circulation model, (a) and (b) show a case for which 6E is symmetric about
the equator, and (c) and (d) for a case where the maximum of 6E is located at about
10 °N.

temperature would be 6E, the radiative equilibrium potential temperature
distribution, given by Eq. (4.4). The distribution of short wave radiative
heating is simply 6E /TE ; the total heating is given by

H= / -^dy. (4.20)
J0 TF
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Fig. 4.9 {cont). (b) and (d) show the mass streamfunctions with a contour interval
of 5 x 109 kg s"1, while (a) and (c) show zonal winds, contour interval 5 ms"1, heavy
shading denoting values in excess of 20 ms"1.

Now let us make the extreme assumption that all incoming solar radiation
is used to evaporate water into the boundary layer. This heat is realized as
latent heat of condensation in the ITCZ, where the total heat released will
be if, Eq. (4.20). As in Section 4.2, the width of the Hadley cell can be
determined by the requirement that the heating and cooling integrated over
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Fig. 4.10. Schematic illustration of the ITCZ and the Hadley circulation.

the width of the Hadley cell must balance, i.e., that

(4.21)

But we have met this equation before, as Eq. (4.10). It is identical to the zero
net heating condition for the dry Held-Hou model. The other condition,
namely 6M = 9E at y = 7, is also identical in the two models. In this
case, the inclusion of moisture leaves the width and mass flux of the Hadley
cell unchanged; the difference from the Held-Hou model is simply that the
ascent and heating is concentrated into a narrow region at the ITCZ while
there is descent and cooling throughout the rest of the cell. If we made a less
extreme assumption, that some of the incoming sunlight went to evaporate
water, while the remainder led to sensible heating, we would still obtain the
same result for the width and strength of the cell, but with some ascent over
the tropical part of the cell and a stronger concentration of the ascent at the
ITCZ. Figure 4.11 illustrates these possibilities.

To summarize, the effect of moisture is to introduce an asymmetry between
large scale ascent and descent in the Hadley circulation. In the dry case,
roughly equal areas of the cells are ascending and descending. As conden-
sation and latent heat release become more important, the vertical motions
become stronger and more concentrated, while the bulk of the cells are char-
acterized by descent. The total circulation of the cells remains unchanged,
however, because there is no direct change in the ultimate thermal forcing,
which is provided by the incident flux of solar radiation. The final width
of the ITCZ depends upon the structure of the individual cumulus towers
which make it up; turbulent mixing between the strongly ascending towers
and the surrounding clear air determines the size of the cumulus elements
and hence the width of the ITCZ. Observations show that the meridional
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Fig. 4.11. Schematic illustration of the effects of including moisture in the Held-Hou
Hadley cell model: (a) dry case; (b) some incoming energy evaporates water; (c) all
incoming radiation evaporates water.
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scale of the ITCZ is no more than 100km or so; mesoscale processes, which
lie beyond the scope of this book, are involved in determining this scale.

This reasoning suggests that the basic mechanism in the Held-Hou model,
namely, angular momentum mixing and thermal wind balance, gives a
general form of Hadley circulation which is insensitive to the details of
how the heat enters the system. The actual location of the ITCZ and its
strength will depend upon details of the tropical boundary layer, and the
fluxes of moisture out of the surface; these processes need to be represented
in GCMs and weather prediction models. Much of the flux of moisture into
the boundary layer is controlled by the sea surface temperature. Because of
the large thermal capacity of the ocean, this has a smaller seasonal cycle
than the land, and so the asymmetry of the circulation about the equator
is somewhat reduced by the moist processes. Figure 4.1 shows that it is
nevertheless quite substantial. We will return for a further discussion of
convection and heating processes on the large scale tropical circulation in
Chapter 7. Meanwhile, we will move to higher latitudes, and consider the
meridional circulation beyond the confines of the Hadley cell.

4.4 Zonal mean circulation in midlatitudes

Our study of the Hadley circulation of subtropical latitudes was simplified
by the observation that eddy fluxes are small equatorward of 30 ° of latitude.
So the circulation can be thought of as approximately axisymmetric at low
latitudes. But in the midlatitudes, the eddies are large and the fluxes of heat
and momentum that they carry are a major part of the global circulation. In
describing the zonal mean circulation at these latitudes, we must recognize
the role of the eddies explicitly. We then face a conceptual difficulty. We
mentally partition the flow into eddies and a zonal mean part which we
try to examine separately. But this distinction is artificial. The eddies
induce changes in the mean flow which in turn affect the distribution and
vigour of the eddies. In recent global circulation studies, a good deal of
effort has been devoted to isolating the effects of eddies from the effects
of other, genuinely axisymmetric, processes. In this section, we will discuss
a traditional approach to the effect of eddies on the mean flow. We will
suppose that the fluxes of heat and momentum associated with the eddies
are prescribed (for example, by reference to observations) so that we can
consider the response of the zonal mean flow to these forcings.

Our starting point is the quasi-geostrophic equation set, described in
Section 1.7. The quasi-geostrophic vorticity equation, using the pressure as
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vertical coordinate, may be written:

f4«)+|(»|.)+A=/|+F, ,4.22,

where gg is the relative geostrophic vorticity vgx — ugy, and F = &\y — ^\x is a
schematic form of the friction term, with 3FX and #"2 the x- and ^-components
of acceleration due to friction respectively. Note that we will ignore the effects
of the Earth's curvature, save through the (3v term, at this stage. If we average
with respect to the zonal direction, we may write:

| g | | |;[^] (4.23)

or, from continuity,

liW + fytt + jjim-^ (4.24)

But since [Q = -[«]„, we may write:

} = 0. (4.25)

Integrating with respect to y, and determining the constant of integration
from the condition that d[u]/dt = 0 in the absence of friction, Coriolis
acceleration or dynamical fluxes, we have a quasi-geostrophic version of the
zonal mean momentum equation:

jt[u]+-^[vu]-f[v] = [^1]. (4.26)

The momentum flux [uv] may be written as [u] [v] + [u*v*]; scaling arguments
such as those of Section 1.7 show that u* ~ [u]9 whereas v* > [v], so that
the mean momentum flux may be neglected compared to the eddy flux. The
final form of the zonal momentum equation that we will use is therefore:

[u]t=M-[u*v*]y + [*i\- (4.27)

where the subscripts t and y indicate differentiation. Alternatively, this
equation could have been derived by taking the zonal mean of Eq. (1.65a)
and using quasi-geostrophic scaling arguments. The first term on the right
hand side represents changing [u] due to angular momentum conservation
by axisymmetric meridional motion; the second represents accelerations due
to eddy fluxes; and the last, of course, represents friction.

The thermodynamic equation is given as Eq. (1.71); on zonal averaging,
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it reduces to

[0]t + [vm0m]y = j[a>] + [2]. (4.28)

Once again, [v] has been neglected compared to v*9 so that the poleward
eddy potential temperature flux dominates over the vertical eddy potential
flux or mean poleward flux. The vertical advection of the basic stratification
dominates the mean advection.

Equations (4.28) and (4.27) are linked through the zonal mean form of
the thermal wind equation. This is conveniently written in the form:

f[u]P = h[0]y. (4.29)

The meridional circulation which is required to maintain a state of ther-
mal wind balance despite the unbalancing tendencies of eddy temperature
and momentum fluxes, friction and heating can be calculated from the set
of Eqs. (4.27), (4.28) and (4.29). It is convenient to define a meridional
streamfunction xp such that

where the sign convention has been chosen so that a maximum of xp corres-
ponds to a direct circulation, with ascent at low latitudes (small y) and
descent (large y) at higher latitudes in the northern hemisphere. Then
multiply the momentum equation by / and differentiate with respect to p,
and multiply the thermodynamic equation by h before differentiating with
respect to y; subtract the two equations to eliminate the derivatives by
forming the balance condition:

This elliptic equation relates the mean meridional circulation to a number
of source terms. It can be solved if suitable boundary conditions on xp
are specified. We will apply [v] = 0 at bounding values of y (which may
be taken to be the equator and pole) and [co] = 0 at p = 0 and p = ps,
that is, xp = constant (which may without loss of generality be taken to be
zero) along the meridional and vertical boundaries. The elliptic operator
means that a maximum in the source terms on the right of Eq. (4.31) is
associated with a minimum in the meridional streamfunction, that is, with
an indirect circulation in the northern hemisphere. Figure 4.12 illustrates
this. Furthermore, the meridional streamfunction will reflect the larger
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y
Fig. 4.12. Schematic illustration of the solution of Eq. (4.31).

scale features of the source terms while smoothing out their smaller scale
structures.

Equation (4.31) is a diagnostic relationship. It states what meridional
circulations must take place in order to maintain thermal wind balance
when nonzero source terms are present. It is analogous to the co-equation
discussed in Section 1.7 and, indeed, may be derived from a zonal average
of the co-equation which is then integrated with respect to y.

Consider a simple application of this diagnostic relationship. Suppose
that friction and eddy fluxes may be ignored, leaving only the source term
associated with heating. The heating is taken to be positive for small y and
negative for large y9 with a maximum of —[£]y in midlatitudes. Hence, the
source term -(h/s2)[£]y will be negative throughout the midlatitudes. xp
will therefore have an associated maximum value in midlatitudes, implying
a thermally direct circulation in which air rises where the heating is large
and descends where it is small, as illustrated in Fig. 4.13. The interpretation
of this result needs care, however. The buoyancy terms have been scaled out
of the quasi-geostrophic set, so it is not a simple matter of warm air rising.
Rather, the heating generates horizontal pressure gradients which result in
meridional acceleration of the air. Continuity then implies ascent at low
latitudes and descent at high latitudes.

This meridional circulation accomplishes two things. First, the ascent at
low latitudes results in upward advection of potentially colder air, tending
to offset the temperature rises due to heating. A converse argument holds
at high latitudes. Thus, the temperature gradient increases by less than we
might expect if the atmosphere were unable to circulate. Second, the Coriolis
forces acting on the poleward moving air at upper levels impart a westerly
acceleration to the flow, while at low levels an easterly acceleration occurs.
In this way, the wind shear is increased so that a thermal wind balance with
the evolving temperature field is maintained.
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Fig. 4.13. The meridional circulation generated in response to a gradient of heating.

y
Fig. 4.14. The meridional circulation induced by surface friction.

As a second example, let us explore the effect of friction. In the midlatit-
udes, surface winds are observed to be westerly. We expect that friction will
impart a strong easterly acceleration to the flow at low levels (large p) but
will be less effective at higher levels. Hence, the source term will be positive
and, this time, an indirect circulation will be forced. Figure 4.14 illustrates the
argument. In physical terms, a flow is induced from low to high latitudes at
low levels. The Coriolis force acting on this poleward flow produces westerly
acceleration, offsetting the easterly acceleration which results directly from
the friction. At the same time, descent causes warming in the tropics, while
ascent cools the higher latitudes. In this way, the temperature field is brought
back into thermal wind balance with the increased vertical wind shear at the
top of the boundary layer.

The friction induced circulation illustrates an important principle con-
cerning the role of boundary layer friction on the global circulation. To
the south of the jet core, where the vorticity associated with the zonal wind
is negative, the friction induces descent. To the north of the jet core, the
relative vorticity is positive and friction induces ascent. Such boundary layer
pumping is important in leading to the rapid spin up of the flow in the
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upper troposphere. For simple forms of the friction, analytic relationships
between the vertical pumping velocity at the top of the boundary layer and
the interior vorticity can be derived. For example, when the friction term is
of the form, Kuzz, K being a constant 'eddy viscosity' coefficient, the vertical
pumping velocity is

K 1/2

2f . (4.32)

The resulting vortex compression or extension will dissipate relative vorticity
on a time scale (2H2/fK)1^2, H being a typical height scale (i.e., the tropo-
sphere depth). Such a boundary layer is called an 'Ekman layer'. It occurs
readily in laboratory experiments with rotating tanks of fluid in which the
boundary layer flow is laminar, but is a rather crude model of the turbulent
atmospheric boundary layer. However, even with more realistic parametriza-
tions of the boundary layer friction, a qualitatively similar pumping still
takes place. The Ekman boundary layer model provides a rationale for
the Rayleigh friction in the simple global circulation models which was
introduced rather arbitrarily in Section 2.4.

Now let us consider the role of the eddy flux terms in Eq. (4.31). The
poleward eddy temperature fluxes are largest at lower levels in the midlatit-
udes (see Section 5.2 for some examples). In the region of maximum flux, it
follows that [v*0*]yy must be negative. The temperature flux will therefore
contribute a positive source term to the right hand side of the circulation
equation, Eq. (4.31), and will force an indirect circulation. The result, shown
schematically in Fig. 4.15, is easily appreciated if the reader has followed
the argument given above for the effect of a gradient of heating. The eddies
tend to shift heat from low latitudes to higher latitudes. There will therefore
be a poleward gradient of heating associated with the eddies. An indirect
circulation is therefore required to reduce the upper level westerlies relative
to the lower level winds and so maintain thermal wind balance. At the same
time, the vertical motions will offset the heating by the eddies.

The pattern of eddy momentum fluxes is more complex. The transient
momentum fluxes for the northern hemisphere winter season are small in the
lower troposphere, but increase with height, with maximum values near the
tropopause. At this level, there is a general convergence towards latitudes
around 50 °N, with poleward flux to the south and equatorward flux at more
northerly latitudes. Thus [u*v*]yp is generally positive in midlatitudes, leading
to a positive source term in the circulation equation and hence to an indirect
circulation. Thus, the tendency of the eddy fluxes to accelerate the westerly
flow at midlatitudes near the tropopause is opposed by equatorward flow at



106 The zonal mean meridional circulation

Fig. 4.15. The meridional circulation induced by poleward eddy temperature fluxes.

upper levels, and poleward flow at low levels. The effect is to reduce the
vertical shear and make the flow more barotropic. The same effect becomes
extremely important in the decay stages of the lifecycle of a midlatitude
depression (see Section 5.5) when it leads to a massive build up of barotropic
kinetic energy.

From these examples, a general rule of thumb emerges. In the quasi-
geostrophic framework, any forcing of the zonal mean flow induces a meridi-
onal circulation which offsets the effect of that forcing. This is true whether
the forcing is a direct result of friction or heating, or due indirectly to eddy
transports. At the same time, the zonal accelerations or temperature changes
induced by the circulation are such as to restore thermal wind balance.

For a typical midlatitude location, we conclude that the typical observed
patterns of eddy fluxes and friction will all induce indirect circulations. The
diabatic heating will induce direct circulation. There is the possibility that
there could be a good deal of cancellation between the various source terms.
Let us estimate the typical meridional winds induced by the midlatitude
eddies. Ignoring all effects save those of the poleward temperature flux, and
assuming that \pyy and d(f2xpp/s

2)/dp are comparable, then we have, from
Eq. (4.31):

v ~ JLfoV]. (4.33)

Midlatitude winter values of [v*0*] have a maximum of around ^ K m s " 1 ,
while s2/h = —d6R/dp is typically around 5 x 10~4 K Pa"1. The typical
maximum value of xp is therefore 2 x 104Pams~1. The poleward component
of the zonal mean wind is estimated to be

[v] ~ xp/Ap, (4.34)

where Ap is the typical pressure difference between the ground and the
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midtroposphere. The poleward wind induced by the midlatitude eddy tem-
perature flux is therefore around 0.3 ms""1. Similar reasoning can be applied
to the circulation induced by heating; in this case

V^-2\2L\ (4.35)

where L is typical horizontal distance. Typical values of \2\ in the tropo-
sphere are around 1.5 K day"1 and so [v] can again be estimated; a reasonable
value is 0.3 ms"1. Thus the thermally direct and indirect components of the
midlatitude circulation tend to cancel out. All this proves is that a much
more careful calculation is needed if the direction of circulation is to be
estimated. Careful numerical solutions of Eq. (4.31) reveal that, indeed, the
observed Ferrel circulation is driven by the midlatitude eddy temperature
and momentum fluxes.

4.5 A Lagrangian view of the meridional circulation

The discussion in the preceding section was couched in traditional Eulerian
terms. That is, fluid properties were measured above some fixed point on
the Earth's surface, and the zonal means were calculated around each latit-
ude circle. In this way, we were able to distinguish between the tropical,
thermally direct, Hadley circulation, and the indirect Ferrel circulation of
midlatitudes. But we should be aware that this analysis may give quite a
different result from averaging in a Lagrangian sense, that is, by tracing the
motions of individual fluid elements. It turns out that this distinction is very
acute in the midlatitudes; indeed, the Ferrel circulation may be regarded
as an artifice of Eulerian averaging, and is a misleading description of the
mean circulation if (for example) we wish to discuss the advection of tracers
around the atmosphere.

Historically, this distinction first showed up in attempts to account for
the observed distribution of ozone in the lower stratosphere. The formation
of stratospheric ozone is a result of photolysis of ordinary diatomic oxygen
molecules by the ultraviolet components of sunlight (see Section 9.3). This
process is most effective at heights of around 50 km in the upper troposphere
and will proceed most rapidly where there is plenty of sunlight, that is, in
the tropics and in the summer hemisphere. Yet the maximum concentrations
of ozone are observed in the lower stratosphere, near the pole and in the
early spring. Clearly, advection must deposit the ozone in these regions. A
thermally direct circulation (now known as the 'Brewer-Dobson' circulation)
with descent near the winter pole, was postulated to account for the spring



108 The zonal mean meridional circulation

maximum. Yet the winter stratosphere is characterized by a disturbed
westerly jet at around 60 °N (the 'polar night jet'). The arguments of
the preceding section would suggest a thermally indirect Ferrel type of
zonal mean circulation, with ascent near the pole. There is of course no
contradiction between these views. The ozone is virtually a passive tracer in
the lower stratosphere and its distribution indeed indicates the Lagrangian
circulation of fluid parcels. The Ferrel circulation is an artifice based on
Eulerian averaging. In Eulerian terms, we must say that the poleward eddy
fluxes of ozone more than compensate for the equatorward, mean meridional
transports.

To explore the Lagrangian circulation of the atmosphere, let us consider
an idealized midlatitude jet such as that shown in Fig. 4.16. In the upper
troposphere, fluid moves through the waves from west to east. The waves
transport heat polewards, so there must be northward advection of warm
air and equatorward advection of colder air. To deduce the Lagrangian
trajectory of fluid particles in the meridional plane, we must consider the
vertical velocity field associated with the wave. Application of the co-
equation, Eq. (1.76), shows that there will be ascent associated with the
ridges of the wave. This upward advection of potentially colder air partially
offsets the heating due to the poleward advection of warm air. Similarly,
descent is associated with the troughs. Consider a parcel of air initially at
point A in the ridge. At this point, it will experience rising motion. As it
moves further east, it leaves the ridge, and starts to move equatorwards. At
the same time, it moves into a region of weaker ascent. At point B, the ascent
is zero. As it moves further into the trough, the parcel begins to descend,
with maximum descent at point C. Finally, it moves back through point D
to its original latitude and level. The projection of this motion onto the
meridional plane is shown in Fig. 4.16(b). The parcel describes a clockwise,
elliptical orbit in the y-p plane.

By itself, this motion implies no mass transport. Individual parcels of air
describe small elliptical orbits but will return to their initial pressure and
latitude at the end of each wave period. To deduce the mass circulation,
it is necessary to consider higher order effects than are included in this
simple model. The eddies are observed to have maximum amplitude in the
midlatitudes in the vicinity of the tropopause; at other levels and latitudes
they die away, as indicated in Fig. 4.17. The diagrams in Section 5.1 show
some observations of the eddy kinetic energy, a convenient measure of the
eddy activity. Now consider a parcel of air to the south of the maximum
of the eddy activity. As it orbits in the meridional plane, it moves from
a region of slightly lower eddy activity to a region of slightly higher eddy
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y

(a) X (b) y
Fig. 4.16. (a) Schematic view of the passage of a fluid parcel through a sinuous jet
in the upper troposphere, (b) Projection of the same fluid trajectory on to the y-p
plane.

activity. Hence, it will rise slightly more quickly in the northern part of its
orbit than it sinks in the southern part. The result is shown schematically
in Fig. 4.17; each successive orbit of the parcel will be slightly higher than
its predecessor. To the north of the maximum, the opposite effect will occur
and the orbits will descend. This slow drift of the fluid parcel over many
periods is called 'Stokes drift' and it is well known in the case of surface
waves in shallow water. The total mass transport is the sum of the Stokes
drift and the indirect Ferrel circulation induced by the eddy temperature
and momentum fluxes, and, clearly, there will be a degree of cancellation
between the two components.

It is not easy to give simple dynamical arguments concerning which effect
will dominate. We will not present a detailed quantitative argument in this
book; the interested reader is referred to texts such as that by Andrews
et. al. (1987) for a more advanced account of these matters. However, we
note that the discussion of Chapter 3 led us to conclude on thermodynamic
grounds that a net thermally direct circulation is required to maintain the
kinetic energy associated with the general circulation against the dissipative
effects of friction. So we anticipate that the Stokes drift will prove stronger
than the induced indirect circulation. In fact, careful analysis shows that in
'nonacceleration conditions', the Stokes drift balances the Ferrel circulation
exactly, so there is no net mass circulation. Nonacceleration conditions
require the waves to be frictionless, adiabatic and steady. In the midlatitude
troposphere, none of these conditions holds, and it can be deduced that a
substantial direct circulation of mass must exist. It is this circulation which
helps to account for the spring maximum of ozone in the lower stratosphere.
Recognizing this thermally direct mass flux is important in discussing the
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Fig. 4.17. Schematic illustration of the tropospheric distribution of eddy kinetic
energy, and the Stokes drift of air parcels to north and south of the storm track
latitudes.

transport of any conserved tracer (which may include potential vorticity),
and is needed to complete a thermodynamically consistent account of the
global circulation.

4.6 Problems

4.1 Using the data in Fig. 4.1, estimate typical values of [v] in the Hadley
cell. Hence estimate the time taken for a parcel of air to circulate in the
Hadley cell. Compare this time to the seasonal timescale.

4.2 Repeat this calculation for the Ferrel circulation.

4.3 Compare 6 at 100 kPa and 30kPa at selected latitudes. Estimate the
Brunt-Vaisala frequency N at these latitudes, where

Discuss which processes might determine N.

4.4 By comparing the wind speed at the tropopause with the poleward
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temperature gradient at selected latitudes, verify that the [u] and [9] fields
are in thermal wind balance.

4.5 Using the data in the following table, calculate the radiative equi-
librium temperatures at the pole, equator and for the globe. Use the results
to confirm the estimate of Y which was derived following Eq. (4.12).

Globe
Pole

Equator

Albedo
0.29
0.72
0.27

Insolation W m~2

344
182
436

4.6 The annual mean precipitation over the Pacific is about 3000 mm
per year, concentrated in a strip 7° of latitude wide. Estimate the latent
heat release implied and compare this with the heating rate at the equator
according to the Held-Hou model. Use this estimate to evaluate w. Hence,
deduce the typical meridional wind speed in a Hadley cell which includes
condensation.

4.7 From Fig. 4.7(a), showing the variation of <j>W9 </>s, etc., plot a graph
showing the strength of the subtropical jet as a function of yo-

4.8 Estimate typical values of the static stability parameter s2 in the tro-
posphere. Derive a relationship between s2 and the Brunt-Vaisala frequency
N. State the units of s2.

4.9 Using the cross sections of [v'T'] and [wV] from Figs. 5.5 and 5.7,
estimate the magnitude of terms typical of the forcing of the mean merid-
ional circulation by midlatitude heat and momentum fluxes in the winter
midlatitudes. Which term dominates? Estimate a typical poleward velocity
[v] induced by midlatitude eddies, and compare this with the meridional
velocity associated with the Ferrel cell, as shown in Fig. 4.1.

4.10 It has been suggested that breaking, vertically propagating gravity
waves have an effect equivalent to a drag on the zonal flow, with a maximum
value just above the midlatitude tropopause. Using the meridional circulation
equation, Eq. (4.31), sketch the nature of the circulation you expect to be
induced by breaking gravity waves. What deceleration due to breaking
gravity waves would be required to induce a meridional wind [v] of 1 m s"1

at the breaking level at 50°N?
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Transient disturbances in the midlatitudes

5.1 Timescales of atmospheric motion

The circulation of the atmosphere is intrinsically unsteady; fluctuations on
all timescales are observed. In the last chapter, it was shown that the
fluxes of temperature, momentum, and so on, carried by such transients
play an important part in determining the time mean circulation of the
atmosphere. Our task in this chapter will be to describe the transients
on various timescales, and to discuss the mechanisms which can give rise
to transient behaviour. Just as the atmosphere contains a wide range
of spatial scales, from the molecular to the global, so the atmospheric
circulation exhibits a wide range of timescales, ranging from timescales of
just a few seconds associated with the overturning of small turbulent eddies,
to geological timescales for major climate changes.

Some of the frequencies observed are directly related to the frequencies
of periodic forcings. For example, diurnal and semi-diurnal variations of
temperature and wind are associated with the diurnal variation of solar heat
input. These 'thermal tides' are important at high levels in the atmosphere
and can be detected in the lower atmosphere. More importantly for our
purposes, the annual cycle of radiative forcing has a profound effect on
large scale atmospheric circulation. This seasonal cycle of meteorological
quantities affects nearly all parts of the globe.

But in addition to these externally imposed periods, the atmospheric flow
itself generates all kinds of timescales internally. Various wave motions have
characteristic frequencies, while irregular, aperiodic fluctuations arise from
the chaotic, quasi-turbulent character of much atmospheric flow. Why such
irregular fluctuations arise in the first place is an intriguing question. The
superficial answer is that the time mean flow is unstable to small amplitude

112



5.1 Timescales of atmospheric motion 113

disturbances. But how is the mean flow maintained in an unstable state?
Why do the developing instabilities not wipe out the shears and temperat-
ure gradients which make instability possible, leaving the atmosphere in a
quiescent state of near neutral stability? These are questions to which we
will return in Section 7.4.

In this chapter, we will examine these 'transient' features of the atmospheric
flow. We will discuss how they are generated and how they contribute to the
transport of heat and other quantities across the globe. We will attempt to
illustrate how individual weather systems contribute to the global circulation
of the atmosphere. In the last chapter, we noted that the Hadley circulation
reduced the temperature gradients in the tropics, but that it actually increased
the temperature gradi ent and horizontal wind shears in the midlatitudes. The
transients of the midlatitudes are responsible for reducing these temperature
gradients and transporting heat and momentum out of the subtropical
latitudes and into the higher latitudes.

Before turning to a more detailed discussion of the dominant scales and
shapes of atmospheric transients, consider the frequency and wavenumber
characteristics of the observed transients. We recall the notation introduced
in Chapter 2, in which the time mean of any quantity Q is Q, while the
deviation from the time mean is denoted Qr. The kinetic energy associated
with the transient eddies is:

K = i (V2 + i/2) . (5.1)

The pressure-latitude section in Fig. 5.1 shows the zonal mean distribution of
eddy kinetic energy on all timescales. The transients are small in the tropics
but become much more important in the midlatitudes, with maximum values
near the tropopause and somewhat poleward of the subtropical jet core. The
transients become weaker towards the pole. The winter season has stronger
transients than the summer; this seasonal cycle is a good deal more marked
in the northern hemisphere. Larger values are also seen in the stratosphere,
close to the equator and at high latitudes in the winter hemisphere.

The transient eddy kinetic energy varies not only with height and latit-
ude, but also with longitude. In the northern hemisphere winter, maxima
of the eddy kinetic energy are located over the western side of the ocean
basins, with minima over North America and Asia. The pattern is shown in
Fig. 5.2a. In the southern hemisphere winter, a single maximum is observed
over the south Atlantic and Indian Oceans, with lower values over the Pacific.
These maxima are coincident with the regions where developing and mature
midlatitude depressions occur most frequently. On the eastern side of the
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Fig. 5.1. Latitude-pressure sections of transient eddy kinetic energy for (a)
December-February and (b) June-August. Contour interval 25m2s~2; shading
indicates values in excess of 300m2s~~2. Based on six years of ECMWF data.

ocean basins, systems tend to be occluded and decaying, and so are much
less vigorous over the continents.

This pattern is accentuated considerably if the time series of each velocity
component is filtered so as to remove the lower frequencies before construct-
ing the variances. In general, numerical filtering of a time series involves
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replacing the nth member of the time series with a suitably weighted average
of the neighbouring members:

Qn = Z ™iQn+i- (5.2)

The properties of the filter are defined by the choice of the filter weights wt.
For example, a crude low pass filter, which removes the higher frequencies
but leaves the lower frequency variance to survive intact, results if the
weights are constant and simply equal to l/(2j +1). In this case, the mean is
a simple running mean of the time series. Conversely, by defining Q! simply
to be the deviation from some such running mean, a crude high pass filter is
established. More sophisticated filters are designed to produce an extremely
sharp response, so that only a precisely defined range of frequencies is
passed. But since the time spectrum of atmospheric motions is smooth and
continuous with no obvious spectral gaps, there is little physical reason to use
a particularly elaborate filter for our purposes. The high pass filtered eddy
kinetic energy (shown in Fig. 5.2b) was constructed by the use of a running
mean filter such as that suggested above. It had the effect of removing much
of the variance associated with transients with periods longer than about
six days. The filtered transient eddy kinetic energy is a good deal less than
the unfiltered equivalent, but the maxima are very clearly defined. They
form zonally elongated areas running across the Atlantic from the North
American coast, and across the Pacific from the Asian coast. Similar maxima
are found if other measures of transient eddy activity, such as geopotential
height variance or low level temperature flux, are plotted. The tracks of
developing depression centres tend to run along the long axes of these areas,
for which reason they are commonly called 'storm tracks'. These storm track
regions can be seen in the heating fields in Fig. 3.8, especially in the Northern
Hemisphere winter. Chapter 7 contains a fuller discussion of the midlatitude
storm tracks.

The higher frequency transients of the midlatitudes, by which we mean
transients with periods between one and ten days or so, owe their existence
to a hydrodynamic instability of the zonal flow called 'baroclinic instability'.
In the first part of this chapter, we will discuss the mean size and structure
of the transient eddies. Then we will discuss the energy associated with the
transients, and how it can be generated. The theory of baroclinic instability
will be introduced in Section 5.4, while the extensions and limitations of this
theory will be described in Section 5.5.

The lower frequency transients have a more complex origin, which is
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(a)

NH

Fig. 5.2. Transient eddy kinetic energy at 25 kPa for the period December-February,
northern hemisphere, (a) Total transient eddy kinetic energy, contour interval
50 m2 s~~2 with values in excess of 300 m2 s~2 shaded.

still imperfectly understood. Low frequency behaviour results in part from
the internal dynamics of the atmospheric flow, particularly the nonlinear
interactions between different scales of motion which lead to a cascade
of energy towards lower frequencies. But low frequencies are also forced
externally, by interactions between the atmospheric circulation and more
slowly varying systems, such as the ocean. As the frequency becomes lower,
the internal dynamics is generally supposed to become less important, while
the role of external forcing becomes dominant. Describing low frequency
variability is difficult because the data records are not generally long enough
to produce statistically reliable patterns of variances and covariances for the
lower frequencies. Gaining greater insight into the underlying mechanisms
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NH

Fig. 5.2 (cont). (b) High frequency transient eddy kinetic energy, contour interval
25 m2 s~~2 with values in excess of 150 m2 s~2 shaded. The eddies contributing to
(b) have periods less than about 6 days. Based on six years of ECMWF data.

is a goal of much current research. We will look in more detail at low
frequency variability in Chapter 8. In the remainder of this chapter, we will
focus on the higher frequency transients.

5.2 The structure of transient eddies

Scale analysis shows that large scale motions in the Earth's midlatitudes
are nearly nondivergent; the geostrophically balanced rotational part of the
wind dominates over the small, mainly divergent ageostrophic wind. The
ratio of the geostrophic to ageostrophic wind speeds is of order Rossby
number. So it is useful to model the horizontal structure of transient eddies
by a geostrophic streamfunction which is supposed to vary sinusoidally in
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the x- and ^-directions:

xpf = me
l{kx+ly\ (5.3)

More properly, Eq. (5.3) should be regarded as one component of a Fourier
summation over all permitted k and /. In this chapter, we will interpret the
equation as describing the typical transient eddy; the values of k and / are
regarded as some kind of average for all the observed transients. We may
regard the amplitude f as a sinusoidal function of time; in that case, the
average over a complete period of the wave will be the same as the average
over a complete wavelength. The dimension of the individual vortices is half
a wavelength in each direction, that is, n/k in the x-direction and n/l in the
y-direction.

The northward and eastward components of the wind are then related to
the streamfunction by:

= i W e ( 5 4 a )

dy

(5.4b)

The appearance of i in these expressions indicates that the velocity wave
and the streamfunction wave are TT/2 out of phase. The variance of u and
v indicate the typical magnitudes of u! and i/. The streamfunction is not
measured directly, but it is closely related to the geopotential height Z, which
can be observed and analysed. The geostrophic streamfunction is related to
the geopotential height by:

xp = Zz. (5.5)

Hence, the velocity variances and the geopotential height variance are related
by:

/2g2 fc2g2

assuming that / is constant over the width n/l of the eddy. Thus, a
comparison of velocity variance and geopotential height variance will lead
to an estimate of the typical wavenumber of the transients, that is, to their
spatial scale. A comparison of the u- and i;-variance leads to a measure of
the typical shape of the eddies, since:

v* k2
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If u'2 > v'2, the eddies will be zonally elongated; if, on the other hand,
v'2 > i/2, they will be meridionally elongated.

Zonal means of t/2, i/2 and Z'2 are shown in Fig. 5.3. Taking typical values
for the midlatitude upper troposphere, va = 280 m2 s~2, ufl = 250 m2 s~2 and
Zfl = 4 x 104m2. Thus the eddies are slightly elongated meridionally. The
typical wavenumber is around 1 x 10~6 m"1; this corresponds to zonal wave-
number 5 at 40 ° of latitude. When filtering is applied, this picture changes.
The high frequency eddies are distinctly meridionally elongated and their
scale is somewhat smaller.

So far, we have considered eddies with their longer axes orientated either
east-west or north-south. There is no reason why they should not be orient-
ated at some intermediate angle. The orientation is related to the poleward
flux of momentum carried by the wave. Qualitatively, this can be seen
by considering Fig. 5.4, which shows a schematic view of an eddy which
tilts from south-west to north-east. Along section AB, both the u and v
components of eddy velocity are large and positive; the eddy is carrying
westerly momentum northwards. Along section CD, easterly momentum
is being carried southwards. The net effect of both these sections is to
transport westerly momentum northwards. The shorter sections BC and DA
are characterized by weaker winds and by southward transport of westerly
momentum. In the limit of extremely elongated tilted eddies, these two
sections would make a negligible contribution to the momentum transport
by the eddy. Averaging over the entire wavelength, it can be seen that there
is net poleward momentum transport, that is, that v!v? is positive for such a
tilted eddy. By the same arguments, an eddy tilted in the opposite direction
would transport westerly momentum southwards. There would be no net
transport of momentum by an untilted or exactly circular eddy, since the
contributions from the various segments would exactly cancel in those cases.

The poleward momentum flux is closely related to the orientation of the
eddies. Figure 5.5 shows latitude-pressure cross sections of the poleward
momentum fluxes for the DJF and JJA seasons. The eddy momentum
flux is largest in midlatitudes near the tropopause. The momentum flux is
poleward at lower latitudes, but tends to be equatorward at higher latitudes,
suggesting that the eddies are orientated in opposite directions to north and
south of the main cyclone belt. Such a configuration is especially clear in the
southern hemisphere, but is also important in the northern hemisphere. This
distribution of momentum flux implies, using the arguments of Section 4.4,
that an indirect Eulerian mean circulation is associated with the observed
eddy momentum fluxes.

The typical angle of tilt of the eddies can be calculated if the momentum



120 Transient disturbances in the midlatitudes

(a)

£3 -

-90 -60 -30 0 30 60

L a t i t u d e

(b)

~ ~ i —
30

L a t i t ud e

—]—
60

I
9 0

Fig. 5.3. Showing (a) zonal mean height variance [Za ] and (b) the variance of

velocities [uf2 ] (solid) and [vf2 ] (dashed).

flux and the velocity variances are known. Let us calculate the velocity
components in a frame of reference, denoted by (5c, y), which is rotated
through some angle cp relative to the basic (x, y) frame of reference. Using the
usual formulae for rotation of coordinates, the transformed eddy velocities
are

xi — uf cos (p — v1 sin cp, (5.8a)

x! = u' sin cp + vf cos cp. (5.8b)
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Fig. 5.3 (cont). (c) and (d) as (a) and (b) respectively, but for the high frequency
eddies. Based upon six years of ECMWF data at 25 kPa, DJF season.

Then the momentum flux in the rotated frame is:

ufvr = - \url — va 1 sin2cp + urvrcos2cp. (5.9)

When cp is chosen so that the eddy has no_tilt in the rotated frame of
reference, the transformed momentum flux urvf = 0. Hence the angle of tilt
will be given by:

2ufvr

(5.10)
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A
Fig. 5.4. Schematic illustration of a tilted eddy.

This is also satisfied for cp + TT/2, indicating that, of course, the eddy has
both a major and a minor axis.

The unfiltered transients have va ~ w'2, so that cp = 45 °. The high pass
filtered eddies have wV typically of 25 m2 s~2 in the upper troposphere. This
implies that they must have a tilt of about 26°. However, the properties of
the eddies do vary from place to place. In Fig. 5.6, the anisotropy of the
eddies and the orientation of their major axes are shown. The 'anisotropy'
will be defined in Section 7.4 (Eq. (7.15) et seq); it is simply a dimensionless
number ranging from 0 for perfectly circular eddies to 1 for infinitely
elongated eddies. The unfiltered eddies are most anisotropic in the tropics,
a manifestation of low frequency tropical disturbances, the theory of which
will be discussed in Section 7.1. The high frequency eddies are meridionally
elongated in the midlatitudes, in the so-called 'storm track' latitudes.

We now turn to an examination of the poleward eddy heat transport due to
the transients. This is related to the vertical structure of the eddies. Figure 5.7
shows cross sections of the transient eddy temperature fluxes. The fluxes are
poleward in both hemispheres, and are largest in the lower troposphere at
midlatitudes. The transient temperature flux is unimportant throughout the
tropics, where the heat transport is mainly accomplished by the Hadley cell
and by ascent in small scale convective systems. The maximum zonal mean
temperature flux in the troposphere is around 15Km s"1, with somewhat
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Fig. 5.5. Latitude-pressure cross sections of the poleward transient eddy momentum
2 o -2fluxes observed in (a) the DJF and (b) the JJA seasons. Contour interval 5 m2 s

negative values shaded. Based on six years of ECMWF data.

larger values in the winter stratosphere. The divergence of the temperature
flux gives an estimate of the heating or cooling due to transient eddies; this
is typically 0.5 K day""1, equivalent to 60 Wm"2. The seasonal cycle in the
temperature flux is marked in the northern hemisphere, but less so in the
southern.
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Fig. 5.6. Latitude-pressure sections showing the eddy anisotropy and the orientation
of the mean major axes of the eddies. Contours show the eddy anisotropy, contour
interval 0.1. Shading indicates values between 0.2 and 0.4. Vectors indicate the
orientation of the major axes of the eddies, vertical vectors indicating a north-south
orientation, (a) Unfiltered transient eddies, (b) High frequency transient eddies.
Based on six years of ECMWF data, DJF season.
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Fig. 5.7. Latitude-pressure sections showing the poleward transient eddy temper-
ature flux, [i/T7] for (a) DJF and (b) JJA. Contour interval 2 K m s"1, negative
values shaded. Based on six years of ECMWF data.

Now imagine an idealized geostrophically and hydrostatically balanced
disturbance. The geometry of the situation envisaged is shown in Fig. 5.8.
Three surfaces at pressure p — Ap, p and p + Ap are shown. The geostrophic
streamfunction is related to the geopotential height by

w' = j (5.11)
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so that the wind components are

/ dy f dx

The temperature on the pressure surface is related to the thickness of a layer
by the hydrostatic relation; it follows that the temperature on level 0 is:

r_PogZ[-Z'_l ( 1 3 )
lo~ R 2Ap ' P - 1 J J

Suppose that the geopotential height varies sinusoidally in x. Furthermore,
suppose that the amplitude is constant with height, but that there may be a
change of phase with height. We may write

Zt = ZRi + A sin{kx + id), i = -1 ,0 ,1 , (5.14)

where A is the amplitude of the wave. A sign convention has been chosen so
that positive S means the wave is tilting to the west with height. Then the
eddy temperature field at level 0 is

7^ = J^-Acos(kx) sin((5). (5.15)

No fluctuation of temperature with x occurs unless there is a phase tilt. The
poleward wind is:

t/ = YAcos(kx)- (5 1 6)

Note that the temperature and poleward velocity waves are in phase. Hence
the poleward temperature flux is:

Inspection of Fig. 5.8 makes this result intuitively obvious. The westward
vertical phase tilt means that thickness, and hence temperature, is a maximum
where the poleward wind is a maximum. Thus there must be a net poleward
temperature flux. If the phase tilt were reversed, the wave would transport
heat equatorwards. Careful attention to the sign convention for y reveals
that these statements are equally true in the southern hemisphere.

An example of the use of Eq. (5.17) is to calculate the vertical phase tilt
of a typical transient from the Za and v'Tr fields. A collection of circulation
statistics reveals that at 70 kPa and 45 °N, the high frequency height variance

Za is 35 m, the meridional wind variance is 20m2s~2 and the poleward
temperature flux i s 4 K m s ~ 1 . From Eq. (5.6), the zonal wavelength is found
to be 1070 km. Substituting values into Eq. (5.17), it is found that the phase
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Fig. 5.8. Schematic illustration of a wave-like disturbance with westward phase tilt
with height.

difference between the 90kPa level and the 50kPa level is about 12° of
longitude.

As well as transporting heat polewards, the transient eddies also transport
heat vertically. Indeed, the demands of thermal wind balance ensure that
there is a close linkage between poleward and vertical temperature fluxes.
Figure 5.9 demonstrates the way in which this must happen. If an eddy is
characterized by warm advection at one longitude, and cold advection at
another, temperature gradients will develop in the zonal direction. This in
turn means that to maintain thermal wind balance, the upper level velocity
field must change. Such accelerations can be generated by ageostrophic
circulations in the height-longitude plane. The resulting flow is correlated
with the temperature field in such a way as to lead to a net upward flux of
temperature. We will show in the next section that such vertical temperature
fluxes are required if transient eddies are to develop spontaneously in a zonal
flow.

As discussed in Section 2.4, modern analysis and initialization methods
lead to a fairly reliable estimate of the unobservable vertical velocity field.
This can be used to calculate the vertical temperature flux associated with
the transient eddies. A cross section of the zonal mean transient vertical
temperature flux, [co'T'], for the DJF season, is shown in Fig. 5.10. The
most striking feature of this plot is the way in which the distribution of the
flux echoes that of the poleward temperature flux, in just the way that the
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Fig. 5.9. Schematic longitude-height section through a wave which is transporting
heat polewards. If thermal wind balance is to be maintained, the warm and cold
advections associated with the eddy lead to vertical circulations which transport
heat upwards.

arguments of the preceding paragraph would suggest. The flux is almost
uniformly upwards, with only small regions of very weak downward flux
away from the main storm track regions. Put another way, the temperature
flux vector has a rather constant gradient, pointing polewards and upwards.
The typical gradient is around 1 in 1000.

5.3 Atmospheric energetics

In order to gain some insight into the processes which generate the transient
eddies observed in the midlatitude atmosphere, we will present an approach
to large scale atmospheric energetics. We have already discussed in Chapter 3
some general thermodynamic arguments which showed that a net thermally
direct circulation is required to generate kinetic energy in the atmosphere.
In this section, we will present a discussion based on the quasi-geostrophic
dynamics of the large scale flow. This will, of course, confirm the deduction
from thermodynamics (which we would expect, since our equations include
the basic laws of thermodynamics) but will additionally give insight into the
types of dynamical structures needed to release the energy which thermo-
dynamics shows is available. The approach is a traditional one, pioneered
by Lorenz in the 1950s. The mathematical details will be expounded only
briefly since they are available in many other text books.

The kinetic energy of a unit mass of the atmosphere is simply (u2 + v2)/2
(we will ignore the very tiny increment of kinetic energy associated with
vertical motions). Then the total atmospheric kinetic energy JT is obtained
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Fig. 5.10. Cross section of the vertical temperature flux, [co'T'], for the DJF season.
Contour interval 0.02KPas"1, downward (positive) fluxes shaded. Based on six
years of ECMWF analyses.

simply by integrating over the entire atmosphere. Using pressure as a vertical
coordinate, we have

2 + v2

= - —o—dpdxdy,
g JAJ Jo 2g JAJ Jo 2

where fdp/g represents an integration with respect to mass; the domain A
is taken to be the entire surface of the globe, or least some fraction of that
area so extensive that there is no advection of air into or out of it. The result
of such an integration is generally awkwardly large, so it is conventional to
divide X by the area of the Earth's surface Ana2, giving a mean energy per
unit area of the Earth's surface. We will use the notation:

(5.19)

Q being any meteorological quantity, as a convenient shorthand. Having
defined the global kinetic energy, consider how it might be altered. Consistent
with the quasi-geostrophic approximation, the momentum equation may be
written:

d\ d\ v
— + v • Vv + (o— + / k x v = -V<t> (5.20)
at dp TD

(see Eqs. (1.65a) and (1.65b)). Note that the horizontal advection term can
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be rewritten as V(v • v/2) = VK, where K is the local kinetic energy per unit
mass of the atmosphere. The last term is an idealization of real frictional
processes, in the form of a Rayleigh drag. Take the scalar product of this
equation with the horizontal components of the wind:

^ + v . V K + a ^ = - v . V a > - — (5.21)
dt dp TD

which is an energy equation for the flow. Note that the Coriolis force can
do no work, since it acts perpendicularly to the velocity. The last term states
that the kinetic energy is dissipated at twice the rate of the momentum.
We are left to deal with the vertical advection of kinetic energy, and the
horizontal advection of the geopotential. Consider the latter. After using the
continuity equation,

d <9<t>
v • V<D = V • (<Dv) + ^-(co<D) - c o — . (5.22)

dp dp

But d<S>/dp is related to the potential temperature through the hydrostatic
relation, Eq. (1.68):

^ = -Hp)d. (5.23)

Hence, writing the advection terms in flux form, and incorporating Eqs. (5.22)
and (5.23) the kinetic energy equation becomes:

^ + V • (\(K + <D)) + ^-(co(K + 0>)) = -hcoO - — . (5.24)
dt dp TD

Now integrate the kinetic energy equation over the globe to give an expression
for the rate of change of global kinetic energy. By the divergence theorem,
the integral with respect to area of the second term can be written:

f f V • (\(K + <D)) dA = I \(K + <D) • dl (5.25)

where A denotes the horizontal area of the atmosphere and L denotes the
circuit around the edge of the domain. But this is zero, since there is supposed
to be no inflow or outflow across the boundaries (or, more elegantly for a
spherical world, it is zero because v and (K + O) satisfy periodic boundary
conditions). Similarly, the vertical boundary conditions are a> = 0 at p = ps

and p = 0, so that the vertical integral of the third term is zero. So after
some algebraic labour, the final expression for the rate of change of global
kinetic energy is found to be rather straightforward:

±(K) = (-hcoe)-(2K/TD). (5.26)
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But this is simply the statement made in Chapter 3 on thermodynamic
grounds; kinetic energy is generated if there is a net correlation between
ascent and positive temperature anomalies, and vice versa. That is, there
must be a preponderance of thermally direct circulations. This generation of
kinetic energy may be offset by the frictional dissipation of kinetic energy.

In order to generate this kinetic energy, we must have depleted some
potential energy. But the potential energy of the atmosphere is not a very
useful concept. It would be minimized by compressing all the air into an
infinitely thin layer near the ground. But such a compression is physically
unrealistic. It would require enormous amounts of work to be done against
pressure forces, and this work would go to increase the internal energy, that
is, the temperature, of the air. Only if this internal energy could be radiated
steadily away to space would the potential energy be reduced, and it would
have gone, not into kinetic energy, but into thermal radiation. In other
words, most of the potential energy associated with the mass distribution
in the atmosphere is unavailable for conversion into kinetic energy. That
part of the energy which is available for conversion, the 'available potential
energy', is a small fraction of the total. The available potential energy is
defined as that part of the potential energy which can be released without
any change of the internal energy of the atmosphere. From the first law of
thermodynamics, and remembering that the total mass of the atmosphere
does not change, it must be released by adiabatic mixing of air parcels.

Formally, the available potential energy is defined as the maximum amount
of potential energy which could be destroyed by adiabatic mixing of the
atmosphere. Figure 5.11 illustrates the concept. Whether such mixing is in
fact possible depends upon the dynamic constraints to which the system is
subject. In Fig. 5.11 (a), the isentropes are not parallel to the geopotentials.
We may imagine adiabatic processes which could exchange the wedge of
potentially warmer air marked A for the wedge of potentially colder air
marked B. The result would be to replace the mass of air B with somewhat
less dense air from A, while the air mass A would be replaced by denser air
from B. The mean mass distribution would have been lowered slightly and so
a certain amount of potential energy would have been destroyed. Once the
isentropes are parallel to the geopotentials, no further adiabatic exchanges
of air masses with different potential temperatures are possible. Accordingly,
the potential energy released in going from the state shown in Fig. 5.11 (a)
to the state in Fig. 5.11(b) is indeed the 'available potential energy'.

These arguments are restricted to the usual situation of a statically stable
atmosphere, in which the static stability is not supposed to vary on pressure
surfaces. This is a consistency requirement for a quasi-geostrophic descrip-
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Fig. 5.11. Illustrating the concept of available potential energy.

tion of the dynamics. More elaborate definitions of available potential energy
which overcome these restrictions have been proposed, and are mentioned
in the bibliography.

We may now proceed, with the benefit of a degree of hindsight, to a
more formal mathematical definition of available potential energy in the
quasi-geostrophic framework. The thermodynamic equation can be written:

ot
(5.27)

in a form which is consistent with the quasi-geostrophic approximation. The
potential temperature anomaly 9A is defined as

0A = 0-0R(p)9 (5.28)

where 9R is the reference atmosphere, consisting of the global mean 9 at
each level. Note that since 9R does not vary in time or in the horizontal, 9
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Fig. 5.12. The generation, conversion and dissipation of energy in the global circu-
lation.
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can be replaced by 6A in Eq. (5.27). Take the product of this equation with
h26A/s2, giving:

(5.29)

and integrate over the globe. As in the discussion of the kinetic energy
equation, the global integral of the second term is zero by virtue of the
boundary conditions, and so we have:

(5.30)

The first term on the right hand side is equal in magnitude but opposite in sign
to the kinetic energy generation term in Eq. (5.26). Therefore, (h292/2s2) is
the quantity depleted as kinetic energy is generated; accordingly, it must be
an expression for the available potential energy A. It is seen that A depends
essentially on the temperature variance on a given geopotential surface,
consistent with the schematic picture given in Fig. 5.11. Equation (5.30)
states that available potential energy is depleted by net thermally direct
circulations, in which upward motion is correlated with warm temperature
anomalies. Available potential energy is generated in circumstances in which
the heating accentuates warm anomalies and cools cold anomalies.

Putting Eqs. (5.26) and (5.30) together, an idealized picture of the global
circulation emerges, shown in Fig. 5.12. Differential heating creates available
potential energy, which is converted to kinetic energy by thermally dir-
ect circulations. Friction balances the energy budget by dissipating kinetic
energy. As it stands, this description adds very little to the results obtained
in Chapter 3 on general thermodynamic grounds. A more useful form of
energetics is obtained when the kinetic and available potential energies are
split into their zonal and eddy parts.

Consider, first, the zonal part of the available potential energy. The zonal



134 Transient disturbances in the midlatitudes

mean of the thermodynamic equation is:

[0], + \v\[0]y = j t t - WF]y + [I], (5.31)

where the subscript notation is used to denote partial differentiation and the
eddy terms have been put on to the right hand side. For brevity, the eddy
fluxes have been written in a form which includes both the transient and
steady eddy contributions, since, to a good approximation:

[v*9*] = [v*e ] + [v'O'l (5.32)

The zonal available potential energy, denoted AZ, is obtained by multi-
plying Eq. (5.31) by h2[9]/s2 and integrating over the entire globe. The
multiplication yields:

The second term on the left hand side integrates to zero, by arguments
similar to those used above which make use of the boundary conditions on
[v]. The global average of the second term on the right can be rewritten in
the more convenient form:

(^^e"]y\ = -(K[e]ybfW]\. (5.34)

This identity is easily established by integrating by parts with respect to y
and using the conditions that v* = 0 at the edges of the domain (or, equally,
that the boundary conditions on all variables are cyclic in y). Finally, from
Eq. (5.33) we can show that:

j t = (h[6][co]) - / ^ [ 0 M ^ ] \ + O^Wffl) • (5.35)

With the exception of the second term, all the terms are very straight-
forwardly related to the zonal mean version of the various terms in Eq. (5.30).
This second term is a new effect; it represents the conversion of zonal into
eddy available potential energy by the action of an eddy component of
meridional wind in the presence of a basic poleward temperature gradient.

The difference between Eqs. (5.35) and (5.30) yields an expression for the
rate of change of the eddy available potential energy, AE, where

(&[¥~2])- ( 5 -3 6 )
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Fig. 5.13. The Lorenz energy cycle, indicating the notation and the form of the
various energies and conversion terms.

Similar arguments can be used to split the kinetic energy into its zonal mean
and eddy parts. It would be tiresome to give all the algebraic detail (which
may be found in other text books); instead the results are summarized in
Fig. 5.13. The first derivation of this energetics scheme was due to Lorenz and
so it is sometimes called the 'Lorenz energy cycle'. The conversion between
zonal and eddy kinetic energy is analogous to the conversion between zonal
and eddy available potential energy. It can be written in a form involving the
correlation between the horizontal wind shear and the poleward momentum
flux.

The directions and relative magnitudes of the energy flow around the
Lorenz diagram can be used to summarize the dominant processes giving rise
to motions in the atmosphere. The simplest example is provided by Hadley
cell circulations, as shown in Fig. 5.14(a). If there were no eddies, this would
be a straightforward conversion of energy from zonal available potential
energy to zonal kinetic energy. The AZ is generated by differential solar
heating, creating temperature gradients between the equator and subtropics.
The KZ is associated principally with the zonal winds of the subtropical jet.
The conversion term requires a positive correlation between the ascent and
temperature anomaly which is provided by the thermally direct circulation
of the Hadley cell.
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During the 1930s and 1940s, there was considerable debate about the
origin of eddy motions in the atmosphere. One possibility was that the
strong shears associated with the poleward edge of the subtropical jet would
prove hydrodynamically unstable. Such 'barotropic instability' would result
in conversion of KZ to KE and would require that the momentum fluxes
would be negatively correlated with the wind shears. In terms of the eddy
structures, we would see eddies tilting against the background wind shear.
Fig. 5.14(b) illustrates the Lorenz energy diagram associated with this view
of the global circulation.

The second possibility, which rapidly became the accepted mechanism
following the work of Charney and Eady in the latter part of the 1940s, was
that 'baroclinic instability' generated the eddies. The energetics of baroclinic
instability are illustrated in Fig. 5.14(c); temperature fluxes correlated with
a poleward temperature gradient convert AZ to AE. Upward heat fluxes
then convert AE to KE. Baroclinic instability theory, which will be outlined
in Section 5.4, indicates the conditions under which such a pattern of
conversions is dynamically consistent.

Figure 5.15 gives observed values of the various energies and conversions,
estimated from observed data. The vertical velocities were inferred from
the horizontal wind and mass fields during initialization prior to carrying
out a numerical forecast integration (see Section 2.2). It will be seen that
the dominant conversions are those associated with baroclinic instability,
although only quite a small fraction of AZ is actually converted into other
forms of energy. The conversion between AZ and KZ is small and its sign
is somewhat uncertain. This arises from the near cancellation between a
negative contribution to (/*[#] [co]) from the Hadley cell and the positive con-
tribution from the thermally indirect Ferrel circulations of the midlatitudes.
There is no trace of barotropic instability, the conversion CK having the
wrong sign for this. Rather, the momentum fluxes are associated with the
transient eddies returning kinetic energy to the zonal flow and so helping to
maintain the tropospheric jets in midlatitudes.

An analysis of the energetics of the global circulation is helpful in revealing
the dominant pattern of energy conversions in the atmosphere. If care is
taken, these may be regarded as the signatures of basic physical processes
occurring, such as baroclinic instability. But the usefulness of the energetics
approach is limited in a number of respects.

First, it must be appreciated that the kinetic energies and available poten-
tial energies cannot vary independently in the midlatitudes. For instance, in
Section 5.2, we found that the poleward thermal advection of a developing
baroclinic wave is inevitably accompanied by an upward temperature flux.
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tions (b) barotropic instability, (c) baroclinic instability, (d) observed global
circulation.
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Fig. 5.15. Lorenz energy cycle as observed for the December-February period. Units:
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This is necessary to maintain thermal wind balance. Similarly, the generation
of AZ associated with the forcing of an equator-pole temperature contrast
must lead, by thermal wind balance, to the generation of westerly wind shear
in midlatitudes, and hence to an associated KZ. The KZ generated by eddy
momentum fluxes, on the other hand, is barotropic in structure and so need
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not be accompanied by any change of AZ. It is perhaps preferable to reject
the distinction between eddy available potential and kinetic energy, defining
instead a single 'eddy energy':

)
(5.37)

Eddy energy is created by the negative correlation between the temperature
flux and the temperature gradient, and is destroyed if there is a positive cor-
relation between momentum flux and horizontal wind shear. But, of course,
this is only a diagnostic relationship. In order to decide whether baroclin-
ically unstable waves can form on any particular zonal flow, it is necessary
to show that energy releasing disturbances, with the necessary phase tilts
and other structures, can be maintained in a dynamically consistent fashion
in that flow. Our discussion in the next section will address these issues.

Second, the analysis is a truly global diagnostic. It is very difficult to
construct an energetics scheme for a limited area. The boundary fluxes
rapidly become the dominant terms. But the global budget is likely to
include a number of processes with quite different signatures in different
regions. An example was given above, where it was shown that the Hadley
and Ferrel cells make large contributions to the AZ to KZ conversion which
nearly cancel. The net AZ to KZ conversion is therefore a small residual
between large effects of opposite sign arising from the Hadley cell in the
tropics and the Ferrel cell in the midlatitudes. The magnitude and even the
sign of this conversion are very uncertain.

5.4 Theories of baroclinic instability

The energetics discussed in the last chapter revealed that, because of the
horizontal temperature gradients in a stably stratified atmosphere, potential
energy is available in principle for conversion into eddy energy. The eddy
fluxes required for the necessary conversions of energy also define the sort of
structures that must characterize such growing eddies. But these considera-
tions alone do not guarantee that growing eddies can in fact be sustained. The
demands of thermal wind balance restrict the scale and shape of dynamically
possible eddies. In this section, we will outline a more predictive approach
which will define the conditions under which unstable eddies can be expected,
and which will determine their scale and rate of growth.

The philosophy behind these theories is to imagine small perturbations
growing on a zonally uniform basic state. It is found that certain classes
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of disturbance can grow, and it is presumed that the most rapidly growing
disturbances will come to dominate the observed flow field. The mathematics
is common to a large class of hydrodynamic instability problems, and will
not be discussed very deeply. The reader is referred to books such as that
by Pedlosky (1987) for a full mathematical discussion. The basic principle
is to linearize the governing equations around the zonal mean state by neg-
lecting the products of eddy quantities. A 'normal mode' solution to the
linearized equations is then sought, leading to a relationship defining the
time behaviour of the various normal modes permitted.

A number of idealized mathematical models of the baroclinic instability
problem have been derived. Perhaps the simplest and most elegant is that due
to Eady; accordingly we will discuss this extensively. Other calculations give
rather similar results, though often at the expense of a considerable increase
in algebraic complexity. The basic state envisaged in the Eady model is
illustrated in Fig. 5.16. It proves convenient to formulate the problem using
'pseudo-height' (or the logarithm of pressure) as vertical coordinate:

z' = -H]n(p/pR)9 (5.38)

where H is the atmospheric pressure scale height and pR is the reference
atmospheric pressure in the system. Boundaries are located at z' = +H/2.
The lower boundary represents the Earth's surface; the upper boundary can
be interpreted as a representation of the tropopause, which behaves roughly
as a rigid lid on the tropospheric motions. The Eady problem neglects the
variation of the Coriolis parameter / with latitude; solutions will be sought
which are periodic in both the x- and y-directions. Baroclinic instability
is made possible in the system by a uniform temperature gradient in the
y-direction which does not vary with height. Equivalently, by thermal wind
balance, the zonal wind increases linearly with height; the vertical wind shear
is denoted AU/H. The description of the system is completed by specifying
a stratification, measured by the Brunt-Vaisala frequency N where

In principle, N2 may vary with z', but for simplicity we will restrict our
attention to the case where AT is a constant.

The evolution of the system can be described using the quasi-geostrophic
equations of Sections 1.7 and 1.8, but expressed in log-pressure coordinates.
These may be succinctly summarized by conservation of potential vorticity:

^ q = 0, (5.40)
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-H/2

Fig. 5.16. Schematic diagram of the configuration envisaged for the Eady model of
baroclinic instability.

provided friction and heating can be ignored. The potential vorticity of the
undisturbed zonal flow is given by

f2 d2xp
_
— J

d2xp d2xp

dx2 ' dy2

where the streamfunction xp is defined by

xp = -AUyz'.

(5.41)

(5.42)

Substituting into Eq. (5.41), it is quickly seen that the potential vorticity of
the basic state is constant and equal to / . Since Eq. (5.40) states that this
potential vorticity cannot be altered by the subsequent development of the
flow, it follows that the perturbation potential vorticity q* remains zero for
all time:

ay ay f ay (5.43)
* dx2 ' dy2 ' N2 dz'2

This relationship serves to determine the structure of any wavelike perturba-
tions. We assume that the initial eddy is periodic in x, y and t (this involves
no loss of generality, since any arbitrary disturbance could be resolved into
a Fourier series of periodic disturbances), and has the form:

ip* = (5.44)

where <J>(z') is a function of height to be determined. Then, since the potential
vorticity perturbation is zero for all time, it follows that:

d2<D

where K2 = k2 +12. The solutions to this ordinary differential equation in zf

are most conveniently written as:

<D = A cosh(z'/HR) + B sinh(z'/HR), (5.46)
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where the constants of integration A and B are yet to be determined. The
first term in this solution is symmetric about the midlevel zf = 0, while the
second is antisymmetric.

Equation (5.46) determines the spatial structure of the eddies, but says
nothing about their time variations. To determine these, we must apply the
boundary conditions at z' — +H/2. The boundary conditions are simply
w = 0 at each boundary. However, w does not occur in the potential
vorticity Eq. (5.40). To complete the problem, we will use the perturbation
thermodynamic equation to relate the vertical velocity to the eddy potential
temperature and hence to the eddy streamfunction. The usual linearization,
whereby all products of eddy quantities are dropped, will be assumed.
Making use of the hydrostatic relation to relate temperature and geostrophic
streamfunction, the quasi-geostrophic thermodynamic equation is:

U + ~ H ~ ^ ) vs7)" I T & r = " w y • (5-47)
Thus setting w = 0, we have

Substituting for xp* using Eq. (5.46) gives the relationships between the
frequency co of the disturbance and its spatial structure:

"" ± ̂ {±As + Bc)-k-f~{Ac ±Bs) = 0 at z'= ±H/2'
where

c = cosh(KNH/2f), s = sinh(KNH/2f). (5.49)

These two relationships can be used either to eliminate the unknown con-
stants A and 5, or to eliminate the unknown frequency co. In the first case,
a 'dispersion relation' linking the frequency to the wavenumbers of the eddy
results:

CO2 = i

where KR = f/(NH). In the second case, the ratio B/A is obtained, thereby
completing the description of the vertical structure of the modes:

B2 ^tanh(K/2KR)-KR/K)

A2 l±coth(K/2KR)-KR/K)'

Consider, first, the frequency given by Eq. (5.50). For small K, the
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expression for co2 is negative, indicating that the frequency is imaginary.
That is, the time variation is either exponential growth or exponential decay,
depending on which sign of the square root is taken. In a physical system,
the exponentially growing modes will quickly dominate. In this case, the
fluid is hydrodynamically unstable, and we will show that the mode of in-
stability is indeed the baroclinic instability whose energetics were described
in the last section. For K > 2399 KR, co is real, and we have neutrally
stable, propagating disturbances. The most unstable modes are for / = 0 and
k = l.61KR, when the growth rate a is given by

a = ico = 031KRAU = 031-1—AU. (5.52)
N H

Figure 5.17 shows the variation of growth rate with both k and /. Taking
typical values of / and N for the midlatitude troposphere, we find that the
wavelength of the most unstable mode is around 4000 km, and the growth
rate is about 0.5 day"1. This is very similar to the scales for high frequency
transients which were deduced in Section 5.2.

Equation (5.51) shows that the ratio (B/A)2 is negative for the unstable
waves, that is, (B/A) is imaginary. This implies a vertical phase tilt, and,
consequently, a nonzero poleward temperature flux. The stable waves, with
K > 2.399KR, have no phase tilt and zero temperature flux. We concentrate
on the unstable modes. Denote b = i(B/A). From the perturbation stream-
function, it is straightforward to deduce the eddy poleward velocity and the
eddy temperature fields, which are:

v* = kA < coth f —-— J sin kx — b sinh f —-— j cos kx >, (5.53a)

r_MMJs i n h(EE£)s i a k x -b c o s b (a**)cos**). (5.53b)
g I \ f J \ f J J

Figure 5.18 shows plots of these fields as a function of x and zf. The poleward
velocity shows a characteristic westward phase tilt with height, amounting
to 90° for the most unstable wave. A similar phase tilt is found for the
streamfunction perturbation. The temperature perturbation, on the other
hand, has an eastward phase tilt with height of 48 ° between the bottom and
top boundaries. The temperature and poleward velocity waves are exactly
in phase at the midlevel. Towards the boundaries, the phase difference is
larger, but the amplitudes also increase. In fact, using the mathematics of
Section 5.2, it is easy to show that these effects exactly compensate, so that
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Fig. 5.17. Growth rate of waves with zonal wavenumber k and meridional wavenum-
ber / according to the Eady model of baroclinic instability. Contour interval is
0.05 KRAU.

the poleward temperature flux is constant with height for all unstable waves:

(5.54)
g

Within the quasi-geostrophic framework, there must be a small vertical
velocity associated with the developing wave. This is easily calculated from
the thermodynamic equation, Eq (5.47), suitably rearranged:

JL
N2\d H dxdz> H

The vertical velocity field is shown in Fig. 5.19. From this expression and
from expression (5.53b) for the perturbation temperature field, the vertical
temperature flux [w*T*] can be calculated; the result is more portentous



144 Transient disturbances in the midlatitudes

than enlightening, but is quoted for the sake of completeness:

[w T ] = < S i s i n h 2 ( — ) + S 2 c o s h 2 [ -— + 5 3 s i n h — ) } ,
Ng { \HJ \Hj \HRJ)

(5.56)
where

c _ a c - ah

and
AUk

By comparing [w*T*] and [t>*T*], it can be seen that the growing Eady
wave has a temperature flux which is directed at an angle typically midway
between the geopotentials and the surfaces of constant potential temperature
(or density). This feature is characteristic of the baroclinic instability process,
which is why it is sometimes called 'sloping convection'. It is also character-
istic of the observed midlatitude transients and, as we showed in Section
3.3, such an upward and poleward temperature flux is required on general
thermodynamic grounds. A plot of w* for the most unstable Eady wave is
shown in Fig. 5.19. A comparison of this field with the temperature anomaly
shown in Fig. 5.18(b) reveals that upward motion tends to be correlated
with warm temperatures, and downward motion with cold temperatures.
Consequently, the baroclinically unstable Eady wave transports heat upwards
as well as polewards.

In terms of the energetics of the preceding section, the horizontal eddy
temperature flux is constant and poleward, while the poleward temperature
gradient is constant through the y-zf plane in the Eady model. There is a
continual conversion of zonal available potential energy into eddy available
potential energy, in just the way suggested for baroclinic instability. The
associated vertical temperature fluxes are required to maintain thermal wind
balance in the developing wave, and they ensure that there is conversion of
eddy available potential energy to eddy kinetic energy. The existence of the
same energy conversions in observations of the global circulation strongly
suggests that baroclinic instability is indeed the source of the transient
eddy activity observed in the midlatitudes. The fact that the Eady theory
predicts the wavelength and growth time of unstable disturbances to be
close to those observed for the midlatitude transients is further evidence that
baroclinic instability is dominating this aspect of the global circulation.

A number of alternative physical interpretations of the nature of the baro-
clinic instability process can be given. The sloping nature of the temperature
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1
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Fig. 5.18. Structure of the meridional velocity perturbations (left) and the tempera-
ture perturbations (right) in growing Eady waves. The contour interval is 0.1 t^ax
or 0.1 T^ax, as appropriate. Negative values indicated by dashed contours, (a)
K = 0.1 KR. (b) K = 1.61 KR (the most unstable wave), (c) K = 2.3 KR9 near the
short wave cutoff.
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Fig. 5.19. Vertical velocity in a developing unstable Eady wave with X = 1.61 KR,
contour interval 0.1 w^ax. Downward motion indicated by dashed contours.

flux vector suggests one argument, based on energy considerations, which is
illustrated in Fig. 5.20. The basic state of the Eady model is characterized
by the tilt of the surfaces of constant potential temperature relative to the
surfaces of constant z'. If two parcels of air are exchanged along a trajectory
which lies in the narrow wedge between the geopotential and the isentrope,
then the element with lower 6 is moved down, and will be colder than the
ambient air, while the element which has been moved up will be warmer than
its surroundings. In other words, the potential energy associated with the
two elements has been reduced; consequently, kinetic energy must have been
generated. The displaced parcels have no tendency to return to their home
locations, and their displacement will increase with time. If the motions in
an unstable Eady wave are zonally averaged, then parcels of air at some
given value of y and z' are dispersed in just this way, along trajectories
which lie between the zonal mean isentrope and the zonal mean geopo-
tential. The Eady wave, then, provides a balanced adiabatic motion which
can release available potential energy and convert it into kinetic energy of
the eddy motions. Plausible as it is, this sloping convection picture of the
instability mechanism is incomplete. It does not indicate why there should be
a preferred zonal scale for the unstable disturbances; indeed it suggests that
instability is always possible if there are horizontal temperature gradients.

An alternative, and in some ways preferable, interpretation exists in terms
of interfering trains of waves. To see this, consider the case of the Eady
basic state, but with the upper boundary removed, so that the atmosphere
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A

y

Fig. 5.20. Schematic illustration of the 'sloping convection' explanation of the Eady
instability. Parcel A has lower potential temperature than parcel B. Consequently,
exchanging them reduces the potential energy of the system.

extends to zr = +oo. We take the lower boundary to be at zr = 0. From
Eq. (5.45), the form of the disturbances is:

xp* = Azxp{—z'/HR} exp{i(foc + ly — cot)} (5.57)

since we require that they die away as zr —> oo. As previously, the thermo-
dynamic equation is used to express the lower boundary condition w = 0 in
terms of xp and hence to determine the dispersion relationship for wavelike
disturbances. From this, it is found that the frequency co is always real, so
that instability is not possible. The phase speed co/k is:

co fAU 1
(5.58)

indicating that the wave moves at the same speed as the fluid a distance
HR from the boundary. Exactly the same arguments would apply to a rigid
boundary at the top of an infinitely deep atmosphere. The structure of such a
neutral mode is shown in Fig. 5.21. The neutral modes for the Eady problem
beyond the short wave cutoff, when K > KR, tend towards just this structure;
they become so shallow that we have essentially independent trains of waves
trapped on the upper and lower boundaries. For longer wavelengths, the
upper and lower waves in the Eady problem become deeper until they have
significant amplitude at the opposite boundary. At this point, they will begin
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(b)

Fig. 5.21. (a) The perturbation streamfunction for a neutral Eady wave trapped
on the lower boundary of an infinitely deep atmosphere, (b) Schematic diagram
showing how phase locking between two such waves can lead to instability.

to interact with each other. Now suppose that the phase speeds of the upper
and lower waves are such that they do not move relative to one another.
The circulations induced by the lower wave can induce further meridional
displacements in the upper wave, and vice versa, provided the upper trough
is to the west of the lower trough. When such phase locking is possible, the
waves will be growing, unstable disturbances.

Two other analytical models of baroclinic instability have been used extens-
ively for theoretical studies. They will be outlined much more briefly than
the Eady model. The first is the 'two-layer' model. Figure 5.22 illustrates the
configuration of this model. The vertical structure of the flow is represented
by defining the streamfunction on just two levels in the vertical; the various
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vertical derivatives which appear in the quasi-geostrophic equations are
represented by finite difference formulae. One advantage of this system is
that it is straightforward to retain the /J-effect in the vorticity equation,
and also to add in such effects as friction. Such flexibility has led the
two-layer system to be called a 'white mouse' model; that is, it is simple
and expendable but can be used for a variety of experiments which would
not be possible with a more elaborate system! The disadvantage is that the
extreme simplification of the vertical structure can give misleading results, for
example by predicting stability when a more elaborate model would show
instability of very shallow disturbances. A dispersion relation is derived
from the linearized vorticity and thermodynamic equations for the system;
the boundary conditions on the vertical velocity are incorporated through
the finite difference representation of the stretching terms in the vorticity
equation and the vertical advection term in the thermodynamic equation.
The growth rate for wavelike disturbances, including /? but excluding friction,
is:

V " (5 59)

Figure 5.23 shows some plots of growth rate versus wavenumber for various
values of /?. Like the Eady model, this growth rate has a short wave cutoff.
When K —• 0, there is also a long wave cutoff. The effect of /? is to reduce
the growth rates. For /? = 0, the maximum growth rate and the short wave
cutoff are at similar, but not identical, wavenumbers as in the Eady model;
the maximum growth rate is also similar. The dynamics of the two-layer
system can be interpreted in terms of two interacting waves, one confined to
the upper layer and one to the lower layer. Instability occurs when they can
phase lock, with a westward tilt with height.

The final model that will be mentioned is Charney's model. In fact, this
was the first model of baroclinic instability to be published. It is based
on a configuration which is very similar to that of the Eady model. The
two differences are that the upper boundary is removed to infinity, and that
the /? term is retained in the vorticity equation. These apparently simple
modifications lead to considerable complications in the mathematics. The
actual results, in terms of the growth rates and structures of the normal
modes, are similar to the results from the two-level system or from the
Eady model. In the Charney model, unstable modes have a large amplitude
and temperature flux, etc., below a certain height which depends upon the
wavelength of the mode. Above this level they die away. The phase speed is
nonzero, and is equal to the flow speed at a given level, called the 'steering
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Fig. 5.22. The configuration of the two-layer model of baroclinic instability.
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Fig. 5.23. Growth rate versus wavenumber for the two-level model for various
values of jS, calculated from Eq. (5.59). Growth rates are scaled by KRAU and
wavenumbers by KR. Basic parameters are for a /?-plane centred at 45° with
N2 = 10~4s~2 and a vertical shear of 40 ms"1, roughly corresponding to northern
hemisphere winter. Solid curve: j8 = 0. Dashed curve: /? = 8.1 x lO '^m^s" 1 .
Dotted curve: p = 1.6 x 10~n m"1 s"1.
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level', in the atmosphere. The steering level is also the level above which
the mode dies away. Mathematically, the steering level acts as a critical
level for the system (see Chapter 6), which reflects vertically propagating
wave activity. In the case of the unstable modes, they are 'over reflected',
that is, they gain energy from the reflection at the critical level. There is a
short wave and a long wave cutoff, and the scale and growth rate of the
most unstable mode are similar to those of the most unstable Eady wave.
For typical midlatitude values of the various parameters, the steering level
is around 70 kPa, and the wavelength of the most unstable mode is around
4000 km. Once again, the source of the instability may be envisaged as an
interaction between two wave trains. One is similar to the boundary wave
of the Eady model with the upper boundary removed to infinity. The other
is a Rossby wave which can propagate as a result of the potential vorticity
gradient in the fluid interior.

All the models described in this section succeed in representing, in a
qualitative way, the distribution of temperature flux, and hence the primary
eddy generating energy conversions, actually observed in the atmosphere.
However, none of them in any way represents the observed momentum
fluxes. Indeed, a cursory examination of the solutions for the Eady model
reveals that there are no horizontal phase tilts of the wave and hence no
momentum fluxes. The same is true of the two-level and Charney models. In
order to generate unstable modes with horizontal phase tilts, it is necessary to
introduce a basic flow U = U(y9z'). This apparently trivial generalization in
fact leads to insuperable mathematical difficulties and no general analytical
solutions are known. The problem is that the linearized equations are no
longer separable, that is, the normal modes cannot be represented by some
function

\p* = Aiz^Biy^-^K (5.60a)

as for the Eady model and the other models discussed above, but rather by

\p* =A(y,z')ei{kx-(Ot). (5.60b)

The amplitude A(y, zf) must be determined by approximate numerical means
for any particular U(y,z'). Although no general solutions to this problem
are known, some general necessary conditions for instability can be derived
on energetics grounds. These are related to the conditions needed for phase
locking two wavetrains together, and are expressed in terms of the boundary
temperature gradients GL and Gu and the interior potential vorticity gradient



152 Transient disturbances in the midlatitudes

[q]y-

[<?]>> — P — ~Q~2 ~ TZJ I 775^7 I * (5.61)

These necessary conditions may be summarized:

(i) [q]y must change sign in the y-z1 plane,

(ii) —[4\y a n d GL must have opposite signs,
(iii) — [q]y and —GJJ must have opposite signs,
(iv) GL and — GJJ must have opposite signs.

Condition (ii) applies to the Charney model and condition (iv) applies to the
Eady model. Note that these are necessary but not sufficient conditions for
instability. The introduction of extra effects such as friction can have an
important effect in modifying (sometimes unexpectedly) the instability of the
flow. Rather broad bounds on the growth rate and phase speeds of unstable
disturbances can be derived. But more specific information about the actual
growth rate or structure of the unstable modes in this more general case can
only be obtained by numerical means.

Figure 5.24 shows the results of such a calculation for a realistic jet-like
basic flow. In fact, this calculation was carried out for an atmosphere on a
sphere. The basic wind and temperature fields were discretized on to a grid
in (j) and p, and the rate of change of perturbation velocity, temperature and
surface pressure was calculated using a primitive equation numerical model.
The normal modes of the system, including the unstable normal modes, were
calculated by determining the eigenvalues and eigenvectors for a resulting
595 x 595 matrix with complex coefficients. This is no small computational
problem, and requires a large computer to be practicable. In some respects,
the results do not differ greatly from the most unstable normal mode in
the corresponding Charney mode. The growth rate is 0.706 day"1 and the
phase speed is 11.9° of longitude per day. The steering level corresponding
to this phase speed is sketched on the zonal wind cross section; its height
varies with latitude, being nearest to the ground in the centre of the jet. The
temperature fluxes are poleward, confirming that the energy conversions
are those of baroclinic instability. They are large below the steering level
and decrease in the upper troposphere. The new element is the poleward
momentum flux. This tends to be poleward south of the jet (where [u]y is
positive) and equatorward to the north of the jet (where [u]y is negative);
consequently, the momentum flux represents a conversion of eddy kinetic
energy to zonal kinetic energy, as shown by Fig. 5.14. The effect of the
momentum fluxes is to offset the growth of eddy energy.
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Although the distribution of eddy momentum flux with latitude is similar
to that observed, the maximum is too low in the troposphere and its magni-
tude is much too small relative to the temperature fluxes. We conclude that
the linear theories of this section give a reasonable account of the observed
scale, growth rates and temperature flux distribution of the transient eddies.
But they do not account very well for the observed momentum fluxes, and
they in no way predict the actual levels of eddy activity to be expected.
Linear theory has its limitations!

5.5 Baroclinic lifecycles and high frequency transients

Linear theory of baroclinic instability, such as the Eady model, is based on a
linearization of the equations. The amplitude of disturbances is assumed to
be so small that products of eddy quantities can be neglected. If instability
is present, disturbances of certain wavelengths will amplify exponentially,
and will dominate the flow after a sufficient time. But as the unstable eddies
continue to grow, the assumptions permitting the linearization will eventually
break down. In the language of global circulation studies, the eddy fluxes of
temperature, momentum, and so on, will become so large that they begin to
modify the zonal mean temperature and wind fields. What will happen then?
If baroclinic instability is responsible for generating the transients observed
in the tropospheric midlatitudes, what happens in the atmosphere?

We might imagine a number of possibilities. The simplest is that as the
growing wave modifies the zonal mean field, it should reduce and eventually
remove the available potential energy which provides the source of energy for
the instability. The wave might then equilibrate with some finite amplitude,
with small conversions which enable a balance to be maintained between
the generation of AZ by differential solar heating, and the destruction of
kinetic energy by friction. Something like this can apparently take place in
laboratory systems (see Section 10.5). For a range of parameter settings,
experiments with rotating baroclinic fluids exhibit a regime of 'regular wave'
behaviour, in which a strong wave with constant or, at most, regularly
fluctuating, amplitude propagates around the apparatus. Alternatively, the
growing wave might modify the mean flow in such a way as to make it more
unstable, thereby accelerating the growth of the wave. Eventually, some
catastrophic 'breaking' of the wave field will occur, completely wiping out
the wave and the zonal flow upon which it grew. Some fluid instabilities
(such as Kelvin-Helmholtz billows on a stratified, sheared flow) do appear
to have this character. Synoptic scale disturbances do not. The third poss-
ibility is that the wave growth might be episodic, that is, the wave will grow
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Fig. 5.24. Linear baroclinic instability of a zonal jet. (a) The basic zonal flow,
contour interval 5 ms"1. The heavy dashed line indicates the 'steering level' where
[u] is equal to the phase speed of the most unstable mode, (b) The distribution of
the eddy temperature flux [v*T*] of the most unstable normal mode. The amplitude
has been arbitrarily scaled so that the maximum value of [v*T*] is close to that
observed. Contour interval 2Kms~1.



5.5 Baroclinic lifecycles and high frequency transients 155

20

S. 40

V, 60
LJ
OH

80

100
0 60N

LATITUDE
90N

Fig. 5.24 (cont). (c) The distribution of the eddy momentum flux [wV], scaled by
the same factor as in (b), contour interval 5m2s~2.

until its sources of energy are exhausted. Then friction and other dissipative
processes will destroy the eddy energy. Eventually, the zonal flow will become
unstable once more, and another round of wave activity can begin. Synoptic
experience suggests that this third picture might be nearer the atmospheric
situation. We are used to depression systems which form, deepen, and then
eventually occlude and decay.

A more precise theoretical discussion of these possibilities is provided by
'weakly nonlinear' theory. This is restricted to situations which are only
marginally unstable; the degree of instability is measured by some small
parameter e. The streamfunction and other variables are then expanded as
a power series in e:

ip* = (5.62)

By substituting in the governing equations and equating coefficients of 6, a
sequence of problems is obtained. The first equations in the sequence simply
describe gesotrophic balance and the linear problem already discussed. But
at the next order, an 'amplitude equation' governing the long term behaviour
of the wave amplitude is obtained. This treatment has been accorded to the
two-layer system and also to the Eady model. The results depend critically
on whether, for example, friction is included in the system and, if so, how
large the friction is. Without any friction at all, the instability is perfectly
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reversible. We find that the wave grows to a maximum amplitude, then
begins to decline until it returns to its original amplitude. This cycle repeats
indefinitely, and its character is determined by the initial conditions. Such
a model is not very realistic, since in a real situation, friction will always
be present. If friction is substantial, the wave will simply equilibrate to
some fixed amplitude such that the generation of eddy kinetic energy exactly
balances its dissipation by friction. In the case when the friction is small but
not zero (i.e. proportional to some small power of e), more complicated and
more interesting behaviour can be found. The wave can settle into a pattern
of regular oscillations or 'vacillations' which are independent of the initial
conditions. In some cases, these vacillations can be irregular or 'chaotic'.

Such analyses are mathematically rather complex, and since they rest on
very artificial assumptions of marginal instability which are perhaps rarely
realized in practice, they are not necessarily relevant to the actual evolution
of unstable disturbances. Numerical integration provides a more accessible,
and perhaps not much less general, approach to the problem.

A classical numerical experiment is to determine an unstable eigenmode
of a given zonal flow, such as was shown in Fig. 5.24, and to use this as
initial data for a numerical integration of the full nonlinear equations of
motion. In the simplest such experiments, there is no friction or heating, so
that any chosen initial [u] and the [6] field in thermal wind balance with
it is an exact solution of the governing equations. The initial jet is chosen
to be representative of the observed midlatitude tropospheric jet. Provided
the eigenmode has sufficiently small amplitude to begin with, the nonlinear
terms are negligible and the wave simply amplifies exponentially. As the
wave amplitude becomes finite, the zonal flow begins to change, and the rate
of increase of amplitude becomes less rapid. Eventually, the wave reaches
a maximum amplitude. Thereafter, for a large number of realistic initial
jets, the waves collapse, often very rapidly, leaving a final state of zonal
flow, though with the jet profoundly modified by the wave event. Such a
sequence has been called a 'baroclinic wave lifecycle', and it has much in
common with the observed synoptic evolution of midlatitude disturbances
in the atmosphere.

Figure 5.25 shows the energetics of such a lifecycle. In the linear phase,
KE increases exponentially, while AZ and KZ remain more or less steady.
As the growth of KE levels off in the mature stage, a drop in AZ reveals
the modification of the zonal flow. The decay phase is characterized by a
rapid drop of KE and a corresponding increase of KZ. During the growth
stage, the conversions are dominated by CA and C£, indicating that the
temperature fluxes are poleward, upward and large. In the mature stage,
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Fig. 5.25. Showing the Lorenz energetics during a lifecycle experiment starting from
the initial state shown in Fig. 5.22. (a) Energies AZ (filled circles), KE (filled squares)
and KZ (filled triangles), in units of 105 Jm"2. (b) Conversions CE (open squares)
and CK (open triangles), in units ofWm"2.
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Fig. 5.26. Poleward fluxes of temperature, [v*T*] (left), and momentum, [u*v*]
(right), in a typical baroclinic lifecycle experiment. The initial state was shown in
Fig. 5.24: (a) at day 6, at the time when the nonlinear saturation of the wave is
taking place; (b) at day 8, when the momentum fluxes are strongly converting eddy
kinetic energy to zonal kinetic energy; (c) averaged from day 0 to 15.

these conversions become small, while the decay phase is dominated by CK,
indicating that the momentum fluxes are large, accelerating the zonal flow
at the expense of the eddy energy. The fact that AZ remains rather constant
during this decay phase means that the modification of the zonal wind is
barotropic in nature, so that no change in the zonal mean temperature field
is required to retain thermal wind balance.

The distributions of the eddy fluxes of temperature and momentum show
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Fig. 5.26 (cont). Contour intervals: in (a) and (b), the contour interval is lOKms 1

for [v*T*] and 50m2s"2 for [ uV] ; in (c) the contour interval is 2 K m s " 1 for [v*T*]
for [u*v*]. Negative values indicated by shading.and 10 m2 s~2

marked changes from one stage of the lifecycle to the next. The patterns
associated with the initial linear normal mode have already been given, in
Fig. 5.24. The corresponding plots for the mature and decaying stages are
shown in Fig. 5.26. At first, the fluxes are concentrated near or below the
steering level. As the mode grows, the intensity of the fluxes increases, but
the pattern of distribution remains close to that of the linear stage. As
the disturbance approaches its maximum amplitude, the momentum fluxes
become stronger relative to the temperature fluxes, and their largest values
are found at upper tropospheric levels. In the decay phase, the temperature
fluxes become quite weak, but the momentum fluxes are strong and concen-
trated near the tropopause, which acts more or less as an upper boundary
to the eddy part of the flow. The fluxes averaged through the lifecycle are
shown in Fig. 5.26(c). They are strikingly similar to the temperature and
momentum fluxes observed in the winter troposphere, with large temperat-
ure fluxes at low levels and large momentum fluxes at upper levels. These
results suggest that the observed transients may be regarded as a random
superposition of lifecycle events, occurring at different times and at different
longitudes throughout the midlatitudes. Further insight into these processes
is afforded by relating the pattern of eddy fluxes to the propagation of
wave-like disturbances out of the baroclinic regions. This will be treated in
Section 6.6.
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The zonal flow at the end of the lifecycle is nearly stable. The eddy
energy is decaying, although for some zonal flows, a generally weaker
'secondary development' may follow. A numerical eigenvalue calculation
shows that, indeed, the final state is at most only weakly unstable. Such
unstable modes as there are have narrow and contorted structures, so that
there is little possibility of the remaining wavelike disturbances projecting
on to and exciting these new normal modes. Yet, according to the general
criteria for baroclinic instability developed in the preceding section, the flow
should still be unstable. It possesses available potential energy, which has
been depleted only marginally by the first baroclinic lifecycle. There are
substantial contrasts of potential vorticity gradient and surface temperature
gradient, suggesting the possibility of further instability. The resolution of
this apparent paradox lies in the form of the final zonal flow. Figure 5.27
shows the difference in the zonal flow between the beginning and end of the
lifecycle event. It is nearly barotropic, that is, it is independent of height,
which is consistent with the small reduction in AZ. A westerly acceleration
has taken place near the latitude where the baroclinic waves were centred,
and there has been easterly acceleration to the south and north. Now
suppose the surface wind is subtracted from all levels in the model. This
barotropic change will leave the wind field still in thermal wind balance
with the temperature field, and in fact will make only small changes to the
potential vorticity gradients. This is because the term [u]yy makes only a
small contribution to the potential vorticity gradient in the midlatitudes.
The modified zonal flow is not very different from the starting flow at the
start of the lifecycle, and eigenvalue analysis shows that it is very nearly
unstable. In other words, the baroclinic lifecycles stabilize the zonal flow not
so much by depleting the zonal available potential energy as by introducing
a horizontally sheared barotropic component to the flow. This component
severely restricts the possible balanced structures which eddies can take, and
thereby reduces their instability.

This last result illustrates the limitations of the frictionless adiabatic life-
cycle as a model of global circulations. Extremely large surface winds are
associated with the final state, with maximum speeds of up to 40ms"1. In
the real atmosphere, friction would moderate these winds quickly. At the
same time, the introduction of heating would tend to restore any changes
made to the initial zonal mean temperature fields. Such a model is really a
simple global circulation model, such as has been introduced in Section 2.4
and used for illustration elsewhere in this book. Figure 5.28 shows a low
level field of temperature from such a model. A number of cyclonic centres,
in different stages of development, can be seen around the globe. The zonal
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Fig. 5.27. The difference between the final and initial zonal flow during the baroclinic
lifecycle shown in Figs. 5.25 and 5.26. Shading indicates regions where easterly
acceleration has taken place. Contour interval 5 ms"1.

mean temperature and momentum fluxes are quite similar both to those
observed and to those resulting from the time average of the lifecycle. No
single wavelength dominates, and just as for the observed atmosphere, the
levels of eddy energy are continually fluctuating. Experiments with various
geometries reveal that these fluctuations are a result of interactions between
the different wavelengths of eddies present, as well as between the unstable
eddies and the zonal mean flow. But the source of eddy energy on all scales
is clearly the result of baroclinic instability in the midlatitudes. The lower
frequency transients exhibited by such experiments will be considered further
in Chapter 7.

5.6 Problems

5.1 Given that the global average zonal wind < u > is 15ms"1, estimate
the typical atmospheric kinetic energy in Jkg"1. If the friction spins up
the atmosphere on a timescale of five days, work out the typical dissipation
of kinetic energy in Wm~2. Compare your value with the global mean
insolation.

5.2 Use Fig. 5.7(a) to estimate the divergence of the transient eddy heat
flux in DJF, northern hemisphere in the subtropics and the midlatitudes.
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Fig. 5.28. Temperature at 90 kPa at an arbitrary instant in a run of a simple global
circulation model of the type described in Section 2.4. Contour interval 4 K. The
quasi-horizontal exchange of parcels of warm and cold air at different longitudes is
clearly seen, and demonstrates the baroclinic instability mechanism at work.

Hence calculate the heating and cooling rates due to transient eddies in
Wm~2.

5.3 Perform a similar calculation for the eddy zonal momentum flux at
50 °N in DJF (see Fig. 5.5(a)) to estimate the acceleration of the midlatitude
flow due to transient eddies. Estimate the 'spin-up time' xD required in order
that friction should balance the eddy convergence of momentum flux.

5.4 High frequency transients in the upper troposphere at 45 °N are
characterized by ifi = 40m2s2 s " 2 = 80m2s~2, Z72 = 3600 m2 and
20m2s~2 Estimate the typical horizontal scale of eddies, the ratio of their
major and minor axes and their tilt.

5.5 A typical geopotential height variance at 70kPa and 45 °N is 30 m, a
typical meridional wind variance is 5 ms"1 and a typical poleward tempera-
ture flux is 6Kms~1. Estimate the horizontal separation between the trough
at 90kPa and at 50kPa.

5.6 The Brunt-Vaisala frequency is about 10~2s~1 in the troposphere.
The available potential energy is observed to be 4 x 106 Jm~2. Estimate the
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pole-equator temperature difference, and compare your result with values
taken from cross sections of the observed (potential) temperature structure.
Using values of AE, KE and KZ in Fig. 5.15, estimate representative values
of the typical eddy temperature fluctuation, the typical eddy velocity and the
typical zonal wind speed in the annual mean.

5.7 Using the cross sections of eddy temperature and momentum fluxes
given as Figs. 5.5 and 5.7, together with the sections of [u] and [9] given in
Fig. 4.2, estimate the typical magnitudes of the two terms in the eddy energy
equation.



6
Wave propagation and steady eddies

6.1 Observations of steady eddies

Despite the eddy-zonal flow partitioning which we have employed in pre-
ceding chapters, the seasonal mean flow is very far from being zonally
symmetric. Such departures from symmetry are important in accounting for
regional variations of climate. They also modify the global patterns of heat
and momentum transport, especially in the northern hemisphere winter. In
this chapter, we will discuss some observations of the steady wave pattern,
and show how rather simple theories based on linear wave propagation can
account for some of the gross features of these observations.

The steady waves are most pronounced in the northern hemisphere win-
ter, and have their largest amplitudes in the upper troposphere. In some
circumstances, they also become very important at high levels in the winter
stratosphere, a point that we will return to in Chapter 9. Figure 6.1 shows
the winter mean geopotential height field at 25kPa in both hemispheres.
The characteristic features of the northern hemisphere picture are the pro-
nounced troughs over Canada and Japan, with ridges over the eastern side
of the two ocean basins. One's subjective impression is of a predominantly
zonal wavenumber 2 pattern. This general pattern is very persistent and
can be seen in individual seasons with only relatively small variations. The
corresponding picture for the southern hemisphere looks, at first sight, much
more axisymmetric. Closer examination reveals that the main vortex is sig-
nificantly displaced from the pole, while a characteristic three trough pattern
can be seen around the periphery of Antarctica.

The character of the non-zonal disturbances to the upper level flow is
more obvious if the zonal mean is subtracted from diagnostics such as those
shown in Fig. 6.1. Such zonal anomalies are shown in Figs. 6.2 and 6.3. These
diagrams show the zonal anomaly of the time mean streamfunction \p* at
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25kPa rather than the geopotential height anomaly. This is to emphasize
the important zonal anomalies of the flow in the tropics and subtropics as
well as at high latitudes. As we shall see in later sections, the influence of
the tropics on disturbances in midlatitudes is now believed to be substantial.
The presence of waves in the northern hemisphere winter, Fig. 6.2(a), is
clear; at high latitudes, wavenumbers 2 and 3 dominate, while a strong
wavenumber 1 signature is seen at lower latitudes. Many of the eddies show
a systematic phase tilt, with their major axes orientated from south-west to
north-east. Such phase tilts indicate that a significant poleward momentum
flux must be associated with the steady eddies. The steady eddies are also
of substantial amplitude, though with rather longer zonal wavelength, in the
southern hemisphere winter, shown in Fig. 6.3(b). However, little systematic
phase tilt can be discerned in the southern hemisphere.

Steady waves are also seen in the summer season, though with sharply
reduced amplitudes. The major feature in the northern hemisphere summer,
Fig. 6.3(a), is an anticyclonic circulation centred over south western Asia;
this is associated with the upper level Asian monsoon circulation and is more
pronounced at higher levels such as lOkPa. Apart from this, steady eddies
are rather weak and have a smaller scale than those in the winter season.
Similar remarks also apply to the southern hemisphere summer, Fig. 6.2(b);
it is dominated by a rather weak zonal wavenumber 1 pattern.

A notable feature of all these diagrams is the absence of much flow across
the equator. The steady disturbances fill their respective hemispheres, but by
and large do not spill over into the opposite hemisphere. The exception is the
Asian monsoon circulation, which does involve significant cross equatorial
flow (especially at low levels). The reasons for this apparent insulation of
the hemispheres from one another will be matters upon which our theories
of steady waves will be required to comment.

There is considerable continuity between the upper and lower level steady
waves. Rather than present diagrams such as Figs. 6.2 and 6.3 for many levels
throughout the troposphere, Fig. 6.4 shows representative longitude-pressure
cross sections. Attention is restricted to the winter seasons. In the northern
hemisphere winter, the dominant zonal wavenumber 2 can be discerned.
More striking is the systematic phase tilt of the waves, with the upper level
troughs and ridges well to the west of their low level counterparts. As we saw
in Chapter 5, such a tilt is inevitably associated with a poleward transport
of temperature by the eddies. In fact, the steady eddies make an important
contribution to the poleward transport of heat in the northern hemisphere
winter. Although these sections do not resolve the stratosphere adequately,
the rapid increase of the steady eddy amplitudes at the uppermost levels is
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Fig. 6.1. The time mean geopotential height of the 25kPa surface, based upon
ECMWF data for six seasons: (a) Northern hemisphere, DJF. (b) Southern hemi-
sphere, JJA. Contour interval 100 m.
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(a)
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Fig. 6.2. The time mean eddies of the 25 kPa flow, shown by the zonal anomaly of
the mean streamfunction, \p* for the DJF season. Contour interval 5 x 106m2s~1,
negative values dashed. Based upon six years of ECMWF data, (a) Northern
hemisphere, (b) Southern hemisphere.

(a)

NH

Fig. 6.3. As Fig 6.2, but for the JJA season, (a) Northern hemisphere, (b) Southern
hemisphere.

significant. In the southern hemisphere winter, note the somewhat smaller
amplitude and longer wavelength of the disturbances. More importantly, the
vertical phase tilt is small; there is little systematic poleward temperature
flux by the steady eddies in the southern hemisphere.

The total effects of the steady eddies for the transport of heat and mo-
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Fig. 6.4. Longitude-pressure sections of the zonal anomaly of geopotential height
Z*, based on six years of ECMWF data. Contour interval 50m, negative values
shaded, (a) For DJF at 60 °N. (b) For JJA at 60 °S.

mentum are summarized by latitude-pressure sections of the steady poleward
temperature flux [v* T*] and momentum flux [u* v*]9 shown in Figs. 6.5 and
6.6 respectively. The fluxes are significant only for the northern hemisphere
winter, when a poleward temperature flux extends throughout the depth of
the midlatitude troposphere. The maximum value of more than 12 K m s"1

is comparable to the transient eddy temperature flux. At the same time,
there are large values of the momentum fluxes in the upper troposphere,
with convergence around 50 °N. Once again, the distribution and magnitude
is comparable to the fluxes carried by the transients. In contrast, the fluxes in
the summer season and for the southern hemisphere are a good deal smaller
than the transient fluxes.

The persistence of these steady disturbances throughout an entire season,
and their repeatability from one year to another, strongly suggests that they
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Fig. 6.5. Latitude-pressure sections of the northward temperature flux by steady
eddies, [U*T*], based upon six years of ECMWF data. Contour interval 2K m s"1,
negative values shaded, (a) DJF. (b) JJA.
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Fig. 6.6. Latitude-pressure sections of the northward momentum flux by steady
eddies, [u*v*], based on six years of ECMWF data. Contour interval 5 m2 s~~2,
negative values shaded, (a) DJF. (b) JJA.

must owe their existence to some permanent forcing. Such forcing might
be related to land-sea contrasts or to the disturbance of the zonal flow by
features such as mountains. In either case, the lower boundary is implicated.
On the global scale, major mountain ranges occupy only relatively small areas
of the Earth's surface. The most significant ranges are the Tibetan plateau
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Fig. 6.7. Schematic view of a barotropic model of midlatitude flow over mountains.

with the associated Himalayan chains and the Rockies; in the southern
hemisphere, the Andes cordilleras and the great ice sheets of Antarctica
are the dominant features. These mountain ranges are quite restricted in
their extent. Thermal forcing by varying sea surface temperatures, or by
the temperature contrast between land and ocean surface, are again often
confined to relatively small areas. For example, large changes in sea surface
temperature are associated with narrow boundary currents running along
the western sides of ocean basins. In the southern hemisphere, even the
contrast between land and sea is localized, since only 20% of the surface is
solid land or ice. These considerations raise the question of whether locally
forced disturbances could propagate to remote parts of the globe, generating
a 'wake' of disturbances which might fill much of the hemisphere. Much
of the remainder of this chapter will deal with the horizontal and vertical
propagation of eddies; in so doing, some of the gross features of the steady
eddies which have been detailed in this section will be accounted for in a
straightforward way.

6.2 Barotropic model

A surprising number of the features shown in the diagrams in the preceding
section can be reproduced with the very simplest of barotropic models. Such
models are of course highly idealized and cannot be used to give accurate
simulations of the time mean circulation. But their use helps us to identify
fundamental processes rather clearly; they provide conceptual models in
terms of which the observations and results of more complicated models can
be interpreted.

Consider the situation depicted in Fig. 6.7. A single layer of fluid, with
surface pressure ps, passes over a mountain whose height is h(x,y). This
height will be supposed small compared to the atmospheric scale height.
Our starting point for the mathematical formulation of this model is the
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quasi-geostrophic vorticity equation, Eq. (1.62), in the form:

For a barotropic flow, in which there are no horizontal variations of
temperature, the flow is independent of pressure (or height). Consequently,
the stretching term on the right hand side of the equation is independent
of pressure. We will consider three possible contributions to the stretching
term. Flow over mountains introduces a lower boundary condition:

co = v V p s = - ^ - v - V / i . (6.2)
H

Here, pR may be thought of as the mean pressure of the lower surface.
Consistent with the barotropic model, we assume that a> changes linearly to
zero above the boundary. Then dco/dp = v • Vps/pR, and a forcing term can
be introduced to the right hand side of Eq. (6.1). A second contribution to
the stretching is provided by surface friction. This may be modelled by the
introduction of an Ekman layer to the lower boundary. The Ekman layer
introduces a vertical 'pumping' velocity proportional to the interior relative
vorticity at the top of the Ekman layer:

In a laboratory situation, K is simply the kinematic viscosity of the working
fluid, and this relation is generally accurate. In the atmosphere, K must be
thought of as an empirically determined 'eddy viscosity' which parametrizes
the momentum transports by turbulent motion. The Ekman layer model
is then highly idealized and not very accurate, but it serves adequately for
qualitative purposes. Applying this vertical velocity as a lower boundary
condition to the barotropic model, a term — £ /T D , where the 'spin up' time
rD = (2H2/\f\K)w

9 is introduced on to the right hand side of Eq. (6.1). A
typical atmospheric spin up time is around five days. A third forcing is
provided by heating. It can only be introduced into a barotropic model
in a rather approximate fashion. Heating may be balanced by ascent in
a stably stratified atmosphere. In a barotropic context, assume that this
ascent increases linearly with pressure, so that it is zero at p = 0. The
resulting divergence D = —dco/dp acts as a forcing on the relative vorticity.
Such an idealization does represent the typical distribution of heating in the
midlatitudes reasonably well. But it is a poor representation of the effect
of heating in the tropics, where the ascent is a maximum in the middle
troposphere. Thus the vorticity tendency is cyclonic at lower levels and
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anticyclonic aloft. Such an inherently baroclinic process cannot be modelled
properly by a simple barotropic equation set. Nevertheless, the barotropic
model is very useful at our present level of discussion. If all these forcing
effects are included, the barotropic vorticity equation becomes:

^ + v • V{ + fiv = - {-• • Vfc - i - - fD. (6.4)

Now suppose that the basic zonal flow [u] is some prescribed function of y
only, say U(y). The vorticity associated with this basic state is —dU/dy. If
we suppose that the magnitude of the eddy vorticity |£*| is small compared
to \Uy\9 then we may linearize the equation about the zonal mean state to
yield:

The term (/? — Uyy) represents the poleward gradient of absolute vorticity;
it is a fundamental property of the basic state. Ekman pumping acts so that
relative vorticity decays exponentially towards zero on a timescale TD, thus
providing a damping effect on the vorticity field. The orographic and diabatic
forcing terms both take the form of simple prescribed forcings, independent
of the eddy flow. We anticipate that a steady state can be defined in which
the Ekman dissipation balances these vorticity forcings.

In order to appreciate the properties of the model more clearly, assume
that the orography is the only forcing acting, and that it is sinusoidal in
form:

h = hoe
{kx+ly\ (6.6)

We may take the flow to be confined to a channel, width n/l in y and
periodic in x. We suppose that U is independent of y for the present. Then
seeking solutions of the form

£* = Zei(/cx+w, (6.7)

we find that the amplitude Z is related to the amplitude of the mountain ho
by

^_fU{(U-ll/K2)+i/(TDk)}ho
{(U-(}/K2)2 + l/(TDk)2}H>

where K = (k2 + I2)1/2. Thus the response is wavelike, with zonal wave-
number k and meridional wavenumber /. The calculation can be generalized
easily to arbitrary orography by assuming that Eq. (6.6) is just one term in
a Fourier series representing the mountain. Then the total response is given
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simply by summing expressions such as Eq. (6.8) over all permitted k and /.
The amplitude of the response is

| Z | =
' ' {(U - (1/K2)2 + 1/(TD Jk)2}l/2 H'

while its phase relative to that of the mountain is given by

This represents a classical damped resonant response. The crucial parameter
is the dimensionless number P/(UK2). For long waves, with ji/(UK2) > 1,
the vorticity is in phase with the mountain, with cyclonic vorticity above its
summit. For shorter waves, when P/(UK2) < 1, the response is in anti-
phase with the mountain, with anticyclonic vorticity above the mountain.
When /3/(UK2) = 1, the response is large and limited simply by the Ekman
pumping. Taking a typical atmospheric zonal wind of 15 m s"1, the critical
total wavenumber K = 10~6 m"1 at 45 ° of latitude.

This response is illustrated by Fig. 6.8, which takes a jS-plane centred at
45 °N and width 5000 km along which blows a basic zonal wind of 15 m s"1.
The meridional wavenumber / is taken to be 6.3 x 10~7m~1, so that a half
wavelength in the meridional direction fits into the channel. An Ekman spin
up time of five days is assumed. The resonance is quite sharp, and close to
zonal wavenumber 4. Only the longest waves can therefore lead to cyclonic
vorticity over the mountain; for a narrower mountain, no such waves would
be excited. Realistic mountain ranges, in which the important x- and y-
scales are fairly short, are likely to be characterized by the response well to
the left of the resonance point.

Now suppose that the forcing is confined to fairly concentrated regions,
and is small over the rest of the globe. A mountain range, or region of strong
heating, may be regarded as a 'wavemaker', exciting waves with a variety
of zonal and meridional wavenumbers. Under appropriate conditions, they
may propagate as Rossby waves to remote parts of the globe. Much of the
remainder of this chapter will be devoted to a discussion of the character of
such propagation and of the conditions under which it may occur.

In the absence of any forcing, the linearized vorticity equation is simply:

d£* S£* dw*
h U h (P — Uyy) = 0. (6.H)

By seeking solutions of the form
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Fig. 6.8. (a) The amplitude and (b) the phase, of the steady vorticity wave in response
to orographic forcing as a function of zonal wavenumber. The calculation has been
performed for a ft channel centred at 45 °N, width 5000 km, with a zonal wind of
15 m s- i
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we obtain a dispersion relationship:

co = Uk-(P- Uyy)k/K2. (6.13)

Such solutions are called Rossby waves. They are low frequency, large
scale wavelike disturbances whose phase speed, co/k, is westward relative
to the basic flow U. The longest waves propagate westward most rapidly,
while short waves (i.e. those with large K) move at a speed close to U.
Compared with more familiar examples of wave motion, such as sound
waves or buoyancy waves, Rossby waves are curious in that only westward
propagating waves are possible.

For the steady response to forcing, co = 0 and so the dispersion relation-
ship may be regarded simply as a diagnostic relationship determining the
meridional wavenumber / as a function of the zonal wavenumber k:

l = ±{W-Uyy)/U-k2}1/2 (6.14)

for steady Rossby waves. If this expression is imaginary, propagation is not
possible and disturbances are evanescent. Note that /? is of course always
positive and its magnitude is generally large compared to that of Uyy; hence
steady Rossby waves are nearly always evanescent when U is negative.
Shorter waves (i.e. waves with large k) are also likely to be evanescent,
except for very small but positive U. The existence of propagating waves
with a zonal wavenumber k depends upon the total steady wavenumber
Ks = Jifi — Uyy)/U. Propagation is possible if Ks is real and greater
than k. A typical tropospheric zonal wind is 15 m s"1; at 45 °N, /? is
1.6 x 10"11 m"1 s"1. Assuming that Uyy is small compared to /}, we find that
the total steady wavenumber is 1.04 x 10~6m~1, which corresponds to zonal
wavenumber 4 or 5 at this latitude. Near the tropospheric jet core, —Uyy

can be large, and could increase the total steady wavenumber. Equatorward
of the jet, U is smaller and /? is larger, so we anticipate a general increase
in Ks as the subtropics are approached. Figure 6.9 shows Ks calculated
using the 30kPa zonal wind for the southern hemisphere 1979 winter by way
of example. The Ks is imaginary north of 9°S and has very large values
immediately poleward of that latitude. It generally falls as higher latitudes
are entered, though there is a deep minimum around 40 °S. This was a
somewhat unusual feature of that particular winter, and was associated with
an unusually marked double structure of the tropospheric jet.

When propagation is possible, we are concerned with the rate at which
wave packets can be spread to remote parts of the globe. The relevant quant-
ity is the group velocity, which describes the rate at which 'wave activity' or
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Fig. 6.9. (a) The 30 kPa zonal wind observed during the southern hemisphere FGGE
winter, (b) The corresponding total steady wavenumber Ks. (From James 1988.)

'wave energy' is dispersed across the globe. It is given by

cg = (d(o/dk,8co/dl). (6.15)

From the dispersion relation, Eq. (6.13), the two components of the group
velocity for steady wave packets are:

cgx = 2(j8 - Uyy)k
2/K\ cgy = 2(0 - Uyy)kl/K\ (6.16)

The propagation is in the direction which makes an angle a with the zonal
direction, where:

a = tan-1 (cgy/cgx) = tan-^Z/k). (6.17)

This equation reveals that the choice of the positive root in Eq. (6.14)
corresponds to northward propagating packets, while the negative root cor-
responds to southward propagation. The magnitude of the group velocity
is

(6.18)
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PX

Fig. 6.10. Construction showing the magnitude and direction of the group velocity
of steady Rossby waves in a zonal flow U.

which can be rewritten, using the dispersion relation and noting co = 0, in
the convenient form:

cQ = 2(7 cos a. (6.19)

Figure 6.10 shows a simple construction for the group velocity of steady
Rossby waves. When the propagation is purely zonal, the group speed is
simply twice the zonal wind. When it is nearly meridional, the group speed
becomes small. Returning to the example of steady Rossby waves excited
at 45 °N in a zonal wind of 15 m s"1, consider propagation of packets with
zonal wavenumber 3, that is, with k = 6.7 x 10~7m~1. Since Ks was found
to be 1.03 x lO^m""1, and we must have I2 = K2 — fe2, it follows that
/ = 7.8 x 10~7m~1. The packet will propagate in a direction making an
angle of 49 ° with the zonal direction, and the group speed in this direction
will be 20 m s"1. The reader may quickly verify that such a packet will
require around one day to influence a latitude 20 ° further poleward.

This meridional propagation of Rossby waves is a crucial feature of the
response of a barotropic model to local forcing. The frequent use of channel
models, in which v* is supposed to be zero at certain latitudes north and
south of the source, obscures this aspect of Rossby wave propagation and has
encouraged the use of a conceptual model in which Rossby waves propagate
zonally. In fact, the v* = 0 boundary condition at the poleward and
equatorward boundaries of such a channel implies Rossby wave reflection.
The zonal wavetrain predicted by such bounded channel models may be
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regarded as the result of interference between an equatorward propagating
wavetrain and a reflected poleward propagating train. It is difficult to
justify the existence of such reflecting regions in more realistic models of the
atmosphere.

As the packet propagates in the meridional direction, it will encounter
changing local values of parameters such as ft — Uyy. Provided the distance
over which such changes take place is in some sense long compared to the
dimensions of the Rossby wave, it is possible to make some predictions
about the evolution of the propagating packet. The technique is called 'ray
tracing'; it is frequently employed in many branches of physics such as optics
and electromagnetic propagation through an inhomogeneous medium. In
such applications, there is frequently a huge scale separation between the
wavelength of the waves and the variations of the medium through which
they propagate. When this is the case, the slowly varying approximation is
extremely good. In our atmospheric application, it is much more doubtful
whether the mathematical conditions for the application of ray tracing can
be rigorously justified. The application of ray tracing can be defended as
providing an initial conceptual model of atmospheric forcing and can be veri-
fied by comparison with less restrictive, but correspondingly more complex,
models. We may rewrite the dispersion relation, Eq. (6.13), in the form:

co = co(k,P), (6.20)

where ft = (P—Uyy) is the basic parameter controlling the propagation. Then,
using the identities dk/dy = dl/dx9 dk/dt = -dco/dx and dl/dt = - dw/dy,
it can be shown that the rate of change of frequency following the wave
packet is:

%r = (¥) f' (6-21)
where

denotes the rate of change following the wave packet. But in our linearized
model, jS does not vary in time; it therefore follows from Eq. (6.21) that the
packet conserves its frequency as it propagates. For the steady waves we
are currently discussing, this is of course simply zero. A similar relationship
describing the variation of wavenumber of the packet can also be derived:

Dt
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Since the basic state is purely zonal, ft depends upon y only and so the
zonal wavenumber of a packet is conserved. In contrast, its meridional
wavenumber will evolve as the packet moves from one latitude to another.
The meridional wavenumber could in principle be derived by integrating
Eq. (6.23) with respect to time. In practice, it is much simpler to use the dia-
gnostic relationship based on the dispersion relation with co = 0, Eq. (6.14).
Since we know co, k and / as functions of latitude, we can calculate the group
velocity at any location. The trajectory followed by the packet of Rossby
waves is therefore described by:

d* 2pk2
 /r^A x

IF - IF
and

where

/ = ±^K2-k2. (6.14)

Consider the propagation of a wave packet with zonal wavenumber k away
from some midlatitude source. Two trajectories are possible provided that
k < Ks; one, corresponding to the negative root in Eq. (6.14), is directed to
the south, while the positive root leads to a northward trajectory. In general,
we expect that Ks will increase as the subtropics are approached. At some
critical latitude, where U changes sign, Ks will first become extremely large
and then imaginary. As Ks becomes larger, / must become larger, and so the
equatorward propagating ray will turn into a more meridional direction. At
the same time, from Eq. (6.19), the group speed will become smaller. As the
critical latitude is approached, the packet will propagate extremely slowly in
a nearly meridional direction. The meridional scale of the Rossby waves will
become extremely small (/ large). Indeed, the packet will, according to this
linear theory, take an infinite time to reach the critical latitude, which will
act as something of a 'black hole' to Rossby wave information approaching
it from higher latitudes. Figure 6.11 gives a schematic illustration of the
approach to the critical latitude. If the effect of friction were included, we
might anticipate that the slowly moving, short length scale packet would be
dissipated in the vicinity of the critical line. In a truly inviscid world, the
linear theory would break down in the vicinity of the critical latitude. A more
sophisticated analysis suggests that in these circumstances, the critical line
might partially reflect some of the wave activity incident upon it. Whether or
not such reflection is important in the atmosphere is difficult to determine.
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U=0

Fig. 6.11. Schematic illustration showing an equatorward Rossby ray approaching a
critical latitude where (7 = 0. The variation of Ks is shown, and the crosses indicate
the location of the packet after equal intervals of time.

Evidence from the observed steady momentum fluxes (see below) suggests
that rather little reflection can be taking place. But the breakdown of zonality
and stationarity of the basic flow make it very difficult to interpret the details
of behaviour observed near U = 0.

For the poleward propagating ray, the packet will in general move into
an environment where Ks is smaller. Once more, it may become imaginary
at some latitude where j8 becomes smaller than Uyy, though such a latitude
is much less pathological than a critical latitude where U changes sign. As
Ks becomes smaller, the packet will adjust by acquiring a smaller /, i.e., by
becoming more extended in the meridional direction. That is, the ray will
turn into a more zonal direction. Eventually, at a latitude where Ks = k, it
will become completely zonal. The scale assumption of small spatial scale
of the packet compared to the scale of variations of Ks becomes invalid
as such a latitude is approached and, strictly, a different analysis is needed
in this region. For our present purposes, it is enough to note that the
meridional wavenumber continues to decrease and becomes negative. The
ray is refracted away from the Ks = k latitude and back into lower latitudes,
as shown in Fig. 6.12. Eventually it slows down and approaches the critical
latitude.
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U=0

Fig. 6.12. As Fig. 6.11, but illustrating a poleward propagating ray approaching the
latitude where K, = k.

A wind profile such as:

U = UE cos </> (6.25)

provides a particularly simple example of steady Rossby wave propagation.
Such a profile corresponds to uniform superrotation of the atmosphere with
angular velocity UE/a relative to the solid Earth. It is particularly simple
because jS , U and Uyy all have the same cosine dependence on latitude so
that the total steady wavenumber Ks is simply given by:

2 2Qa+UE
Ks = —#V^* ( 6 2 6 )

which is independent of latitude. Rays are straight lines in this flow. The
longer waves propagate more meridionally while the shorter waves propagate
more zonally. If full spherical geometry is retained, the rays are found to
follow great circle tracks. Wave packets originating in one hemisphere will
pass into the opposite hemisphere before returning to the region in which
they were excited.

But generally, the zonal wind becomes easterly in the tropics. A critical
latitude where [7 = 0 is typical, and acts to isolate one hemisphere from
another. Let us return to the profile illustrated in Fig. 6.9. We imagine
that a wavemaker which excites a wide spectrum of wavenumbers has been
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SH

Fig. 6.13. Rays emanating from a wavemaker at 10 °S. The basic zonal flow is based
on the 30kPa southern hemisphere wind for June-July 1979 (the FGGE year, shown
in Fig 6.9). The circles mark the daily position of wave packets. (Adapted from
James 1988.)

inserted into the flow at 10° of latitude. Ray paths followed by packets with
different zonal wavenumbers are shown in Fig. 6.13. Some rays propagate
polewards from the source until they reach a latitude where Ks = k; they are
then refracted back towards the tropics. Other rays propagate equatorwards
from the wavemaker. They turn into a more meridional direction and
slow down as they approach the critical latitude. The smaller wavenumber
packets propagate rather slowly in a more meridional direction, while the
larger wavenumber packets propagate more zonally and more rapidly, as we
would expect from Eq. (6.19). But, clearly, purely zonal propagation is very
unlikely. In no sense do the strong westerlies of midlatitudes act as a zonal
wave guide, contradicting the implicit assumption of so many /^-channel
models.

Thus, the simple ray tracing theory predicts that disturbances originating
in the midlatitudes of one hemisphere cannot propagate into the opposite
hemisphere. The theory can easily be modified for transient disturbances
with phase speed c in the zonal direction. The same results apply, except that
the critical latitude beyond which no propagation is possible is where U = c.
Equally, the theory suggests that a wavemaker in the deep tropics will not
produce a response in the midlatitudes. This insulation of one hemisphere
from the other, and from the equatorial regions, has been exploited in
numerical prediction models and global circulation models which only treat
one hemisphere and apply boundary conditions based on symmetry (or,
where appropriate, antisymmetry) about the equator.



184 Wave propagation and steady eddies

SH

Fig. 6.14. As Fig. 6.13, but for a zonal wavenumber 3 disturbance excited at 20 °S
and55°S.

In order to produce waveguide behaviour, there would have to be a
maximum of Ks in midlatitudes. Short zonal wavelengths excited in such
a region would propagate to south and north until refracted back towards
their original latitude at latitudes where Ks = k. In fact, the example
shown in Fig. 6.9 has a local maximum of Ks at 55 °S. It is sufficiently
pronounced to act as a waveguide for zonal wavenumber 3. Fig. 6.14 shows
how wavenumber 3 could indeed be confined in this case. Of course, the
scale separation can hardly be justified in this case, and we must not take
such a result too literally. Even if we can accept that the assumptions of ray
tracing are not too grossly violated, such a waveguide would be extremely
leaky. There is a rather narrow range of latitudes between 50 and 40 °S where
wavenumber 3 cannot propagate. Our theory suggests that the disturbance
will be evanescent in such a region, dying away exponentially with distance
from the regions where propagation can be supported. But it would still
have some amplitude at 40°, where it would excite equatorward propagating
packets. So if we were to take the ray tracing literally in this case, we would
anticipate that the ray would be weakened each time it was reflected from
the equatorward boundary of the waveguide, and would soon have negligible
amplitude. The effect is analogous to the 'quantum tunnelling' of elementary
particles across some energy barrier.

6.3 Application to observed steady eddies

To begin with in this section, we will calculate the momentum fluxes carried
by propagating, steady Rossby waves. As well as considering the direction
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of propagation, and the strength and nature of the forcing, we will need to
take into account the amplitude of the wave packet as it passes into regions
of differing Ks.

In the last section, the waves were described by the perturbation stream-
function :

w* = i{/ei(/cx+W, (6.27)

where \P is a (generally complex) amplitude. Such an expression is always
implicitly qualified by 'real part of, so it is more precise to write the
perturbation streamfunction as:

xp* = 1 J¥e i ( f a c + W + ^ e ~ i ( / c x + w } , (6.28)

where ¥ denotes the complex conjugate of *F. The two horizontal com-
ponents of the perturbation velocity field are therefore:

u* = J^L = A / - i /W^+W + i/*e-^+W) , (6.29a)
dy 2 I )

(6.29b)
v = =

Then the poleward momentum flux is written:

(6.30)

The first pair of terms describes a wavelike variation, with zonal wavenumber
2k. This contribution will of course average to zero around a latitude circle.
The third term is a constant. We conclude that the zonal mean poleward
momentum flux is simply:

[IIV] = ~ | V | 2 . (6.31)

We will turn to the problem of estimating the variation of the wave amplitude
*F along the ray path shortly. For the present, we note that the poleward
momentum flux takes the opposite sign to /. Thus associated with a poleward
propagating packet will be an equatorward momentum flux, and vice versa.

The simplest example to consider is the case of uniform superrotation, with
Ks given by Eq. (6.26). Rays are straight lines in our /?-plane approximation.
A poleward momentum flux is associated with those rays with negative /,
which propagate towards the equator. For those poleward propagating rays
with positive /, the momentum flux will be equatorward. The net result
is rather curious. There will be an eddy momentum flux which converges
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Fig. 6.15. The time mean wind speed at 25kPa for DJF in the northern hemisphere.
Contour interval 10 m s"1, with values in excess of 25 m s"1 indicated by shading.
Note the maxima downstream from the Rockies and the Tibetan plateau.

towards the latitude of the localized forcing region. If a zonal wind were
forced to blow over an isolated mountain, the radiated Rossby waves would
induce eddy momentum fluxes which would lead to a zonal jet at the latitude
of the mountain. One's intuitive reaction might be to expect that the drag
exerted by the mountain on the barotropic flow would decelerate the flow at
this latitude, rather than accelerate it!

In the northern hemisphere winter, there are two important sources of
orographic wave forcing in the midlatitudes, namely the Tibetan plateau
and the Rockies. They both have their largest amplitudes between 30 and
40 °N, just polewards of the subtropical jet maximum. The pattern of steady
momentum fluxes shown in Section 6.1 is certainly consistent with the idea of
orographic forcing of Rossby waves giving rise to the observed steady eddies.
There is a poleward steady momentum flux (equatorward propagation) at
these latitudes. The equatorward steady momentum flux is found at higher
latitudes, north of 45 °N. At the same time, the strongest zonal wind maxima
are downstream of the two mountain ranges. Figure 6.15 shows the observed
wind speed at 25 kPa.

The amplitude of the waves can be calculated using the slowly varying
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approximation to obtain an equation describing the slow variation of *F
with y. An alternative approach is to use the concept of 'wave action'. The
quantity:

(co - Uk)

is called the 'wave action density'. It can be shown that cgyA is conserved
following the ray, provided that the medium varies only in the meridional
direction and the slowly varying approximation is valid. From Eq. (6.27) it
is easily shown that

\[u2 + v*2] = ^K2|¥|2. (6.33)
2 2

For steady waves, the dispersion relation can be used to re-write the poleward
component of group velocity as:

< * - ^ . <«4)

Hence, for steady waves of zonal wavenumber fc, we have:

cgyA = —/Î FI2 = constant. (6.35)

That is, along the ray, the amplitude varies as Z"1/2. The amplitude of an
equatorward propagating ray will become smaller as the packet approaches
the tropics where its group velocity is increasingly meridional. Conversely,
the amplitude on a ray propagating polewards is expected to increase as
the latitude where k = Ks is approached. Of course, as pointed out in the
preceding section, the simple, slowly varying sinusoidal solutions break down
at this latitude, though a more sophisticated matched asymptotic analysis
can be carried out. One consequence of this result is that relatively weak
forcing at low latitudes could excite a meridionally propagating wavetrain
which would achieve substantial amplitude at higher latitudes. From this
idea has come a great deal of work relating anomalous weather patterns
in the midlatitudes to unusual forcing of waves in the subtropics. We will
return to these ideas in Section 7.2.

The results just derived must be treated with a degree of caution. Strictly,
they apply to a highly localized isotropic wavemaker. If an extensive moun-
tain were considered, interference between wavetrains emitted from different
parts of the orography could lead to the variation of amplitude with latitude
being very different from the Z"1/2 behaviour discussed here.

It is clear that a number of highly restrictive approximations have been
made in deriving the ray tracing theories of the preceding two sections. The
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reader may well find the continual appeal to the slowly varying approxi-
mation unconvincing, especially when it appears that the most important
steady waves are of rather long zonal wavelength. Before returning to a
consideration of real data, it is worth comparing these results with those
from an intermediate model. Figure 6.16 shows a numerical calculation using
the linearized barotropic vorticity equation, Eq. (6.11). The zonal flow was
based upon the climatological zonal mean flow at 30kPa observed in the
northern hemisphere winter. A spectral representation of the fields was used,
and forcing was provided by a single isolated mountain at 30 °N. No slowly
varying approximation has been made, and so the calculation is equally valid
for all wavenumbers. Two wavetrains, one propagating poleward and one
propagating equatorward from the mountain are clearly seen. The amplitude
of disturbances on the poleward propagating track in particular show an
increase towards higher latitudes. The agreement with the rather simple
arguments of the preceding section, despite the lack of formal scale sepa-
ration, suggests that ray tracing arguments can give at least a qualitative
account of the distribution of steady waves for a wide range of conditions.

A second calculation, shown in Fig. 6.17, is very similar. The same zonal
mean flow is used. But instead of passing over an isolated circular mountain,
it passes over the actual Earth orography, smoothed to match the resolution
of the numerical model. The vorticity field reveals the presence of two domin-
ant sets of wavetrains. The larger emanates from the Tibetan plateau, where
the equatorward train of waves is especially marked. The other originates
from the Rockies, where both poleward and equatorward trains of waves
can be seen. The vorticity field is relatively undisturbed over Europe and
western parts of Asia. The corresponding streamfunction, Fig. 6.17(b), shows
sharp troughs over the eastern coast of North America and over the east
Asian coast, with pronounced ridging in the eastern part of both the Pacific
and Atlantic Oceans. The pattern should be compared with the observed
geopotential height, Fig. 6.1. All these various features are present in the
observed fields. Indeed, Fig. 6.16 is as accurate a representation of the
observed steady eddy pattern as is produced by many sophisticated global
circulation models. Part of the reason for this is that a linear calculation does
not permit the eddy fluxes carried by the eddies to change the zonal flow, so
that by specifying the zonal mean wind, a large part of the climatology has
already been determined. However, the model clearly demonstrates that the
radiation of Rossby waves by mountains provides a useful conceptual model
of the observed steady eddy pattern.
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(b)

NH

Fig. 6.16. The linear response of a barotropic atmosphere to forcing from an isolated
circular mountain at 30 °N. The mean flow is for DJF at 30 kPa, averaged from six
seasons of ECMWF data, (a) Eddy part of relative vorticity, <**, contour interval
10~5s~1. Shading indicates positive vorticity anomalies, (b) Streamfunction xp,
contour interval 2 x 107 m2 s"1.
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6.4 Vertical propagation of Rossby waves

The theory in the preceding section can be adapted for the case of vertically
propagating Rossby waves. The results enable us to extend the discussion
of the earlier part of this chapter to a stratified fluid, and are important in
helping to clarify the links between the troposphere and the higher regions of
the atmosphere. These links will be discussed in Chapter 9. Once again, the
approximations made in the theory can easily be criticized. But the simple
analysis has great value in establishing a conceptual framework into which
the results of more realistic, but consequently less accessible, calculations can
be fitted. We will first consider the problem illustrated in Fig. 6.18. An atmo-
sphere is forced by disturbances at its lower boundary; these disturbances
may represent flow over mountain ranges, thermal forcings, or (especially
in the case of the stratosphere) they may represent disturbances in some
lower region of the atmosphere. The problem we will address is whether
these disturbances may influence the flow at great heights above the lower
boundary, or whether their influence is confined to the lowest levels of the
atmospheric layer.

Our starting point will be the quasi-geostrophic potential vorticity equa-
tion. Because a particular application of the results is to the stratosphere
it is convenient to express that equation in log pressure or 'pseudo-height'
coordinates. The pseudo-height is given by zf = Hln(pR/p), where the atmo-
spheric scale height H = RTo/g. The quasi-geostrophic potential vorticity
equation is written:

( 6 J 6 )

where pR is the density and N is the Brunt-Vaisala frequency. The density
of an isothermal atmosphere varies as

pR = poe-z ' / H (6.37)

The analysis will be simplified drastically by assuming that the basic state
consists of constant zonal wind U and Brunt-Vaisala frequency N. These
assumptions can be relaxed, as we shall see later. We partition the stream-
function into zonal mean and eddy parts:

xp = -Uy + xp* (6.38)

where \\p*\ is supposed to be small compared with \U\. For the present we
will assume that the perturbations are steady. Then the quasi-geostrophic
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NH

Fig. 6.17. The linear response of a barotropic atmosphere to forcing from the
northern hemisphere orography. Mean flow as in Fig. 6.16. This diagram should
be compared with the observed field, shown in Fig. 6.2. (a) Eddy part of relative
vorticity, contour interval 2 x 10~5s~1, positive values shaded, (b) Streamfunction,
contour interval 2 x 107 m2 s"1.



192 Wave propagation and steady eddies

Forcing, wavenumber k

Fig. 6.18. Schematic illustration of the problem to be discussed in this section.

potential vorticity equation can be linearized to give:

U-
pRdz'\N2 (6.39)

The forcing at the lower boundary is supposed to be wavelike; then we seek
wavelike solutions of the form:

ip* = ¥(z')ez'/2Hei{kx+ly\ (6.40)

The factor exp(z'/2H) is introduced to account for the decrease of density
with height. An upward propagating wave must have an increasing amplitude
with height if its wave activity is to remain constant. Substitution of this
form of solution into Eq. (6.39) yields an equation for the amplitude *F:

d2vF N2

'dzl2+j2
f (6.41)

As in the preceding section, the total wavenumber K is given by K =
Vk2 +12.

For the stratosphere, N2 is typically 4 x 10~4 s~2 and the temperature is
around 220 K. Thus the scale height H is 6.4 km, and the term f/(2NH)
corresponds to zonal wavenumber 2 in the midlatitudes. Clearly, for negative
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U or for large positive 17, the coefficient of *F is negative, but otherwise it is
positive.

These two cases have quite different types of solution. When the coefficient
of *F is positive, the amplitude relation, Eq. (6.41), may be written:

_ + m
2 ¥ = 0, (6.42)

where

4{S£T-
Equation (6.42) is a wave equation with solutions:

¥(z') = AJ™' + BQ-imz' (6.44)

and m plays the role of a vertical wavenumber. The constants of integration
A and B are determined from the condition that the group velocity is
upwards, as assumed in Fig. 6.18. Then B = 0 and A = *Fo is determined by
the amplitude of the forcing. The disturbance is vertically propagating and
is given by the expression:

That is, the amplitude increases with height as the density decreases. The
wave action density, however, remains constant. Such wavelike solutions are
favoured for small but positive U or for small total wavenumber K.

In the alternative case, the amplitude equation may be written:

d2y¥ 9

^ - - ^ = 0, (6.46)

with

This has the general solution:

' > +Btr»z\ (6.48)

so that \i plays the role of an e-folding height. Note that if a boundary
condition of no forcing is applied at z' —• oo, then ,4 = 0. The constant
B is simply determined by the lower boundary condition, that is, by the
forcing imposed at z1 = 0. The amplitude of the wave may either increase
or decrease with height, according to whether ji~x is larger or smaller than
2H, but the wave action always decreases with height. These evanescent
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20 40 60
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Fig. 6.19. The transition between vertically propagating and evanescent waves as
a function of zonal wind U and total wavenumber K. The calculations are for a
latitude of 45 ° and N = 2 x 10"2 s""1.

solutions are favoured by large wavenumber disturbances, by easterly wind,
no matter how weak, or by strong westerly wind.

Figure 6.19 shows the transition from propagation to evanescence as a
function of U and K for typical midlatitude stratospheric values of the para-
meters. In general, only rather long waves are able to propagate vertically.
For example, with a zonal wind of 15 m s"1, only total wavenumbers of 4
or less (i.e. K < 9.6 x 10~~7 m"1) can propagate vertically. When propagation
is possible, the typical vertical wavelength is rather long. For example, for
total wavenumber 3 and (7 of 15 m s"1, the vertical wavelength is 47 km.
For the same parameters, but with total wavenumber 7, the e-folding height
for the decay of wave activity is 4.2 km.

Associated with the upward propagating Rossby wave is a poleward
temperature flux. The hydrostatic relationship leads to

/To dxp*
r = dzf (6.49)

where To is a reference temperature for the level; it can be taken as the
mean stratospheric temperature since this varies rather little with height
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in the lower stratosphere. The perturbation streamfunction for a vertically
propagating wave is given by Eq. (6.45), so that the poleward velocity may
be written:

and the temperature perturbation is

j * _ f[o^ez'/2H\ I _j_ _|_ xm \ ei(kx+ly+mz')

(6.51)

Thus the poleward temperature flux is

_ f _L

The first two terms in the brackets are wavelike and their zonal mean is zero;
the third constant term determines the zonal mean poleward temperature
flux, which is

^ z / / " . (6.53)

As we discussed in Section 5.2, the existence of this temperature flux implies
that the upward propagating Rossby wave must show a phase tilt to the
west with height. It is easy to use the same arguments to show that if the
wave is evanescent in z', then

[v
mT*] = 0 . (6.54)

In this case, there is no phase tilt, and the troughs and ridges of an evanescent
disturbance will be exactly vertical.

Equation (6.53) is at first sight a curious result. Since this model involves
no vertical wind shear, the mean temperature gradients are zero, and so there
is no energy conversion associated with this flux. In fact, the arguments of
Chapter 4 would show that a meridional circulation would develop; provided
the Rossby waves are linear, steady and there is no dissipation, the zonal
mean heat flux carried by this circulation would exactly balance the eddy
heat flux just calculated.
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6.5 The Eliassen-Palm flux

The question of how wave activity propagates in both the vertical and
poleward directions has now been raised. In this section, we shall see that
the propagation of Rossby waves is intimately connected to their interaction
with the basic zonal state, thus confirming a result which has already been
hinted at in the earlier discussions. The arguments of this section are not
restricted simply to the steady disturbances which have been the focus of
our consideration throughout the earlier part of the chapter, but, rather, can
be applied to propagating Rossby waves of any frequency. The theory that
we will develop will bring together the results of Sections 6.2 and 6.3, which
were concerned with horizontal propagation and those of Section 6.4, where
we discussed vertical propagation.

In this general theory, we will begin with the quasi-geostrophic version of
the potential vorticity equation:

where

Me£%) (6-56)
and S is a source term which is taken to include all processes such as
heating and friction which can alter the potential vorticity of an element
of air. In the entirely artificial case where Rayleigh friction and Newtonian
cooling are assumed, both with the same time constant T, S can be written as
(<le — Q)/*9 <le being the equilibrium distribution of q corresponding to zero
relative vorticity and radiative equilibrium stratification. But, in general,
it is misleading to regard the effects of friction or cooling simply as the
dissipation of potential vorticity anomalies.

First, we consider the propagation of disturbances by linearizing the
potential vorticity equation about a general zonal flow U(y9z'); denoting the
perturbation potential vorticity by q , the linearized equation is:

-z—h U— h [q]v-z— = S*. (6.57)

The poleward gradient of potential vorticity of the basic state [q]y is a crucial
parameter. It may be expressed as:

Note that there are three contributions to the potential vorticity gradient.
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The first term is simply the poleward gradient of planetary vorticity and
the second the poleward gradient of relative vorticity. The third term is
dominated by (f/N)2d2U/dza if the vertical variations of U are signifi-
cant on a scale smaller than the density scale height. The factor (N/f)
serves to determine the natural ratio of horizontal and vertical scales. The
perturbation potential vorticity can be expressed in terms of the geostrophic
streamfunction:

Me££) (6-59)
Now assume that the perturbation is wavelike in x, y and z', and has
frequency co so that it may be written:

'-cot)^ (6.60)

Substitution in Eq. (6.57) yields the dispersion relation:

where the source or sink term S* has been dropped. This is justified provided
the frequency and rate of propagation are all fast. The effect of retaining
weak dissipation will be examined later. Equation (6.61) is familiar. When
U is constant and co = 0 (steady waves) it reduces to Eq. (6.47). If vertical
variations of U and pR are dropped, it reduces to Eq. (6.14). The dispersion
relationship enables the group velocity to be calculated, so that the direction
of wave activity propagation can be determined. The poleward component
of group velocity is:

_ dco _ 2[q]ykl _ 2[q]ykl
C n~ T p ~Kf~ (6-62)

and the vertical component is:

q]yf
2km 2[q]yf

2km
(6-63)

8co 2[q]yf
2km 2[q]yf

2km

^ = — zrr—TT^ = - i t r

If a slowly varying approximation were made, these two expressions would
form the basis of three-dimensional ray tracing, analogous to the two-dimens-
ional theory developed in Section 6.2. But for the purposes of interpreting
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atmospheric data, we need not pursue the rigorous development of ray
tracing theory.

We may at this point bring together the discussions which led us to
Eqs. (6.31) and (6.52). The poleward momentum flux carried by disturbances
of the form given in Eq. (6.60) is simply:

[iiV] = - y P F o | V / H , (6.64)

which is just the result derived earlier but with possible vertical variations
included. But comparison with Eq. (6.62) shows that this poleward mo-
mentum flux can be related to the poleward group velocity:

- [uV] . (6.65)

Similarly, the poleward potential temperature flux:

[v'd*] = ^-\W0\
2ez'/Hkm (6.66)

2g
(cf. Eq. 6.52) can be related to the vertical component of the group velocity:

From Eqs. (6.65) and (6.67), we see that the direction of the vector

F = ( - p > V ] , pRf[v*6*]/6Rz,) (6.68)

is parallel to the local group velocity. The vector F is called the Eliassen-
Palm flux, and it is an important diagnostic. The interpretation of the
Eliassen-Palm flux as measuring group velocity is robust in situations where
group velocity is meaningful. Unlike ray tracing, it does not rely on any
assumption about a slowly varying background flow.

But the Eliassen-Palm flux may also be interpreted in other ways. Let us
return to the quasi-geostrophic potential vorticity equation, Eq. (6.55), and
take its zonal average:

[q]t+ [v*q*]y = [S]. (6.69)

Consistent with the quasi-geostrophic assumption, the poleward eddy trans-
port of q is the only dynamical term in the zonal mean equation. But the
poleward flux of potential vorticity [v*q*] is related to the Eliassen-Palm
flux. From Eq. (6.59), it follows that:

XJ IHRJ R v | ( 6 7 Q )
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where the continuity equation u*x + v* = 0 has been invoked. The last term
can be simplified by relating v* to 9* using thermal wind balance, so that
Eq. (6.70) becomes:

}
On taking the zonal averages, the first term, which is a derivative with
respect to x, vanishes, and so we may write:

That is, the modification of the basic state by the eddies is described by
the divergence of the Eliassen-Palm flux. This result is quite general; it
is equally valid for steady or transient disturbances, provided the quasi-
geostrophic approximation can be sustained. The result using pseudo-height
zr = H ln(pR/p) as the vertical co-ordinate has been given here. An equivalent
result using pressure as the vertical coordinate can easily be derived; in this
case the Eliassen-Palm flux can be written:

} (6.73)

Note that the vertical component has changed sign, consistent with pressure
decreasing upwards. Returning to the linearized potential vorticity equation,
Eq. (6.57), in the form:

(where friction and diabatic heating are ignored), a further interpretation of
the Eliassen-Palm flux can be made. Multiply Eq. (6.74) by pRq*/[q]y and
take its zonal average; the result of this manipulation is:

dt \ [q]y )

where the identity Eq. (6.72) has been used. Such a conservation relation is
of great interest. It states that the quantity

A = ^ ? M (6-76)
is carried by the propagating disturbances, and is conserved. The flux of A
is simply the Eliassen-Palm flux. Indeed, A is a fundamental measure of the
vigour of the waves; it is conserved in a way in which, for example, the eddy
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Fig. 6.20. Eliassen-Palm section for the DJF season, based on the steady eddies in
six years of ECMWF data. Vectors indicate the magnitude and direction of the
Eliassen-Palm flux and contours its divergence, with a contour interval of 1015 m3;
regions of net divergence are shaded. The Eliassen-Palm flux and its divergence has
been scaled in a manner appropriate for spherical geometry, as described by Edmon
et al (1980).

kinetic energy, is not. It is called the 'wave action density'. Equation (6.76)
can be used to deduce the variation of wave amplitude as disturbances
propagate into regions of different pR or [q]y. In fact, just such an argument
was used in Section 6.3 to consider the momentum flux associated with
poleward propagating Rossby waves in a barotropic model. If waves were to
propagate into regions of very low density or low potential vorticity gradient,
it follows from conservation of wave action density that their amplitude
would become very large. The linear assumptions made throughout this
section would break down, and the theory would require modification. A
plausible scenario is that as the amplitudes and the gradients of vorticity and
temperature associated with the waves become large, friction and cooling
will become important and the wave activity will be dissipated. But in some
circumstances, the nonlinearity could give rise to reflection, or at least to
partial reflection. Such conditions are loosely described as 'wave breaking'
and could certainly be important in the stratosphere.

The wave activity density has a Lagrangian interpretation in terms of the
dispersion of fluid particles initially at the same latitude. From potential
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vorticity conservation, the poleward displacement of a fluid element is

n = -qm/lq]y, (6.77)

so that the wave action density is just

(6.78)

That is, the wave action density is proportional to the mean square parcel
displacement.

Bearing in mind these theoretical properties of the Eliassen-Palm flux, it
is of interest to plot both the flux itself and its divergence when studying
the general circulation. A latitude-pressure cross section showing vectors of
F and contours of V • F has been advocated as a compact diagnostic of the
propagation of disturbances and their interaction with the zonal mean flow.
The vectors give information about the propagation of the disturbances,
while the divergence gives information about the generation, dissipation and
mean flow interaction of the disturbances.

Figure (6.20) shows such a cross section for the steady waves of the tropo-
sphere. The Eliassen-Palm flux vectors are vertical in the lower troposphere,
but become more horizontal near the tropopause at around 25kPa. They
turn mainly towards the tropics, though some wave activity is seen turning
more polewards and propagating through the tropopause into the strato-
sphere. A partitioning by wavenumber indeed reveals that the shorter waves
contribute to the equatorward flux along the tropopause, while only long
waves continue upwards and polewards into the stratospheric polar night jet.
Convergence of the Eliassen-Palm flux is largest just below the tropopause in
the midlatitudes, indicating that the mean flow is modified in this region by
the effects of the eddies. The large divergence near the surface demonstrates
the generation of steady eddies by various surface forcing processes there.

6.6 Eliassen-Palm fluxes and barodinic lifecycles

Most of this chapter has been concerned with the steady disturbances seen
in the seasonal mean flow, both of the troposphere and of the stratosphere.
A final topic in this chapter is to extend our discussion to the transient
disturbances of the troposphere. The theory of the preceding section can be
applied equally well to propagating transient disturbances; such application
leads to helpful insight into the nature of the nonlinear barodinic lifecycles
described in Section 5.5 and leads to an interpretation of the observed
transient eddy activity in terms of barodinic life cycles.

Consider the two paradigms of linear barodinic instability, the Eady and
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Fig. 6.21. Schematic Eliassen-Palm sections for (a) a linear unstable Eady mode;
and (b) a linear unstable Charney mode.

Charney models (see Section 5.4). The linear Eady mode is simplest; it has
no horizontal momentum fluxes and the temperature flux is constant with
height. The corresponding Eliassen-Palm section is shown schematically in
Fig. 6.21. The Eliassen-Palm flux is directed vertically and does not vary
with height. We may consider that the divergence is concentrated into a
thin layer at the lower boundary and the convergence into a thin layer near
the top boundary. The essence of the Eady mode is indeed the interaction
between trapped neutral modes on the upper and lower boundaries. A
linear Charney mode is only marginally more complicated to describe in
terms of its Eliassen-Palm section, despite the considerable mathematical
complexity involved in its derivation. Again, the momentum flux is zero and
so the Eliassen-Palm fluxes are vertical, with divergence concentrated in an
infinitesimal layer at the surface. But the convergence is spread through the
lower troposphere, centred on the 'steering level' where U = c, c being the
linear phase speed of the mode.

Baroclinically unstable linear normal modes can be derived for more realis-
tic jet-like flows on the sphere, as discussed in Section 5.4. The nonseparable
nature of the linearized equations makes the problem very intractable to
analytic techniques and the normal modes generally have to be computed
numerically. Fig. 6.22(a) shows the Eliassen-Palm section for such a mode.
In the lower troposphere, the section is quite similar to that of the Charney
mode, Fig. 6.21 (b), with maximum convergence near 70kPa. Above this level,
momentum fluxes are small but nonzero and some turning of the vectors
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can be seen. The remainder of the diagram shows Eliassen-Palm sections
from various stages of a lifecycle integration, starting from the linear normal
mode as initial condition. As the wave saturates, the low level fluxes become
smaller, and the maximum wave activity is seen at higher levels. In the
decay phase, large, nearly horizontal vectors are seen near the tropopause;
wave activity is propagating equatorward in the upper troposphere, and is
absorbed before the tropical easterlies are reached. Thus, the baroclinic
lifecycle may be described in terms of linear instability generating wave
activity at low levels in the midlatitudes. This is followed by upward and,
finally, equatorward propagation; at the same time the original seat of the
instability is switched off. Finally, wave activity is dissipated in the subtrop-
ics, returning energy to the zonal mean flow. This is a typical evolution and
the predominantly equatorward propagation is a ubiquitous feature of such
waves. Anomalous zonal flows can be produced in which the equatorward
propagation is suppressed, and wave activity is focussed towards the pole.
In this case, the rapid collapse of the mature disturbance is not seen, and,
instead, a slowly decaying, nearly circular, system results.

The final frame of Fig. 6.22, showing the time mean Eliassen-Palm sections
for the entire lifecycle, is remarkably similar to the section shown in Fig. 6.23.
The latter is based on transient temperature and momentum fluxes observed
during the northern hemisphere winter. It shows the same divergence in the
midlatitudes and upward propagation through the midtroposphere as does
the idealized lifecycle calculation. There is the same strong equatorward
propagation along the tropopause towards lower latitudes. In other words,
the pattern of transient wave activity in the troposphere is characteristic of
nonlinear baroclinic lifecycles. The low level temperature fluxes are described
quite well by linear theory, but the momentum fluxes are a feature of the
nonlinear mature and decaying phase of the normal modes.

This chapter has taken as its theme the way in which the troposphere
can support wave propagation of quasi-geostrophic, balanced disturbances.
The insight that such a model gives us helps us to understand many of
the features of the distribution of the steady and transient wave activity of
the middle latitudes. But these interpretations must not be pushed too far;
the assumptions of linearity and slowly varying background states that we
have been forced to make do not hold to any great degree of accuracy. But
our models do give a vocabulary which enables the results of much more
complex, generally numerical calculations to be described.
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Fig. 6.22. A sequence of Eliassen-Palm sections for the idealized lifecycle of an
unstable baroclinic mode: (a) linear normal mode, used as initial data, and scaled
as in Fig. 5.24; (b) day 8.

6.7 Problems

6.1 From the longitude-height section given in Fig. 6.4(a), deduce the typical
zonal wavelength and vertical phase tilt of midlatitude steady eddies in
the northern hemisphere winter. Assuming that the flow is geostrophically
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Fig. 6.22 (cont.). (c) Day 12; and (d) average through from day 0 to day 15. Contour
interval for V • F is 4 x 1015 m3 in (a), (b) and (c) and 2 x 1015 m3 in (d).

balanced, deduce the typical poleward temperature flux associated with the
steady eddies. Compare your results with observations (see Fig. 6.5(a)).

6.2 Model the Rockies as a ridge 1000 km wide (in the zonal direction),
5000 km long (in the meridional direction), 1.5 km high and centred at 45 °N.
Estimate the poleward eddy velocity v* associated with barotropic flow of
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Fig. 6.23. As Fig. 6.20, but for the transient eddies.

15 m s"1 over such a ridge. Deduce the sign of the vorticity over the summit
of the mountain.

6.3 Repeat the calculations of problem 2, but include the friction term.
Assume that the spin-up time xD is five days. By how much would this
friction modify the value of v* calculated in problem 2?

6.4 Consider an atmospheric flow of 'uniform super-rotation' in which the
zonal wind is given by U = Uo cos </>. If a midlatitude /?-plane approximation
is made, show that Rossby wave packets propagate in straight lines for this
particular flow. If Uo is 20 m s"1 calculate the maximum zonal wavenumber
which can propagate at 45 °N. Calculate the direction in which a zonal
wavenumber 4 packet will propagate.

6.5 A zonal wavenumber 3 steady Rossby wave is radiated from a moun-
tain at 45 °N where the mean zonal wind is a constant 15 m s"1. Estimate
the time taken for a wave packet to reach 65 °N.

6.6 An alternative form of ray tracing considers the distance travelled by
the packet, 5 and the angle the ray makes with the zonal direction a as the
fundamental variables. Show that using these variables, Eqs. (6.24a, b) can
be rewritten:

ds da U cos4 a d 2— = 2(7 cos a, — = — - 5 — i - C K s ) .
dt dt k2 dy s
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Suggest why these equations might be more practical for numerical integra-
tion than Eqs. (6.24a, b).

6.7 Take typical values of the poleward temperature flux due to transient
eddies in the northern hemisphere winter from Fig. 5.7(a). Hence, estimate
the Eliassen-Palm flux divergence in the upper troposphere and the rate
of change of zonal wind associated with the transient eddy temperature
flux. Compare this with the acceleration associated with the transient eddy
momentum flux convergence.

6.8 Starting from Eq. (5.37) which gives the rate of change of total eddy
energy, show that the rate of generation of eddy energy is related to the
Eliassen-Palm flux by:



7

Three-dimensional aspects of the global circulation

7.1 Zonal variations in the tropics

Up to this point, we have followed a traditional exposition of the global
circulation by concentrating upon the zonal mean circulation and upon the
zonal mean fields of eddy quantities. But the global circulation is far from
zonally symmetric. Tropical heating has distinct maxima at particular longit-
udes. In the midlatitudes, the transient eddies are not distributed uniformly
around the latitude circles, but are concentrated into isolated 'storm tracks',
especially in the northern hemisphere. This chapter will be devoted to a
description of such zonal asymmetries and their consequences.

The various diagnostics of the steady and transient eddy activity which we
have considered in earlier chapters become small in the tropics. Eddy kinetic
energy is much smaller in the tropics than in the midlatitudes. Similarly,
eddy temperature and momentum fluxes, both steady and transient, are much
smaller in the tropics. Thus a picture emerges in which heat and momentum
are transported, essentially by axisymmetric motions in the tropics, with
eddies taking over in the subtropics and midlatitudes.

There is some truth in this picture. But it can also be misleading. First,
consider the heating fields shown in Fig. 3.8. The forcing of the circulation
is certainly not axisymmetric, especially in the tropics. Rather, there are
a small number of centres of intense heating. The most important is over
south-east Asia in the JJA season, and over Indonesia in the DJF season.
Other maxima are apparently associated with the continental land masses.
One matter that we will wish to consider is why such a highly localized
distribution of heating leads to a more or less axisymmetric response.

It must also be said that a closer look at the tropical zone shows that the
response is not entirely axisymmetric. Figures 7.1 and 7.2 show vectors of
the mean wind and near the tropopause and at low levels. The 15kPa level
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Fig. 7.1. Vectors of the time mean horizontal wind, v, for the DJF season. Based
on six years of ECMWF data for the DJF season, (a) At 15kPa, near the tropical
tropopause: the sample vector represents 20 ms"1. (b) At 85kPa, just above the
atmospheric boundary layer. The sample vector represents 10 ms"1.

is near the tropopause in the deep tropics. There, essentially zonal winds
are dominant in both seasons. This is one immediate reason why the eddies
do not contribute significantly to meridional transports in the tropics: the
meridional part of the eddy wind field is very small. However, the eddy zonal
wind is by no means small; there are a number of significant extrema of u
distributed around the globe. In the DJF season, there are strong easterlies
over Indonesia and strong westerlies over the eastern Pacific and over the
Atlantic. The zonal mean zonal wind therefore involves a good deal of
cancellation; in fact, at these levels, the mean wind is westerly (see Fig. 4.1).
In the JJA season, the zonal component again dominates, but the pattern of
maxima is quite different. There is a region of strong easterly flow stretching
from Africa in the west to Indonesia in the east. Elsewhere, there are weaker
easterlies, with very little trace of the patches of westerly flow seen in DJF.

Turning now to the low level wind fields, the same dominance of the zonal
over the meridional components of the wind is clear. In DJF, the wind is
mainly easterly, with regions of convergence more or less corresponding to
regions of divergence at 15kPa and vice versa. In JJA, a similar pattern is
found over most of the tropics. However, dramatically different fields occur
over the Indian Ocean. Here we see strong meridional flow, in a broad
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Fig. 7.2. As Fig. 7.1, but for the JJA season.

band parallel to the African coast, which links easterly flow in the southern
subtropics and westerly flow over India. This flow is part of the Asian
monsoon system, a planetary scale system which is sufficiently important to
merit separate discussion in the next section.

Comparing the flows at 85 and 15kPa, there is a strong tendency for low
level convergence to be associated with upper level divergence, and vice versa.
This is consistent with midlevel ascent and descent linking the two levels, and
suggests that the tropical response to localized heating consists of a set of
overturning circulations in the longitude-height plane. Such circulations are
sometimes called 'Walker circulations', and were first identified by comparing
the surface meteorological records at Darwin, north-east Australia and Tahiti
in the mid-Pacific.

In attempting to account for these observations, it has to be conceded that
elegant theories of tropical dynamics comparable to the quasi-geostrophic
and related formulations for midlatitudes do not exist. A group of theories,
based on a linearization around a resting atmosphere, represents the simplest
approach, and will be outlined in this section. But it is not straightforward to
relax the very restrictive assumptions of such a theory. The alternatives soon
involve rather elaborate numerical solutions of the full dynamical equations.

Scaling arguments show that temperature fluctuations will be very much
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smaller in the tropics than in midlatitudes; in fact

A0 U2 , . x A0 fUL, .„ . « x-5- « —77 (tropics), — « -—-(midlatitudes), (7.1)
u gh u gti

where if is a typical height scale and L is a typical horizontal scale; Ad/9
is around 10~3 for the tropics and an order of magnitude larger in the mid-
latitudes. This means that horizontal temperature gradients in the tropics are
small so that horizontal advection cannot balance the large heating observed
in convecting regions. Instead, that heating must be balanced by vertical
advection, so that:

Strong ascent, of around 3cms !, is expected in the convecting regions,
where the heating may be as large as SKday"1. Throughout the rest
of the tropics, weak descent of around 0.3cms"1 is needed to balance
radiative cooling. Continuity implies that these vertical motions will in turn
excite horizontal velocities. The character of the horizontal velocity field is
elucidated by considering the momentum equations.

The Coriolis force is zero on the equator, but varies rapidly with latitude.
In the dynamical equations, the Coriolis parameter can be approximated
by / = Py where P = 2Q/a. This approximation is sometimes called the
'equatorial P plane'. Making this approximation, the flow is linearized about
a motionless state in which atmospheric variables change only in the vertical
direction. The solution can then be separated into a height dependent part
and a part which depends upon the horizontal coordinates and time. The
horizontal part is governed by the linearized 'shallow water' equations, with
a suitable 'equivalent depth'. These equations may be written:

du dh' u
-pyv = -g 9 (7.3a)

Ot OX TD

dhr v
+ / ^ g , (7.3b)

^ = -hoV • v + J - —. (7.3c)

Here, Eq. (7.3c) is the linearized continuity equation for a shallow layer
of incompressible fluid of depth ho; J represents a forcing which can be
related to the heating. Dissipation in the form of Rayleigh friction or
Newtonian cooling acting on perturbations has been included. The simplest
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interpretation of the equivalent depth ho is provided by considering an
incompressible atmosphere with constant Brunt-Vaisala frequency N and a
rigid lid at height H. Then the gravest vertical modes have pressure and
horizontal velocity perturbations which vary as cos(nz/H) and a perturbation
vertical velocity which varies as sin(nz/H). The equivalent depth is given
by:

NH
ho = ^f-. (7.4)

Setting H to the depth of the tropical troposphere, around 18 km, a typical
equivalent depth is around 400 m. A more satisfactory way of obtaining the
same equations, but for a compressible atmosphere with variations of JV, etc.,
in the vertical, is to solve an eigenvalue problem for the vertical structure;
similar equivalent depths for the gravest vertical modes emerge. We will
restrict our attention to the gravest vertical modes which have a single
maximum of vertical velocity at midtropospheric levels, and zero vertical
velocity at top and bottom. This is justified because the vertical distribution
of tropical heating is expected to excite disturbances which project principally
on to such a structure.

Before considering the full forcing problem, it is worth considering some
of the wave motions which can take place in the tropical atmosphere. The
shallow water equations support gravity waves which propagate at speed
{gho}1^2' But further large scale tropical modes are also possible, and these
dominate the large scale response to isolated heating maxima. The simplest
solutions to Eqs. (7.3a-c) are obtained when friction and heating are ignored,
and the meridional velocity is set to zero. The equations become:

du dh'

pyu = - g | £ , (7.5b)

dh' du

IF = -hoTx-
 (7"5c)

This set is satisfied by solutions of the form:

u = <*(y)f(x - cot), ti = a®(y)f(x - cot). (7.6)

Substituting in, we find:

c0 = ±(gho)
1/2, a - (ho/g)1/2 (7.7)



7.1 Zonal variations in the tropics 213

and:

Equation (7.8) is simple to integrate, giving:

2 ) (7.9)

The negative root for c0 is not physically reasonable, since it would lead to
exponentially increasing zonal velocity perturbations away from the equator.
The choice of the positive root leads to nondispersive, eastward propagating
waves, which are confined to the region of the equator. The meridional scale
of these waves is (2co//?)1//2 or around 2000 km when the equivalent depth is
400 m. Their eastward phase speed is about 60 ms"1. These trapped disturb-
ances are called 'equatorial Kelvin waves' and are an important component
of the response of the tropical atmosphere to localized thermal forcing.

A variety of further trapped equatorial wave solutions to Eqs. (7.3a-c)
can be found, with v =£ 0 in general. The general dispersion relationship is:

CoJ OJ Co

where n is an integer. The meridional scale for all these trapped equatorial
waves is of order (CQ/2/?)1/2, but their frequencies, and hence their phase
speeds, vary substantially. The dispersion relationships are illustrated in
Fig. 7.3. The Kelvin wave dispersion relationship is also consistent with
Eq. (7.10) when n = —1, and this is also plotted on Fig. 7.3. For n > 1, there
exist high frequency equatorial gravity waves which propagate either to the
west or to the east. But there is also a group of low frequency 'planetary
waves' which propagate to the west; a typical phase speed is around 20ms"1

for hQ = 400 m. These latter, along with the Kelvin wave, are an important
component of the tropical response to localized heating. The n = 0 mode
is known as the mixed Rossby-gravity wave. For large positive /c, these
waves are similar in structure to the eastward propagating gravity waves.
But for negative fe, they are slowly westward propagating modes, similar to
the planetary waves.

Now consider the flow forced by a localized heating maximum in terms of
these equatorially trapped waves. The problem is rather different from the
midlatitude problem discussed in Section 6.2. There, the response to forcing
was discussed in terms of Rossby waves which had zero phase speed with
respect to the forcing. In the equatorial case, the phase speeds of all the
waves shown in Fig. 7.3 are large compared to the typical tropospheric zonal
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Fig. 7.3. The dispersion relationship, Eq. (7.10), for equatorially trapped wavelike
solutions to the linear shallow water equations on an equatorial jS-plane. The
frequency is given in units of Q and the wavenumber in units of a~x. The family of
curves is governed by the single parameter co/(Qa) which took the value 0.134 for
this calculation.

flow speeds, and so it is pointless to seek wave solutions which are stationary
with respect to the forcing. Instead, solutions can be constructed in which
the zonal flow is taken to be zero, but in which a Kelvin wave propag-
ates eastward from the forcing region, while planetary waves propagate
westward. Steady solutions can be constructed if there is some dissipation
in the system, so that the u, v and hf perturbations decay on a timescale
TD. Then the disturbance decays away from the forcing region on a spatial
scale L = (cgxTD) where cgx = dco/dk is the zonal component of the group
velocity of the waves. For the Kelvin waves, this scale is large. Taking TD as
five days, we have L = 26000 km. Hence the Kelvin wave emanating from
a single heating maximum would fill much of the tropics. The westward
extensions of the response would decay more rapidly; a typical L would be
around 8000 km.

A typical solution to the forced problem is shown in Fig. 7.4. As one
would expect, there is low level convergence into the heating region. But
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Fig. 7.4. The linear response to a localized heating maximum centred on the equator,
showing the low level wind vectors and contours of the pressure perturbation. The
upper level fields are, of course, simply the same but with the signs reversed. The
plot is based on a numerical solution of the linear shallow water equations; the
wind vectors have been arbitrarily scaled so the maximum is 10 ms"1.

this convergence is dominated by du/dx. The meridional winds are virtually
zero to the east of the heating region, consistent with the response there
being a Kelvin wave, and are generally small to the west of the heating.
Thus the major response consists of a zonally overturning 'Walker' cell, with
two cyclones on the north-west and south-west flanks of the heating region.
Any meridional temperature flux will be small, and will have opposite signs
at upper and lower levels. The important conclusion is that the localized
heating maxima noted in Fig. 3.8 will have little impact on the meridional
heat transport out of the tropics. Rather, the meridional heat tranports are
dominated by the mean heat transports. Localized heating will lead to zonal
overturning and associated zonal heat transports.

A similar solution can be constructed when the heating maximum is
centred away from the equator. The heating can be decomposed into a
part which is symmetric about the equator (as in Fig. 7.4) and a part which
is antisymmetric, and the response to each forcing superposed. Figure 7.5
illustrates such a solution. To the east of the forcing region, only the
symmetric part of the heating has any effect, and the solution is identical to
that of Fig. 7.3. To the west of the heating maximum, a large asymmetry in
the cyclones either side of the heating region develops, with the cyclone in the
same hemisphere as the heating maximum quickly dominating. This solution
has similarities to the JJA circulation in the Indian region, a point to which
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Fig. 7.5. As Fig. 7.4, but showing the surface pressure and surface wind vectors for
the case of a heating maximum located 10° to the north of the equator.

we will return in the next section. The meridional winds are stronger, with
the result that the zonal mean of the solution shows a significant Hadley
cell straddling the equator. The strongest ascent is in the vicinity of the
heating maximum, north of the equator, and the descent is largely to the
south of the equator in the 'winter' hemisphere. The results have the same
general pattern as the axisymmetric theory of Section 4.2, although, in this
linearized problem, the strong subtropical zonal winds associated with the
Hadley circulation are absent because there is no meridional advection of
angular momentum.

It is as well to conclude this section with a word of warning. The
vertical modal decomposition on which the theory of this section is based
involves linearizing around a state of zero motion. This is a very restrictive
assumption which, strictly, can only be justified for very light winds and
weak forcings. Such solutions do indeed have much the same qualitative
appearance as large scale disturbances observed in the tropical circulation.
But more elaborate nonlinear (and generally numerical) models have to be
used to establish the quantitative details of the response to large amplitude
forcing with general vertical structure. Although waves with structure like
the Kelvin and planetary waves discussed in this section are observed in the
troposphere, their phase speeds and detailed structure do not accord with
the simple theory. The effects of feedbacks between the large scale flow
and moist convection, and more realistic boundary layer processes, have
to be included. These matters are more properly left to a text on tropical
atmospheric dynamics for their fuller discussion.
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7.2 Monsoon circulations

One of the largest and most dramatic steady departures from zonal symmetry
in the tropics is the summer Asian monsoon circulation. The term 'monsoon'
strictly means any seasonal reversal in the circulation. However, the summer
monsoon over India and south-east Asia is such a dominant component of
the circulation, and is of such enormous human and economic importance
that it is often referred to simply as 'the monsoon'. The circulation is
primarily associated with changes in the distribution of heating between
summer and winter. But other effects, such as the feedbacks between large
scale circulation and the release of latent heat in cumulus scale convection,
and the influence of mountains also play an important role, making the
Asian monsoon a complex and still imperfectly understood component of
the JJA circulation.

The essential character of the monsoon is well illustrated by Fig. 7.2.
Throughout the JJA season, a strong anticyclone at 15kPa is centred near
India. The zonal extent of this anticyclone is truly enormous. Its influence
is clear over more than 90 ° of longitude, from North Africa to the western
parts of the Pacific Ocean. Its meridional extent is around 3 000 km. To its
south, strong easterly winds are located near the equator; these make a very
significant contribution to the zonal mean easterlies during this season. The
low level winds, at 85 kPa for example, tend to exhibit a cyclonic circulation.
But the most prominent low level feature is the jet which crosses the equator
along the east African coast and, from there, across the Arabian Sea into
India. The heating was shown in Fig. 3.8(b); the intense maximum over
south-east Asia is one of the most prominent features of this plot. It is
largely associated with the seasonal precipitation in this part of the world
which lends the monsoon its significance for human activities.

The summer monsoon circulation is a thermally driven circulation which
arises primarily from the temperature differences between the hot contin-
ental areas in the summer northern hemisphere and the colder oceans in the
southern hemisphere. This is something of an oversimplification, though, as is
clear from the observations that comparable strong monsoonal circulations
do not feature over other subtropical continental areas such as northern
Australia or South America. There is a complex feedback between the
flow field and the heating, especially through the interaction between moist
convection and large scale flow, which is poorly understood but which is
undoubtedly involved in ensuring that the Asian monsoon is so much more
prominent than the monsoonal circulations over other continents. The special
orography of that particular area also modifies the circulation considerably.
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The result is that the monsoon is a particularly complex weather system. Its
quantitative description is beyond the scope of simple models and probably
requires the use of a full global circulation model to do it justice. As a
consequence, the brief discussion in this section will be mainly descriptive.

Consider, first, the situation shown in Fig. 7.6, in which a hot land mass
lies to the north of the equator, and cooler ocean lies to the south. The
asymmetric Hadley cell discussed in Section 4.2 provides a zonally symmetric
example of such an idealized monsoonal circulation. Low level cross equato-
rial flow is set up by the heating distribution. Under the combined influence
of pressure gradient forces, friction and Coriolis accelerations, air parcels
will have consistently negative relative vorticity, i.e. cyclonic in the southern
hemisphere and anticyclonic in the northern hemisphere. The convergence
of moist air at low levels in the heating region will lead to convection and
release of latent heat, thus giving a positive feedback which will reinforce
the monsoonal circulation. At the same time, the warm anomaly over the
continent implies, by thermal wind balance, increasing anticyclonic vorticity
with height, so that a strong upper anticyclone will overlie the low level 'heat
low'.

Now consider the effect on this circulation of a high mountain barrier
lying across the equator. Such a barrier is provided by the highlands of
east Africa, where the mean height of the continent rises to 1 — 2 km within
a short distance of the coast. The low level barrier provided by these
mountains means that any zonal component of the low level flow is blocked
at the equator. In an effect somewhat analogous to the formation of western
boundary currents in the ocean (see Section 10.5), the northward flow is
concentrated in a low level jet along the foot of the orography. The low
level east African jet is a prominent feature of Fig. 7.2(b). It dominates the
low level flux of mass across the equator in the JJA season. The strong low
level winds are also effective at evaporating water from the Arabian Sea,
strengthening the convection over the northern continent. This provides yet
another positive feedback which amplifies the monsoon circulation.

The Tibetan plateau and the Himalayan mountains also provide an import-
ant element in the observed monsoon, in the form of a total barrier to low
level meridional winds. The ascent and rainfall caused as the low level flow
encounters the mountain barrier both increases the strength of the heating
and confines it to the region south of the Tibetan plateau. At the same
time, it has been suggested that the sensible heating, caused as sunlight is
absorbed by the elevated Tibetan plateau, provides a high level heat source
which strengthens the upper level anticyclone.

The qualitative arguments for the existence of the monsoonal circulation
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Fig. 7.6. Schematic illustration of idealized monsoonal circulations: (a) flow induced
by a hot continent north of the equator and cold ocean south of the equator; (b)
effect of orography across the equator; (c) effect of mountains to the north of the
heating region.

just given are mainly in terms of the feedbacks between the large scale
circulation and the heat source over south-east Asia. However, comparison
of Fig. 3.8(b) with Fig. 7.2 shows that the region of strong heating is quite
localized compared to the extent of the upper level monsoonal anticyclone.
The question arises: what determines the spatial scale of the monsoonal
circulation? The linear arguments of the preceding section provide the most
accessible simple theoretical prediction. The monsoonal circulation is not
unlike the sort of solution shown in Fig. 7.5 which shows the response of
the tropical atmosphere to a heating maximum located to the north of the
equator. The meridional scale is essentially the equatorial Rossby radius,
(2co/j8)1//2. The zonal scale according to this theory is related to the friction
timescale and the zonal components of the group velocity of waves, i.e.,
L = cgxTD. These ideas certainly suggest the observed zonal elongation of
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25.0

Fig. 7.7. Ertel's potential vorticity on the 360 K surface in the monsoon region
during July 1990, computed from ECMWF data by M. Masutani. Shading indicates
values between 0.75 and 1.5 PVU. The region covered by the plot extends from 0°E
to 140 °E and from 20 °S to 50 °N.

the upper monsoonal circulation, but are probably too crude to give very
useful numerical estimates of the scales. It must be recognized that the
monsoonal circulation is highly nonlinear, and so the applicability of linear
theory is dubious. This is illustrated by Fig. 7.7, which shows the Ertel
potential vorticity associated with the upper monsoonal circulation. The
nonlinearity is expressed by the large distortion of the potential vorticity
contours, and the significant angle between the contours and the velocity
vectors.

7.3 Midlatitude storm zones and jets

In the midlatitudes, the distribution of transient eddy kinetic energy, and
other eddy quantities, is not uniform. Rather, the transient activity at
higher frequencies is concentrated in localized regions. Partitioning the data
according to the frequencies of the transients is simply accomplished by
the application of a numerical filter, such as that described in Section 5.1.
We shall separate high frequency transients, whose periods are less than
6-10 days, from low frequency transients with longer periods. Figure 7.8(a)
shows the high frequency eddy kinetic energy for DJF. The field is dominated
by two elongated maxima at midlatitudes, one located over the Atlantic and
one over the Pacific. Much the same pattern is found when other measures of
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eddy activity are considered. Some examples of these are shown in the other
parts of Fig. 7.8. A similar pair of maxima are seen in the geopotential height
variance. The temperature fluxes suggest that the maxima in kinetic energy
are closely associated with baroclinic instability. For example, Fig. 7.8(c)
shows the vertical temperature flux at 70kPa. This is upwards nearly
everywhere, but has maximum values near the western end of the kinetic
energy maxima. As we saw in Section 5.3, such upward temperature fluxes
are a necessary condition for the conversions of available potential energy
into kinetic energy. Finally, Fig. 7.8(d) shows the poleward momentum flux,
urvf at 25kPa. The largest values are again found close to the maxima in
eddy kinetic energy. This time, however, the pattern is rather more complex.
Large poleward momentum flux is found to the south and near the eastern
end of the kinetic energy maxima. Poleward of this location, there is a
weaker maximum of equatorward momentum flux.

The association between baroclinic energy conversions and the maxima of
transient eddy activity suggests that there may be a link between synoptic
weather systems and the distribution of eddy activity. Indeed, this turns out
to be the case. Figure 7.9 shows the tracks of the surface centres of major
depression systems observed during a particular winter over the Atlantic.
Superimposed is the 90 m variance contour of the 25 kPa geopotential height.
The cyclogenesis region lies towards the westwards extremity of the high
pass eddy activity maximum, close to the eastern coast of North America.
Thereafter, the tracks of the depressions tend to run close to the major axis
of the geopotential height variance. The cyclones are observed to decay and
fill mainly towards the eastern side of the Atlantic, where the levels of eddy
activity are observed to decline. The close association between depression
tracks and the high pass filtered eddy variances have led to the latter being
called 'storm tracks'. A similar association is found for the Pacific storm
track.

The occurrence of discrete storm tracks is presumably related in some
way to the strong zonal variations of the surface properties in the northern
hemisphere. We will consider exactly how this might operate in the next
section. The southern hemisphere is more uniform in its surface properties,
especially at latitudes south of 40 °S, where most of the baroclinic energy
conversion takes place. Yet a structure analogous to the northern hemisphere
storm tracks is still observed. Figure 7.10 is similar to Fig. 7.8, except that
it shows the southern hemisphere during the winter (JJA) season. There is a
distinct maximum in the high pass filtered eddy kinetic energy in the southern
Atlantic and Indian Oceans, and a relative minimum in the southern Pacific.
Other high pass eddy statistics show much the same variation along this
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(a)

Fig. 7.8. Various high pass filtered transient eddy statistics for the northern hemi-
sphere, DJF period. Based on six years of ECMWF data, (a) Eddy kinetic energy,
(ua + i/2)/2. Contour interval 25m2s~2, values in excess of 100m2s~~2 shaded, (b)

Geopotential height variance, Z'2 . Contour interval 15 m, values in excess of 90 m
shaded.
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Fig. 7.8 (cont). (c) Vertical eddy temperature flux, cofTf. Contour interval
0.05KPas"1, values less than —0.2KPas"1 shaded, (d) Northward momentum
flux, wV. Contour interval 10 m2 s~2. Dashed contours indicate equatorward mo-
mentum flux.
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Fig. 7.9. The tracks of low pressure centres over the North Atlantic for the period
December 1985 to February 1986. The shading indicates the region where the high
frequency Za exceeded 90 m in the ECMWF analyses for the same period.

'storm track' as observed in the northern hemisphere, namely, the elongated
maximum in geopotential height variance, the large vertical temperature
flux at low levels, and the dipolar structure of the poleward momentum flux
towards the downstream end of the storm track. Attempts to correlate the
tracks of synoptic systems with the variance maximum are less successful
than in the northern hemisphere. There is a tendency for the cyclonic systems
to spiral polewards from cyclogenesis regions on the equatorward flank of
the 'storm track' to decay regions in the 'circumpolar trough', the region of
low pressure around the Antarctic coast. Partly at least, this is the result
of attempting to identify the centres of synoptic weather systems by means
of extrema in the surface pressure field. Because the surface wind field is
strong around the southern hemisphere baroclinic zone, there is a natural
tendency for centres of low pressure to be displaced poleward of the vortex
centre, and for centres of high pressure to be displaced equatorward. But,
partly, it seems that this spiral trajectory of weather systems is real. Perhaps
it would be better to describe the regions of large high frequency variance
as 'storm zones' rather than 'storm tracks'. However, the latter nomenclature
is in general use despite being rather misleading.

Each of the three major storm zones has a distinctive seasonal behaviour.
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The Atlantic storm track is most pronounced during DJF and least pro-
nounced in JJA. Its actual location varies very little. The Pacific storm track
is at its most intense during the transition seasons, MAM and SON, is
rather weaker during DJF and is much weaker during JJA. Thus, there is
a clear semi-annual as well as annual cycle in its behaviour. The southern
hemisphere storm track shows rather little seasonal variation, though it is
at somewhat lower latitudes during DJF than the remaining seasons, and is
marginally more intense during MAM. Once again, the seasonal cycle has a
semi-annual as well as an annual component. The most significant feature
is that, for all three storm zones, the location of the beginning of the zone
seems to be independent of season, even though the intensity and length of
the storm zone varies.

The storm zones occur in association with major jet streams in the tropo-
sphere. Particularly in the northern hemisphere winter, the zonal flow varies
considerably with longitude. Fig. 7.11 shows the mean wind speed, averaged
with respect to pressure, in both hemispheres for DJF and JJA. In the
northern hemisphere winter, the most prominent jet is located in the western
Pacific, with a shorter and weaker jet over the east coast of North America
and the west Atlantic. A third jet is located over Arabia. In the summer,
the jets are much weaker, but occur in much the same places. The southern
hemisphere jet has a much smaller seasonal cycle. It is strongest over the
southern Atlantic and Indian Oceans. Particularly in winter (JJA), there is
a minimum of wind speed in the vicinity of New Zealand, with the depth
averaged flow splitting to north and south. Comparison between Fig. 7.11
and the various transient eddy quantities shown in Figs 7.8 and 7.9 reveals
that the northern hemisphere storm zones are most intense near the longitude
of the jet exits, but rather on their poleward flanks. The Atlantic storm zone
conforms most closely to this pattern. In the southern hemisphere, the storm
zone is much longer, and it begins roughly in phase with the acceleration of
the depth average wind. If anything, the strongest eddy activity is slightly
towards the equatorward side of the jet. Because the Atlantic storm zone is
rather better observed, and certainly more fully documented than the other
major storm zones, writers have a tendency to regard it as the 'normal' storm
zone from which the Pacific and southern hemisphere storm zones deviate
to some extent. But it could equally be that the Atlantic storm zone is the
anomalous one.

In Section 5.5, the lifecycle of a single idealized baroclinically unstable
disturbance was described. The growing phase of the wave was charac-
terized by large poleward and upward temperature fluxes, associated with
the conversion of available potential energy to eddy kinetic energy. As the
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(a)

(b)
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Fig. 7.10. As Fig. 7.8, but showing the southern hemisphere during the JJA season:
(a) Eddy kinetic energy, (u/2 +1/2)/2; (b) Geopotential height variance, Za .
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Fig. 7.10 (cont.). (c) Vertical eddy temperature flux, co'T'; (d) Northward momentum
flux, u'v'. Plotting conventions as for Fig. 7.8 except for (c), where the contour interval
is 0.02KPas"1 and values less than 0.1 KPas"1 are shaded.
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(b)

Fig. 7.11. The zonal wind speed, averaged with respect to time and pressure between
100 kPa and 15kPa. Contour interval 5 ms"1. Shading indicates values in excess of
20 ms"1: (a) northern hemisphere, DJF; (b) northern hemisphere, JJA.
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(d)

Fig. 7.11 (cont.). (c) southern hemisphere, DJF; and (d) southern hemisphere, JJA.
Based on six years of ECMWF data.
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wave saturated and entered its decay phase, these temperature fluxes became
relatively small, but 'barotropic decay' involving strong conversions from
eddy to zonal kinetic energy became important. These conversions require
large poleward temperature fluxes, with convergence of zonal momentum
into the latitude of the main tropospheric jet. The reader will realize that this
description of the variations of eddy fluxes and variances in time through
a baroclinic lifecycle is very similar to the variations of the eddy fluxes
and variances in space as one passes along any one of the three major
tropospheric storm zones. For the short Atlantic storm zone, the disposi-
tion of cyclone tracks, with cyclogenesis concentrated near the western end
of the zone, and cyclolysis towards the eastern end, makes this interpreta-
tion straightforward. The length of the storm zone represents the distance
across which a typical North Atlantic depression develops and decays. The
much longer southern hemisphere storm zone must be interpreted rather
differently. Cyclones tend to spiral polewards across this storm zone; there
is a greater preponderance of developing cyclones in the section through
the Atlantic and western Indian Oceans and a preponderance of decaying
systems at the eastern end of the zone.

The concentration of active, growing eddies in the storm track regions sug-
gests that one might expect these regions to be more baroclinically unstable.
Linear theory leads to some possible measures of baroclinic instability. For
example, the growth rate of the most unstable baroclinic mode is, according
to Eady's theory:

(see Eq. (5.52)) where U is the basic state zonal wind field. Figure (7.12)
shows a plot of this quantity, with dU/dz taken as d | v \/dz9 evaluated
between 70kPa and 85kPa during the northern hemisphere winter. Maxima
in the growth rate are seen near the start of the Atlantic and Pacific storm
tracks.

7.4 Interactions between transient and steady eddies

The aim of this section is to seek an explanation of why the midlatitude
cyclone belt is broken into discrete storm tracks. In fact, much of the discus-
sion will concern consistency relationships between the various circulation
statistics; it is much more difficult to make firm statements about causal
relationships. This requires more complex analyses of data, or, increasingly,
numerical experimentation.
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Fig. 7.12. Contours of the Eady baroclinic growth rate at 77.5 kPa, as defined by
Eq. (7.11), for the DJF season. Regions which are beneath the ground surface have
been blacked out. Contour interval 0.1 day"1, values greater than 0.5 day"1 shaded.
Based on six years of ECMWF data, (courtesy P.J. Valdes.)

We saw in the preceding section how the northern hemisphere storm tracks
are associated with the major tropospheric jet streams. This relationship is
indeed consistent with the distribution of cyclogenetic regions around a jet
stream, and is not merely a matter of chance association. At the level of
quasi-geostrophic theory, the time mean zonal momentum equations can be
written:

= fVa (7.12a)

v • Vv = — fua (7.12b)

These equations may be thought of as describing the variations of the
ageostrophic part of the wind as one follows the time mean track of fluid
parcels. For the purposes of the present argument, variations of / are
unimportant compared to variations of the wind speed. The jet streams
have a predominantly zonal orientation, are generally more or less straight
and are most intense near the tropopause. Consider Eq. (7.12a). This rela-
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tionship suggests that there is likely to be poleward ageostrophic flow in
the entrance to jets, and equatorward ageostrophic flow in the exit regions.
The ageostrophic wind will be small away from the jet. Figure 7.13 shows
the wind speed and ageostrophic wind vectors for the upper level northern
hemisphere troposphere in DJF. It confirms this general pattern rather nicely.

This ageostrophic wind field is divergent on the equatorward flank of the
jet entrance and on the poleward flank of the jet exit. Continuity requires
that there must be ascent at midtropospheric levels below these divergence
regions. (The high static stability of the levels above the jet core means that
the vertical velocities induced in the stratosphere will be much smaller.) Thus
meridional circulations will be set up in the jet entrance and exit regions,
with midtropospheric ascent on the equatorward flank of the jet entrances
and the poleward flank of the jet exit. In both these regions, there will
be generation of cyclonic vorticity by vortex stretching at low tropospheric
levels, and hence a tendency to cyclogenesis. The Eady model of baroclinic
instability, discussed in Section 5, suggests that the growth rate of the most
unstable baroclinic disturbances is proportional to the Coriolis parameter
/ (see Eq. (5.52)). So the cyclogenetic effect is likely to be particularly
pronounced at higher latitudes, that is, on the poleward jet exit.

These arguments will be familiar to synoptic meteorologists. They are
an application to the time mean flow of 'development theories' which were
elaborated in the pre-numerical weather forecasting era to identify regions
where generation or deepening of cyclone systems was likely to occur.
They suggest that the meridional circulation associated with the major
tropospheric jet streams will favour baroclinic instability in the jet exits,
where the observed storm tracks are located. Whether this effect alone is
capable of generating the observed storm tracks is another matter. Indeed,
one could just as well argue that the existence of a region of enhanced
baroclinic instability would reduce the vertical wind shear, and hence lead
to a jet exit at upper levels.

Let us now consider the properties of the transient eddies themselves. We
will treat the upper tropospheric flow as approximately two-dimensional and
nondivergent. The correlations between the two fluctuating components of
the wind can be written in tensor notation as:

which can be written as the sum of a diagonal and a symmetric tensor:

M N(K ON (
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5.0

Fig. 7.13. Isotachs of the mean wind at 25kPa for the DJF period, northern
hemisphere, together with vectors of the ageostrophic wind at the same level.
Contour interval 10 ms"1, with values greater than 30 ms"1 shaded. The sample
vector represents 5ms"1. Based on six years of ECMWF data.

where K = {ua + v'2)/29 M = (ua - v'2)/2 and N = u'v'. The first tensor
measures the kinetic energy of the transient eddies. The second also has an
immediate physical interpretation: it yields information about the shape of
eddies which can be derived using the formulae of Section 5.2. We will refer
to this second tensor as the 'anisotropy' tensor. The tilt of the eddies is given
by Eq. (5.10). If the velocities are referred to axes rotated through the angle:

1 N
(7.15)

that is, to axes parallel to the major and minor axes of the eddies themselves,
then the anisotropy tensor is diagonalized. The component of eddy velocity
parallel to the major axis of the eddy is denoted u\ while that parallel to
the minor axis is vf. The mean departure of the eddies from circularity is
measured by these diagonal elements, which have magnitude M = (M2 +
iV2)1//2. The quantity M/K may be thought of as a dimensionless measure
of the eddy anisotropy, varying from 0 when the eddies are exactly circular,
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and tending towards 1 when the eddies are so elongated that va tends to
zero.

The properties of the velocity correlation tensor can be summarized in a
single plot, in which contours of K are plotted on top of vectors showing
the direction of the principal axis of extension of the mean transients, and
whose length is proportional to M. Figure 7.14 compares the results for
the high frequency transients with those for the low frequency transients for
the northern hemisphere winter. The high frequency eddies are strongest in
the two storm track regions, over the Pacific and Atlantic Oceans. They are
extended in the meridional direction, but towards the end and to the south
of the storm tracks, they develop stronger tilts. The low frequency eddies are
mainly zonally elongated; there is a tendency for the largest values to be in
the jet exit regions. We will return to the topic of low frequency variability
in Chapter 8.

A primary concern of all these studies is the way in which the mean
flow v is modified by the eddies and their transports. This becomes more
complicated in the case of a flow which varies in the zonal as well as in
the meridional direction. A possible approach would start with Eqs. (7.12a,
b), ignoring friction, with the winds are expressed as a sum of mean and
transient eddy parts:

v • Vu + @*/2)x + (W)y = fva, (7.16a)

v • W + (n't/)* + (v*)y = -fua. (7.16b)

A given transient eddy forcing might be balanced either by accelerations of
the mean flow (the first terms on the left hand side of these equations) or
by an ageostrophic flow. Indeed, the largest eddy term in these equations
proves to be {vf2)y, and this will principally be balanced by fua, not by
variations of the mean flow. The ageostrophic wind can be removed from
the balance by combining Eqs. (7.12a, b) to give a vorticity equation. The
changes of the mean vorticity would be balanced by the divergence of the
eddy vorticity fluxes. This is not a very practical solution, since such vorticity
flux divergences involve taking very high derivatives of a field which is likely
to be noisy anyway. The components of the eddy anisotropy tensor provide
a way round these difficulties.

The time mean vorticity equation without friction can be written:

v-VC + V-(VC7)=0. (7.17)

After a certain amount of manipulation using £' = vx — uf
y, the transient
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25.0
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25.0

Fig. 7.14. The velocity correlation tensor for the DJF season at the 25kPa level: (a)
high frequency eddies; (b) low frequency eddies. Contours show X, contour interval
50m2s , while the vectors are parallel to the major axis of A and with length
proportional to M; the sample vector has length 25m2s~2. Based on six years of
ECMWF data.
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eddy vorticity flux divergence can be written:

7? = (-My + NX9 -Mx - Ny), (7.18)

so that:

" " = ~2MXy + NXX - Nyy. (7.19)

Now it is seen from plots of the variances and covariances of u! and v'
presented in the last section that | N |<C| M |, and, furthermore, that the
maxima in the high frequency eddy statistics tend to be elongated in the
zonal direction. From this, it follows that | Nxx |<C| Nyy |. Neglecting the Nxx

term in Eq. (7.19) enables the eddy vorticity flux divergence to be rewritten:

rs

V-^C 7 ) -—(V-E) , (7.20a)
dy

where the 'vector' E is defined as

E = (-2M, -AT) = (1/2 - u'2, -u'v'). (7.20b)

Figure 7.15 illustrates the pattern of mean flow forcing associated with the
distribution of E. A local region where E converges will be characterized by
the forcing of anticyclonic vorticity to the north of the convergence region
and cyclonic vorticity forcing to the south. The signs are reversed for a region
of divergence. The net effect is that convergence is associated with easterly
acceleration of the mean flow and divergence with westerly acceleration. The
components of E are reasonably smooth, so plotting vectors of E gives a
fairly clear picture of its pattern of convergence or divergence.

The orientation of the E vector is closely related to the orientation of the
eddies themselves. The direction which the E vector makes with the x-axis
is tan"1 (Af/2M), while the angle made by the major or minor axis of the
eddies is \ ta.n~l(N/M). When | N | < | M |, these angles are equal, and, in
fact, the difference between them is only 5% when N is as large as M/2.

One further interpretation of the components of the E-vector will be
discussed before turning to an examination of the observed data. They can
be related to the group velocity of the transient disturbances. The arguments
are essentially those already developed in Section 6.5, especially Eq. (6.65).
The group velocity of Rossby waves in a flow which varies in both the x-
and y-directions can be written:

/ 2 ) 2 S (7.21a)
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divergence E

anticyclonic

convergence

Fig. 7.15. The forcing of the mean flow by convergence and divergence of the
E-vector.

(7.21b)
-*y " • (fe2 + /2)2

Then, assuming that the scale of variations of the time mean flow is large
compared to the scale of individual disturbances, and assuming that the
eddies can be represented by sinusoidal disturbances, we may write

M (l2-k2) N 2kl

It then follows that:

/ 2 ) 2 '

- v) = {-Mly x, -Mlx -

(7.22)

(7.23)

Choose local coordinates in which the x-axis is parallel to contours of the
time mean absolute vorticity, £. Generally, the £ contours will only make a
small angle 9 with the latitude circles. The transformed M and N are given
by

(M, JV) = (M cos 26 + N sin 26, -M sin 26 + N cos 26) (7.24)

(see Eqs. (5.8a, b) and (5.9)). In these rotated coordinates,

(7.25)
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Fig. 7.16. The directions of the eddy axes, the E-vector and the group velocity
relative to the mean flow for some typical eddies.

That is, the angle between the group velocity relative to the mean flow and
the C contours is approximately twice the angle tan~1(AT/2M) between the £
contours and the E-vectors. Figure 7.16 illustrates the relationship between
some typical eddies and the directions of the E-vector and the relative group
velocity vector. We conclude that, knowing the E-vector, we can summarize
information about the typical shape of the eddies, the interaction between
the eddies and the mean flow and the direction of the group velocity vector.
The latter is perhaps the least satisfactory application of the E-vector, but it
is still of qualitative value. Other, more exact diagnostics, have been devised,
but they are generally much more difficult to calculate.

Figure 7.17 shows an example of the E-vector, for the high frequency
eddies in the northern hemisphere winter. The fields have been averaged
in the vertical. The vectors are orientated more or less from west to east,
with largest magnitude downstream and slightly poleward of the main jet
core. At the end of the storm tracks, the vectors develop a more meridional
component, particularly to the south. These features should be compared
with the maps of the various transient velocity variances and covariances
and with the maps of the mean major axes of the eddies shown in Fig. 7.14.
In terms of the forcing of the mean flow, the eddies appear to be reinforcing
the existing jet streams. The E-vector shows divergence, implying westerly
acceleration, in the region of the jet cores. The maximum divergence is
in fact rather poleward of the jet axis, so it is clear that other processes,
manifested by time mean ageostrophic circulations, must also act to generate
the observed jets. In the eastern part of the ocean basins there is convergence
of E, or easterly acceleration. These regions are where the westerly jet is
weaker. Indeed, these regions are characterized by blocking episodes, when
the westerly flow can reverse for periods of several days to some weeks. The
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Fig. 7.17. The mean DJF high frequency E-vectors for the northern hemisphere,
averaged with respect to pressure. The sample vector represents 25m2s~2. The
contours show u , also averaged with respect to pressure, contour interval 10 ms"1,
with values in excess of 20 m s"1 shaded. Based on six years of ECMWF data.

E-vector diagnostics suggest that interactions with transient eddies are an
important element in initiating and maintaining such blocking episodes.

The two-dimensional theory outlined above is useful in providing a con-
ceptual framework for the general interaction between eddies and a zonally
varying flow. Furthermore, if the flow is integrated in the vertical, in order
to isolate the barotropic part of the circulation, the thermal effects of the
eddies integrate to zero, leaving just the effects of these mechanical forcings
by the eddies. However, if one is concerned with a particular level in the
atmosphere, thermal effects may be large, and the two-dimensional theory
must be extended. Within the quasi-geostrophic system, such an extension
is provided by considering the forcing of quasi-geostrophic potential vorti-
city, rather than simply the vorticity, as was done above. Similarly, the
quasi-geostrophic potential vorticity equation yields formulae for both the
vertical and horizontal components of group velocity, thus enabling rela-
tionships between the eddy statistics and the propagation of wave activity
to be derived.

Only the main results of this line of argument are summarized here. The
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three-dimensional generalization of the E-vector is:

E = ( va - u'2, -W, —J
T7W ) . (7.26)

V sz )
The meridional and vertical components of this vector are simply the two
components of the Eliassen-Palm flux, introduced in Section 6.5. The zonal
and meridional components are the components of the barotropic E-vector
defined in Eq. (7.20b). We conclude that the E-vector is a generalization of
the Eliassen-Palm flux to three-dimensional flow. The interaction between
the three-dimensional E-vector and the mean flow is given by:

V • (vV) ~ — (V • E), (7.27)

where q is the quasi-geostrophic potential vorticity. Clearly, this represents
a generalization of Eq. (7.20a). A similar parallel exists with Eq. (7.25):

* ^ ( * » - v) = - M - - , , -JV, - 4 t / 0 ' . (7.28)
2 i w r g v ~ v 2s2?

Here the tilde means that M and N are referred to axes which are parallel and
normal to the q contours. If the term Qr2/{2s2) in the zonal component of the
right hand side can be neglected, then this reduces to the three-dimensional
E-vector. In fact, 6'2/(2s2) is not much less than M in the troposphere;
nevertheless, Eq. (7.28) suffices to give at least a qualitative description of
the group velocity vector. Now consider the typical distribution of E in a
storm track. The vertical component is largest at low levels towards the
westward end of the storm track. The horizontal components are largest
at upper tropospheric levels in the middle and eastward sections of the
storm track. The meridional component is particularly large towards the
eastern end. It follows that a fairly full description of the three-dimensional
E-vector can be obtained by plotting contours of hf(vf6f)/s2 at low levels
superimposed upon vectors showing the horizontal components of E in the
upper troposphere. Such a plot for the Atlantic storm track is shown in
Fig. 7.18.

All this discussion does not take us much closer to an explanation of
why storm tracks are seen in their observed locations. Indeed, the poleward
heat flux carried by baroclinic waves suggests that the temperature gradients
should be weakened after the passage of such a system, making further
baroclinic developments in the same region less likely. Yet the opposite is
clearly the case: systems tend to follow one another along the same 'storm
track'. The E-vector suggests that the large scale barotropic circulation
induced by a maximum of the transient eddy activity, illustrated in Fig. 7.15,
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Fig. 7.18. The three-dimensional E-vector for the DJF Atlantic storm track. Con-
tours show hf(v'9')/s2 at 70kPa (contour interval 0.5Pams~2), while the vectors
show (i/2 — u2, —u'v') at 25kPa; the sample vector represents 40m2s~2. Based on
six years of ECMWF data.

will tend to tighten the gradients of potential temperature (or any other
conserved tracer) upstream of the maximum and to weaken it downstream
of the maximum. This effect could offset the direct temperature transports
by the eddies themselves, and suggests that any zonally uniform baroclinic
zone might tend to break into isolated patches of more intense eddy activity.
But, appealing purely to interactions between the transient eddies and the
zonal mean flow, there is no reason why these patches should be stationary
with respect to the Earth's surface.

It seems that further interactions between the steady waves forced by
orography, land-sea contrasts, etc., and the transients must ultimately be
responsible for locking the storm tracks to particular geographical locations.
As we saw in Chapter 6, the main processes which generate stationary waves
in the atmosphere are the forcing of Rossby waves by mountains and by
isolated heat sources. In Chapter 6, we largely restricted our discussion to the
response of a barotropic atmosphere to such forcings, a restriction justified
by the remarkable similarity between the stationary wave pattern forced
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in that simple model and the observed steady waves. But to discuss the
zonal variations of baroclinicity, measured, for example, by the Eady growth
rate, Eq. (7.11), the baroclinic response of the atmosphere to forcing must
be considered. This is a more difficult technical problem because such an
atmosphere is dominated by baroclinic instability; in any time integration
of a linear baroclinic model, the unstable modes will quickly swamp the
neutral stationary modes. However, such calculations that isolate only the
steady response to forcing have been carried out. They reveal that the zonal
variations of baroclinicity are not particularly large when the forcing of
stationary waves is just due to orography. Similarly, the mechanical forcing
of the mean flow by the baroclinic eddies has only a weak effect in modifying
the baroclinicity, although it does increase the baroclinicity at the start of
the storm track slightly. This confirms the feedback between the transients
and the mean flow mentioned above, but suggests that it is fairly weak. A
much more important effect comes from the forcing of three-dimensional
steady waves by the midlatitude distribution of heating. This has a strong
maximum in the storm track regions, as shown in Fig. 3.8(a). It is largest at
lower tropospheric levels, with weak cooling above 50 kPa and to the north
of the storm tracks.

Figure 7.19 shows the result of one such linear calculation. Here, the
time and zonal mean DJF northern hemisphere flow has been forced by
the observed heating in the sector 80 °W to 20 °E, shown in Fig. 7.19(a).
The upper level streamfunction, Fig. 7.19(b), shows a train of Rossby waves
propagating out of the storm track into the tropics, in accordance with the
ideas of Section 6.2. But this structure is truly baroclinic; the low level stream
function perturbation has a rather different pattern, implying that there is a
significant temperature perturbation associated with the propagating wave.
As a result, the low level baroclinicity, Fig. 7.19(c) varies sharply across the
storm track region, reproducing the observed pattern shown in Fig. 7.12
rather well.

In itself, this result does not really explain the location of the storm
tracks. The pattern of heating used to perturb the zonal flow derives largely
from the release of latent heat in vigorously developing baroclinic systems.
Thus there is a strong feedback between the developing systems and the low
level baroclinicity which tends to break the midlatitude baroclinic zone into
discrete storm tracks. The question is why this feedback should be so
marked in the observed locations and not elsewhere. Various possibilities
exist which are connected to the contrast between continents and oceans.
One is simply the reduced surface drag over the oceans compared to that
over the continents. In a region of uniform baroclinicity, such a reduction in
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drag could lead to significantly faster growth rates. The other is the forcing
by the ocean surface temperatures. The start of the Atlantic storm track
is coincident with the confluence of warm water from the Caribbean, with
much colder water which has flowed south from the Arctic waters around
Greenland. These warm subtropical waters provide a major source of water
vapour which can release latent heat when it is condensed in frontal regions.
But, as we shall see in Section 10.5, the currents in the upper ocean are
largely driven by wind stresses imposed by the overlying atmosphere. The
wind stresses represented schematically by the eddy induced circulations
shown in Fig. 7.15 are in fact those needed to drive the warm Gulf Stream
in the Atlantic and the warm Kuroshio current in the Pacific. It seems that
the tropospheric storm tracks are indeed self-sustaining. They owe their
permanence to feedbacks involving moist processes in frontal regions, and to
the feedbacks between the ocean surface temperature and the surface wind
stress. The continental boundaries serve to fix the geographical locations of
these feedbacks.

7.5 The global transport of water vapour

Water vapour is the most important variable constituent of the Earth's at-
mosphere. Its distribution and transport determines rainfall, and therefore it
is of great practical concern for agriculture and other human activities. From
a scientific point of view, huge amounts of heat energy go to evaporating
water which can be released when condensation of liquid water occurs. It
is this process which is largely responsible for the highly localized pattern
of heating in the tropics, and it is also at least an element in the dynamics
of the midlatitude storm tracks. Furthermore, water vapour and clouds
profoundly modify the radiative transfer properties of the atmosphere. The
resulting feedbacks represent perhaps the greatest uncertainty in modern
global circulation modelling.

The concentration of water vapour is measured by the humidity mixing
ratio r, defined in Section 1.1 as the ratio of the mass of water vapour in
an air sample to the mass of dry air. In the absence of precipitation or
evaporation, the humidity mixing ratio of a sample of air is conserved. More
generally, a suitable equation for the humidity mixing ratio is:

% + • ' Vr = E - F, (7.29)
ct

where E is the rate of evaporation and P is the rate of precipitation of water
vapour. For some purposes, this equation might be refined by treating the
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Fig. 7.19. The steady linear response of the DJF northern hemisphere circulation
to forcing by the observed heating within the Atlantic storm track region, (a) Cross
section of the heating averaged through the sector from 80 °W to 20 °E, contour
interval 0.25 K day"1, (b) Streamfunction perturbation \p* at 20kPa, contour interval
1.5 xlO^s"1.
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(0

Fig. 7.19 (cont.). (c) The Eady growth rate, Eq. (7.11), for the perturbed flow.
Contour interval 0.1 day"1. (From Hoskins & Valdes 1990.)

liquid water suspended in cloud droplets separately. A representation of the
microphysical processes whereby droplets coalesce and grow, leading to their
eventual precipitation, may then be included among the governing equations.
Such schemes are attempted in some numerical models of the atmosphere.
But for our purposes, it will be sufficient to suppose that water is either in
the vapour state or else it is precipitated out of the atmosphere. Thus E is
small except near the Earth's surface. On the other hand, P is large at mid-
tropospheric levels. Thus it is clear that one effect of the global circulation
must be to transport water vapour away from the Earth's surface. It must
also transport water vapour away from the principal evaporation regions
over warm ocean surfaces to cooler and drier regions.

The time and zonal mean distribution of r, [r], is shown in Fig. 7.20. There
is considerable variation of [r] over the meridional plane, with large values
of as much as 1.8 x 10~2 at lower levels in the tropics. At higher levels
and latitudes, the concentrations of water vapour are very much smaller,
dropping below 10~3 at the 50kPa level, and falling as low as 10~6 in the
stratosphere. These large variations of humidity mixing ratio largely reflect
the distribution of [T]. The saturation vapour pressure of water vapour, eS9 is
a function of temperature only, and is determined by the Clausius-Clapeyron
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equation:

de
s

where L is the latent heat of evaporation of water and Rv is the gas constant
for water vapour. If L is assumed independent of temperature, which is
an approximation which is adequate for our present purposes, Eq. (7.30) is
straightforwardly integrated to give:

A ( J r ) } ,7.3,)

Here, e^ is the saturated vapour pressure at some reference temperature To.
For To = 273 K, e& = 611 Pa. Thus the saturated vapour pressure increases
very roughly exponentially with temperature, doubling every 10 K or so. The
saturated humidity mixing ratio rs is then given by:

Res n ~v
rs = —— -. (7.32)

Rv(p-es)
 K }

Comparison of Fig. 7.20 with a cross section of [f ] shows that despite
its very low humidity mixing ratio, air in the upper tropical troposphere is
nearly saturated. As we shall see in Chapter 9, the low humidity of the
stratosphere is because the primary transport of air from the troposphere
into the stratosphere is across the tropical tropopause, where the temperature
is a minimum. Thus, the typical stratospheric r is controlled by rs at the
tropical tropopause. The seasonal variations of [f] at lower levels largely
reflect the seasonal variations of temperature. The maximum [r] is at low
levels in the summer hemisphere. The seasonal cycle is more pronounced
over the northern hemisphere, a result of the very large seasonal cycle of
low level temperature, and hence humidity mixing ratio, over the continental
interiors, particularly over central Asia.

Before proceeding further with an analysis of the distribution and transport
of water vapour, we should review the errors encountered in measuring the
global water vapour field. Routine measurements of r are almost entirely
based upon the radiosonde network. Although satellite radiometers do
detect emission bands of water vapour, these only give information about
the temperature and concentration of water vapour in the upper troposphere.
Figure 7.20 shows that more than half the water vapour is below 85 kPa.
A new generation of microwave sounders should give information about
the vertically integrated wave vapour abundance, though information about
its vertical distribution will not be available. These techniques are now
operational, but it will be several years before they can contribute to a
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Fig. 7.20. Cross section of humidity mixing ratio [r] for (a) December 1991 -
February 1992; and (b) June - August 1991. The contour interval is 10~3, and
shading indicates values in excess of 10~2. (Based on an unpublished analysis of
ECMWF data by J. Dodd.)

detailed climatology of water vapour. As far as the radiosonde network
itself is concerned, each sonde will observe a detailed and accurate profile
of r during its ascent through the lower troposphere; the accuracy of the
measurement declines in the upper troposphere and stratosphere. But the
radiosonde network is highly biased to northern hemisphere land areas. The
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water vapour field over the oceans and in the tropics is much more poorly
observed. Even in regions where the network is good, problems are still
encountered as to how representative a given ascent might be. Water vapour
concentrations vary considerably on short spatial scales, and there is no
guarantee that a single ascent will be typical of a broader area. Indeed, it
is clear that an ascent which passes through a cloud layer will give a very
different humidity profile from a neighbouring ascent which passes through
cloudless air.

The analysis phase of a numerical weather prediction cycle will generate
a detailed moisture field. Over ocean areas, this will consist of almost
undiluted background field, and so it should perhaps have more the status
of a numerical simulation than of an analysis of observations. Indeed,
experiments with numerical weather prediction models suggest that the
patterns of rainfall produced during the forecast are not very sensitive to the
initial moisture field. For example, simply setting the initial relative humidity
to be a constant 70% everywhere does not lead to much poorer rainfall
forecasts, at least after an initial period of adjustment, than does attempting
a full analysis of r.

Direct measurements of the E and P terms in Eq. (7.29) are also limited
in coverage and accuracy. Precipitation is monitored in detail over land
areas, but is extremely difficult to estimate over the oceans. Even over land,
local effects of orography, etc., make for for very large variations of P over
small distances, so there are problems with establishing how representative
particular measurements might be. Only relatively few stations are equipped
to make direct measurements of E; because of the very strong dependence
of E on surface vegetation and other properties, it is again difficult to say
how representative such measurements might be. Indeed, E is probably best
inferred as a residual between the transport and precipitation terms, rather
as was done in Section 3.4 with the thermodynamic equation in determining
the heating.

With these reservations in mind, we turn now to consider the three-
dimensional distribution of water vapour in the atmosphere. Fig. 7.21 shows
the time mean, vertically integrated water vapour abundances for DJF and
JJA. The dominant variation is between equator and pole, as suggested by
Fig. 7.20. But there are also substantial variations around latitude circles.
Some of these are related to orography; there is much less water vapour
above a mountain than above a lowland area because of the rapid decrease
of f with height. But there is a general tendency for the water loading to
be lower over the continental interiors than over the oceans in the middle
and higher latitudes. In the tropics, there are important variations related to
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Fig. 7.21. Vertically integrated water vapour abundance for (a) December 1991 —
February 1992; and (b) June, July and August 1991. Contour interval 5kgm~2, with
shading denoting values in excess of 40 kg m~2. (Based on an unpublished analysis
of ECMWF data by J. Dodd.)

the fluctuations of sea surface temperature, and hence to E. As mentioned
above, this effect is especially marked over central and north-eastern Asia,
which is extremely dry in winter.

A major feature is seen in JJA over south-east Asia. The largest values of
f are found over the Bay of Bengal, with an extended region where it exceeds
50kgm~2 over India and south-east Asia. This maximum is an important
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part of the monsoon circulation. It reflects a mean convergent flux of low
level moisture into this region from the surrounding ocean areas, especially
the Arabian Sea. The availability of this moisture leads to convection and
latent heat release. A marked maximum in the atmospheric heating rate was
shown in Fig. 3.8(b); such heating in turn drives the motions responsible
for the monsoon. These processes were described in Section 7.2. Such a
feedback between latent heat release and the large scale motion field is a
crucial aspect of many tropical circulation systems.

The fluxes of atmospheric water vapour are shown in Figs. 7.22 and 7.23.
The first shows the mean vertically integrated flux of water vapour by the
atmospheric flow, that is:

g
The transport of water vapour by the zonal winds is dominant, with a strong
westward transport throughout the tropics and an eastward transport in the
midlatitudes that is only about half as strong as that in the tropics. The
zonal flow is stronger in the midlatitudes, but the typical values of r are
considerably smaller. Throughout the tropics, there is a general divergence of
Fm over the oceans and convergence over the continents. In the midlatitudes,
maxima of the eastward and poleward transport of water vapour are associ-
ated with the storm tracks. The total flux is roughly parallel to the storm
track axis. Especially notable is the strong flux of water vapour in the JJA
season from the Indian Ocean into south-east Asia, reflecting the low level
wind pattern associated with the monsoonal circulation.

The depth integrated transient flux Ft9 defined as

F, = [P'W^9 (7.34)
Jo g

is shown in Fig. 7.23. This is dominated by the midlatitude storm tracks. The
transient fluxes in the midlatitudes are in a quite different direction from the
total fluxes. Instead of being roughly parallel to the storm track axes, they
are nearly at right angles to it, with strong poleward and westward fluxes
along the storm tracks. Although the transient fluxes are nearly an order
of magnitude smaller than the mean fluxes, the divergence of the transient
water vapour fluxes is only slightly less than that of the mean fluxes in
the midlatitude storm track regions. The moisture flux by the baroclinic
eddies at the start of the storm tracks tends to import moisture to the
continental interiors of North America and eastern Asia from the warm
oceans to the south and east. These transient fluxes are more than offset
by the mean fluxes, so that there is net divergence of water vapour out of
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Fig. 7.22. The total fluxes of water vapour, Fw (see Eq.(7.33)) for (a) December 1991
- February 1992; and (b) June, July and August 1991. The sample arrow represents
300 kg m"1 s"1. (Based on an unpublished analysis of ECMWF data by J. Dodd.)

northern Canada and central Asia. Such a mean circulation is consistent
with the mean circulations induced by the concentration of transient activity
in the storm tracks, as shown in Fig. 7.15, and undoubtedly plays a role in
supplying heat, in the form of latent heat, which is needed to maintain the
storm tracks.

Finally, notice that these generalizations do not extend to the southern



252 Three-dimensional aspects of the global circulation

50.0

(a)

:::':>.

\
/

/

\

>

......

\

/

/

\

/

*

\
/
/

1
/
/

J
/

\

\
/

/
/

-

*

/ ' • • • • '

/ /

/ r

. . .... i:\.-v-..,''"".'t"

:....^.../!.!rfi:"^;^-].
# • » * • • > • . - • i <••.•-

<. • M iff /!
' ' / ^ . VI ;4 / /i

- • ! • • • ! V •!

^ \ = • ^

. / ii \ N \ . :i /[:
^ 1 1 \ X \ \ }• .••'/•

x V k v v i V VcCx!

v • . i t:

<-y<A

1 t f ^

' ' Y

... >v.. _..._......

\ \ N '

/ \ V iS
/ / \ : \

• > * •

::V':"'

'y'

\

\

\ "
\ ^

- . . - - • • • • • ' ' .

;.y^-n

k v i--v

i \ \ \

m

' • ) • • • •

-

-c*V.,

•"-(

i

1

m

\
"

i

\

A
.-.1
;v i

•* i

VJM

1 :

1 :
1 I

r".,..^.: -•"! '

:...1..-....L-
. . . i

. . . L .

. . . \ .

»... i * ! •

/ 1 I \ \
\ \ \ \ \

*

...;.....:.•;...• ......;%J;V::J:.

- - 1 • ...V£ i * \

• 'fv^1 it /
' //. i I } \'t i

•"{•' f h / i \ j \ •

"';:::^^'yy^ »

• vr\""v\.v.iv I
, /i / i ;-y /

1

/
/

\

\...

\>,
:V

50.0

(b)

1 I ; ! i j

i i i "'«•:•-+. i ^ - i
- • ! . - « • . • . . - . * . . / . ; • » 1 : - . r . - i "? r .v - - . • ! V , • " !.:£•*«• » * ' ' . . . .• '•

:::"--'-^ J - - • i » " T " " . " ^ : : - ^ . ^ ; ;-, . , - ;"Ti^v- / >,.-••%•:•••'•
•-.v.-,v.«r''_.^.,._ :>.»*..«;. •• - ;v.r%? ."-r •.';."'

/ ->/! '/i / /••"••..• j " N / >'•><•• / *>.:;.» \ \ ii / / ^ ; } . : . . - * - : ' ; - * ; *

> . , . ; * - i'\j- - • > ̂ /> /i y * - i- - |>-.-i----^yV

: : • " • • : • • • ' • • " • • . . ; ; ; . :

• • • ! • • • ! • • • i - - " - I , : , • • ;• -v. . . . : . , . : . ' '
i i .: :• • - ••••••.. ; • '•-,

Jli;ilkAA.l,..i.,U^ix x . i A.,
\ \ \\ \ 1 1 M \ < N > Ipl' | \ \ \ \ \ N <•-•<
i i /! / / / \\ \ I i v > /»; i V \ i\ \ \ \ \ \ \
/ / I I i l i t \ \ > \ \ L > \ x \ \ \\ \ \ i \ \ \

__'v"!' / • [' "' i

\ \ %. \% i *

C;'^% ! ' ' '

\.-.:si-;;_..i...

A..y...\.h...\..\...
v \ \ i\ \ \
\ \ \ |\ \ \
\ \ \ :v v \

1 1 1. I t I A \ < S v v y: v v v > v i ; , . ,: s x . \. . .
•• •• \ , . . . - • ' - r i ; ; . . • • • — • • - ;

: : - T I ' - - . . . .: . .--••"" : | ;

• \ -\i::^-f-f...- > . . . - -

v ^ x ! ^ * • i • ...?. I..-.V.
r -...•.,.,.%'.-:—•••-•-

• • »i i »4'^ ; » v « /

^ » «h •>•$!» \ \

••••:--;--;|-l---V\-tt""^">""'

• ••*:-y-:...;^- '*:.•:-•.,> * "

s \ ^ >̂ .-<i' <-;v-,i\ \ \
V...!.... A.. bi.>.. . >...>.!)!....!..'./....
^ \ \ Vj'T "V\.v.j> « \>:I

, \ \ i\ » i r'i« * -x
\ i /i / i \ i\ v »

Fig. 7.23. The fluxes of water vapour by transient eddies, Ft ( see Eq.(7.34)) for (a)
December 1991-February 1992; and (b) June, July and August 1991. The sample
arrow represents lOkgm"1 s"1. (Based on an unpublished analysis of ECMWF data
by J. Dodd.)

hemisphere storm track. The transient fluxes are indeed a maximum in
the region of the southern hemisphere storm track, but they are eastwards
and polewards throughout. There is some evidence of a flux of moisture
out of South America due to the midlatitude transients. This is fed by
a mean flux convergence, chiefly from the tropics. It may well be that
the southern hemisphere storm track is formed by rather different physical
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mechanisms from the two northern hemisphere storm tracks. On the other
hand, we should recall that the accuracy of these moisture fluxes over the
southern hemisphere oceans is probably very poor, and better observations
are urgently needed before such conclusions can be established with any
certainty.

7.6 Problems

7.1 The forced solution to the shallow water equations shown in Fig. 7.4 is
linear, and therefore there is no interaction between the forced disturbance
and the mean flow. Use the diagram to discuss qualitatively the momentum
flux associated with the forced pattern, and hence deduce the zonal flow that
you might expect to be forced.

7.2 From Fig. 7.3, estimate the group velocities of Kelvin waves and
planetary waves. If the drag timescale is taken to be five days, estimate the
eastward and westward scales of disturbances induced by a tropical heating
anomaly situated on the equator.

7.3 Use Fig. 7.17 to estimate the typical divergence of E near the start
and near the end of the Atlantic storm track. Hence, estimate the typical
acceleration of the zonal wind in these regions (in units ofms"1 day"1).

7.4 Using the information of Fig. 7.18, estimate the typical gradient of
the three-dimensional E-vector in (a) the zonal direction, (b) the meridional
direction.

7.5 Suppose that temperature varies sinusoidally around a latitude circle
between temperature To — AT and To + AT, but that the relative humidity
is a constant RQ. Show that the apparent zonal mean relative humidity
Ra, based on the zonal mean temperature and specific humidity, can exceed
100%.

7.6 Estimate typical midlatitude values of

dr dr

Jy9 Jp'

The typical variance of humidity mixing ratio, [ra] , is 10~3 in the mid-
latitudes. Use this value to estimate the typical displacement of air masses
if the fluctuations of water vapour are due solely to: (a) poleward motions;
(b) vertical motions. Discuss the relationship between your values and the
typical properties of midlatitude weather systems.
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7.7 It is believed that air is mostly exchanged between the troposphere and
stratosphere in the tropics, where the tropopause is extremely cold, perhaps
200 K. Estimate the saturated vapour pressure at 200 K and hence predict
typical values of r in the stratosphere.



8
Low frequency variability of the circulation

8.1 Low frequency transients

In the preceding chapter, Fig. 7.14 compared the eddy correlation tensor for
the higher frequency eddies, whose periods are less than around ten days,
with the lower frequency transients. The high frequency eddy statistics have
a well-defined structure in the midlatitudes, with maxima in the storm track
regions. The high pass filter used in Chapter 7 served to isolate a specific
family of dynamical processes, namely, those associated with baroclinic
instability and the subsequent evolution of baroclinically unstable waves. The
low frequency eddy kinetic energy is much less clearly structured. Figure 7.14
shows some evidence of maxima downstream of the high frequency maxima,
as well as some correlation between the jet centres and maxima of low
frequency variability. But none of these patterns is especially marked.

One reason for this is that the low frequency band covers a very wide range
of frequencies. There are disturbances whose periods are very little longer
than those of the baroclinic disturbances; indeed, the maxima downstream
of the storm track centres are at least partly due to the occlusion and decay
of midlatitude cyclones, which become slower moving as they fill. But there
are also transients of significant amplitude with very much longer periods.
Indeed, a spectral analysis of any long sequence of atmospheric data reveals
that variability is observed on as long a period as one cares to specify.
Furthermore, the spectrum tends to be red, with amplitude increasing as
frequency decreases down to very low frequencies. Within such a range
of frequencies, many different physical mechanisms are operating. It is
little wonder that their combined signal is rather confused. In studying
low frequency variability, it is not enough simply to look at the total low
frequency signal. We will need to isolate particular frequency ranges and
spatial structures.

255
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One way to do this would be to use spectral analysis or time series filtering
to isolate particular narrow ranges of frequencies. This could then lead to the
spatial structures of oscillations of different frequency. A difficulty with this
approach is the amount of data required to draw reliable conclusions. More
seriously, a characteristic of many low frequency phenomena is that they
are only quasi-periodic. This means that although they recur, their period
can vary, and their structure can vary between one maximum and another.
In spectral terms, periodic fluctuations are characterized by broad, rather
than sharp, peaks. These features indicate that we are generally dealing with
highly nonlinear phenomena, rather than normal modes of oscillation which
would emerge from some linear analysis of atmospheric motions.

In this chapter, we will discuss some empirical techniques which have
been used to isolate particular low frequency components of the atmospheric
circulation. These structures are generally understood to result from local-
ized anomalies of heating or other types of forcing which in favourable
conditions can then propagate over substantial parts of the globe. The
ray tracing theories of Section 6.2 give a simple description of the ways
in which this can happen. We will also look at various quasi-periodic
oscillations of the stratospheric circulation and at an important oscillation
in the tropical Pacific which involves interactions between the atmospheric
and ocean circulations. Finally, we will stress that the atmospheric system
alone is sufficiently complex and nonlinear to generate unexpectedly low
frequency transients without recourse to any forcing from external systems.

8.2 Teleconnection patterns

Certain analyses of long time series of atmospheric circulation data reveal
large scale correlations between the flow at remote locations. These fluctua-
tions belong in the low frequency range of timescales, and they have been
dubbed 'teleconnections' to stress the correlation-at-a-distance aspect of their
nature. Teleconnections are located in particular places, and take the form of
'standing waves', with fixed nodes and antinodes of low frequency oscillation.
They are often orientated in a such a way as to indicate connections between
the tropical and midlatitude low frequency transients. The theory of such
teleconnections is incomplete, though we will relate them to meridionally
propagating Rossby waves. Much of this section will be concerned with the
description of empirical statistical techniques which are frequently used to
detect teleconnection patterns.

The most straightforward procedure is called correlation analysis. Con-
sider some meteorological field Q defined on a grid of N discrete points;
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denote its value on the zth grid point Qi(t). In many analyses, Q is the field of
50kPa geopotential height; this field is observed reasonably accurately and
long time series of it exist, at least for the northern hemisphere extra-tropics.
It is usual to emphasize the low frequency teleconnection patterns by filtering
Qi in some way to remove the higher frequency fluctuations. At its simplest,
such a filtering is accomplished by taking monthly mean values of Qt. The
heart of the method is to calculate, for each gridpoint, a correlation with the
values of Q at every other gridpoint. Such a correlation is:

Point i is called the 'base point'. The correlation ry will be large in the neigh-
bourhood of the base point, with values tending towards 1 as j approaches
i. If no teleconnection patterns exist, ry will drop away towards zero when
points i, j are separated by a distance greater than the typical horizontal
scale of coherent circulation systems. Large positive or negative values of ry
when the points are well separated indicates some kind of teleconnection.

Some typical examples for the northern hemisphere winter are shown in
Fig. 8.1. These calculations were based on the mean 50kPa geopotential
height for 45 December, January and February months, beginning with the
1962-3 winter and finishing with the 1976-7 winter. The base point in
Fig. 8.1 (a) is 55 °N, 20 °W, in the mid-Atlantic. An elliptical region of large
correlation, with a meridional width of some 2000 km, is centred upon the
base point. The correlations over the Pacific and south-east Asia are small.
But large correlations are seen roughly strung along a great circle passing
through the base point, with alternating positive and negative correlations.
An even more impressive pattern is seen in Fig. 8.1(b). Here the base point is
at 20 °N, 160 °W in the central Pacific Ocean. A train of alternating positive
and negative centres spreads north from the base point into North America.
In contrast, the correlations between this base point and points over the
Atlantic and Asia are generally small.

These particular base points were chosen because they lead to especially
well-defined teleconnection patterns. Other base points have correlations
which fall uniformly away to small values at any significant distance from
the base point. These patterns do not deserve to be distinguished as telecon-
nections. Figure 8.2 summarizes the most significant teleconnection patterns
identified in northern hemisphere winter data. The most well defined is the
Pacific-North American (PNA) pattern, which is epitomized by Fig. 8.1(b).

Another major pattern is the North Atlantic oscillation (NAO, sometimes
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(a)

Fig. 8.1. Correlation maps based on 50kPa monthly mean geopotential height data
for 45 winter (DJF) months from 1962/3 to 1976/7: (a) base point 55 °N, 20 °W.

subdivided into the west Atlantic and east Atlantic patterns). Other, weaker,
patterns are sometimes identified, though these are probably not statistically
significant. The character of the PNA and NAO patterns is essentially a
meridional connection between the tropics or subtropics and the midlatit-
udes. They are remarkably similar to the Rossby wavetrains discussed in
Section 6.2, suggesting that the teleconnection patterns may be thought of as
a Rossby train emitted from some anomalous forcing region in the tropics.

The correlation analysis gives information about the spatial structure of
teleconnections, but does not give much information about the timescales
of teleconnection events. More sophisticated filtering of the time series be-
fore carrying out the analysis might help, but the method rapidly becomes
cumbersome and the conclusions statistically dubious. A more elegant ap-
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(b)

Fig. 8.1 (cont.). (b) Base point 20 °N, 160 °W. Contour interval 0.2, negative values
shaded. (From Wallace & Gutzler 1981.)

proach which yields such information is called 'empirical orthogonal function
analysis' or EOF analysis. It has become a widely used tool in analysing
both observations and long numerical simulations of the global circulation.

The basic principle of EOF analysis is as follows. The global field of our
general meteorological variable Qt and its time mean Qi9 analysed at each of
the N grid points, may be thought of as vectors in an JV-dimension space.
The anomaly Q\ points from Qi to Qt. As the system evolves, the vector
Q\ waves about in a generally irregular fashion, oscillating around Q̂ . The
question is: are the Qf vectors clustered in certain directions from Q^l Can
we identify those directions, and attach physical significance to them? The
EOF analysis provides a general way of generating a set of orthogonal basis
vectors in N-space, in such a way that they best represent any such clusters
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mwifc:
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Fig. 8.2. Summary of the main teleconnection patterns for the northern hemisphere
winter. The heavy lines denote the 0.6 correlation contours, and the letters indicate
the positive and negative centres of the principal patterns. (After Wallace & Gutzler
1981.)

of vectors. Figure 8.3 provides a schematic illustration of what we are trying
to do.

The method involves computing the iV x N matrix of covariances of the
fluctuations of Q\ at different points. Denoting the covariance matrix by C
and its elements by Cy, we have:

Qj = Qf
iQ

f
r (8.2)

We then seek the eigenvalues and eigenvectors of C, that is, we solve the
eigenvalue problem:

Cej = Ajej9j=l9N. (8.3)

Since Q'tQ'j = Q'jQ^ C is a symmetric matrix with real elements. This means
that its eigenvalues are real and positive. The corresponding eigenvectors
form an orthogonal set, and so are the required set of basis vectors or EOFs.
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E0F2

Fig. 8.3. Schematic illustration of the principles of EOF analysis, applied to a system
of just two variables. The state of the system at any instant is described by a vector
Q. They cluster in a particular direction. A compact way of describing the system
is in terms of two orthogonal basis vectors, one pointing towards the maximum
concentration of Q, and the other at right angles to it.

The eigenvalues Xj are proportional to the fraction of the variance accounted
for by each of the eigenvectors. It is conventional to order the eigenvalues in
decreasing order of magnitude, so the first EOF explains the largest fraction
of the variance of the data, the second EOF explains the second largest
fraction of the variance, and so on.

Each EOF can be plotted as a field. The amplitude is arbitrary and is
generally normalized in some way. But the spatial structure of the first few
EOFs is generally smooth and indicates the most commonly found large
scale structures in the field. For a linear system, the EOFs can be shown to
correspond to the linear normal modes of the system. For a more realistic
system, their significance lies in picking out the populated and unpopulated
directions in JV-space. Since the time series of Qt is finite, only the first few
EOFs can be regarded as statistically significant. If the time series includes
M realizations of the field, then the number of significant EOFs is likely to
be 0{M1'2).

The field itself can be represented very compactly in terms of its EOFs.
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Since the EOFs are orthogonal, we may write

N

The time series pj(t) is called the 'yth principal component' of the series
of data. It represents the time series of projections of the data onto the
y'th EOF. Thus, the principal components yield information about the time
behaviour of the spatial structures identified by the EOFs.

Figure 8.4 shows the result of carrying out an EOF analysis of a long set
of DJF 50kPa geopotential height fields. The first two EOFs are shown;
between them, they account for 58% of the total variance of the data. These
can be related to the teleconnection patterns; the main differences lie over
Eurasia, where there is a large degree of overlap (i.e., non-orthogonality)
between the various teleconnection patterns shown in Fig. 8.2. Elsewhere,
there is a good relationship between the teleconnection patterns and the
EOFs. For example, the first EOF is dominated by the PNA pattern, while
the largest features in the second EOF correspond to the NAO pattern.
Linear combinations of the first few EOFs produce more localized patterns
which correspond even more closely to the teleconnection patterns identified
by correlation analysis. Such a linear combination of EOFs amounts to a
rotation of the vector denoting the EOF in the iV-dimension space of Q\,
and so these combinations are called 'rotated EOFs'. Figures 8.4(c) and (d)
show the first two rotated EOFs for the DJF 50kPa geopotential height.
They correspond very closely with the PNA and NAO patterns.

At the beginning of this section, teleconnections were described as 'stand-
ing oscillations', with antinodal regions, where the correlation with the base
point is high, and nodal regions, where the correlation with the base point
is close to zero. An inspection of the timeseries of principal components
shows that the oscillation is far from sinusoidal. Indeed, some authors have
described the oscillations as more similar to an irregular switching between
two circulation states, corresponding to the positive and negative signs of
the principal components. Each state is envisaged as metastable, so that the
circulation remains in that state for some time, before undergoing a rapid
but essentially unpredictable transition to the opposite state. Such 'persistent
anomalies' or 'multiple flow regimes' are a fascinating possibility which have
a long history in synoptic climatology. There have been numerous attempts
to identify patterns of 'index cycles' on a regional scale, during which the flow
oscillates between a state of strong but zonal flow and one of weaker flow
with large amplitude eddies. But at other periods, the principal components
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oscillate continuously if erratically. During these periods, the oscillation is
more similar to a standing oscillation, though with an ill-defined period.

The statistical techniques described in this section serve simply to isolate
large scale smooth patterns in the fields of geopotential height or other
variables. Of themselves, they do not identify any physical mechanisms for
the correlation of fields over large distances. To do this, it is necessary
to examine the various terms in the dynamical equations governing the
flow, and this requires numerical experimentation with a global circulation
model. However, the similarity between teleconnection patterns such as the
PNA pattern, and the trains of steady Rossby waves discussed in Chapter
6 suggests that propagation of waves with zero, or small, phase speed is
a likely mechanism which could give rise to teleconnection patterns. The
pattern could be excited when, for example, a local anomaly in the tropical
heating generates a vorticity anomaly at low latitudes. Long wavelength,
steady Rossby waves will propagate roughly meridionally away from such
a source region to affect higher latitudes. Indeed, the theory of Chapter 6
suggests that the amplitude of the response in the geopotential height field
increases with latitude, so that a modest disturbance in the subtropics could
lead to a very significant response in the higher latitudes. Heating anomalies,
caused, for example, by strong convection over patches of anomalously warm
tropical ocean, could then lead to circulation anomalies at large distances
from the sea temperature anomaly. An example of just such a connection
will be described in Section 8.5. The lifetime of the anomaly is essentially
determined by the lifetime of the sea temperature anomaly, that is, by the
timescale of circulations in the upper part of the ocean rather than in the
atmosphere. Timescales of weeks rather than days are anticipated. It is now
generally accepted that many persistent changes of the midlatitude flow are
related to the tropical ocean in such ways, so that the problem of forecasting
on the seasonal or longer timescale is perceived as being as much to do with
forecasting ocean circulations as it is with deterministic forecasting of the
atmospheric circulation.

To see how events in the tropics can excite a poleward train of Rossby
waves, consider the vorticity equation for a single level in the atmosphere.
This may be written:

^ + v - V C = -CD (8.5)

(see Eq. 1.50) where £ is the absolute vorticity / + £ and D is the horizontal
divergence du/dx + dv/dy. From continuity, D = —dco/dp. We will suppose
that friction is small at upper tropospheric levels, and so no friction term
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(a)

Fig. 8.4. EOFs of the DJF 50kPa geopotential height field, based on the same 45
month dataset as Fig. 8.1. (a) and (b) show the 1st and 2nd EOFs respectively, (c)
and (d) are the 1st and 2nd rotated EOFs, which may be compared with Figs. 8.1 (a,
b). (Courtesy X. Cheng and J.M. Wallace.)

has been included in Eq. (8.5). At a superficial level, one might think that
the left hand side of Eq. (8.5) describes the propagation of Rossby waves, as
discussed in Section 6.2, while the term on the right hand side represents the
forcing of such waves. In the tropics, the vertical velocity largely balances the
heating, so that regions of large latent heat release associated with tropical
convection will force large ascent at midlevels, and hence divergent flow at
upper tropospheric levels. But in the tropics, £ changes sign somewhere near
the equator, and is generally small throughout the tropics. Indeed, in the
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Fig. 8.4(b)

idealized Held-Hou model of the Hadley circulation, £ is zero right across
the Hadley cells. So it appears, despite the clear evidence of the observed
teleconnection patterns, that anomalies of heating in the tropics should be
ineffective in exciting waves which can provide teleconnections with higher
latitudes.

The resolution of this difficulty involves a more careful look at the vorticity
equation, Eq. (8.5). Now the velocity field v may be decomposed into a purely
rotational part v^ and a purely divergent part \x (a general result known as
Helmholtz's theorem). The velocity field can then be described in terms of
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(c)

Fig. 8.4(c)

two scalar fields, the streamfunction xp and the velocity potential x since:

v v = k x Vy>, \x = V#. (8.6)

From these definitions, it follows that the relative vorticity £ = W2xp and
the divergence D = V2/. Now substitute for v in Eq. (8.5) and rewrite the
equation in the form:

JL _|_ V • v£ = — CD — v • V£. (8.7)

This equation represents the correct partitioning between the Rossby wave
propagation terms, which involve just the rotational part of the wind field,
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Fig. 8.4(d)

on its left hand side, and forcing terms, involving the divergent part of the
wind, on the right hand side. The propagation of Rossby waves is a result
of advection of the absolute vorticity by the rotational, not the divergent,
part of the wind field. The extra term, representing the advection of absolute
vorticity by the divergent part of the wind is not necessarily small, even
though | \x | is generally small compared to This is because the
rotational wind is generally roughly parallel to contours of constant £> while
the smaller divergent wind may make a large angle with them. The forcing
terms are jointly referred to simply as the 'Rossby source term' S which may



268 Low frequency variability of the circulation

Fig. 8.5. Schematic illustration of the forcing of a train of Rossby waves by a
maximum of tropical heating. The hatched region indicates the region where Rossby
wave source function is large.

be reduced to the compact form:

(8.8)

We can now see how Rossby waves can be excited by tropical heating, even
though £ is often small in the vicinity of the heating. The divergent flow will
be largest around the edge of the heating region, outside the region where D
is large. The gradients of £ become large as one approaches the subtropics,
and so S can be large in the subtropics, either side of a tropical heating
maximum. Figure 8.5 illustrates this schematically.

These ideas are demonstrated by Fig. 8.6, which shows the Rossby wave
source function for the northern hemisphere winter. The heating has a large
maximum over the Indonesian region (see Fig. 3.8), although this is in a
region of small £ and V£. However, the divergent wind is strongest north
of this region, around the south-east coast of Asia. The forcing of the
Rossby waves is largest in the region of the Asian jet maximum, some three
thousand kilometres away from the heating maximum.

The search for large scale, coherent, low frequency structures in the
southern hemisphere circulation has been hampered by the limited data
and the rather smaller amplitude of stationary low frequency disturbances.
The quality of individual analyses is generally poorer than in the northern
hemisphere, because of the dearth of upper air stations. What is more,
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Fig. 8.6. The Rossby wave source 5 for DJF, 1979-89 at 15kPa. (a) Contours of
absolute vorticity £> contour interval 2 x 10~5 s"1, and vectors of the divergent wind
vr The sample vector indicates 2ms"1. (b) S, contour interval 5 x 10~n s~2, with
shading indicating negative values.

only short time series of analyses are available, making a statistically secure
identification of low frequency phenomena more difficult. This is exacerbated
since any southern hemisphere teleconnections have smaller amplitudes, and
do not stand out from the irregular background noise provided by synoptic
scale fluctuations.
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So, although a number of attempts have been made to identify recurrent
teleconnection patterns in recent years, the various studies are not consistent
in detail. However, two results do appear to be robust, and to be common
to several independent studies. Here, a few results from a study by Mo and
White (1985), based on monthly mean 50kPa height and surface pressure
fields, are summarized.

The first major feature is a general negative correlation between either the
surface pressure or the 50kPa geopotential height in the polar regions and
the tropics, with a node around 60 °S. This implies a related fluctuation in
the strength of the midlatitude westerlies. The other major feature is a rather
regular zonal wavenumber 3 pattern. Such a pattern is a feature of the
mean fields (see Fig. 6.1 (b)), but there appears to be an index cycle whereby
midlatitude flow switches between a more zonal state and a state with a
pronounced wavenumber 3 steady wave. Correlation analysis reveals the
presence of three maxima of correlation around the southern midlatitudes.
The anomaly at the centre of these maxima can be used to construct an
index of the strength of this three-wave pattern. Figure 8.7 illustrates the
wave 3 pattern. It is based on a composite of fields for which the wave
3 index is largest, and a similar composite of fields with small wave three
index. The diagram shows the difference between these two extremes. The
diagram also suggests that the pressure correlation between high and low
latitudes may also be at least partly related to this wave 3 oscillation, since
it shows generally higher pressure over Antarctica than over the subtropics.

EOF analyses based on monthly mean fields also pick out these patterns.
They dominate the first two EOFs, which account for 37% of the total
variance in the monthly means.

This section has emphasized the propagation of Rossby waves from the
tropics into the midlatitudes. A significant part of the low frequency variance,
including persistent flow anomalies in the midlatitudes, can be related to
such propagation, and hence to anomalies in the tropical ocean circula-
tion. However, it should be remembered that most of the observed low
frequency and steady Rossby wave activity originates in the midlatitudes and
propagates mainly towards the tropics. This is clearly demonstrated by the
steady momentum fluxes which are predominantly poleward. The midlatitude
sources of Rossby waves are orography and ocean-land contrasts, as well as
excitation of Rossby waves by maturing transient baroclinic systems.
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Fig. 8.7. The difference between composites of 50 kPa height fields for the southern
hemisphere with maximum wave 3 index, and composites with minimum wave 3
index. Contour interval 40 m, with shading indicating negative values. (After Mo
and White 1985.)

8.3 Stratospheric oscillations

A number of rather regular oscillations of the zonal wind are observed
in the tropical stratosphere. They provide examples of some of the most
regular fluctuations of the atmospheric circulation and are generally thought
to be generated internally by the intrinsic dynamics of the atmosphere rather
than by some external forcing. We will discuss two such oscillations in this
section. One is called the 'quasi-biennial oscillation' (or 'QBO'); the other is
the 'semi-annual oscillation' (or 'SAO'). The QBO is observed in the lower
and middle stratosphere and can be detected by conventional radiosonde
observations. The SAO occurs higher in the atmosphere and is much more
difficult to observe. Above the ceiling of radiosondes, the main data sources
are satellite soundings of temperature. But near the equator there is no
suitable balance condition which can relate these temperature observations
to the wind field. Most of the observations of the SAO come from rather
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limited series of rocket borne measurements, launched from certain tropical
stations.

The QBO consists of an oscillation of the zonal wind, from easterly to
westerly, at upper levels in the deep tropics. The wind oscillates with a
maximum amplitude of around 20-30 ms"1 near 2kPa, and the oscillations
become small below 5kPa; the easterlies are generally rather stronger than
the westerlies. The latitudinal variation is roughly Gaussian with a half
width of 12° of latitude. The period is rather irregular, being in the range
of 22 to 34 months; over a long period, the mean period of the oscillation
is around 27 months. This indicates that the oscillation is definitely not
related to the annual cycle, though there is some evidence that there is a
tendency for the wind reversal to take place preferentially in the northern
hemisphere summer. During the westerly phase, the strongest zonal westerlies
are actually on the equator; this is a clear sign that eddy fluxes of angular
momentum are implicated in the QBO, since this westerly air current has
greater angular momentum per unit mass than any part of the Earth's
surface. Such a maximum could not be acheived by purely axisymmetric,
inviscid circulations. Further discussion of this point will be given in Section
10.3.

An important clue about the nature of the mechanisms driving the QBO is
contained in Fig. 8.8. This shows a height-time plot of the zonal component
of the wind observed at a number of tropical stations. The oscillation
originates at high levels, and propagates slowly downwards. There are some
significant asymmetries. For example, the switch from easterly to westerly
flow propagates downwards more quickly than does the switch from westerly
to easterly. It is easy to see that the QBO cannot simply be a downward
propagating wave. Dissipation would quickly damp it, and the exponential
decrease of density with height would demand that the amplitude should
be largest in the forcing region, but reduce exponentially as the wave prop-
agated downwards. In any case, it is difficult to envisage what mechanisms
could excite such a low frequency wave at high levels in the stratosphere.
The currently accepted theories of the QBO suggest that the flow is forced
from the troposphere, and that it involves interactions between upward
propagating waves and the mean flow.

A simulation of the way this might work was provided in an elegant
laboratory experiment by Plumb and McEwan (1978). Their apparatus,
illustrated in Fig. 8.9, consisted of a cylindrical tank containing stratified
brine, with a mechanism for exciting a standing wave, frequency co and
zonal wavenumber /c, on the lower boundary. Such a standing wave can be
decomposed into two travelling waves, of equal amplitude, but travelling in
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Fig. 8.8. Time-height plot of the monthly mean zonal wind based on observations
from various equatorial stations, namely, Canton Island (January 1953 to August
1967), Maldive Islands (September 1967 to December 1975) and Singapore (January
1976 to May 1992). Contour interval 10 ms"1, westerlies shaded. (Updated from
Naujokat 1986.)
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opposite directions with phase speeds c = +co/k. The brine solution supports
internal gravity waves, with zonal wavenumber k and vertical wavenumber
m. The dispersion relation for vertically propagating internal gravity waves
is:

Nk
co = Uk+ _ (8.9)

where U is the zonal wind, presumed constant, or at least only a slowly
varying function of height z, and N is the Brunt-Vaisala frequency. A
theory for the vertical propagation of internal gravity waves through a
medium where the zonal wind changes slowly with height can be developed,
based on this dispersion relation. The steps are the same as those developed
in Section 6.2 for the horizontal propagation of Rossby waves. The frequency
and zonal wavenumber are conserved by the propagating wave packet, while
Eq. (8.9) can be rearranged to give a diagnostic relationship between m and
the local value of the zonal wind U:

-2 = (d^- f c 2 - (810)

The sign of m is determined by the condition that the group velocity of gravity
waves be upward. From the dispersion relation, the vertical component of
the group velocity, dco/dm, may be written:

(c-Ufkm
Cgz - ^ 2 . (8.1 l j

Thus, to ensure upward energy propagation, the negative root for m must
be chosen when U > c, and the positive root when U < c. Equation (8.10)
also shows that there must be restrictions on the value of U for there to be
any vertical propagation. The vertical wavenumber becomes imaginary, i.e.
the waves are evanescent in the vertical, unless:

(c - U)2 < N2/k2. (8.12)

Vertical propagation is possible only for a range of flow speeds centred upon
±c. The size of this range depends upon the selected values of N and k.

An illustration of these restrictions on the value of U is shown in Fig. 8.10,
which gives the vertical component of group velocity as a function of the
flow speed U. The values of N, k and co are those used by Plumb and
McEwan in their experiment. Vertical propagation is possible only for | U \
less than 57 mm s"1. Suppose U is westerly, and of such a magnitude that
vertical propagation can take place. The slope of the lines of constant phase
is simply m/k; the requirement that cgz be upward means that m takes the
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Fig. 8.9. The apparatus used by Plumb and McEwan as a model of the QBO.

opposite sign from c — U. So the phase tilt is westward with height when
U > c. This implies that [u*w*] is negative, that is, there must be an upward
flux of easterly momentum. Near levels where the waves are dissipated, by
internal diffusion, for example, there must be a convergence of this easterly
momentum flux, and so an easterly acceleration will be imparted to the
flow. Around these levels, U will gradually be reduced, and will eventually
approach the value at which vertical propagation ceases. If the forcing at
the base is maintained, the zero wind level will therefore gradually descend
through the fluid. Eventually, easterlies will reach the base. Then waves for
which U < c can propagate in the vertical. All the above arguments reverse,
so that these waves will carry westerly momentum aloft, and bring about
a flow reversal, first at upper levels, then at lower levels. The apparatus
exhibits a low frequency oscillation of its zonal wind, driven by nonlinear
interactions between the upward propagating gravity waves and the zonal
flow.

It is now generally accepted that the atmospheric QBO is driven in this
kind of way. Motions in the troposphere, particularly those associated
with clusters of cumulus convection in the tropics, can force a spectrum of
disturbances at the tropical tropopause. Vertically propagating gravity waves
are probably much less important to the QBO than larger scale vertically
propagating waves; the prime candidates are likely to be the planetary
scale Kelvin waves, which can propagate into the stratosphere in easterly
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Fig. 8.10. The dependence of the vertical components of the group velocity on zonal
flow U for the Plumb-McEwan laboratory model of the QBO. The solid curves
show cases where U < c, and hence for which [u*wm] > 0. The dashed curves show
cases where U > c and [u*w*] < 0.

conditions, and the mixed Rossby-gravity waves which can propagate in
westerly conditions. Section 7.1 gives a brief account of equatorially trapped
planetary scale waves. The different characteristics of these waves help to
account for the observed asymmetry between the easterly and westerly phases
of the QBO; the chaotic nature of the forcing, which itself has considerable
low frequency variability, explains why the QBO is only quasi-periodic.
The confinement of the QBO to tropical latitudes reflects the meridional
confinement of the equatorial modes which drive it.

The semi-annual oscillation (SAO) has many features in common with
the QBO. Like the QBO, it consists of an oscillation of the zonal wind in
the tropics. The oscillation has maximum amplitude near the stratopause
and the mesopause; it seems likely that the mesopause oscillation is rather
distinct from the stratopause oscillation, and may be driven by different
mechanisms. Below 40 km, the oscillation becomes weaker and is swamped
by the QBO. The stratopause oscillation has an amplitude of 30 ms"1 and
a half width of 25 ° of latitude. The maximum of westerly wind at the
tropopause occurs just after the equinox, and the maximum of easterly wind
just after the solstice. It is sometimes said that the SAO is global in extent,
not merely confined to the tropics. However, it is likely that the extratropical
SAO is simply a first harmonic of the annual cycle of zonal wind.

The westerly acceleration of the stratospheric SAO appears to start at the
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stratopause and to propagate downwards, at a rate of around 10 km per
month. This is quite similar to the QBO, and there is strong evidence that
vertically propagating Kelvin waves are associated with the westerly accel-
eration. However, there does not appear to be sufficient Kelvin wave activity
to account for the magnitude of the acceleration; it may be that gravity
waves also play a role. The easterly acceleration is quite different. It occurs
almost simultaneously at all levels, and so vertically propagating waves
must play, at most, a subsidiary role in driving it. Horizontal transports of
angular momentum are needed to provide a simultaneous acceleration at all
levels. The zonal mean advection of the summer easterlies across the equator
probably accounts for a large fraction of the easterly acceleration, with
horizontal momentum transports associated with breaking Rossby waves in
the winter hemisphere possibly playing a secondary role. More details about
these aspects of the stratospheric circulation are discussed in Chapter 9.

The SAO at the mesopause is not well observed. It has been suggested
that it is primarily driven by upward propagating gravity waves, as in the
Plumb-McEwan analogue of the QBO.

8.4 Intraseasonal oscillation

Apart from the regular seasonal cycle, quasi-periodic fluctuations of the
tropospheric circulation are rather unusual. So it came as a considerable
surprise in the early 1970s when a quasi-periodic oscillation of the tropical
zonal wind was discovered, with a period of between 40 and 50 days. Since
then, the oscillation has been well documented in studies of a number of
tropospheric variables. The period is quite variable, and the range has now
been extended to 30-60 days. Variously called the 30-60 day oscillation,
the 40-50 day oscillation and Madden-Julian oscillation, the best name is
perhaps the 'intraseasonal oscillation', that is, a somewhat irregular oscilla-
tion whose timescale is long compared to synoptic timescales, but shorter
than the seasonal timescale. Figure 8.11 shows the surface pressure record
from a single station, Canton Island (3°S, 172 °W); the oscillation shows
even in the raw station data, and is very clear when a suitable band pass
filter is employed to remove high frequencies and the seasonal cycle.

Comparison of the records from many tropical observing stations suggests
that the oscillation is an eastward moving, zonal wavenumber 1 disturbance,
centred on the equator with a half width of about 10 ° of latitude. It is most
pronounced in the surface pressure, tropospheric temperature and zonal
wind fields, and more recently has also been identified in the patterns of
convective cloud distribution and in the distribution of rainfall. The oscilla-
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Fig. 8.11. The surface pressure record from Canton (3°S, 172 °W). The upper curve
is the raw data and the lower curve the result of applying a band pass filter centred
around 45 days to the data. (From Madden & Julian, 1972.)

tion varies both in intensity and phase speed. It is strongest in DJF and
weakest in JJA, but can be detected at all times of the year. Longitude-time
plots show that intraseasonal disturbances move eastwards over the Indian
Ocean, and reach their largest amplitude over Indonesia. Over the central
and western Pacific, they become rather weaker, and take on the character of
a standing oscillation. Figure 8.12 gives an indication of the structure of the
intraseasonal oscillation, based upon eight DJF periods from the ECMWF
archived analyses. EOF analysis has been used to isolate the oscillation in
the field of the velocity potential. A numerical filter which isolates periods
of 30-60 days was applied to a time series of the velocity potential at 15 kPa
and 85 kPa. The resulting band pass filtered time series was used as the basis
of an EOF analysis. Figure 8.12(a,b) show the first two EOFs at 15kPa. The
most intense feature of EOF 1 is over Indonesia, with upper level divergence
over Indonesia and low level convergence. EOF2 is almost out of phase with
EOF1, and the corresponding principal component time series (Fig. 8.12(c))
fluctuate in quadrature. Combining the fields of EOF1 and EOF2 gives
a generally eastward propagating disturbance with largest amplitude over
Indonesia.

The velocity potential is often used, as it was in Fig. 8.12, to diagnose such
convectively driven motions in the tropics. It provides a graphic picture of
the outflow from strongly convecting regions, and suggests that the global
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flow responds to such forcing. But this can be very misleading. For example,
suppose the wind field associated with an equatorial Kelvin wave is split into
its rotational and divergent parts, which may be represented by a stream-
function and velocity potential respectively. Both fields will be global. Yet
the Kelvin wave is essentially a trapped equatorial disturbance which dies
away rapidly at latitudes greater than about 20°. In fact, the rotational and
divergent wind vectors for a pure Kelvin wave cancel out in the midlatitudes,
but reinforce one another in the tropics. The Helmholtz partitioning of the
wind field, while mathematically perfectly valid, is physically misleading in
this case. The same is true, at least to a certain extent, of the flow associated
with the intraseasonal oscillation.

In the longitude-height plane, the oscillation of the zonal wind is strongest
in the upper troposphere, between 15 and 20kPa, and it has the familiar
baroclinic structure of tropical disturbances, with low level easterly anomalies
beneath upper level westerly anomalies, and vice versa. The relationship
between the wind, surface pressure fields and the distribution of regions
of enhanced convection is shown schematically in Fig. 8.13. The cycle
is dominated by enhanced convection above an anomalously large low
convergence. This appears over Indonesia and moves eastwards across the
Pacific before dying away near 180 °W. The anomalous convection is part of
a zonal convection cell, or 'Walker circulation', very similar to the Walker
circulations of the time mean flow described in Section 8.1.

This structure, together with the eastward phase speed, has suggested
that the intraseasonal oscillation may be interpreted in terms of a propag-
ating Kelvin wave. The difficulty with this interpretation is that the observed
phase speed is slower than the phase speed of a simple dry Kelvin wave,
as derived in Section 8.2. Another question concerns the mechanism which
might excite the Kelvin wave. The evidence is that tropical moist convection
may provide the necessary energy through some feedback between the large
scale flow and the convective scale. 'Conditional instability of the second
kind' (CISK) has been suggested as a model of how such a feedback might
operate. The mean tropical atmosphere is conditionally unstable, but it is
not saturated. Thus, for convection to begin in a given region, there must
be convergence of a water vapour flux into that region. The release of latent
heat within the convecting elements drives midlevel ascent and so serves to
intensify the low level moisture convergence into the convecting region. The
pattern of convergence and divergence driven in this way can also serve to
generate large scale relative vorticity through the Rossby source term S (see
Eqs. 8.7 and 8.8). Such a mechanism has also been suggested to account for
the formation of hurricanes as well as other larger scale tropical weather
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Fig. 8.12. EOFs 1 (a) and 2 (b) of the divergence field for eight DJF seasons of
ECMWF data.

systems such as easterly waves. The problem with such mechanisms is
that they depend upon some postulated relationship between cumulus scale
motion and the large scale synoptic fields, that is, upon a parametrization of
the cumulus convection. Given this, it is no surprise that different theoretical
models of the intraseasonal oscillation give rather different predictions of
the phase speed of the wave. The CISK mechanism can certainly act to
slow a Kelvin wave down, by changing the coupling between the upper level
and low level flow. Many current GCMs are capable of reproducing some
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Fig. 8.12 (cont.). (c) The corresponding principal component time series; solid is
PCI while dashed is PC2. (Courtesy A. Matthews.)

kind of intraseasonal oscillation, but they overestimate the phase speed. The
results are certainly sensitive to the particular convective parametrization
used.

Since the intraseasonal oscillation was first identified, improved observa-
tions of the tropical atmosphere (especially the wider availability of satellite
data) and careful analysis of earlier records have revealed its signature in
many meteorological fields. For example, the 'active' and 'break' periods
in the Indian monsoon, during which the monsoonal rainfall fluctuates, are
revealed as a modulation of the monsoonal circulation by the intraseasonal
oscillation. Cloudiness over South America and Africa also appears to vary
according to the phase of the intraseasonal oscillation. Some global re-
sponses are also seen. For example, the length of the day, which directly
reflects variations of the atmospheric angular momentum, also shows a 30 -
60 day oscillation.

8.5 The Southern Oscillation

Fluctuations with timescales of one year or longer contribute to the inter-
annual variability, whereby one winter or summer season differs significantly
from another. EOF or correlation analysis of seasonal or annual mean fields
highlights whether any significant, spatially coherent patterns are associated
with the interannual variability. One such pattern has been identified, and
is recognized as the best-defined such structure. It accounts for a significant
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Fig. 8.13. Schematic summary of the relationship between anomalies of the surface
pressure field, the azimuthal circulation, the tropopause height and the tropical
cumulus convection through a typical cycle of the intraseasonal oscillation. (From
Madden and Julian, 1972.)
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fraction of the total interannual variance over much of the globe. It has two
aspects: one is an oscillation of the atmospheric circulation and the other is
an oscillation of the tropical ocean circulation. The former has been known
for many years in the form of a negative correlation between the surface
pressure at Darwin, Australia, and Easter Island, in the mid-Pacific. This
was called the 'Southern Oscillation'. The oceanic part of the fluctuation
was revealed by the sea surface temperatures off the coast of Peru. Norm-
ally, upwelling brings cold, nutrient-rich water to the surface here. But
every few years, the upwelling ceases and the sea surface temperatures rise
several degrees, with devastating consequences for the local fisheries. The
phenomenon is called 'El Nino' by the Peruvian fishermen, for it tends to
occur around Christmas.

Global monitoring reveals that both the Southern Oscillation and El
Nino are large scale events which involve changes over most of the tropical
Pacific. Teleconnections link the Southern Oscillation to circulation changes
in the midlatitudes. Furthermore, the phenomena are intimately linked to
each other, forming a coupled nonlinear oscillation of the tropical ocean
and global atmospheric circulations. The coupled oscillation is called CE1
Nino-Southern Oscillation' or, regrettably, 'ENSO'. Like other nonlinear
oscillations, ENSO does not have a precisely defined period, but is a broad
band feature. El Nino events differ in their intensity: some events are minor,
while others can be very large indeed. The largest ENSO event in the last
40 years was recorded during 1982-3, and has been studied extensively. The
interval between ENSO events can be as short as two years, or as long as
seven years; the average period is about 40 months.

Figure 8.14 illustrates the two aspects of the 1982-3 ENSO. In Fig. 8.14(a)
are shown anomalies of the 85 kPa wind for DJF 1982-3, compared to the
six years 1983-9. A strong westerly anomaly extends over much of the
central tropical Pacific, with weaker easterly anomalies over Indonesia. This
pattern would be expected to result from the movement of the centre of
tropical convection from Indonesia to the central or eastern Pacific. At the
same time, strong cyclonic anomalies are seen at higher latitudes. These form
wavetrains linking the tropics and midlatitudes. The northern hemisphere
train is reminiscent of the PNA pattern shown in Fig. 8.1(b). Figure 8.14(b)
shows anomalies of the sea surface temperatures during the El Nino in
January 1983. The main features are cooling over the Indonesian region and
warming towards the South American coast.

Attempts to model the ENSO oscillation are mainly based around a
coupled oscillation of the combined atmospheric and oceanic circulation.
Figure 8.15 is a schematic illustration of the sort of interaction which is
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Fig. 8.14. The structure of ENSO during 1982-3, the largest ENSO event in the
last 40 years, (a) Anomaly of the 85 kPa winds (ECMWF data); the sample vector
represents 5 ms"1. (b) Anomalies of sea surface temperature over the Pacific during
1982-3. Contour interval 1 K, values in excess of +1 K shaded.

probably involved. The usual state of affairs is shown in Fig. 8.15(a).
The warmest sea surface temperatures are in the vicinity of Indonesia. These
drive intense convection in this region, which releases latent heat and drives a
Walker circulation, as discussed in Section 7.1. The low level winds associated
with the Walker cell exert an eastward stress on the sea surface, feeding warm
water into the western Pacific, and maintaining the upwelling along the
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a)

(b)

Fig. 8.15. A schematic illustration of the coupling between the ocean and atmo-
spheric circulation during El Nino events. The diagrams show longitude-height
sections of the atmosphere and the ocean along the equator over the Pacific Ocean:
(a) Normal circulation, with convection over Indonesia; (b) anomalous or El Nino
circulation, with the convection moving to the mid or western Pacific.

coast of South America. But now suppose that the sea surface temperature
maximum moves towards the mid-Pacific. The convective maximum and
the Walker cell will move further east. The low level easterly winds are
replaced by westerlies over much of the tropical Pacific, moving the warm
water further east and suppressing the South American upwelling. It can be
seen that the changes will feed back on themselves and help to establish and
maintain the anomalous El Nino state. Idealized models which represent
such a coupling between the low level tropical winds and the flow in the
upper layers of the ocean suggest that the process is an instability; an initial
condition resembling that shown in Fig. 8.15(a) begins to oscillate between
the El Nino state and the normal state (sometimes called the 'La Nina'
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state). The amplitude of the oscillation saturates at some maximum value.
In a more complex situation, the influence of such irregularities as baroclinic
instability in the midlatitudes will mean that the El Nino oscillations will
be somewhat irregular. It has been suggested that their timescale may be
determined essentially by the time taken for equatorial Kelvin waves in the
ocean to propagate across the Pacific basin, and that changes in the ocean
circulation could be used to forecast the evolution of such events.

The global implications can be understood in terms of Rossby wavetrains
propagating away from the anomalous convective heating. In this way, the
El Nino creates circulation anomalies over midlatitude North and South
America, Australia and possibly even further away. Indeed, the El Nino is a
major, if not the largest, component of interannual variability over much of
the globe. Improved understanding of the El Nino holds out the possibility of
imparting some sort of skill to weather predictions on the seasonal timescale
or even longer. As a result of this hope, and because of the impact of the
highly anomalous weather regimes associated with the massive 1982-3 event,
studies of El Nino have become very widespread and fashionable.

8.6 Blocking of the midlatitude flow

The examples of low frequency behaviour that we have discussed so far
have their seat in the tropical latitudes. The midlatitudes have much larger
low frequency variance. But the midlatitude low frequency variability has a
less well-defined range of frequency, and generally a much less clear spatial
structure than tropical variability. In this section, we will describe one very
characteristic low frequency fluctuation of the midlatitude circulation which
is still imperfectly understood and which attracts considerable attention.
This feature is called 'blocking'; it is often thought of as an alternation
between a relatively zonal midlatitude flow with superimposed fast moving
disturbances, and a more meridional flow with stationary or near stationary
disturbances.

This alternation of flow regime is traditionally described by a 'zonal index'.
This might, for example, be based on the mean midlatitude zonal geostrophic
wind. A typical index is derived from the zonal mean geopotential heights
at 55 °N and 35 °N. Zonal flow is characterized by large values of the zonal
index, while blocked flow has a smaller zonal index. Such a zonal index is
observed to oscillate erratically between low and high values, with typical
periods in the range of several weeks. The low index flow is often marked
by intense, nearly steady anticyclones. These have preferred locations; the
eastern Atlantic and western European sector is one and the other is in
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the eastern Pacific. Both lie downstream of the major storm tracks, and in
a region where the time mean wave pattern tends to be characterized by
ridging (see Chapters 6 and 7). A blocking anticyclone may last for several
weeks; in some major European droughts, it seems that a succession of such
anticyclones keep forming in much the same location.

Blocking is a much less prominent feature of the southern hemisphere
midlatitudes. Some regions where intense anticyclones are more prevalent
have been identified, but they are less less long lived than their northern
hemisphere counterparts. One such region lies to the south of New Zealand,
where the tropospheric jet tends to split (see Fig. 7.11); another lies near
South America.

Once a major block is established, it prevents the usual eastward motion of
cyclonic weather systems. Instead, they are steered around the block, mainly
around the poleward side. In so doing, they are distorted and tilted. This is
illustrated for a characteristic case in Fig. 8.16(a), which shows the high pass
filtered geopotential height field superimposed on the low pass filtered field
at the same time during a blocking event over the UK. The discussion in
Section 7.4 immediately suggests how a characteristic pattern of E-vectors
will be associated with such distorted high frequency eddies. The E-vectors
are shown in Fig. 8.16(b). They tend to converge into the block, suggesting
that the interaction between the high frequency transients and the block will
tend to reduce westerly flow in the region of the block. That is, the transients
will tend to reinforce the block. This effect is one important way in which
blocks tend to be maintained. On the other hand, one can imagine that
a particularly intense cyclone may be strong enough to disrupt the block,
explaining the apparently random collapse of the system. But these ideas
do not explain the geographical location of the blocks especially well. If
they were formed entirely by interactions with high frequency transients, one
might expect to see them more frequently in the downstream part of a storm
track, but one might also expect to see them form fairly frequently at other
locations also. One might also expect to see a particular block drift away
from its original location. It seems that interactions with features of the
Earth's surface must also be involved in the formation of blocks. This might
be directly, or indirectly, via dynamical interactions involving the steady
waves forced by mountains or land-sea contrasts.

A particularly elegant theory of how the forcing of steady waves could
lead to both blocked and zonal flow regimes was proposed by Charney and
Devore (1981). It is a straightforward extension of the theory introduced in
Section 6.2 of barotropic flow over a mountain. For simplicity, consider flow
along a /?-channel; the topography of the lower surface is simply wavelike
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Fig. 8.16. The interaction of high frequency transient eddies with a blocking an-
ticyclone over north-west Europe: (a) high pass eddies and low pass geopotential
height; (b) E-vectors. (From Hoskins et. al, 1983.)

in the x- and y-directions. This will force a steady wave whose phase and
amplitude were given by Eqs. (6.9) and (6.10), and were illustrated in Fig. 6.8.
The steady wave response is resonant, with a maximum amplitude when the
zonal wind is:

PU = (8.13)
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The extra ingredient introduced by Charney and Devore was to allow inter-
action between the zonal mean flow and the wave forced by the mountain.
Suppose that the zonal mean flow obeys such an equation as:

Here, the first term simply represents relaxation towards some equilibrium
velocity UE on a timescale %D. It can be thought of as a parametrization of
the total effect of the global circulation, including the Hadley cell and the
midlatitude eddies, in driving the midlatitude westerlies. The second term 3>
represents the 'form drag' exerted by the mountain on a unit mass of the
flow, and can be written:

where h is the height of the orography. The surface pressure is related to
the wind via the geostrophic relationship, and hence to the vorticity. That
part of ps which is in phase with the orography (and this includes the zonal
flow) makes no contribution to the form drag, since the pressure force on
the upstream side of the mountain exactly balances an opposite force on the
downstream side. Thus, we may write Eq. (8.15) in the form:

S> = -—Phoksin(S), (8.16)
Po

where 3 is the phase difference between the pressure wave and the orography
wave (given by Eq. (6.10)), and P is the amplitude of the pressure wave,
related to the vorticity amplitude by:

Here pQ is the mean surface pressure and H is the pressure scale height. The
form drag Q) reaches its maximum at the resonant flow speed fl/K2, and, if
the drag is not too large, falls off sharply at higher or lower flow speeds.

In the steady state, the forcing of the mean flow must balance the form
drag, that is,

® = U*~U
m (8.18)

This condition can be inverted to give values of U for zonal flows in
equilibrium with the orography and the forcing. Such solutions are most
easily appreciated by a graphical solution of Eq. (8.18), shown schematically
in Fig. 8.17. Provided the resonance is sufficiently sharp, that is, that the
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Zonal wind

Fig. 8.17. Schematic illustration of the solutions of Eq. (8.18). The outer two
solutions, marked S, are stable, while the central solution, marked U, is unstable.

drag xD is not too large, there are generally three different values of U
which satisfy Eq. (8.18). In fact the central one turns out to be an unstable
equilibrium, while the solutions for low U and high U are stable. They
represent a low zonal index' solution with intense steady waves, and a 'high
zonal index' solution with weak steady waves respectively. The system has
two stable equilibrium configurations. If some sufficiently strong random
forcing were introduced into Eq. (8.14), representing the effects of midlatitude
transients, one could expect the flow to remain close to, say, the zonal state
for some time, before being perturbed into the blocked state. The transitions
between the blocked and unblocked states would occur more or less at
random, just as is observed in the atmosphere. If more complex orography
were introduced, there would be a possibility of multiple equilibria, not just
two. The analysis can also be extended to baroclinic flows over orography.

The major drawback of such multiple equilibrium theories of blocking and
the zonal index cycle is their reliance on resonance. In the case that we have
just discussed, resonance is an artificial consequence of restricting the flow to
a channel of fixed width by boundaries where v* = 0. Such boundaries reflect
Rossby waves, which are therefore confined to the channel and propagate
zonally along it. Resonance occurs in a periodic channel when the Rossby
wavetrain fills the channel and interferes constructively with the disturbance
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induced over the mountain itself. In a more realistic atmosphere, as we
saw in Chapter 6, the Rossby wave activity would tend to be attracted to a
critical line at low latitudes, where it would probably be absorbed if the drag
were reasonably large. Only for the most contrived and artificial zonal flows
would there be a zonal Rossby wave guide which could lead to resonance.
Nevertheless, the theory of multiple equilibria is sufficiently attractive that
a number of other ways of inducing a local resonant response which could
lead to multiple equilibria have been suggested.

8.7 Chaos and ultra low frequency variability

Increasingly, as one considers lower frequency fluctuations of the atmospheric
circulation, the effects of coupling between the atmosphere and more slowly
varying components of the climate system become important. The typical
dynamical timescale of the atmosphere is around five days, while the typical
radiative timescale is about 30 days. In contrast, the timescales associated
with ocean circulations range from weeks for the surface waters to as long
as several thousand years for the deep ocean basins. The development
and decay of major ice sheets requires some thousands of years, and may
modify the atmospheric circulation profoundly, both locally and perhaps
globally. Atmospheric composition, and hence the radiative forcing of the
circulation, can fluctuate as atmospheric constituents are cycled through the
biota. The relevant timescales cover a wide range, from a few years for
trace constituents such as methane to around 10 million years for nitrogen.
The orbital elements of the Earth vary periodically so that the amount and
geographical distribution of solar radiation varies on timescales of as much
as 105 years. These changes seem to trigger the major circulation and climate
changes associated with the advance and retreat of ice sheets. Whether the
solar output itself is subject to significant fluctuations, and if so, on what
timescale, is not known.

With so many mechanisms which can modify the atmospheric circula-
tion, explanations of very low frequency changes in circulation tend to
centre around feedbacks between the atmosphere and these slower varying
components of the climate system, or even on the direct forcing, without
feedbacks, of circulation changes by external agencies. This must not blind
us to the possibility that some low frequency behaviour can be generated
internally, without any external excitation. The atmospheric circulation is
such a nonlinear system that it is capable of all kinds of behaviour which
are not revealed by the sort of linear calculations of instability and wave
propagation which have underpinned much of the discussion in this book.
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To illustrate, we will first consider an extremely simple analogue to the
atmospheric circulation introduced by Lorenz. It consists of three ordinary
differential equations governing the time evolution of three interacting quant-
ities :

£ « L l « Q _<* + *>, ,8,9a,

A A

-jj = -4UB+(U- \)A +1, (8.19b)

^ = 4UA + (U- \)B. (8.19c)
at

Arguing loosely, U may be interpreted as a dimensionless measure of the
midlatitude horizontal temperature gradient or, assuming thermal wind bal-
ance, the upper tropospheric zonal wind. The coefficients A and B represent
the dimensionless sine and cosine coefficients of a wave. The individual terms
on the right hand side of these equations are straightforward to understand.
The first term on the right hand side of Eq. (8.19a) represents the radiative
forcing of the zonal wind; in the absence of eddies, U would equilibrate to
the value 8 on a timescale 4. This equilibrium value will be reduced by the
second term on the right hand side when eddies of significant amplitude are
present. Turning now to the equations governing the eddies, Eqs. (8.19b,
c), the first terms in these equations indicate that the waves are progressive,
with frequency 4(7. The second terms indicate that they are unstable, and
that their amplitudes will amplify exponentially if U is held constant at some
value greater than 1. The final, and crucial, ingredient is the last term on the
right hand side of Eq. (8.19b). It represents a constant forcing of a stationary
wave, for example by continent-ocean contrasts.

The set of Eqs. (8.19a-c) represents a deterministic dynamical system. That
is, given initial values of 17, A and B, their subsequent evolution would in
principle be determined exactly. In practice, the nonlinearity of the equation
set means that there is no general analytical solution, and so the integration
has to proceed by numerical means. The approximations of the numerical
calculation immediately introduce some uncertainty into the subsequent
solution. In fact, for the particular choices of the various coefficients made
in Eqs. (8.19a-c), any such errors tend to amplify exponentially so that
arbitrarily close initial conditions will eventually lead to widely different
solutions. An example of two such diverging solution trajectories is shown
in Fig. 8.18. The separation between the two trajectories generally increases,
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though not monotonically. A mean of many such curves would initially
produce a more or less exponential increase of the separation.

Clearly, this behaviour is analogous to that of the atmosphere. The
exponential divergence of initially similar solutions is reminiscent of the
'forecasting problem', in which a deterministic set of equations is used to
extrapolate an imperfectly defined initial state of the atmosphere to produce
a forecast. It is well known that the atmosphere is not predictable in this
sense; a numerical weather prediction generally loses any skill after about
6-10 days in most circumstances. Because of the exponential increase of
errors, decreasing the errors of observation (principally by increasing the
density of the observing network) would only lead to a limited extension of
the useful period of a forecast.

The Lorenz system is an example of those equation sets which have
been termed 'chaotic'. This is an unfortunate name, with its implications
of randomness and lack of structure. In fact, the solutions to the equation
set are highly structured, although that structure is exceedingly complex;
a better term for this generic type of behaviour might be 'spontaneously
complex'. In the interests of clarity, the trajectories shown in Fig. 8.18 are
kept rather short. In Fig. 8.19, the complexity of the solutions is illustrated
by a so-called 'Poincare section' of a much longer integration of the same
equation set. This is really a cross section of the solution trajectories, in
which a point is plotted each time the trajectory crosses the A = 0 plane.
It is noticeable that the solution trajectories tend to cluster in some regions,
while other regions are scarcely entered at all. One such region is the vicinity
of the point U = 1.0310, A = 0.0064, B = 0.317 9. The solutions oscillate
around their mean value but spend little time close to the mean, which is an
unstable point for the system.

Where the solution trajectories are clustered, the points on the Poincare
sections are arranged along folded sheets. Closer examination of longer
integrations shows that this structure is repeated on a smaller scale. Indeed,
the solution subspace is 'fractal', showing complex structure on any scale, no
matter how small. This 'quasi-two-dimensional' character of the solutions
can be expressed quantitatively by determining the effective dimension of
the solution surface. Suppose that we have a very long numerical integration
of an equation set such as Eqs. (8.19a-c), consisting of a large number of
discrete points in (U, A, B) space. The dimensionality of the solution could
be determined as follows. Take some arbitrary point within the attractor.
Then count the number of solution points lying within the neighbourhood
of this point, that is, inside a small volume of (17, A, B) space centred on the
selected point. Denote the typical linear dimension of this neighbourhood
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Fig. 8.18. The solutions of the Lorenz simple climate model, Eqs. (8.19a-c), for two
nearby initial conditions: (a) projected on to the ([/, A) plane; (b) projected on to
the (A, B) plane.
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as r. Now increase r and repeat the count. If the solutions lie along a line
(possibly a curved line), then the number of points counted will increase
as the first power of r. If they lie on a two-dimensional (possibly curved)
surface, the number of points counted will increase as r2, while if they fill
(U9 A, B) space uniformly, the count will increase as r3. When this method
is applied to the solutions of the Lorenz set, the resulting dimension is
neither 2 nor 3, but somewhere in between, around 2.3. It is called a 'fractal
dimension'; having a fractal dimension is a defining characteristic of truly
chaotic, rather than merely rather complicated, solutions to a dynamical
system such as Eqs. (8.19a-c).

A final way of summarizing the Lorenz system is in the form of a frequency
spectrum of its fluctuations. Figure 8.20 shows such a spectrum for U. There
are a number of peaks at high frequencies. These can be related to the
various linear frequencies which emerge from linearizing the equation set
about its mean state. But one effect of the nonlinearity of the system is to
broaden these peaks across a range of frequencies. More significantly for our
present purposes, there is a continuous background spectrum of variability
which extends down to the lowest frequencies defined by the integration. This
background spectrum is a manifestation of the infinite variety of solutions
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Fig. 8.19. A long integration of Eqs. (8.19a-c), showing the intersections of the
solution trajectory with the A = 0 plane, forming a so-called 'Poincare section'.

of Eq. (8.19a-c); they never repeat themselves exactly, although they are
confined to the same neighbourhood of (17, A, B) space.

This simple system suggests the possibility that the observed low and
very low frequency fluctuations of the global circulation could be due, at
least in part, to such internally generated variability. In that case, it is not
necessary to appeal exclusively to external sources of variability in terms of
changing sea surface temperatures or radiative forcing in order to account
for all the observed fluctuations. One way of testing this hypothesis is
to carry out long integrations with a global circulation model with fixed
boundary conditions and radiative inputs. An example, using the 'simple
global circulation model' introduced in Section 2.5 with Eqs. (2.34) and
(2.35), will be described here. In this model, the simple Newtonian cooling
and Rayleigh friction eliminates any possibility of feedbacks between the
circulation and its forcing. Any variability must be generated within the
simulated atmosphere as a consequence of the nonlinearity of the governing
dynamical equations.

In fact, long integrations of this model show that it is unsteady, even on
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Fig. 8.20. An amplitude frequency spectrum of the fluctuations of U from a long
integration of the Lorenz system, Eq. (8.19a-c).

the longest timescales. This 'ultra low frequency' variability is most marked
when the zonal mean flow is considered. Figure 8.21 shows the frequency
spectrum of the mean angular velocity of the modelled atmosphere. It rises
to maximum values on the longest timescales encompassed by a 100 year run,
with large amplitudes on timescales of 10 years and longer. This spectrum
is a good example of a 'red noise' spectrum, with a large amplitude, random
signal at low frequencies. It is reminiscent of the low frequency behaviour
of the Lorenz system shown in Fig. 8.20. The main difference is that there is
rather little evidence of the broadened peaks near the frequencies associated
with the linear normal modes of the system. The nonlinearly generated low
and ultra low frequencies are dominant.

EOF analysis shows that there is a distinct spatial structure to the ultra
low frequency variability of our model atmosphere. The first EOF of
[u] accounts for over 30% of the variability of the flow; its structure,
shown in Fig. 8.22 consists of alternating easterly and westerly anoma-
lies in the winter midlatitudes. In the 'negative phase' of the EOF, the
anomaly consists of a midlatitude westerly jet with easterly jets to south
and north. The picture is not unlike the changes to the zonal mean
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Fig. 8.21. Frequency spectrum of the fluctuations of the global average atmospheric
angular velocity in a long integration of the simple global circulation model described
in the text.

flow which result from a baroclinic lifecycle experiment, and strongly
suggest that baroclinic instability of the winter midlatitudes plays a cen-
tral role in driving the ultra low frequency variability of the circulation.
The model has every appearance of being a truly 'chaotic' system. We
cannot hope to predict its detailed behaviour very far into the future.
But the hypothesis that some kind of feedback between the baroclinically
unstable waves and the zonal mean flow might drive the ultra-low fre-
quency variability would require that the behaviour of the system might
be, at least qualitatively, describable by some low order set of nonlin-
ear equations, rather like the Lorenz set. What we call a 'theory' of
this system would indeed consist of such a low order model of it, in
which the hundreds of differential equations, each governing the evolu-
tion of one spectral coefficient (or, equivalently, one grid point value)
of each of the variables, were condensed into just a handful of separate
equations.

The Lorenz set gives some clues about the sort of properties that this
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Fig. 8.22. Structure of the first EOF of [u] for the long integration of the simple
global circulation model. This EOF accounted for 31% of the total variability of
the time series, and an even larger fraction of its very low frequency behaviour.

low order equation set would have to possess. As a minimum, one variable
would be needed to represent the baroclinicity of the zonal flow, and a further
two variables would be needed to describe the (complex) amplitude of an
unstable, propagating wave. These are the main ingredients of the Lorenz set.
There is a feedback, such that strong developments of the waves weaken the
baroclinicity which makes them unstable. The extra element which is needed
in the Lorenz set to make its solutions chaotic is the interaction with a forced
stationary wave, represented in the last term in Eq. (8.19b). If it is strong
enough, this continuous forcing can disrupt any balance between the waves
and the zonal flow, so that the system is always unsteady. There is no forced
stationary wave in the simple global circulation model. Instead, we might
appeal to interactions with a more slowly propagating long wave component
to the flow, or to wave breaking, which would involve interactions with a
harmonic of the unstable wave. Clearly, the possibilities rapidly multiply
as extra degrees of freedom are introduced. One way of placing bounds
on the sort of equation sets which would be needed to describe the long
term behaviour of the global circulation model would be to determine the
fractal dimension of its chaotic solutions. That, at least, would tell us how
many variables would have to be retained in a low order approximation to
it.
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This turns out to be a very difficult task. The number of data points
required to determine the fractal dimension of a solution becomes very large
as the fractal dimension increases. Determinations of fractal dimensions
greater than about 7 or 8 are probably unreliable. Attempts to determine
a fractal dimension for the kind of integrations shown in Fig. 8.21 are not
encouraging. Their dimension is probably well in excess of 8, unless some
severe time smoothing is introduced. The most optimistic view is that the
simple global circulation model embeds some simpler model with dimension
perhaps 10 or 20; clearly, extracting such a model from integrations of the
full model would be a very difficult task. The more pessimistic possibility is
that the simple global circulation may not be reducible to simpler terms. In
that case, it would be a waste of time seeking any 'explanations' of its ultralow
frequency behaviour. More radically, we would be left with the concern that
a higher resolution model would exhibit qualitatively different behaviour,
since it is a set of many more equations. The use of global circulation
models to study the behaviour of the atmosphere relies on the implicit
assumption that, given enough resolution, the large scale, low frequency
evolution of the flow will be independent of the model. At present, it is an
open question whether this assumption is correct.

8.8 Problems

8.1 From a long numerical integration of the Lorenz set, Eq. (8.19a-c), the
following data were obtained:

U = 1.0606, A = -0.0560, B = 0.3326,

C/5 = 1.4129, ~& = 0.7612, & = 0.9319,

UA = 0.0138, UB = 0.2685, AB = -0.0693.

Determine EOFs for the Lorenz system, and say how much variance each
EOF accounts for. Plot your EOFs on the U-B and A-B planes, and relate
them to Figs. 8.18 and 8.19.

8.2 Use Eqs. (6.9) and (6.10) to plot graphs of the mountain drag ver-
sus flow speed for a zonal wavenumber 2 variation of orographic height,
amplitude 1000 m, drag timescale 5 days, channel width 5000 km. You may
assume that UE = 50 ms"1, and that the channel is centred at 45 °N. Hence
determine whether multiple equilibria are possible according to the Charney-
Devore theory. If they are, say what the mean flow is for each equilibrium
state.
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8.3 Suppose an isolated tropical heating anomaly were suddenly turned
on, generating zonal wavenumber 3 Rossby waves at 25 °N. Given a typical
DJF flow, estimate the poleward group velocity of these Rossby waves, and
hence deduce how long it will be before the anomaly starts to perturb the
flow at 55 °N. Repeat the calculation for zonal wavenumber 1.



9

The stratosphere

9.1 The seasonal cycle of the stratospheric circulation

Up until this point, we have concentrated almost exclusively upon the tropo-
sphere, which is characterized by a relatively weak stratification, with a
temperature lapse rate of around 6-7 K km"1. At the tropopause, the lapse
rate becomes close to zero; the lower stratosphere is nearly isothermal. The
corresponding change in stratification, as measured by the Brunt-Vaisala
frequency, is by a factor of around two, from values of 10~2 s"1 in the
troposphere to values of 2 x 10~2 s"1 in the lower stratosphere. In the upper
stratosphere, from heights of 30 km to around 50 km, the temperature actu-
ally increases with height. The transition to stably stratified conditions is
called the tropopause, which is extremely sharp in the tropics and midlatit-
udes. It is rather more gradual in polar latitudes, especially in winter when
there is no incoming sunlight. The abrupt increase of stratification at the
tropopause means that the stratosphere is dynamically very different from
the underlying troposphere. Baroclinic instability is virtually suppressed
and disturbances are mainly forced from below. The stratification acts
as a filter, removing the smaller scale disturbances and allowing only the
longest waves to propagate out of the troposphere to great heights in the
stratosphere. Shorter wavelength disturbances are thereby trapped in the
troposphere, which behaves as a waveguide, the upper boundary of which is
the tropopause.

Figure 9.1 illustrates this filtering action. Fields have been taken from a set
of ECM WF analyses to show the synoptic pattern of flow for the same winter
analysis time but at different levels, ranging from the upper troposphere up
to the middle stratosphere. At 30 kPa, a number of sharp troughs associated
with surface depression systems can be seen, as well as an anticyclone to
the west of Ireland and a number of other disturbances. At higher levels,
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300 mb 100 mb

Fig. 9.1. The streamfunction for 22 January 1987 at various levels over the northern
hemisphere, (a) 30kPa (about 9 km) (b) lOkPa (about 17 km) (c) 3kPa (about
26 km) and (d) lkPa (about 34 km) . Contour interval 107m2s~1.

a steady transition is noted; by the 3kPa level (at about 24km above the
Earth's surface) the only features to be seen are the tight vortex displaced
from the pole towards northern Europe and a weak anticyclone over the
northern Pacific. A Fourier analysis of the streamfunction field at this upper
level reveals that it is composed almost entirely of zonal wavenumbers 1-3.

In the summer season, a similar, but even more dramatic, filtering of
wave like disturbances is seen. Plots of streamfunction for 22 July 1986 are
shown in Fig. 9.2. At 30 kPa, the rather weak midlatitude westerlies are very
disturbed, with large amplitude, transient systems particularly evident over
the two ocean basins. By lOkPa, the cyclonic vortex has nearly vanished,
with just a vestigial feature over North America. Instead, the field at
this level is dominated by the massive anticyclone over the Middle East
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300 mb 100 mb

Fig. 9.2. Similar to Fig. 9.1, but showing the streamfunction for 22 July 1986. (a)
30kPa, (b) lOkPa, (c) 3kPa and (d) lkPa. Contour interval 5 x 106m2s-1.

and central Asia associated with the Asian monsoon. This anticyclonic
character becomes accentuated at 5 kPa, while at 3 kPa an almost precisely
axisymmetric anticyclone is centred over the north pole and fills the entire
summer hemisphere.

The theory of Section 6.4 gives a good account of the changing character
of the flow with height shown in Figs. 9.1 and 9.2, and we will return to the
application of this theory to the stratosphere in Section 9.2. But, first, it is
necessary to give some account of the zonal mean flow in the stratosphere.
This is primarily driven by radiative effects, but is strongly modified by
dynamical heat transports. It has a characteristic seasonal cycle.

Approximately 1% of the sunlight incident on the atmosphere, mostly
at ultraviolet wavelengths, is absorbed in the stratosphere. But because
of the very low density of the air, substantial heating rates can result.
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Figure 9.3 shows the daily mean flux of solar radiation incident on the top
of the atmosphere as a function of latitude and time of year. The maximum
insolation occurs at the summer pole, close to the time of the summer solstice.
Around the winter solstice, high polar latitudes receive no sunlight at all.
The most important absorber of ultraviolet radiation in the stratosphere is
ozone, the triatomic form of oxygen. Ozone has a maximum partial pressure
at around 25 km and a maximum mixing ratio at around 50 km. It is an
extremely effective absorber of ultraviolet radiation with wavelengths of less
than 300 nm. Thus the maximum heating rates, of up to 12 K day"1, occur
near the top of the ozone layer, at around 50 km. It is this pattern of heating
which effectively determines the gross features of the vertical temperature
profile of the atmosphere, with stable stratification from the tropopause
to the stratopause at about 60 km, and rather less stable stratification in
the mesosphere. The atmosphere develops strong temperature gradients in
response to this heating, until long wave cooling is sufficient to balance the
heating. Cooling is principally due to carbon dioxide, although both water
vapour and ozone itself have important infrared emission bands which make
large contributions to the cooling. Fig. 9.4 shows heating rates due to
absorption of solar radiation by ozone, and the net heating rates due to all
radiative processes. At the solstices, the heating follows the pattern we might
expect from the distribution of the solar radiation, with heating throughout
the summer hemisphere and intense cooling at high winter latitudes. At the
equinox, the pattern of heating is roughly symmetric about the equator, with
heating in the tropics and cooling at high latitudes in both hemispheres.

Although ozone has such a profound effect on the temperature structure
of the stratosphere, its total concentration is extremely small, amounting to
no more than 1 molecule in 105 at its most concentrated. The total volume
of ozone in a column is sometimes stated in terms of the depth of a column
of gas if the total ozone were isolated and compressed into a thin layer
at 100 kPa and 273 K. Typical values range from 2.6 to 4.5 mm, depending
upon latitude and season. In contrast, the rest of the atmosphere measured
in this way would have a depth of 8 km. The situation is complicated by the
fact that ozone is a highly variable constituent. The factors influencing its
concentration will be discussed in more detail in Section 9.3.

In the winter, the heating rate is zero at high latitudes, since there is
no incident sunlight. The heating rate builds up as tropical latitudes are
approached. The result is an intense gradient of temperature near the
poleward limit of sunlight at 66° of latitude, with very low temperatures
near the pole. In thermal wind balance with this temperature gradient, the
zonal winds increase with height at high latitudes, and are quite intense
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Incident solar radiation

270 330

Day of year

Fig. 9.3. The daily mean flux of solar radiation incident upon the top of the
atmosphere as a function of latitude and time of year. Contour interval 50Wm~2.
Shading denotes the polar winter regions of perpetual darkness.

above 5 kPa. This high latitude jet stream or 'polar night jet' is generally far
from axisymmetric, at least in the northern hemisphere; as seen in Fig. 9.1,
it is distorted and displaced away from the pole.

Figure 9.5 shows latitude-height cross sections of the zonal mean zonal
wind in the stratosphere. In the summer hemisphere, the tropospheric
westerly jet dies away quickly in the lower stratosphere, and the wind regime
becomes predominantly easterly. In the winter hemisphere, the tropospheric
westerly jet also becomes weaker above the tropopause, while the polar
night jet rapidly strengthens, attaining values of around 60 ms"1 at the
stratopause. Winds in the tropics are more difficult to estimate. They cannot
be inferred from thermal wind balance, and direct measurements of the
stratospheric wind field are difficult to obtain above the usual ceiling for
radiosonde ascents.

Although we have just discussed the gross features of the stratospheric
zonal mean temperature and wind field in terms of the radiative equilibrium
distributions of temperature, it must be appreciated that in some respects the
stratosphere is very far from a state of radiative equilibrium. Figure 9.6 shows
the results of a computation of the radiatively determined stratospheric tem-
perature field, obtained by integrating a model which included the seasonal
cycle of solar radiation but ignored dynamical heat transports, compared
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with that observed. The observed winter pole is considerably warmer than
radiative equilibrium, implying that the atmospheric circulation is transporting
heat into high latitudes. More strikingly, observations reveal a local maxi-
mum of temperature in the midlatitudes, with a cold equator and maximum
temperature near 50 °N. The associated reversal of the usual temperature
gradient is responsible for the easterly shear above the tropospheric jet and,
consequently, for the characteristic jet maximum near the tropopause. The
existence of this cold stratospheric equator is clear evidence for a very active
circulation in the stratosphere which transports heat polewards.

The 'Charney-Drazin' theory introduced in Section 6.4 predicts the ob-
served filtering effect of the stratosphere on the eddies. We saw there that
in westerly flow, only long wavelength Rossby waves can propagate vertic-
ally. Shorter wavelengths are evanescent and will die away quickly with
height. The stronger the westerly flow, the longer the wavelengths of vertic-
ally propagating Rossby waves. The rather strong westerlies associated with
the polar night jet will prevent the upward propagation of smaller wave-
length disturbances which are seen to become attenuated rapidly above the
tropopause. At the highest levels, only wavenumbers 1, 2 and 3 are present
with significant amplitude. If anything, the amplitude of these wavelengths
seems to increase with height. This result is consistent with the density effect
predicted in our Charney-Drazin theory.

In midsummer, the incident sunlight is a maximum at the pole. The relat-
ively low angle of the sun is more than compensated by the long day at high
latitudes. In the troposphere, the scattering and absorption of sunlight along
the long atmospheric path of the beam means that insolation is still larger
in the summer tropics. But in the stratosphere, scattering and absorption
are less important. The temperature maximum is at the summer pole, and a
poleward temperature gradient is characteristic of the summer stratosphere.
Thermal wind balance suggests easterly shear within the stratosphere, and
indeed by the 5 kPa level, easterlies are established throughout the summer
hemisphere.

The transitions between the typical summer and winter flows are of
considerable interest. The autumn transition is generally gentle and accom-
plished on radiative timescales (typically 5-20 days, depending upon height).
As the solar heating declines at the pole around the equinox, cooling takes
place and a small cyclonic vortex starts to form over the pole. The easterlies
characteristic of the summer season persist in the midlatitudes. The polar
vortex strengthens and expands until a highly disturbed polar night jet is
established, while the easterlies retreat into the tropical latitudes. The trans-
ition is generally complete by the end of November. The spring transition
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Fig. 9.4. Cross sections showing the heating rates in the stratosphere: (a) heating
due to ozone, 21 December; (b) heating due to ozone, 21 March.

is much more dramatic. The westerlies break down rapidly, sometimes on
timescales of only a few days. Anticyclonic circulations disrupt the polar
vortex and displace it from the pole. At the same time, the temperature rises
substantially over the polar regions. Such 'stratospheric sudden warmings'
are among the most dramatic synoptic events in the neutral atmosphere.
The sudden change of circulation establishes a summerlike easterly regime.
When the warming occurs late in the winter, it can mark the final breakdown
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Fig. 9.4 (cont.). (c) Net heating, including long wave cooling, January; (d) net
heating, March. Contour interval 1 Kday"1. In (a) and (b), shading indicates values
in excess of 8 K day"1, and in (c) and (d) shading indicates net heating. (After Gille
and Lyjak 1986.)
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Fig. 9.5. Cross sections showing the zonal mean zonal wind [u] in the stratosphere,
based on the climatology of Fleming et. al. (1990): (a) January; (b) July. The contour
interval is 10 ms"1 , with easterlies indicated by shading. In this, and succeeding
similar plots, the vertical coordinate is 1000 \og(p/pR). It may be noted that the tick
marks are therefore placed roughly every 14.7 km.
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Fig. 9.6. A comparison of radiatively determined and observed zonal mean strato-
spheric temperatures for July: (a) radiative equilibrium, kindly supplied by K. P.
Shine, and based on an extension of the calculations in Shine (1987); (b) Observed,
from the climatology of Fleming et al (1990). Contour interval 10 K, with shading
indicating temperatures less than — 60 °C.
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of the winter circulation. Easterlies persist until the following autumn. But
when the warming comes earlier in the winter, or is less strong, a gradual re-
laxation towards the normal winter flow takes place, essentially on radiative
timescales.

Figure 9.7 shows a typical sequence of fields during a stratospheric warm-
ing event. Although the actual reversal of the winds is indeed very abrupt,
anticyclones build up outside the polar vortex for some time before the
warming.

The dramatic changes during a warming, which take place on a timescale
of only a few days, point clearly to a dynamic origin for the event. Propaga-
tion of disturbances from lower levels seems to be implicated, and there
is evidence linking warmings to major anomalies (such as blocking) in the
troposphere. The transition in the southern hemisphere stratosphere is less
abrupt, and the polar night jet is less disturbed. This presumably reflects the
somewhat weaker steady long waves in the southern hemisphere troposphere.
The less disturbed state of the southern polar vortex is important in leading
to the extremely large depletions of ozone observed in recent years above
Antarctica. The lack of major disturbances means that air is trapped within
the polar vortex for long periods and thus destructive catalytic reactions
have time to occur.

The theory of upward propagating Rossby waves, outlined in Chapter 6,
accounts in broad terms for many of the observations recounted in this
section. At the same time, eddies in the winter stratosphere carry important
fluxes of heat and momentum; these modify the zonal mean state. As our
study of the Eliassen-Palm flux in Section 6.4 revealed, propagation of waves
and their interaction with the mean flow are related matters. We return to
the discussion of this in the next section.

9.2 Wave propagation and mean flow interactions

The requirements for the vertical propagation of Rossby waves rather neatly
account for the absence of waves in the summer stratosphere and the long
wave disturbances of the polar night jet observed in the winter. Figure 6.19
shows that steady Rossby waves will be evanescent in the vertical when the
zonal wind is easterly. Thus, we would expect the mean flow of the summer
stratosphere to be almost undisturbed by propagating waves. Indeed, it is
highly axisymmetric. Incidentally, it is not greatly disturbed by transient
eddies either. The theory of Section 6.4 is easily modified to the case of
transient waves, with a phase speed c. The result is simply to replace U by
U — cm Eq. (6.43). The phase speed of tropospheric Rossby waves is gener-
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ally fairly small compared to the magnitude of the summer stratospheric
easterlies, so that there is little possibility for transients to propagate into
the summer stratosphere. Vertical propagation is possible in westerly flow,
such as would be expected in the winter stratosphere. The longest waves
can propagate most readily, while shorter waves will be evanescent. The
filtering effect of the stable stratosphere in westerly conditions, illustrated by
Fig. 9.1, is accounted for in a straightforward way. Of course, the theory of
Section 6.4 is highly idealized, and its assumption of constant U and N is
hardly realistic. The Eliassen-Palm formalism provides a way of extending
the theory to more general conditions. In this section, we will concentrate
upon the winter situation in order to evaluate the transport properties of the
stratospheric planetary waves.

The temperature flux carried by a vertically propagating Rossby wave was
derived in Eq. (6.53) for the simplest situation of vertical propagation in a
uniform zonal wind. In addition to the temperature flux carried directly by
the eddies, there will be an indirect eddy transport of temperature by the
eddy induced mean meridional circulation. Together, these effects determine
the total heat transport resulting from the eddies. The same ideas will be
required to discuss the transport of trace constituents, such as ozone, by
the winter stratospheric circulation, an aspect to which we will return in the
next section. The eddy and meridional mean components of the temperature
flux tend to cancel out, a result which is qualitatively clear from the work
of Section 4.4. There we showed that a maximum of the poleward eddy
temperature flux in the midlatitudes would induce a thermally indirect mean
meridional circulation. That is, the induced circulation will tend to transport
heat downwards and equatorwards, while the eddies achieve the opposite.
To make the argument more quantitative, we will restate the analysis of
Section 4.4, here using pseudo-height z' as the vertical coordinate since we
are concerned with the stratosphere.

The Eulerian mean equations in local Cartesian coordinates were given as
Eqs. (4.27) and (4.28), together with the thermal wind equation, Eq. (4.29).
In terms of the pseudo-height, they may be written:

^ - / [ • > ] - ~ [ « * i ' * ] + [i ri] , (9.1)

dydt g dy
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Fig. 9.7. Sequence of synoptic fields at 1 kPa during a stratospheric warming event.
Solid contours show geopotential height, contour interval 500 m, with values greater
than 31 km indicated by shading. Dashed contours show temperature, contour
interval 5K, with values between 210 K and 220 K shaded. The outer latitude circle
is 30 °N. (a) 23 December 1981; (b) 26 December 1981.
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Fig. 9.7 (cont.). (c) 29 December 1981; and (d) 2 January 1981. (Plots kindly supplied
by A. O'Neill.)

together with the thermal wind balance:

(9.3)
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and continuity:

A useful transformation of these equations is obtained by defining a residual
wind such that:

The residual meridional wind still satisfies the continuity equation, and so it
defines a residual meridional circulation. Substituting into the zonal mean
momentum and thermodynamic equations, we have:

^ / M V F [ I ] , (9.6)
pR

( 9 . 7 )+ M , M .
dt g

These equations are called the 'transformed Eulerian mean' (TEM) equations.
Note that the eddy term only appears explicitly in the momentum equation,
where the combined effects of the temperature and momentum fluxes are
contained in the V • F term. The thermodynamic equation reveals that
in steady flows, the residual meridional circulation is purely a response to
gradients of heating. The Eulerian mean circulation induced by the poleward
temperature fluxes has been removed from the residual circulation by the
transformations, Eqs. (9.5a, b).

In conditions of steady, frictionless and adiabatic flow, the TEM equations
establish an important result, called the Eliassen-Palm theorem. Consider
the special case of frictionless, adiabatic and steady flow. Then the TEM
equations reduce to:

-f[v]r = — V-F, (9.8a)
PR

s2[w]r = 0. (9.8b)

From Eq. (9.8b) together with continuity, we conclude that [w]r = [v]r = 0,
and consequently that

V • F = 0. (9.9)
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This equation does not say that the eddy fluxes are zero. It does say that
the variation of [v*9*] in the vertical and of [u*v*] in the horizontal must
be such that the Eliassen-Palm flux has zero divergence. This is the case for
the simple vertically propagating Rossby wave discussed in Chapter 6. We
showed there that the poleward temperature flux associated with this wave
is substantial. However, its vertical variation is such that:

^7(p>*n)=0. (9.10)

That is, Eq. (9.9) is satisfied if [u*v*] = 0. The physical interpretation of this
result is that although there is a poleward temperature flux associated with
the Rossby wave, it is exactly balanced by the equatorward temperature flux
carried by the induced Eulerian mean circulation.

We have considered other situations where the Eliassen-Palm theorem
does not apply. The temperature fluxes of a growing Eady mode, discussed
in Section 5.4 do not satisfy V • F = 0, even though the Eady model is
frictionless and adiabatic. Strictly, there is infinite divergence of F in an
infinitesimal layer near the lower boundary, and corresponding convergence
near the upper boundary. The reason is that the Eady wave is exponentially
amplifying, so we are not dealing with a steady flow. Although the induced
meridional circulations offset the poleward temperature fluxes carried by
the Eady mode, they do not exactly compensate for it, and so there is
net poleward temperature transport. In the tropospheric global circulation
itself, similar considerations apply. The Ferrel cell is thermally indirect and
so tends to transport heat equatorward. But the flow is highly unsteady,
and, furthermore, friction acts near the ground. Thus there is certainly net
poleward temperature flux associated with midlatitude tropospheric eddies.

Our arguments so far have been largely based upon the linear theory of
vertically propagating Rossby waves. The essence of a Rossby wave is a
small meridional displacement of a fluid element. The element conserves
its potential vorticity as it moves into a region where the ambient potential
vorticity is different. The resulting circulations tend to return the Rossby
wave to its 'home' latitude, providing the restoring tendency which results in
wave motion. Note that this displacement is a totally reversible displacement.

However, as the Rossby wave propagates higher, its amplitude may vary,
and can lead to large, irreversible distortions of potential vorticity contours
or 'breaking'. At least two mechanisms for breaking are possible.

The first will operate even when [u] is constant; according to Eq. (6.45),
the amplitude will increase exponentially with height as the wave propagates
to levels where the density is lower. The wave action density is conserved
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as the wave propagates to higher levels, but the mean particle displacement
increases. This will mean that above some level, the linear assumptions of
the theory will break down. Typically, this will happen when the meridional
displacement of a fluid element becomes comparable with the wavelength
of the waves. In this situation, contours of potential vorticity become
highly distorted, and the potential vorticity is pulled out into long filaments.
Such long, thin filaments are barotropically unstable and might be expected
to break up rapidly into discrete vortices. The instability means that the
distortion of the potential vorticity contours rapidly becomes irreversible.
Various dissipative processes can act on these small scale fluctuations to
smooth out the potential vorticity field. These processes are not simple to
describe in analytical terms, and the rapid reduction of scales makes them
difficult to represent in a numerical model. Consequently, the details of the
saturation process are not fully understood. The overall effect, though, is to
mix the potential vorticity throughout the region occupied by the saturated
Rossby wave, giving a broad region in the midlatitudes where potential
vorticity gradients are small.

The second breaking mechanism may be associated either with meridional
or vertical propagation, and will occur when the zonal wind changes with
height. In particular, if [u] changes sign, a 'critical line', such as we discussed
in Chapter 6, will be associated with the locus of points where [u] = 0. As
a Rossby wave approaches a critical line, its amplitude will increase and its
group velocity will decrease. The assumptions of linearity will break down,
and irreversible shredding and mixing of the potential vorticity field will
occur; the Rossby wave will break in much the same way as for the increase
of amplitude with decreasing density.

There is an analogy between this saturation and breakdown of vertically
propagating Rossby waves, and the well-known behaviour of surface gravity
waves on deep water as they approach a shelving beach. As the waves
propagate into regions of shallower water, they become steeper. Eventually,
they become so distorted that they 'break', that is, the reversible displace-
ments of water associated with wave motion become irreversible, and a rapid
shrinking of the scales of motion takes place. This analogy has led various
authors to speak of the 'breaking' of planetary scale Rossby waves in the
middle stratosphere, and to refer to the region of small potential vorticity
gradient as the 'stratospheric surf zone'.

Figure 9.8 shows a map of the Ertel potential vorticity (see Eq. (1.79))
on the 850 K potential temperature surface during the northern hemisphere
winter. The vortex circumscribed by the polar night jet shows up as a
strong maximum in the potential vorticity field, distorted by the upward
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Fig. 9.8. Ertel's potential vorticity on the 850 K isentropic surface on 3 Decem-
ber 1981, showing an example of planetary wave 'breaking', Contour interval
10~4Km2kg~1 s"1 (i.e., 100 PVU), with shading indicating values between 300 and
400 PVU. The outer latitude circle is 30 °N. (Data kindly supplied by A. O'Neill.)

propagation of mainly wavenumber 1 or 2 Rossby waves. Over the Pacific, a
long streamer of high potential vorticity has apparently been pulled off the
main vortex, and is being wrapped into a huge spiral. This large region of
small and irregular potential vorticity gradient is the so-called 'surf zone'.

As well as mixing potential vorticity in midlatitudes, Rossby wave break-
ing tends to sharpen the gradients of potential vorticity around the polar
vortex itself. This occurs as small distortions on the vortex are pulled out
into long thin streamers, which are mixed into the surf zone, leaving the
edge of the vortex smoother and sharper than previously. The effect is
rather analogous to a plane removing the projections from a rough piece of
wood, leaving the wood/air interface smoother and sharper. This process is
particularly important in the southern hemisphere winter, where the vortex
is less distorted. The sharpening of gradients around its periphery inhibits
the exchange of matter and heat between the centre of the vortex and the
surf zone. During the winter, the temperatures become very cold, and trace
constituents can accumulate and take place in various chemical reactions,
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without mixing down to lower latitudes where they would be photolysed by
sunlight. The formation of this cold 'containment vessel' is an important
element in generating the infamous ozone hole.

Now let us return to a consideration of the vertical propagation of Rossby
waves in the stratosphere. We can use the work of Section 6.5 which set
up a framework for discussing the propagation of Rossby waves on a zonal
flow U = U(y,zf). By making a 'slowly varying' approximation, we can
follow the propagation of wave activity into regions where U is different.
As we saw in Section 6.5, the Eliassen-Palm flux vector is parallel to the
local group velocity. But in frictionless, steady and adiabatic conditions,
the Eliassen-Palm theorem must hold, and so the Eliassen-Palm flux must
have zero divergence. But now consider the situation depicted in Fig. 9.9, in
which the zonal wind changes sign at some level in the stratosphere. Steady
Rossby waves cannot propagate in easterly conditions. They are evanescent
and, as we saw in Eq. (6.54), their poleward temperature flux is zero. In this
region, both V • F and F itself will be zero. In the westerly flow, V • F must be
zero, but F itself will generally be nonzero. In the simplest example of the
Charney-Drazin model, F will be vertical and constant with height. In the
vicinity of the 'critical level' where (7 = 0, there must be a large convergence
of F, and, consequently, the Eliassen-Palm theorem must break down there.
Assuming that friction and heating remain small, the simplest solution is
to predict that the flow will become unsteady at this level. Equation (9.6)
suggests that this unsteadiness will be manifested as an easterly acceleration
at the critical level. Thus, if there is a constant flux of wave activity into the
base of the stratosphere, the region of easterly flow will descend until it fills
the stratosphere.

This kind of process is the basis of current theories of sudden stratospheric
warmings. Once easterly flow is established at some upper level (where the
assumptions of frictionless, adiabatic flow may become invalid so that the
atmosphere is not constrained by the Eliassen-Palm theorem), the region
of easterlies can descend on a relatively fast dynamical timescale. Once
the easterly regime is established, wave activity will virtually die away, and
the usual westerly regime can only be re-established on a slower radiative
timescale. The associated large temperature rises result from meridional
circulations which maintain thermal wind balance as the zonal wind changes.
It is easy to show that in the stably stratified stratosphere, quite small vertical
displacements of air can result in large temperature changes.
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Fig. 9.9. Schematic illustration of steady Rossby waves propagating vertically into
a region of easterly flow.

9.3 The production and transport of ozone

The distribution of stratospheric ozone was described in the preceding sec-
tion. Figure 9.10 shows the global distribution of ozone as a function of
height and latitude, while Fig. 9.11 shows how the total ozone in a column
above the Earth's surface varies with latitude and time of year. The maxi-
mum concentration of ozone is generally at heights of 20-25 km and occurs
in the tropics. However, the layer of ozone is generally rather thicker in
the winter and spring polar regions, with the result that the column total
ozone abundance reaches its maximum in the spring at high latitudes. The
notorious 'ozone hole' which has recently developed in the southern hemi-
sphere spring is a major depletion of this spring maximum at high southern
latitudes. In this section, we will consider how the major features of the
ozone distribution are to be understood, beginning with a consideration of
the photochemical processes which produce ozone. But in the lower strato-
sphere, the meridional advection timescales are quite short compared with
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Fig. 9.10. Latitude-height cross sections of ozone concentration for (a) January;
and (b) March, based on the CIRA climatology of Fleming et. a\. (1990). Contour
interval 1018 molecules m~3, with values in excess of 3 x 1018 molecules m~3 indicated
by shading.

the photochemical equilibrium timescales, and so the ozone distribution is
strongly modified as a result of transport by atmospheric motions.

Ozone is formed as a result of photodissociation of ordinary diatomic
oxygen molecules by ultraviolet light, and the subsequent recombination
of free oxygen with diatomic oxygen. It is broken down by the action
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Fig. 9.11. Latitude-time plot of the column total abundance, in 'Dobson units'. The
shaded region is unobserved since it receives no sunlight. Plot based on TOMS data
for the period 1984-88, extracted from the SERC Geophysical Data Facility.

of sunlight and by the catalytic effect of certain trace constituents such
as hydroxyl radicals, nitrogen oxides and anthropogenic chlorine atoms.
Throughout much of the stratosphere, these creation and destruction rates
are comparable to the dynamical timescales, so the advection of ozone is very
important in generating concentration anomalies. This interaction between
photochemical processes and transport processes has provided an important
practical impetus for the study of stratospheric circulation in recent years.
In this book, we confine ourselves to a very elementary account of the
photochemistry of stratospheric ozone. The reader requiring greater detail is
referred to more specialist texts on atmospheric chemistry.

The primary mechanism for the generation of ozone is called the 'Chapman
scheme', being first suggested by Chapman in 1935. It involves a sequence of
reactions which are consequent upon the splitting of an ordinary diatomic
molecule of oxygen by a sufficiently energetic quantum of electromagnetic
radiation:

O2 + hv -• O + O. (9.11)

The energy required to photodissociate the oxygen molecule means that this
reaction can only take place for wavelengths less than 246 nm. The single
oxygen radical produced by the reaction is highly reactive, and will readily
bind on to suitable molecules, including that of diatomic oxygen. The prime
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reaction for producing ozone is:

O + O2 + M -• O3 + M. (9.12)

where M is any third molecule, generally N2 or O2. This third molecule
plays a catalytic role. It is needed to carry off excess momentum, enabling
the O and O2 molecules to bind during a collision while conserving both
kinetic energy and momentum. Chapman also identified ozone destruction
reactions; the balance between the production and destruction processes
should define the observed ozone concentrations. The first process is the
photolysis of ozone, effectively reversing reaction (9.12) by solar radiation
with wavelengths of less than 1140nm:

O3 + /1V -»O2 + O. (9.13)

Finally, a reaction involving both O and O3 will destroy both forms of free
oxygen:

O3+O-+2O2. (9.14)

Because the concentrations of both O3 and O are low, this last reaction is
relatively slow.

These reactions can be used to estimate a photochemical equilibrium
concentration of ozone. This is based on the law of mass action, which
states that the rate of reaction of two constituents is proportional to the
product of their concentrations. That is, for a simple reaction of the form:

A + B ^ C (9.15)

the rate of production of molecules of C is given by:

^ = knAnB. (9.16)
dt

Here, nA, nB and nc are the so-called number densities, that is, the number
of molecules per unit volume, of the reactants A, B and C respectively, and
k is the reaction rate, which will generally be a function, possibly a rather
sharply varying function, of temperature. Applied to the Chapman scheme,
the law of mass action predicts the equilibrium number density of ozone
molecules, 713, to be:

(9.17)

where n2 and nM are the number density of the oxygen molecules and the
catalyst molecules M respectively, k2 and k3 are the reaction rates of re-
actions (9.12) and (9.14), respectively, and J2, J3 are the photodissociation
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rates associated with reactions (9.11) and (9.13), respectively. These photo-
dissociation rates themselves depend upon the ozone distribution, since they
measure the amount of ultraviolet light of the appropriate wavelengths
reaching the location under consideration. Some of this ultra-violet light will
have been absorbed by O3 and O2 as it passes through higher layers of the
atmosphere. The rate J2 increases more rapidly with height than does /3,
with the result that Eq. (9.17) predicts a maximum of the number density
of ozone molecules in the stratosphere. However, the scheme predicts rather
too much ozone generally, and certainly cannot account for features of the
distribution such as the spring maximum. Rather, photochemical arguments
alone would suggest that the ozone distribution should correlate strongly
with the distribution of short wave radiation.

Two important modifications to the simple photochemical equilibrium
theory need to be introduced. First, further chemical reactions, often involv-
ing trace atmospheric constituents, can modify the chemistry of the Chapman
scheme. Second, atmospheric transports can redistribute the ozone.

The most important modifications to the chemistry arise through catalytic
destruction of ozone by trace constituents. Denote such a constituent by X.
Then the ozone destruction process can be written:

X + O3->XO + O2, (9.18a)

O ^ X + O2. (9.18b)

The net effect is to combine O and O3 to form two molecules of O2, leaving X
unconsumed and ready to participate in further ozone destruction. The most
important catalysts are OH, NO and Cl. The OH is formed naturally by the
photodissociation of water vapour. The NO also has natural sources, such as
lightning and photodissociation of ammonia and other biologically produced
nitrogen compounds. It is also found in the exhaust gases of aircraft flying
in the stratosphere, and there have been concerns that unrestricted growth
in the number of commercial supersonic flights could have a significant
impact on the ozone layer. A much more serious threat to ozone is now
thought to come from Cl, which is almost entirely artificial in origin, being
formed by a complex sequence of heterogeneous reactions, starting with
the photodissociation of man-made chemicals such as chlorofluorocarbons.
It is responsible for the large ozone depletions observed in the southern
hemisphere spring and for the smaller depletion now becoming apparent in
the northern hemisphere.

A full quantitative account of the photochemical equilibrium concentration
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Fig. 9.12. The photochemical equilibrium distribution of ozone for March. Calcu-
lations kindly carried out by J. Haigh (see Haigh (1985) for details of the model
used). Contouring as in Fig. 9.10.

of ozone, taking into account these catalytic destruction cycles, is rather
complex. The various photochemical processes which generate the catalysts
themselves need to be taken into account. Furthermore, the effects of the
catalysts on ozone concentration are not simply additive, but can interact
with one another. A large number of reactions, many with widely different
rate constants, quickly becomes necessary. Figure 9.12 shows the zonal
mean photochemical equilibrium distribution of ozone during spring. The
concentration is a maximum at the equator, at altitudes of 40-50 km. But
this is quite different from the actual distribution of stratospheric ozone
at this time of year, shown in Figs. 9.10 and 9.11. The maximum ozone
concentration is observed at high latitudes in the spring hemisphere, at
levels below 20 km. This result strongly suggests that transport of ozone
from production regions near the equator to the winter and spring polar
regions is a very important process. Note that Fig. 9.11 may no longer be
an accurate picture of the southern hemisphere spring, since it is based on
data that are a few years old. Ozone levels in the spring stratosphere are
now severely depleted over Antarctica, thanks to anthropogenic pollution by
chlorine compounds.

In this book, our major concern is with how atmospheric motions will
modify the large scale distribution of ozone. In the upper stratosphere, at
heights between 30 km and 50 km, the answer is hardly at all. At these
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levels, the ozone concentration reaches its photochemical equilibrium in
quite a short time, certainly short compared to the time for atmospheric
motions to advect ozone to regions where the temperature, pressure or
radiative regime is significantly different. In the lower stratosphere, the
photochemical reaction rates become small, and so the time required to
reach photochemical equilibrium becomes several weeks, much longer than
the typical dynamical timescale. In the lower stratosphere, then, ozone is
advected around almost as a conserved tracer. In fact, the largest abundances
of ozone are found in the lower stratosphere, suggesting that the transport
of ozone from production regions is a very important process. Furthermore,
the column integrated ozone amount is a maximum at high latitudes in the
spring, where photochemical production rates would be expected to be very
low; there are simply not enough sufficiently energetic photons available
to produce the observed abundances of ozone. Once more, there must be
significant transport of ozone from lower latitudes.

The 'Brewer-Dobson' circulation was proposed in the 1940s to account for
the observed distribution of ozone and other conserved trace constituents
in the lower stratosphere. It is illustrated in Fig. 9.13 and consists of a
meridional circulation in each hemisphere, with air rising into the strato-
sphere in the tropics, moving poleward, with descent and entrainment back
into the troposphere at high latitudes. Such a mass circulation will trans-
port ozone from the tropical production regions and accumulate it towards
the poles, accounting for the spring polar maximum. Of course, such a
circulation, deduced from the observed concentrations of trace constituents,
is a Lagrangian circulation. Attempts to deduce a meridional circulation
from observed heating rates and eddy fluxes of heat and momentum, as was
described in Chapter 4, yield quite a different Eulerian mean circulation.
Because of this misunderstanding, the 'Brewer-Dobson' circulation was re-
garded for a long time as incorrect. In more recent times, there has been
renewed interest in the Lagrangian mean circulation and in approximations
to it, such as the isentropic mean circulation or the residual circulation
introduced in the last section.

The concentration of ozone in an air parcel can be written in the form:

^ w ^ = C3. (9.19)
cz

Here, c?, denotes the mixing ratio of ozone, while C3 denotes the photo-
chemical production or destruction rate of ozone. Note that if C3 represents
a volume mixing ratio, it is proportional to the molecular number density
H3 given in Eq. (9.17). Conceptually, C3 could be written in terms of an
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Fig. 9.13. Schematic illustration of the Brewer-Dobson circulation, proposed to
account for the observed distribution of various conserved trace constituents in the
lower stratosphere.

equilibrium concentration cE and a photochemical timescale xE :

(9.20)

which represents exponential decay of C3 towards cE on a timescale xE. This
will be adequate if C3 is not too different from cE and could be a useful
approximation for pedagogical purposes. Note that Eq. (9.19) is identical in
form to the thermodynamic equation in terms of 9; the difference is that C3
does not directly affect the atmospheric motions in the way in which 9 does.
Let us take the zonal mean of Eq. (9.19):

It is difficult to see any way of simplifying this equation further. In particular,
the ozone concentration may vary very sharply with height, so we are not
justified in neglecting the vertical advection terms, as we did with the thermo-
dynamic equation under a quasi-geostrophic scaling. The various terms in
this transport equation are difficult to estimate from observations, since [v]



9.3 The production and transport of ozone 329

will be an O(Ro) quantity, and vertical motions are suppressed even more
in the stratosphere than in the troposphere because of the strongly stable
stratification. When attempts are made to evaluate the terms, a strong
cancellation between the mean transport by the mean circulation and the
eddies is found. This problem is closely related to the transport of heat in
the stratosphere, discussed in the last section; the mean and eddy fluxes of
heat virtually cancel.

In certain limits, it can be shown that the residual meridional circulation,
defined by Eqs. (9.5a, b), represents the effective transport velocity for
chemical tracers. Then the transport equation, Eq. (9.21), becomes:

£M + Mr£M + M ,£M. , C 3 ] . (,22)

The conditions for this to be valid are that the eddies be linear, steady
and adiabatic. Thus tracers are advected by the circulations driven by the
zonal mean heating and friction. In the idealized extreme when heating
and friction are all zero, the nonacceleration theorem holds and the residual
velocity will be zero. Equation (9.22) then shows that a corresponding non-
transport theorem holds; the zonal mean concentrations of ozone will be
simply related to the zonal mean sources or sinks:

= [C3]. (9.23)

In reality, this extreme is not realized, and there is no doubt that the
ozone distribution is strongly modified by the stratospheric circulation. The
conditions that led to the nontransport theorem are violated in many ways.
The eddies themselves are nonlinear and unsteady, and diabatic effects are
significant on the long timescales implied by the residual circulation in the
stratosphere. Furthermore, there is the challenging problem of feedbacks
between the photochemical production and destruction processes and the
circulation itself. A considerable research effort is ongoing in this area.
The effort is centred on attempts to develop three-dimensional stratospheric
circulation models which incorporate a reasonably complete account of
the photochemistry of ozone. These are very large models which demand
exclusive use of the largest computers currently available. That such an
effort is proceeding is a measure of the rising concern about the deleterious
effects of industrial activity on the ozone layer.

Models can be used to estimate the mass circulation in the stratosphere.
Observations, including horizontal eddy heat transports, and the distribution
of trace constituents, can also be used to generate a TEM meridional
circulation, and so can approximate the Lagrangian mean mass circulation.
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Fig. 9.14. Mass weighted meridional streamfunction in the stratosphere deduced
from observed distribution of various advected chemical species for (a) January
1979; and (b) March 1979. (Redrawn from Solomon et. al 1986.)

Figure 9.14 shows an estimate of the mean meridional circulation, based
on one such observational study. Qualitatively, it is similar to the residual
circulation, even though the conditions which formally allow an identification
of the effective transport circulation with the residual circulation do not hold.
It is also very similar to the Brewer-Dobson circulation. The main features
are rising motion in the tropics and summer hemisphere, with descent over
the winter polar regions. It is clear that the circulation is not confined to the
stratosphere, and that an exchange of matter between the troposphere and
the stratosphere is taking place. We will consider this mass exchange more
fully in the next section.
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9.4 Exchange of matter across the tropopause

The tropopause is an important, and unjustly neglected, structure in the
global atmosphere. It is defined in terms of the lapse rate. This is typically
6-10 K km"1 in the upper troposphere but is small or even zero in the lower
stratosphere. Correspondingly, the Brunt-Vaisala frequency increases by a
factor of 2 or more across the tropopause. As a result of this change in
static stability, the vertical velocity field (induced, for example, by gradients
of heating) becomes considerably smaller above the tropopause. This can be
verified by solving the circulation equation, Eq. (4.31), for a case in which the
stability parameter s(p) increases abruptly at the tropopause. In Chapter 6,
we also saw that the change of stratification at the tropopause means that all
but the longest wavelength Rossby waves are confined to the troposphere.
Thus the tropopause acts rather as a lid to tropospheric motions. In some
problems, such as the Eady model, it is simply represented by a rigid lid
where w = 0. Nevertheless, there is some slow exchange of material across
the tropopause, and understanding this exchange is of particular concern
to stratospheric chemists. How do various chemically active constituents
get into the stratosphere? And what is their likely residence time in the
stratosphere? Answering these questions requires a knowledge of the location
and magnitude of mass exchange across the tropopause.

As well as the discontinuity in vertical velocity and lapse rate at the
tropopause, there is also a near discontinuity in the potential vorticity. Con-
sider the Ertel potential vorticity qE, given by Eq. (1.79) and approximated
by Eq. (1.81). It is essentially the product of the absolute vorticity with static
stability. As we would infer from Figs. 9.1 and 9.2, the vorticity itself is
continuous across the tropopause, even though the vorticity tendency, dom-
inated by the stretching term f(dw/dz)9 will change substantially. But the
large increase, by a factor of 4 or more, in dQ/dz at the tropopause means
that the potential vorticity will be much larger in the lower stratosphere.
Fig. 9.15 shows a schematic cross section of the surfaces of qE and 9 in the
troposphere and lower stratosphere. Throughout the midlatitudes, the poten-
tial vorticity surfaces are more or less parallel to the tropopause. The tropics
have a different character. The rapid change of sign of the absolute vorticity
near the equator means that the potential vorticity surfaces must be nearly
vertical in the deep tropics. Indeed, perhaps the most significant dynamical
difference between the midlatitudes and the tropics is that potential vorticity
surfaces are quasi-horizontal in the midlatitudes and quasi-vertical in the
tropics. In the northern hemisphere midlatitudes, the tropopause lies close
to the potential vorticity surface qE = 2 x 10~6Km2kg~1 s"1 (rather less
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Fig. 9.15. Schematic cross section of potential temperature (dashed lines) and Ertel
potential vorticity, qE (solid lines). The shading indicates regions where 1 <| qE |<
2 PVU, which roughly delineate the midlatitude tropopause.

clumsily referred to as 2 potential vorticity units or 2 PVU). This suggests a
dynamical definition of the midlatitude tropopause as the qE = 2 PVU sur-
face which in many ways is more physically significant than the conventional
definition in terms of lapse rate.

The evidence from both routine radiosonde ascents and from more detailed
in situ aircraft observations is that the tropopause is a very sharp transition.
It is clear that on radiative grounds we would expect low static stability
in the lower atmosphere, but more stable layers in the stratosphere. In
Chapter 3, we saw how the lower atmosphere is destabilized since much of
the solar radiative flux reaches the ground, whereas long wave radiation is
mostly emitted from higher levels. In the middle and upper stratosphere,
the heating associated with ozone becomes large, as much as 15-20K day"1

in the upper stratosphere. Hence, at these levels, we expect a temperature
maximum simply on radiative equilibrium grounds. Thus there must be
a transition between low static stability near the ground and high static
stability towards the top of the ozone layer. What is less obvious is why
this transition is sharp, rather than smooth and continuous. The explanation
involves the dynamics of atmospheric circulation as well as radiative effects.

In the tropics, the atmosphere is generally conditionally unstable to moist
convection. The heating at these latitudes is dominated by the release of
latent heat in convective clouds. Saturated air parcels will rise, more or less
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Fig. 9.16. Schematic view of a tropical atmospheric profile. The top of the clouds
will be located where the environment curve crosses the saturated adiabat from
the condensation level. Below the cloud tops, repeated convection will modify the
environmental profile until it is close to moist convective neutrality.

along saturated adiabats, and will only stop rising when the environmental
temperature once more exceeds that of the saturated parcel. The repeated
development of convective cloud systems, with an exchange of heat and
moisture between the ascending towers of cloud and the surrounding de-
scending air, means that the mean tropical atmosphere is brought close to
a state of saturated neutral stability. This is found to be a rather precise
statement when the equation of state is modified to include the variable
amount of water vapour in the ascending parcel, and account is taken of
the effects of suspended cloud liquid water droplets on the density of an
ascending parcel. Such a picture leads naturally to a discontinuity between
the lapse rates in the troposphere and those in the lower stratosphere. A
simple parcel theory of air in the cumulus clouds enables the top of the
cloud layer to be determined. Below that top, the lapse rate will be close to
the saturated adiabat. Above that level, radiative processes will determine
the lapse rate, which will be more stable. Fig. 9.16 illustrates this.

In vigorous ascending cumulus updrafts, considerable kinetic energy may
be associated with the rising air parcel. Vertical velocities of as much as
5 ms"1 or more are possible. This energy can go to lift the updraft air
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some way into the stable lower stratospheric air above the cloud tops, a
process called 'convective overshoot'. Figure 9.16 illustrates a construction
which places an upper bound on the distance by which this overshoot could
penetrate into the stratosphere. The area between the environment curve and
the cloud profile, where the latter is colder than the environment, represents
the work needed to raise the overshooting parcel to a given level. This cannot
exceed the kinetic energy per unit mass of the ascending air. Only a small
proportion of the total vertical flux of mass in the cumulus cloud might be
expected to overshoot in this way, but there is compelling evidence to suggest
that this process provides the major route for the passage of tropospheric
air into the stratosphere. For example, the humidity of the stratosphere is
extremely low; it is measured in parts per million. Most of the stratosphere
is very far from saturated; it is consequently virtually cloudless. However,
the tropical tropopause, because of its height, is extremely cold and, indeed,
apart from the winter polar regions, is one of the coldest parts of the
stratosphere. Typical tropopause temperatures may be as low as — 60 °C.
At these temperatures, the stratosphere is not far from saturation. This
observation led to the theory that most tropospheric air, and consequently
water vapour, found its way into the stratosphere via convective overshoot in
vigorous tropical cumulonimbus clouds. Such air is effectively 'freeze dried'
by its passage through the very cold tropical tropopause. Estimating the flux
of tropical air into the stratosphere is a difficult problem. It mainly takes
place in intense but highly localized updraft regions, and so is difficult to
observe. Convective overshoot is most definitely a subgridscale, parametrized
process in global circulation models, and is therefore difficult to predict with
any certainty from modelling studies.

The tropopause in midlatitudes is considerably lower than in the tropics.
We turn now to a discussion of the processes which can form it. Moist
convection is unlikely to be a major process. Although it is present and gives
rise to important local weather events, convection has less impact on the large
scale thermal structures in the midlatitudes than it does in the tropics. Most
heat is carried by large scale motions in quasi-horizontal trajectories with
typical gradients of 1 in 1000 (see Section 5.2), and deep convection occupies
only a small fraction of the midlatitude troposphere. Instead, we will focus
on the role of quasi-horizontal convection (i.e. baroclinic disturbances) in
modifying the tropopause.

A helpful diagnostic is a map of potential vorticity on a 6 surface which
intersects the tropopause. Figure 9.15 shows that isentropic surfaces with
9 between about 300 K and 340 K are in the lower stratosphere at high
latitudes but in the troposphere at low latitudes. Since motion takes place on
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isentropic surfaces in frictionless, adiabatic conditions, such maps are very
helpful in discussing the exchange of air parcels between the stratosphere
and the troposphere on synoptic timescales. A sequence of maps of potential
vorticity on the 35OK isentropic surface is shown in Fig. 9.17. The shading
indicates potential vorticity of around 2 PVU, and so can be taken as repre-
senting the tropopause. Deep baroclinic systems corrugate the tropopause,
and bring about equatorward excursions of high potential vorticity air to-
gether with complementary poleward excursions of low potential vorticity
air at neighbouring longitudes. As long as these excursions are reasonably
small, they are reversible and do not result in any systematic long term
change to the potential vorticity distribution. But a large amplitude, mature
depression can cause patches of polar potential vorticity to be pulled out into
long thin streamers and mixed irreversibly into the air of lower latitudes. The
process is very similar to that discussed in Section 9.2, when the effects of
breaking planetary waves on the polar vortex were discussed. The continual,
irreversible peeling of high potential vorticity air off the edge of the strato-
spheric vortex by mature midlatitude cyclone systems sharpens the transition
between the high potential vorticity vortex of the polar stratosphere and the
low potential vorticity air of the subtropical upper troposphere. In other
words, it sharpens the tropopause.

A run of the simple global circulation model introduced in Section 2.5
emphasizes the role of baroclinic eddies in generating a midlatitude tropo-
pause. Some potential vorticity maps for this run are shown in Fig. 9.18. The
radiative equilibrium state was defined with a gradual transition between a
lapse rate of 7 K km"1 in the lower troposphere and isothermal conditions
in the middle stratosphere, and with horizontal temperature gradients in the
lower stratosphere. The dynamics of the tropospheric flow were simplified
by imposing a seven-fold symmetry, so that the circulation was dominated
by developing, breaking and decaying wavenumber 7 baroclinic waves. The
initial state was motionless, but with a temperature structure corresponding
to the global mean radiative equilibrium state. Figure 9.18 (a) shows an initial
PV map. There is a gradual increase of PV towards the pole but no sharp
transition and hence no sharp tropopause. As baroclinic instability breaks
out, the PV contours at 310 K are deformed slightly. As the baroclinic
waves deepen and mature, the distortion becomes large and irreversible.
Figure 9.18(b, c) shows long streamers of high potential vorticity air being
advected around large anticylonic gyres in the subtropics, where the gradients
of PV are relatively gentle. The edge of the stratospheric vortex is sharpened,
at least as far as the relatively coarse resolution of the model permits.
There seems little doubt that it would continue to sharpen further in a
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Fig. 9.17. A time sequence of maps of potential vorticity on the 310 K surface, at
12 hour intervals beginning at 00Z on 28 January 1980. Shading indicates values
from 1 to 2 PVU and so locates the tropopause. (Based on ECMWF analyses; plots
kindly supplied by C. Thorncroft.)

finer resolution model.
The midlatitude cyclone belt provides the recirculation of stratospheric air

back into the troposphere. This is consistent with the Brewer-Dobson circu-
lation within the stratosphere, which suggested a mass source at the tropical
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Fig. 9.17(c)

tropopause and a sink at mid- or high latitudes. One might suspect that
a typical global circulation model coarsens this process, and observational
studies suggest that this is indeed the case. Figure 9.19 shows a cross section
through the upper part of an observed tropospheric front. Associated with
the frontal circulations, an intrusion of stratospheric air is entrained into
the troposphere, parallel to the frontal surface. Such an event is called a
'tropopause fold'. Theoretical studies of frontogenesis show that tropopause
folds are a ubiquitous feature of frontal systems. The high potential vorticity
air of stratospheric origin which intrudes along the frontal surface is eventu-
ally diluted by small scale mixing into the troposphere. The concentration of
ozone and other chemical tracers brought into the troposphere in this way
is quickly reduced.

Note that the exchange of mass in both directions across the tropopause
appears to be highly localized, and so requires parametrization in models
of the global circulation. This is a considerable practical difficulty in study-
ing the spread of chemical pollutants into the stratosphere. It is also a
fundamental problem, in that it suggests that the flux of mass associated
with the Lagrangian circulation of the stratosphere is controlled by poorly
understood processes at the tropopause. The rates of both convective over-
shoot in the tropics and entrainment of stratospheric material in tropopause
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Fig. 9.18. Potential vorticity on the 310 K surface from a run of a simplified global
circulation model. Three maps are given at intervals of five days: (a) prior to a
major baroclinic wave event; (b) at the height of the wave event.

folds depend upon small scale turbulent mixing. Current theories on this are
largely empirical in their foundation.

In concluding this section, it is worth remarking that the interface be-
tween the troposphere and stratosphere at high latitudes is rather different.
Vigorous vertical heat transport, either by convection or large scale quasi-
horizontal motion, is weak or absent at high latitudes. Observations suggest
that there is weak descent in the meridional circulation in the troposphere.
If anything, the deformation associated with this circulation would tend to
weaken and spread vertical gradients of conserved quantities such as poten-
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Fig. 9.18 (cont.). (c) As the waves begin to decay. Contour interval 0.5 PVU, shading
for 1.5 - 2 PVU, roughly delineating the tropopause.
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Fig. 9.19. Cross section through a tropopause fold. The heavy line delineates the
tropopause, as defined by the 1 PVU surface. (From Shapiro, 1980.)
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tial vorticity, rather than to sharpen them. It is no surprise that the observed
polar tropopause is a rather weak affair. This is particularly true in the polar
night, when at sufficiently high latitudes there is no direct solar heating at
any level. Steady descent throughout the stratosphere and troposphere bal-
ances radiation of heat to space. While the stratification in the stratosphere
is generally larger than in the troposphere, the transition between the two
layers is vague in the polar winter. Large stratification, and hence very large
values of potential vorticity, are found near the surface in the polar night,
where a surface inversion forms as a result of the radiation of heat from the
ice surface. There is a particularly strong surface inversion over Antarctica.

9.5 Problems

9.1 Use the hydrostatic relation to estimate the heights of (a) the 3kPa, (b)
the lkPa and (c) the 0.1 kPa pressure surfaces. You may assume that the
stratospheric temperature is constant with height at 220 K.

9.2 Calculate a typical value for the Brunt-Vaisala frequency N in the
lower stratosphere. Compare the period of oscillation of vertically disturbed
air parcels with that in the troposphere.

9.3 Using the temperature cross section in Fig. 9.6(b), estimate the wind
speeds in the southern hemisphere polar night jet at 30 km. What correction
would you make if you replaced geostrophic balance with gradient wind
balance at these latitudes?

9.4 If the stratosphere is characterized by an easterly wind of 25 m s~2,
calculate at what height above the tropopause a wavenumber 5 disturbance
at 50 °N will have decayed to half its amplitude. At what height will it have
half the eddy energy?

9.5 The polar night jet is at a latitude of 60°. Estimate the maximum
wind speed which will still permit a wavenumber 2 disturbance to propagate
vertically.

9.6 Show that an evanescent disturbance in the stratosphere has no pole-
ward temperature flux associated with it.

9.7 Using Fig. 9.5(b), estimate the contribution to the potential vorticity
gradient [q]y by the planetary vorticity, [u]yy and the term involving vertical
derivatives in the Southern Hemisphere winter polar night jet.

9.8 Show that for steady Rossby waves, the vertical component of the



9.5 Problems 341

group velocity can be written:

_ 2U2(f2/N2)km

Calculate cgz for a wavenumber 1 disturbance at 60 °N, and a zonal wind
of 30 ms"1. Hence estimate the time taken for a wave packet starting at the
tropopause to reach the stratopause at 50 km.

9.9 A typical meridional velocity associated with the Ferrel cell is 0.5 m s"1.
What poleward temperature flux would be required to reduce the residual
circulation to zero? Compare this to the observed [v*9*] and comment on
the result.



10
Planetary atmospheres and other fluid systems

10.1 Major influences on planetary circulations

Until recently, the study of global circulations has been confined to the
circulation of a single system, namely that of the Earth. Throughout the
earlier part of this book, we, too, have concentrated upon the Earth, showing
how the poleward and upward transports of heat generate the kinetic en-
ergy associated with observed atmospheric circulations. We have described
some of the forms which these heat fluxes can take, including the essentially
axisymmetric circulations of the Hadley cells in low latitudes and the wave-
like baroclinically unstable waves of the midlatitudes. These principles need
not be restricted to the Earth's system alone. In this chapter, we will en-
quire how general are the particular heat transporting circulations observed
in the Earth's atmosphere, and how they might be modified in different
circumstances.

Such a discussion has become much more informed in the last 20 years
or so, as the study of planetary atmospheres has advanced considerably.
Spacecraft have now paid at least fleeting visits to every planet with a
substantial atmosphere in the solar system, with the exception of Pluto,
which may possess an atmosphere. In the case of Venus and Mars, direct in
situ measurements of meteorological parameters have been made in addition
to the more usual remotely sensed data. In the coming years, plans are
under way for entry probes and direct measurements of other atmospheres,
including those of Jupiter and Titan. Earth based observations and computer
simulation studies have helped to interpret and to extend these observations.
By contrasting and comparing the behaviour of a variety of planetary
atmospheres, our subject has indeed matured and come of age scientifically.

Table 10.1 summarizes those physical elements of planets with dense
atmospheres which are relevant to the dynamics of their atmospheric circula-
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Table 10.1. Physical properties of planets with substantial atmospheres

Planet

Venus
Earth
Mars
Jupiter
Saturn
Titan
Uranus
Neptune
Pluto

a
(106m)

6.05
6.37
3.40

71.4
60.0
2.56

26.15
24.75
(1.5)

g
(ms-2)

8.60
9.81
3.72

22.88
9.05
1.44
7.77

11.00
(4.3)

5
(Win"2)

2620
1370
590
50.6
15.1
15.1
3.72
1.52
0.88

a

0.77
0.29
0.15
0.45
0.61
0.21
0.37
0.37
(0.3)

Q

( lO^s" 1)

0.030
7.29
7.09

17.57
16.34
0.456

11.26
11.05

1.14

(years)

0.615
1.00
1.88

11.86
29.5
29.5
84.0

165
248

tions. There is a wide range of radius and density, and hence of surface
gravitational acceleration. A crucial parameter is the rotation rate Q; this
should be compared with the orbital period TS which determines the timescale
of seasonal effects, if any. The amount of radiation received from the
Sun is inversely proportional to the square of the distance of the planet from
the Sun. Consequently, it varies more than do the other parameters shown in
Table 10.1.

Table 10.2 gives some data on the atmospheric mass, temperature and
composition. In this book, the complex and interesting questions of the
chemical composition and genesis of the atmospheres will not be discussed.
Similarly, the radiative transfer properties of the atmospheres will not be
discussed in detail, but will be regarded as merely defining the heat sources
and sinks which drive atmospheric motions. Only those constituents which
contribute significantly to the mean molecular weight of the atmosphere are
listed in Table 10.2. These are not necessarily the radiatively active gases
which determine the thermal structure. For example, radiative transfer in the
Earth's atmosphere is governed by carbon dioxide, water vapour and ozone
and is significantly modified by trace constituents such as methane. These
gases account for little over 1% of the mass of the atmosphere. Surface
pressures and temperatures of the atmospheres are given where possible.
In the case of the very deep atmospheres of Jupiter, Saturn, Uranus and
Neptune, the temperatures and pressures at the visible cloud tops are given.
The radiative time constant, T£, has been estimated for each atmosphere
using Eq. (3.11). This has been based either on the surface pressure, when
this is known, or on the pressure at the cloud tops otherwise. However, if the
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bulk of the sunlight is absorbed in the thin upper levels of the atmosphere,
then the radiatively active layers of the atmosphere have a much smaller
thermal capacity, and a smaller value of TE is appropriate.

Two distinctive groups of planets emerge from Tables 10.1 and 10.2. The
first constitutes the so-called 'terrestrial planets', Venus, Earth and Mars.
These are all relatively small, dense planets, with rocky crusts and mantles.
Their atmospheres are largely composed of heavier gases such as carbon
dioxide or nitrogen. The second group of 'gas giant' planets, Jupiter, Saturn,
Uranus and Neptune, are much larger and less dense. They apparently
possess no solid surface, at least not until very great depths within the
interior of the planet. Their atmospheric composition is similar to that of
the Sun, with large quantities of hydrogen and helium, and smaller traces
of more complex compounds. With the exception of Uranus, the gas giants
have substantial internal heat sources, and radiate considerably more heat
than they receive from the Sun. Titan is in a class of its own, though, for our
purposes, it is rather similar to a colder version of the terrestrial planets. It
is a small body of intermediate density, probably largely composed of water
ice and other frozen volatiles. Its atmosphere is dense and massive, and is
predominantly composed of nitrogen. Very little is known of the atmosphere
of Pluto, although a thin atmosphere has been inferred from spectroscopic
data. Pluto is perhaps a rather similar type of body to Titan, but with a
much thinner and less active atmosphere.

The circulations of the known planetary atmospheres show a considerable
range of behaviour, though certain broadly defined regimes can be identified.
These are illustrated in Fig. 10.1, which shows images of the cloud decks of
Venus, Earth and Jupiter. Venus is entirely cloud covered; in ultraviolet light,
the cloud tops exhibit dark markings which seem to originate in the tropics
and spiral towards the poles. Earth is roughly 30% cloud covered. The image
shows the line of convection associated with the ITCZ and the neighbouring
clear areas under the descending branches of the Hadley circulation. The
spiral cloud patterns associated with midlatitude depressions are prominent
at higher latitudes. Jupiter is also entirely covered with cloud, with bright
high layers of cloud and darker, more strongly coloured decks at lower levels.
The clouds are organized into zonally orientated bands, with smaller scale,
generally transient, disturbances embedded within them. These disturbances
take the form either of oval spots or of more irregular turbulent eddies.
Tracking of cloud features reveals some five or six westerly, and a similar
number of easterly, jets associated with the zonal cloud bands.

The terrestrial regime is of course far and away the most closely studied
and the best understood. Interpretation of the circulations observed on
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Table 10.2. Properties of planetary atmospheres

345

Planet

Venus
Earth

Mars

Jupiter(5)

Saturn(5)

Titan

Uranus<5)

Neptune(5)

Pluto

Principal atmospheric
constituents

CO2 (96%), N2 (3%)
N2 (77%), O2 (21%),

H2O (1%)
CO2 (95%), N2 (3%),

Ar (2%)
H2 (90%), He (10%)
H2 (97%), He (3%)
N2 (82-99%), Ar (0-12%),

CH4 (1-6%)
H2 (83%), He (15%),

CH4 (2%)
H2 (83%), He (15%),

CH4 (2%)
CH4, N2?

Rd)

193
287

192

3779
4036
280

3200

3200

16?

Pf

90
1

0.007-0.010

0.42
1.1
1.8

5

1.5?

io-5?

T(3)1 s

730
288

218

125
95
92

57

57

40

T(4)

10.8
0.085

0.002

3.15
63.8
7.87

680

191

5 x 10-4

W Units J kg"1 K"1.
& Units 105 Pa.
<3> Units K.
(4) Units terrestrial years.
(5) Surface pressure refers to the main cloud deck and the temperature is the
bolometric temperature.
Data are increasingly uncertain for the more remote bodies.

most of the other planets is controversial to some degree. The resolution
of these controversies hinges upon more detailed observation, especially of
the vertical structure of the atmospheres of the gas giants. As far as the
circulation of an atmosphere is concerned, some features, such as chemical
composition, are not directly relevant. Other properties are much more
important. The principal features which determine the circulation regime are
as follows:

(i) The strength and distribution of heat sources and sinks. In making this
statement, we must recall that the circulation itself may help to organize and
strengthen the heat sources and sinks. For example, in the terrestrial tropics,
low level convergent flow imports moisture, initiating convection and the release
of latent heat. This heating may reinforce the low level convergence.

(ii) The dynamical constraints imposed on the motions by the planet itself. The
most important are the rotation rate and size of the planet.

(iii) The nature of the underlying surface. In particular, the amount of frictional
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drag exerted by the surface on the atmosphere is a crucial factor. The orog-
raphy of the lower surface must also be considered under this heading; if the
orography is sufficiently high, the circulation can be modified substantially.

We consider each of these factors in turn, sketching the range of variations
observed in the planets of the solar system. More detail will be given in
subsequent sections.

The atmospheres of the terrestrial planets gain virtually all their heating
from intercepted solar radiation. The vertical distribution of the resulting
heating is crucial to the character of the circulations. Atmospheric circulation
requires an upward flux of heat, as we saw in Eq. (5.26). Thus, if all the
incident solar energy were absorbed at some upper level in the atmosphere,
no kinetic energy would be generated in the lower layers of the atmosphere.
Radiative processes would establish an isothermal state in the motionless
lower part of the atmosphere. This result, sometimes called Sandstrom's
theorem, applies to the Earth's oceans; the currents observed in the ocean
are not primarily thermally driven, but arise from mechanical forcing by
the atmosphere. In the case of the deep, cloudy atmosphere of Venus, we
might similarly expect the meteorologically active layers of the atmosphere
to be above the cloud tops, around 60 km above the surface, with a deep
isothermal layer beneath. Probes reveal that the Venus lapse rate is near
adiabatic below the cloud tops, and that around 4% of the solar radiation
absorbed by the planet reaches the surface. Thus, although the cloud top
levels are the most meteorologically active, enough radiation reaches the
lower atmosphere of Venus to drive weak motions near the surface. In the
case of Earth and Mars, more radiation reaches the surface, so that the
atmosphere is forced towards a state of static instability. The vertical heat
transport by the planetary circulations helps to account for the observed
state of static stability; at least in dust free conditions, such stabilization by
large scale, dynamical heat fluxes is a dominant process on Mars. On Earth,
the observed static stability is also governed by the moist adiabatic lapse
rate in the tropics.

The giant planets Jupiter, Saturn and Neptune, on the other hand, all
possess significant internal heat sources. This heat energy is derived from
the slow gravitational collapse of the planets. In the case of Jupiter, it is
estimated that a reduction of its radius by about 1 mm per century would
account for the observed heat flux. Uranus differs from the other giant plan-
ets in apparently having no significant internal heat source, though in many
respects its physical characteristics closely resemble those of Neptune. Apart
from Uranus, the internal heat sources substantially exceed the amount of
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energy received from the Sun. The requirement for vertical heat transport
is therefore strengthened, while the comparative weakness of solar heating
means that the horizontal temperature gradients will be weak, and so pole-
ward heat transports may be less important. The magnitude of these effects
is not known accurately, with the result that the flow regime of these planets
is still a matter of debate.

The strength of the heating is conveniently measured by the radiative
relaxation time. The actual thermal structure is the result of two competing
groups of processes. The radiative forcing generates temperature gradients,
both in the vertical and the horizontal. Thermally excited fluid motions in
the atmosphere will be such as to reduce these temperature gradients. If the
radiative timescale is short compared to the dynamical timescales associated
with the planetary circulations, then the thermal structure of the atmosphere
will hardly be disturbed by the dynamics, and the mean thermal structure
will be close to radiative equilibrium. On the other hand, in the limit of
very long radiative relaxation times, fluid motions will virtually eliminate all
temperature gradients.

The rate of rotation of the planet provides the strongest constraint on
the regime of planetary flow. Rapid rotation inhibits vertical and poleward
motion, and therefore changes the character of the circulation required to
transport heat. At low rotation rates, Hadley circulations could transport
virtually all the heat. At higher rotation rates, Hadley circulations become
confined to a narrow tropical zone, while other processes such as baroclinic
instability will dominate the heat transport in higher latitudes. The character-
istic scale of the most unstable baroclinic scales, LR9 is given by

. _ i NH

R R f

This shows that the scale of the baroclinic waves decreases with the rotation
rate, and so the efficiency of the heat transporting process will fall when LR

is significantly less than a, the planetary radius. A wide range of rotation
rates is observed in the solar system, from the very slow rotation of Venus
through to the extremely rapid rotation of Jupiter. The equatorial rotation
velocity, Qa, ranges from 1.8 ms"1 for Venus to 12 500 ms"1 for Jupiter, a
range of nearly 7000.

The character of the surface is also a critical factor. The surface of a
terrestrial planet, being solid and rough, exerts a considerable drag on the
the atmosphere. In the case of the Earth, the global mean 'spin up' time
for tropospheric motions is around five days. The giant planets possess
no solid surface. Theoretical models suggest that their mantles remain
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Fig. 10.1. Images of the cloud tops reveal some features of the atmospheric circu-
lations of three planets, (a) Venus, taken in ultraviolet wavelengths, (b) Earth in
visible light.
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Fig. 10.1 (cont.). (c) Jupiter, also in visible light.

gaseous until very great depths. There may be a small rocky core near
the centres of these bodies. But the exchange of momentum between the
meteorologically active layers of the atmospheres and the deep interior is
likely to be small, and therefore the spin down time for circulation will be
much longer than for a terrestrial planet. Paradoxically, this does not imply
that atmospheric circulation will necessarily be more vigorous. Consideration
of energetics shows that the generation of kinetic energy by upward heat
fluxes must ultimately balance the frictional dissipation of kinetic energy. If
the friction were reduced, then the generation of kinetic energy, and hence
the poleward and upward temperature fluxes, must also be reduced. The
result would be a meteorologically inactive atmosphere, with the velocity
vectors predominantly parallel to the temperature contours.

Significant orography on the solid surface of a planet will modify atmo-
spheric circulation. Mars has considerably higher orography over wide areas
than Earth, and so the contribution of steady, forced eddies to global heat
transport might be larger. The most extreme example is provided by the
Earth's oceans. The ubiquitous presence of longitudinal barriers dominates
the circulation of most of the oceans.

In the following sections, we will consider groups of known planetary
atmospheres, and attempt to relate these principles to what is known about
their atmospheric circulations. We will also discuss briefly the circulations
in related systems such as the oceans and rotating fluid systems in the
laboratory.
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10.2 Terrestrial circulations

Terrestrial global circulation is characterized by an essentially axially sym-
metric 'Hadley regime' at low latitudes, and a zonally disturbed 'quasi-
geostrophic' regime at higher latitudes. The two regimes interact strongly,
and forced steady waves, particularly in the northern hemisphere winter,
introduce further complexity. These matters have all been dealt with in
various degrees of detail in the earlier chapters of this book. The aim of the
present section is to investigate the range of conditions for which this broad
description remains helpful. In particular, the quasi-geostrophic regime will
be discussed in this section, while the Hadley regimes will be considered
further in the next section.

Heat transport in the terrestrial quasi-geostrophic regime occurs princip-
ally in baroclinic disturbances which exhibit a characteristic westward phase
tilt with height. The Eady theory of Section 5.4 sets out a linear instability
theory which gives a reasonable prediction of the scale and structure of
disturbances observed in the Earth's midlatitudes. Recall that the zonal
wavenumber of the most unstable wave is

k = 1.61KR9 (10.2)

where K~{ = LR, the 'Rossby radius of deformation', given by

NH
LR = — (10.3)

The Rossby radius is the characteristic length scale of disturbances in the
midlatitudes. A first necessary condition for the existence of such disturb-
ances is that the planet should be large enough to accommodate the unstable
wavelengths, that is, that

LR < a. (10.4)

For the Earth, LR/a is around 0.12, so that it falls comfortably within the
range in which baroclinic instability is possible. For Mars, the same ratio
is about 0.33, suggesting that baroclinic waves are still likely, but that they
will have considerably larger scale relative to the planetary radius.

The growth rate of the most unstable wave was given in Eq. (5.52). It can
be rewritten

a = 0.31i?r1/2/, (10.5)

where Ri is the dimensionless Richardson number, defined as N2/(uz)
2, best

thought of as a dimensionless measure of static stability. If thermal wind
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balance holds, Ri can be written entirely in terms of the potential temperature
gradients:

The quasi-geostrophic analysis which led to Eq (5.6) is valid only for large
Ri9 that is, for rapid rotation and strong stratification, but for relatively weak
horizontal temperature gradients. The Earth's midlatitudes are characterized
by Ri « 50, so that they fall within this range. But on the equatorward flank
of the subtropical jet, the local values of Ri are much smaller, generally
less than 10. The theory can be modified for smaller Ri. But as Ri
approaches unity or less, the dynamical regime becomes entirely different,
being dominated by 'symmetric instabilities', with zero zonal wavenumber,
but a limited meridional scale. Thus, the static stability of an atmosphere is
revealed as a crucial property in determining the character of its circulation.

The difficulty we have is that the horizontal and vertical gradients of
potential temperature are not externally determined characteristics of an
atmosphere. Radiative heat sources and sinks acting alone might serve to
determine radiative equilibrium values of the temperature gradients, but the
circulation of the atmosphere itself will modify, possibly profoundly, the
temperature distribution. Apart from the Earth, it is generally not straight-
forward to determine the actual values of Ri for planetary atmospheres with
any great degree of certainty. This is because it is difficult to measure the
stratification sufficiently accurately. Indeed, for the gas giants, the lapse
rate below the cloud tops is unknown, so that it remains an open question
whether the circulations on these planets are quasi-geostrophic, baroclinic in
character, or whether they belong to a totally different class.

To progress further, we need to parametrize the temperature transport of
quasi-geostrophic circulations in terms of the imposed temperature gradi-
ents and other quantities. Despite many efforts, no very satisfactory way of
doing this is possible. Indeed, this is one of the reasons why global circula-
tion studies are now dominated by GCM modelling experiments, which
endeavour to model the lifecycle of each individual baroclinic disturbance
explicitly. The use of complex numerical models is also perhaps the best way
forward in theoretical explorations of the dynamical regimes of planetary
atmosphere flows. But for the purposes of this exposition, we will explore
a limited attempt to parametrize baroclinic heat transports and hence to
derive an analytical model of the structure of planetary atmospheres for a
range of external parameters.

The analysis is based on the Eady linear model of baroclinic instability.
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Expressions were derived in Section 5.4 for the horizontal and vertical
temperature fluxes, given as Eqs. (5.54) and (5.56) respectively. For the
purposes of the present order of magnitude estimates, the wavenumber of
the most unstable wave will be substituted in these equations, and the fluxes
will be evaluated at a midlevel and midlatitude point. For these particular
choices, the temperature fluxes reduce to

^ ^ 2 , (10.7)

2- ( 1 0 8 )

Here, *P is the streamfunction amplitude. A typical value of *¥ must be
estimated so that temperature fluxes can be calculated from Eqs. (10.7) and
(10.8). Some relationship between *F and the mean state of the atmosphere
must be assumed; such a relationship is called a 'closure hypothesis'. A
number of such closure hypotheses are possible, all equally defensible; the
closure assumption made in this section is that the waves reach a typical
amplitude such that

v* = - ^ » At/. (10.9)
dx

This implies that the streamlines make angles of around 45 ° with the un-
disturbed zonal background flow when growth ceases. Using Eq. (10.9), in
conjunction with the form of the normal mode solution for the most unstable
wave, given by Eqs. (5.44) and (5.46), one obtains estimates for the total
temperature flux:

pel'
(io.il)

These expressions relate the expected typical poleward and vertical temperat-
ure fluxes to the imposed horizontal and vertical temperature gradients. Were
they accurate, much current effort in global circulation modelling would be
wasted; we could simply parametrize the baroclinic systems of midlatitudes.
As a result, climate and global circulation studies would be much more
straightforward. In reality, these estimates are extremely crude; at best,
they provide merely an approximate upper bound on the actual temperature
fluxes. Our purpose in this chapter is not to obtain very accurate predictions
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of the actual magnitudes of the fluxes in particular circumstances, but, rather,
to suggest the parametric dependence of temperature fluxes on planetary
properties such as the rotation rate.

The temperature fluxes associated with the baroclinic waves will modify
both the horizontal and vertical temperature gradients. These effects will be
offset by radiative processes which, acting in isolation, will set up a state of
radiative equilibrium. Let us write the thermodynamic equation as follows:

f *„.«.,_ « [ w V ] + JMHW. ,10.12,
ot oy oz TE

The smaller, opposing temperature fluxes carried by the induced zonal mean
circulation have been ignored. Differentiating with respect to y or to z
then yields equations for the poleward and vertical potential temperature
gradients. According to Eady theory, [v*0*]yz = 0; the cross derivative
[w*0*]z); will also be neglected. The second derivatives of the temperature
fluxes may be approximated by finite difference formulae such that

[v*0*]yy ~ [v*6*]/a\ [w*6*]zz ~ [w*9*]/H2. (10.13)

The first of these expressions assumes that there is a single zone of baroclinic
waves between the equator and pole; in the case which we will consider in
Section 10.4 when there may be be several parallel storm tracks, a rather
smaller scale than a would be needed in this formula. The equations for the
temperature gradients may be written

Bt + Oj5J^-V1/2B2 = ^ — - , (10.14)
Q293

0
/2a2 *E

V^^B3 = VE~V, (10.15)
n2e3

0
/2 ?E

where, for convenience, B and V are defined as

B = -[0]y9V = [0]Z9 (10.16)

so that B is positive for the usual situation when the poles are colder than
the equator; BE and VE are the radiative equilibrium values of B and V.

The steady state climatology of the planet is found by setting the time
derivatives to zero in Eqs. (10.14) and (10.15); the problem reduces to
solving a pair of simultaneous algebraic equations in B and V. By way of
example, suppose that the equilibrium atmosphere is neutrally stratified so
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that VE = 0. Then the horizontal potential temperature gradient is given by

and the vertical potential temperature gradient is

The structure of the atmosphere is determined by the value of a single
dimensionless parameter y where

£T2/3(5 B

i = Mi-&TT ( 1 ( U 9 )

and 5 is the geometrical aspect ratio, H/a. Figure 10.2 illustrates the
solution as y is varied. For very large y, baroclinic instability is so effective
that it destroys virtually all the horizontal potential temperature gradients
and leaves the vertical profile very close to neutral. When y tends towards
zero, the atmosphere is close to radiative equilibrium. For intermediate
y9 the horizontal temperature gradients are reduced and the atmosphere is
stabilized. The maximum stability is achieved for y = 2. For the Earth, y
has the value 5.0, while for Mars, y is 1.3. Both are fairly close to the regime
where the eddies achieve maximum stabilization of the atmosphere. This
simple calculation suggests that horizontal temperature gradients will be
closer to radiative equilibrium for Mars than for Earth, though the vertical
profile for both atmospheres will be significantly stabilized by the eddies.

The baroclinic disturbances of the Earth's atmosphere are highly irregu-
lar. Individual systems have a wide range of intensities, phase speed and
lifetime. The Earth's tropospheric flow is therefore inherently unpredictable.
Small differences in a given initial state lead to very different evolutions
of individual baroclinic systems, and hence rapidly to very different global
flow fields. Surface observations suggest that the Martian atmosphere, while
essentially similar to that of the Earth in that heat transport by baroclinic
transients dominates the winter circulation, is much more predictable. Fig-
ure 10.3 shows the pressure record from the Viking landers. During the
summer, the atmosphere is very inactive meteorologically, with only small
fluctuations of pressure. A diurnal variation of the surface wind, related to
the local slope of the ground, is almost the only significant weather feature.
In autumn and winter, the pressure rises; this is due to the evaporation of
large amounts of carbon dioxide which condensed out of the atmosphere on
to the southern polar cap during the southern hemisphere winter. The flow
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Fig. 10.2. Showing the horizontal and vertical temperature gradients predicted by
an analytical model of a quasi-geostrophic planetary atmosphere for various values
of the dimensionless parameter y. Selected values of y are indicated by circles. B
has been scaled by BE and V by BE/S.

associated with the condensation of carbon dioxide at the winter pole and
its corresponding evaporation at the summer pole is an important element in
Martian global circulation. Simple calculations suggest that it could intensify
the winter jets by as much as 15-20 ms"1. During the winter, fluctuations of
the surface pressure as baroclinic cyclone systems passed over the lander were
observed. These fluctuations were highly regular, with similar amplitudes
and periods, suggesting the regular passage of wavenumber 4 disturbances
of rather uniform amplitude over the landing site. A spectral analysis of the
pressure record shows a single sharp peak centred at a period of about four
Martian days.

The simple theory of this section is severely limited. It predicts the typical
length scale of baroclinic eddies, and suggests the degree of modification
of the radiative equilibrium temperature profile. It suggests how these
quantities might depend upon such imposed parameters as rotation rate and
radiative timescale. But it cannot be expected to give an accurate quantitative
prediction of the lapse rate or horizontal temperature gradient. Neither can



356 Planetary atmospheres and other fluid systems

seasons (northern hemisphere)
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Fig. 10.3. (a) Pressure versus time (in Martian rotation periods) for the Viking
landers on the Martian surface, (b) Spectral analysis of the winter pressure record,
showing the concentration into a single sharp peak.

it give any indication of the momentum fluxes by the eddies, which are not
predicted by Eady theory, or about the interaction between the midlatitude
quasi-geostrophic regime and the tropical Hadley regime. Investigating these
questions requires a global circulation model. Figure 10.4 shows the results
of a sequence of runs with a global circulation model with different rotation
rates. The parametrizations of boundary layer processes, radiative heating
and cooling, and of convection and other moist processes were essentially
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terrestrial. The diagram simply shows the zonal mean wind, [u], for each
run. The zero rotation rate run shows virtually no systematic zonal flow,
as one would expect. The low rotation rate runs have a strong jet at the
poleward edge of a Hadley cell which extends to very high latitudes. Around
the terrestrial rotation rates, the familiar pattern of a subtropical jet and a
weaker high latitude jet begins to appear. At higher rotation rates, the zonal
flow becomes quite weak, consistent with thermal wind balance. But several
midlatitude jets, each with its own associated maximum of eddy activity,
are present at midlatitudes. At the highest rotation rates, a strong westerly
equatorial jet dominates the flow. Such a pattern is more reminiscent of the
gas giants than the terrestrial planets, and suggests that the variations of
rotation rate might be the most important difference between terrestrial and
Jovian regimes. This is a contentious view which will be discussed further in
Section 10.4.

A sharp reminder of how misleading a parametrization of baroclinic
eddies in terms of Eady (or Charney) type baroclinic instability might be is
provided by a final example. Illustrated in Fig. 10.5 are two contrasting runs
with the simple global circulation model introduced in Section 2.5. Both
runs are for identical radiative equilibrium conditions, designed to simulate
the terrestrial winter circulation moderately faithfully, and for identical
planetary properties, with one exception. The difference is that the first run
has a realistic frictional spin-up time of about five days, while the second
has a very long spin up time of 1250 days. The effect on the eddies is
dramatic. In the low surface friction case, there are virtually no eddies, and
the temperature field is essentially the radiative equilibrium field. The high
friction case has active eddies, and a thermal structure which is consistent
with the simple model illustrated in Fig. 10.2. The surface winds in the high
friction case are small, but in the low friction run they are very large, and
the horizontal wind shears are large. It is this latter feature which causes
the Eady parametrization to break down. The Eady model includes no
horizontal variation of [u]; its inclusion leads to an intractable, nonseparable
problem. Numerical solutions of the linear baroclinic instability problem
with large horizontal shears show that such shears reduce the growth rate of
unstable waves, primarily by restricting their structure so that they cannot
tap the available potential energy effectively.

The last result emphasizes the very important role that the upper and lower
boundaries play in the baroclinic instability process. The Eady and Charney
models both depend upon the presence of rigid boundaries to support
instability. Even for 'internal baroclinic instability' in which a change of sign
of the potential vorticity gradient at some level makes instability possible,
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Fig. 10.4. A sequence of pressure-latitude cross sections of the mean zonal wind
[u] from numerical simulations of an Earth-like planetary atmosphere, in which the
rotation rate of the planet has been varied. (From Williams, 1988a.)

without some layer where friction can occur, horizontal shears will build up
during the growth of baroclinic waves to finite amplitude, and these shears
will eventually stabilize the fluid. The implications for a planet with a very
deep atmosphere, or for an atmosphere with no solid lower boundary, are
that baroclinic instability might not be a very important mechanism. This
is a consideration to which we will return in Section 10.4 when we consider
the circulation of the giant planets.
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Fig. 10.5. The results of numerical experiments with the 'simple global circulation
model' described by Eqs. (2.34) and (2.35) with different surface drag, showing (i)
the temperature field at an arbitrary time at the lowest model level (contour interval
4K) and (ii) cross sections of the zonal mean wind [u] (contour interval 5 ms"1). (a)
TD = 1 day, (b) TD = 250 days.

10.3 Slowly rotating atmospheres

Figure 10.4 shows that as the rotation rate is decreased, other things being
equal, the Hadley regime expands and eventually dominates the circulation
throughout the tropics and midlatitudes. The jet at the poleward edge of the
Hadley cell intensifies and moves poleward. This is qualitatively consistent
with the Held-Hou model of the Hadley cell of Section 4.2. Equation (4.12)
suggests that the width of the Hadley cell should be inversely proportional
to the rotation rate, other factors being held fixed. When the width of the
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Hadley cell becomes comparable to the planetary radius, the Hadley cell will
dominate the circulation and more or less squeeze out the quasi-geostrophic
wave regime. The condition for a dominant Hadley cell is therefore

L < i a 2 0 )

The dimensionless number RoT is simply a Rossby number, in which the
characteristic velocity scale has been estimated by assuming thermal wind
balance between the temperature and zonal wind field, and in which the
characteristic length scale is the planetary radius.

Pure angular momentum conservation, as assumed in Section 4.2, would
lead to very strong zonal winds at high latitudes, and a state of zero abso-
lute angular momentum throughout most of the midlatitudes and tropics.
Friction with the surface will moderate these strong winds, and will have
an increasing effect as the rotation rate decreases, so that the overturning
timescale of the Hadley cell becomes very long in comparison with the drag
timescale. Accordingly, in Fig. 10.4, the zonal winds do not exceed 80 ms"1

when Q is one quarter that of the Earth, and they decrease for smaller Q.
Venus provides the best-studied example of a slowly rotating atmosphere

in the solar system. The atmosphere of Venus is dense and deep, but we
will largely concern ourselves with motions near the cloud top levels, about
60 km above the surface, where the pressure is around 30 kPa and where the
bulk of the incoming solar radiation is absorbed. A small fraction of the
incoming solar radiation reaches the surface, and it serves to maintain the
temperature gradients in the lower troposphere close to the adiabatic lapse
rate. But measurements from descending probes suggest that the winds in
the lower troposphere are very small, and that the meteorologically active
layers are in the vicinity of the cloud tops, where very strong winds are
observed. The zonal component dominates, and is such that the cloud tops
superrotate, with the atmosphere circulating the planet once every 4 Earth
days or so. Relative to the solid planet, the equatorial winds are around
100 ms""1. (They are in fact easterlies, but since Venus has a slow retrograde
rotation, they represent a superrotation.) The winds decline at lower and
higher levels; at latitudes higher than about 40°, the cloud tops are roughly
in solid body rotation about the poles. Figure 10.6 summarizes the observed
wind fields.

When the zonal winds are as strong as they are on Venus, the 'centri-
fugal force' acting on air parcels is appreciable. In the simplest case, the
horizontal component of the centrifugal force would be expected to balance
the remaining large force, namely the pressure gradient force. For steady,
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frictionless motion, the zonal mean of Eq. (1.33b) reduces to

— tan <j) + 2Q[u] sin <j> = - g ^ - , (10.21)
a oy

where pressure has been used as a vertical coordinate. When | [u] | > Qa,
the centrifugal term dominates over the Coriolis term, and so the meridional
momentum equation can be simplified yet further to a balance between
centrifugal force and pressure gradient force, called 'cyclostrophic balance',
described by:

A cyclostrophic thermal wind equation can be obtained from this relationship
by using the hydrostatic equation to eliminate the geopotential height. This
can be written:

dp1 J t an0 8y V ;

where h(p) was defined in Eq. (1.54). Note that cyclostrophic balance is not
possible for arbitrary temperature fields. Assume that [u] is close to zero at
the surface. Then at any arbitrary lower pressure

Clearly, if the integral on the right hand side of this equation were positive,
cyclostrophic balance would imply imaginary [u], and so a more complex
balance of forces must apply. A minimum condition for cyclostrophic balance
is that the poles should generally be colder than the equator; even when
this condition is fulfilled, it is possible that there could be regions where
cyclostrophic balance is not consistent with the temperature field.

At least above the cloud tops, it is easier to monitor the temperature
field of Venus than the wind speeds, using remote sensing techniques. The
implied cyclostrophic wind is in good agreement with direct measurements
of the zonal wind near the cloud tops, but gives an imaginary wind at
higher levels. Figure 10.7a shows a cross section of the temperature field.
However, the details of the section are a good deal more complex than
simple axisymmetric overturning transporting heat polewards and upwards
would suggest. In particular, there is a minimum temperature around a
circumpolar collar, and higher temperatures over the pole.

The general prograde circulation of the atmosphere of Venus is very dif-
ficult to explain, and certainly cannot be accounted for by axially symmetric
Hadley circulations. The difficulty in obtaining prograde equatorial winds
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Fig. 10.7. Cross sections of the temperature field of the Venus atmosphere, based
on remotely sensed data from the Pioneer Venus orbiter in 1978 (a) Latitude-height
section, (b) Longitude-height section. Contour interval 5 K for temperatures below
250 K, 10 K thereafter. Shading indicates temperatures between 235 K and 250 K,
and the dotted line indicates the mean cloud top levels. (Redrawn from Schofield &
Taylor, 1983.)
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from purely axially symmetric circulations was hinted at in Section 8.3.
Consider such an axially symmetric circulation, in which there may be
friction at the ground, but in which the flow is otherwise inviscid. Such a
flow will conserve the specific angular momentum of air parcels, unless a
torque about the rotation axis acts. The only such torque is provided by
surface friction, and the most this can do is to reduce the air parcel to rest
relative to the solid planet. Thus, the maximum angular momentum which
any air parcel can have is Qa2; conserving this, its zonal wind at any latitude
</> cannot exceed Qa sin2 </>/ cos </> (see Eq. (4.1)). The observed superrotation
indicates that departures from axial symmetry are crucial to the dynamics of
the atmosphere of Venus. Similar arguments must also apply to the strong
equatorial jets observed on Jupiter and Saturn. These must be maintained
by eddies carrying a flux of westerly momentum into the equatorial regions.

The question is: what mechanisms can generate the eddies needed to drive
the Venus superrotation? With such a slow rotation rate, baroclinic instability
may be discounted. Other forms of instability, such as barotropic instability,
might generate Rossby waves which could propagate equatorwards. But
these would have the wrong sign of momentum flux, tending to give a
westerly acceleration to their source latitudes, and an easterly acceleration
to the tropics. Vertically propagating waves, especially trapped equatorial
waves of the kind discussed in Section 7.1, can give a westerly acceleration
to upper levels, as we saw in our discussions of the QBO (Section 8.3). We
still have to explain how such waves can be excited, and we still have to
estimate how strong a prograde acceleration they are capable of imparting
to the atmosphere.

One important candidate for the forcing of waves is the thermal tide raised
by the contrast between the heating of the sunlit side of the planet and the
cooling of the night side. According to Table 10.2, the radiative timescale is
very much longer than the rotation period, and so the thermal tide would be
very small. However, this long radiative timescale was based on the mass of
the entire atmosphere, with its huge thermal inertia. Most of the incoming
solar radiation is absorbed near the cloud top levels where the pressure is
around 30 kPa. The radiative timescale at these levels is a great deal shorter
than at the surface, and an appreciable thermal tide could be raised. Tidal
theory suggests that the largest response will be in the zonal wavenumber 2
tide. It is possible for this tidal forcing to excite planetary scale waves which
will propagate vertically away from the source levels. Figure 10.7(b) shows
a longitude height section based on remotely sensed temperature data from
the Pioneer Venus spacecraft. The wavenumber 2 thermal tide is very clear
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near the cloud tops. The phase tilt indicates that the tide is forcing westerly
acceleration near the cloud top levels.

The role of thermal tides in modifying the zonal flow is illustrated by
Fig. 10.8. This is a second sequence of integrations of a terrestrial global
circulation model with different rotation rates due to G.R Williams, similar
to the sequence in Fig. 10.4. On the left are shown [u] for a sequence
of low rotation rate calculations in which the radiative heating is zonally
symmetric. The jet is strongest for a rotation rate l/64th that of the Earth,
where the strongest winds are at 75 °N. When a realistic diurnal variation
of the incoming solar radiation is introduced, the westerly momentum is
transported to lower latitudes, and, indeed, westerlies are seen at upper
levels on the equator. Although these experiments reveal that a thermal
tide can drive a superrotation, it is much less strong than that observed on
Venus.

So while the thermal tide hypothesis is plausible, it is still quantitatively
inadequate. Indeed, no theoretical model capable of predicting the observed
strength of the Venus superrotation has yet been proposed. The most suc-
cessful models tend to involve a number of crucial but arbitrary parameters
in the form of anisotropic 'eddy viscosities' or other parameters. Most of
these models can support a prograde flow, but fail to achieve velocities
as large as those observed. So, while thermal tides are very likely to be
involved in generating the superrotation, other effects almost certainly play
an important role. Further progress awaits a more detailed monitoring of
the circulation of Venus for a longer period than the Pioneer probe was able
to achieve. For instance, there is some evidence that the zonal winds may
change substantially over long periods; quasi-periodic phenomena analogous
to the QBO in the Earth's tropics may possibly be present.

The atmosphere of Titan is another example of an atmosphere on a slowly
rotating planet. No direct observations of winds have been made, since a
virtually featureless cloud or haze layer fills the atmosphere. But infrared
measurements indicate fairly large horizontal temperature gradients, espe-
cially at upper levels of the atmosphere. Near the surface, the temperature is
nearly uniform, presumably because the extremely long radiative timescale
means that even very weak motions can smooth out any temperature vari-
ations. But above the haze layer, cyclostrophic balance with the observed
temperature fields indicates strong prograde zonal winds. Once again, the
thermal tide provides one obvious mechanism for generating such winds.
Perhaps strong superrotation is a consequence of any thermally driven flow
on a slowly rotating planet; if so, we scarcely understand the relevant
mechanisms.
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Fig. 10.8. Similar to Fig. 10.4, but comparing two sequences of numerical experi-
ments at low rotation rate. The left hand column shows the zonal winds when the
thermal forcing is axisymmetric, while the right-hand column shows the correspond-
ing experiment when a diurnal variation of the incoming solar radiation is included.
(From Williams, 1988b.)

10.4 The atmospheric circulation of the giant planets

The gas giant planets are characterized by their large size and rapid rotation.
Because of their distance from the Sun, the solar heat flux they intercept is
small. But, with the exception of Uranus, all possess an internal heat source
which is comparable in magnitude to the solar energy flux. Thermal energy
is released by their slow gravitational collapse. The other major factor which
must be included in any discussion of their atmospheric circulations is the
absence of any solid surface.

Jupiter is the best studied of the gas giant planets, and the observed
features of its atmospheric circulation will be outlined here. It is covered
by cloud decks, the highest of which are near the 30 kPa level. Temperature
measurements suggest that the brighter white clouds consist of ammonia ice
and are at higher levels, while the darker coloured clouds are warmer and
therefore lower in the atmosphere. The alternating pattern of light and dark
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cloud bands suggests a sequence of meridional cells, with ascending motion
dominating at the latitudes of the light bands and descent dominating at the
latitudes of the darker bands. Earth based telescopic observations show that
the major features of these bands are long lived, although the individual
bands are interrupted by transient spots and eddies.

Tracking of individual cloud features leads to estimates of the winds at
the cloud top levels, although the interpretation of these measurements is
complicated by the difficulty of assigning an accurate pressure to them. The
winds are referred to a frame of reference rotating with the radio period
of the planet, assumed to reflect the rotation rate of the deep interior.
Figure 10.9 shows the pattern of zonal winds observed. A broad region of
strong westerlies, around 100 ms"1, blows around the tropics, roughly within
10° of latitude of the equator. At higher latitudes, alternating easterly and
westerly jets are seen. The westerly jets tend to coincide with the higher
cloud layers and the easterly jets with the lower, warmer layers. The bright
elliptical spots which are a prominent feature of the images, some of them
very long lived, all exhibit anticyclonic circulations. Some dark cyclonic
spots, highly elongated in the zonal direction, were observed around 18 °N
by Voyager.

Similar observations exist for Saturn and Neptune. Uranus is a special
case which will be discussed separately. The zonal jets on Saturn are stronger
than on Jupiter, with the equatorial jet being broader and with a maximum
wind speed of some 400 ms"1. Although more difficult to observe because
of the lack of contrast at the cloud tops, similar features by way of a banded
cloud deck and anticyclonic spots are also characteristic of Saturn.

The presence of equatorial jets on the gas giants is a pointer to the import-
ance of eddies in maintaining the observed circulation. Purely axisymmetric
motions can merely redistribute angular momentum in the meridional plane
and so cannot produce any maxima where the specific angular momentum
exceeds Qa2. Eddies, sheared and distorted by the ambient flow, can provide
the necessary up gradient fluxes of angular momentum to drive equatorial
jets. They can also drive jets at other latitudes. One group of theories of the
circulation of the major planets would suggest that the observed circulation
is essentially driven by small scale eddies. These are illustrated in their purest
form by the concepts of two-dimensional turbulence on a /?-plane. Rapid
rotation of a barotropic fluid serves to suppress vertical motions and leads
to an essentially two-dimensional flow field.

Consider a random set of strong eddies in a layer of rapidly rotating
fluid. We will suppose that the domain is such that boundary fluxes are
either zero or periodic, and for the moment we ignore the /?-effect. We have
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Fig. 10.9. Zonal winds at the cloud top levels on the gas giants, inferred from
tracking cloud features in the Voyager images. Solid curve is for Jupiter, dashed for
Saturn. (After Ingersoll, 1990.)

already seen examples of the way in which such eddies evolve, in the finite
amplitude evolution of baroclinic waves in Chapter 5 or in the breaking
of Rossby waves in the stratosphere in Chapter 9. The vorticity of the
eddies becomes concentrated in thin shear regions separating large regions
of smaller vorticity. That is, the mean square vorticity (the 'enstrophy')
cascades to smaller and smaller scales until dissipation (due, for example,
to molecular viscosity) can remove it from the flow. At the same time it is
easy to see from the momentum equations and vorticity equation for such
inviscid two-dimensional flow that both the total kinetic energy <\u2 > and
the total enstrophy < \t;2 > must be conserved. Scaling arguments can be
used to show that if some forcing with wavenumber kf excites eddies, then
a steady state is achieved in which there are two distinct spectral regions:

(i)

(ii)

For k > kf, the kinetic energy varies as k 3. There is a flux of enstrophy from
large to small scales, and no flux of energy.
For k < kf, the kinetic energy varies as fc~5/3. There is a flux of energy
from small to large scales and from high to low frequencies, while the flux of
enstrophy is zero.

For applications to the gas giants, we will suppose that kjx < a , and we will
concentrate on the eddies whose scales are larger than kj1. As the eddies
become larger, the /J-term becomes progressively more important. At the
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wavenumber kp where:
gx 1/2
j) , (10.25)

U being a characteristic eddy velocity, the nonlinear and /} terms become
equal; eddies begin to propagate as coherent Rossby wave packets. Now the
frequency of Rossby waves can be written (see Eq. (6.13)) in the form:

co = — cos a, (10.26)

where a is the angle between the wavenumber vector and the x-axis, while
the frequency of waves in the turbulence regime is simply

co = Uk. (10.27)

Once energy reaches the wavenumber kp, further cascade to low frequencies
is blocked by the Rossby wave propagation. Hence kp is sometimes called
the 'Rhines blocking wavenumber'. The cascade can proceed only if the total
wavenumber remains fixed, while the wavenumber vector rotates towards
the meridional direction. That is, eddies become elongated in the zonal
direction and contract in the meridional direction. The end result is a set
of alternating easterly and westerly currents, whose characteristic width is
Lp = n/kp. Figure 10.10 illustrates this process schematically.

Numerical experiments confirm these rather heuristic arguments. We
conclude that the end result of arbitrary forcing of eddies at some large
wavenumber kf on a rapidly rotating planet will be a set of zonal jets
whose width Lp depends upon the rotation rate and the level of eddy kinetic
energy. Figure 10.11 shows the result for a Jovian parameter setting. Friction
induced meridional circulations could then account for the banded clouds
associated with the jets.

In the model used to produce Fig. 10.11, the forcing was simply a pre-
scribed mechanical forcing. The model serves to demonstrate that if isotropic
kinetic energy is generated at some large wavenumber kf, two-dimensional
turbulence with a /?-effect will eventually generate a number of zonally ori-
entated jets. The question for the gas giants then concerns the nature of the
eddies that force the large scale flow. Since some hydrodynamical instability
of the flow must be present to generate such eddies, one would anticipate
some interaction between the jets and the eddies. For example, baroclinic
instability might be concentrated in the jet regions, where the vertical shears
are large, and would be weaker in the horizontally sheared, but more weakly
baroclinic, regions either side of the jets.

Two major theories exist for the eddies on Jupiter and similar planets. The
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Fig. 10.10. Schematic illustration of the evolution of geostrophic turbulence on a
/?-plane towards a pattern of parallel zonal jets.

first is that baroclinic instability is responsible. The temperature contrast
between the poles and the equator on Jupiter is very small. Presumably,
variations of the solar input across the planet are compensated by variations
in the heat flux from the interior of the planet. Larger horizontal temperature
gradients might be present within the individual jets. Even then, it is not
clear that baroclinic instability will be present, other than in a very weak
form. The Eady instability relies on the presence of rigid boundaries at top
and bottom where w = 0. The sudden change of static stability in the Earth's
tropopause approximates this boundary condition for deep baroclinic waves.
The Charney model requires a boundary with w = 0 at the bottom, and a
critical level above. In a planet with no solid boundary, and with an adiabatic
lapse rate in the deep interior, these situations are not encountered. There is
a weak tropopause on Jupiter, and this might sustain Charney-type modes
of instability in regions of easterly vertical shear, but it is difficult to see how
baroclinic instability could be strong in regions of strong westerly shear.

The other possibility for baroclinic eddies is 'internal' baroclinic instability,
the necessary condition for which is that the potential vorticity gradient, [q]y,
should change sign at some level in the atmosphere. While such a condition
can be envisaged, it is difficult to see how it could be sustained over large
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Fig. 10.11. Evolution of the streamfunction in a rapidly rotating thin shell of
barotropic fluid in which small scale eddies are randomly excited. (From Williams,
1978.)
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parts of the planet. Such internal instability is unusual on the Earth or in
laboratory systems; its finite amplitude evolution has not been studied very
thoroughly. Such studies as are documented suggest that the eddies would
generally be weaker than those in the Charney or Eady idealizations.

Vertical convection, driven as a result of the destabilizing effect of the
internal heat flux, might be an alternative source of eddy kinetic energy. On
Earth, small scale convection is capable of organizing larger scale flows, in
cloud cluster systems, or tropical cyclones. Similar processes are thought to
be important in generating the shallow mesoscale systems known as 'polar
lows' at high latitudes. The predominantly anticyclonic circulation and high
cloud associated with the spots observed on Jupiter and Saturn suggest an
analogy with the anticyclonic upper tropospheric outflow from convectively
driven tropical cyclones in the Earth's atmosphere. However, terrestrial
tropical cyclones depend crucially upon large convergence of latent heat
fluxes in the planetary boundary layer. It is not clear whether analogous
systems could be formed in the absence of a rigid boundary.

The crucial test to distinguish between these possibilities is to estimate the
Richardson number, Eq. (10.6), for Jupiter or Saturn. If baroclinic instability
dominates, Ri should be large. If the flow is driven by vertical convection,
Ri will be very small. However, since both 9y and 9Z are quite small, rather
accurate determinations of 9Z and 0y (or, equivalently, uz) are needed to
establish Ri accurately. Present estimates of 6, which are based on infrared
and microwave radiance data, have too coarse a vertical resolution and do
not extend sufficiently far beneath the upper cloud layers to give useful
estimates of Ri. A major goal of future space missions will be to obtain
more accurate vertical soundings of winds and temperatures.

The discussion in this section has concentrated upon the possibility that
the observed circulation of Jupiter is confined to the optically thin, meteoro-
logically active layers of the planet. It is seen as an extreme development
of the sort of circulation which we have studied on Earth. There is another
possibility, however. In a planet which is fluid throughout its bulk, the
motions we observe might simply be the surface expression of circulations
extending throughout the deep bulk of the planet, driven by the internal
heat flux. Studies of Jupiter's magnetic field indicate that at deep levels, the
hydrogen which dominates its composition becomes electrically conducting,
so that dynamo effects generate strong magnetic fields. Determining the
circulation then becomes a complicated problem in thermally driven magne-
tohydrodynamics. A description of the circulation in these terms would be
highly speculative and grounded on poorly understood physics.

Before concluding this section, it is worth making a few remarks about
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Uranus. This is a very similar planet to Neptune, except that its internal
heat flux is not more than 10% of the intercepted solar heat flux, and indeed
is probably almost totally absent. Its other peculiarity is its very large axial
tilt, which means that, averaged through its year, maximum insolation is
received at the poles and minimum insolation at the equator. The depth of
the atmosphere and the weak solar constant mean that the radiative timescale
is very long, and so seasonal effects will be negligible, at least until very high
reaches of the atmosphere are considered. Thus, the meridional temperature
gradients will be reversed from those of the terrestrial planets. Images from
the Voyager probe indicate a very inactive atmosphere, with few clouds and
therefore weak vertical motions. This suggests that the destabilizing effect
of the internal heat fluxes is a most important feature of the other gas
giants. Very large zonal winds were determined from the few clouds that
could be observed; a profile is shown in Fig. 10.12. The zonal winds are not
consistent with a radiative equilibrium temperature variation. This would
have a warm pole and cold equator, implying that the winds would become
increasingly retrograde with height. Instead, strongly prograde winds were
observed at the cloud top levels in the summer hemisphere, especially at high
latitudes. The temperature distribution, too, is very far from radiative equil-
ibrium. Voyager 2 recorded the largest temperatures at the equator. Despite
its bland appearance, it seems that the atmospheric structure of Uranus is
profoundly modified by dynamical transports of heat and momentum.

10.5 Large scale ocean circulation

The oceans form a planetary scale fluid system whose dynamics has much
in common with the dynamics of the atmosphere. Away from the equa-
tor, the small flow speeds mean that the Rossby number is very small, so
that quasi-geostrophic flow dynamics are appropriate. In the tropics, var-
ious equatorially trapped waves such as those discussed in Section 7.1 are
important, though with different characteristic space and timescales than
those of their atmospheric counterparts. However, although the dynamics
of individual oceanic systems are essentially the same as in the correspond-
ing atmospheric systems, the global scale circulation of the ocean is very
different. This is due to two major factors:

(i) The distribution of heating is totally unlike that of the atmosphere,
(ii) The flow is mainly confined to nearly closed ocean basins, with boundaries on

their eastern and western sides.

We consider each of these factors in turn.
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Fig. 10.12. As Fig. 10.9, but for Uranus.

The sunlight which enters the ocean is entirely absorbed in its uppermost
layers. The typical vertical temperature structure which results consists of
a thin layer of warm, highly stratified surface layers overlying the much
colder, nearly isothermal, abyssal ocean. The highly stratified layer is called
the thermocline; it is generally not more than 1.5km deep. The abyssal
layers of the ocean have temperatures between 2 and 4°C, and may be
3-5 km deep. Thus, at least for the bulk of the oceans, there is no possibility
of releasing potential energy through upward heat fluxes, and so the ocean
circulation cannot be driven thermally. The oceans act as a heat pump,
rather than as a heat engine. The source of mechanical energy is provided
by the surface winds of the atmosphere, which apply a surface stress to the
ocean. At the same time, the fluxes of heat and water vapour from the ocean
surface provide a most important source of thermal energy for atmospheric
circulation, especially in the tropics.

The exception to this is at high latitudes, where strong winter cooling pro-
duces surface water which may be denser than the cold abyssal waters. If this
occurs, thermally driven convection can result, and new bottom water can be
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Fig. 10.13. Energetics of the ocean circulation. Wind forcing by the atmospheric
circulation provides an additional input to the kinetic energy. Units as Fig. 5.15.
(Based on data in Peixoto & Oort, 1992.)

formed. Two regions have been identified where such generation of bottom
water occurs. One is in the north Atlantic, and the other is in the Weddell
Sea. The downward convection of cold water in these regions must be
compensated by slow upwelling elsewhere, a circulation called the 'thermo-
haline circulation'. The thermohaline circulation is important in exchanging
water between the thermocline and the abyssal ocean. These exchanges are
important in considering the global budgets of dissolved constituents such
as salt and carbon dioxide. The thermohaline circulation is thermally direct,
and so converts available potential energy into kinetic energy. However,
measurements reveal that it makes a rather small contribution to the kinetic
energy budget of the oceans. The energetics of the oceanic circulation are
illustrated in Fig. 10.13. Available potential energy and kinetic energy are
given in the same units as were used for the atmospheric energy diagram
Fig. 5.15. The kinetic energy of the oceans is much smaller than that of the
atmosphere. A small amount of mechanical energy is generated thermally,
but over 75% of the observed kinetic energy comes from wind forcing.

The confinement of the flow by continental boundaries gives rise to impor-
tant asymmetries in the circulation in each individual ocean basin. Consider
the flow in a barotropic ocean which is set into motion by wind stresses at its
surface. The flow is described by means of the barotropic vorticity equation

d£ __ k • V x TW

dt pwH
(10.28)

where xw represents the stress resulting from the winds, pw is the density of
seawater and H is the depth of the ocean. If, as we expect, the currents
are weak, the advection terms will be small and so our equation will be
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dominated over most of the basin by a balance between /to and the curl of
the wind stress, k • V x xw/pwli. Thus, where there is forcing of anticyclonic
vorticity there will be an equatorward drift of water, while there will be
a poleward drift where cyclonic forcing operates. This so-called 'Sverdrup
balance' is illustrated in Fig. 10.14, which shows the circulation induced in
a square ocean basin by a wind field which has a midlatitude maximum of
westerly flow. That is, the vorticity forcing is cyclonic in the north of the basin
and anticyclonic in the south. In a narrow region near the western boundary,
however, Sverdrup balance cannot operate. The boundary condition of u = 0
at meridional boundaries means that there must be a meridional flow which
balances the Sverdrup drift at the western boundary. This generates vorticity
which reinforces the wind stress forcing, and so the western boundary current
becomes narrower and stronger.

In the example of Fig. 10.14, an artificial diffusion term was added to
Eq. (10.28). This prevented the western boundary current becoming in-
finitely narrow. In the real ocean, the western boundary current becomes
hydrodynamically unstable, and so eddy transports prevent it from collapsing
entirely. Considerable current oceanographic research is presently devoted to
exploring the nature and role of ocean eddies. The narrow western boundary
currents are clear in any map of mean surface currents in the oceans, and
are very important in transporting warm water poleward in the subtropics,
and cold water equatorward in the high latitude parts of the ocean basins.
It is perhaps no coincidence that the northern hemisphere storm tracks start
just where these tropical and polar waters meet, forming strong meridional
gradients of sea surface temperature. But cause and effect are difficult to
separate; the location of the atmospheric jet itself determines the ocean
circulation and hence the latitude of the largest sea surface temperature
gradients.

Steep orography can lead to analogues to the western boundary currents
in an atmospheric context. The low level jet over east Africa, which is an
important component of the Asian monsoon circulation described in Sec-
tion 7.1 is one such example. Mars is characterized by very high orography,
with plateaux and depressions more than a Rossby radius across, and with
a vertical scale in excess of a pressure scale height. It has been suggested
that boundary currents might be an important component of the circulations
here also.

10.6 Laboratory systems

Fluid can be forced into motion in the laboratory in a way which is closely
analogous to the development of global circulation. Such systems are amen-
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Fig. 10.14. An example of the circulation of a barotropic ocean confined to a square
ocean basin, based upon a numerical integration of Eq. (10.28).

able to experiment and suggest ways in which circulation might be modified
under changes of imposed parameter. They enable certain primary dynamical
mechanisms to be isolated. On the other hand, there are some respects
in which they introduce elements which have no analogue in a planetary
atmosphere.

The basic apparatus consists of fluid in an annular container. This is
mounted on a rotating platform, and subjected to a horizontal temperature
gradient. A typical configuration is shown in Fig. 10.15. Different upper
boundary conditions can be imposed. The fluid may be in contact with a
solid lid, so that the top and bottom boundary conditions are symmetric, or
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Fig. 10.15. The configuration of the basic 'annulus' experiment. The notation used
in the text is defined.

else it may be in contact with air. This latter stress-free boundary condition
is more closely analogous to atmospheric configurations and will be assumed
in what follows. The fluid is commonly water, but other substances can be
used in order to change such parameters as the ratio of thermal diffusion
to viscosity (the 'Prandtl' number). A variety of methods of diagnosing the
resulting flow can be used. These include mounting temperature sensors
in the working fluid, or following the motion of neutrally buoyant plastic
beads.

The equations governing the flow in the annulus system are much the
same as those which govern the atmospheric circulation. The equation of
state is written:

p = p0 (1 - «(T - To)), (10.29)

where a is the expansion coefficient. In fact, for water, a quadratic term in
(T — To) is also significant. Since the arguments of this section would not be
altered by including such a complication, it will be ignored. The fluctuations
of density are quite small, and so the Boussinesq approximation is valid.
The other difference from the atmosphere is that the Coriolis parameter is a
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constant, 2Q. The thermal wind relationship for the zonal flow in the system

where the horizontal gradient of density is related to the horizontal temperat-
ure gradient by Eq. (10.29). Denoting the temperature difference across the
system by AT, the thermal wind relationship can be integrated to estimate
the zonal wind shear AC/ between the top and bottom of the annulus:

Thus, the zonal flow will increase with height when the outer wall is warmer
than the inner. This zonal flow can be thought of as the result of Coriolis
forces deflecting meridional overturning motions driven by the temperature
gradients.

Such a vertically sheared flow will be baroclinically unstable. Assuming
that the curvature of the system is not too strong, the Eady model of
Section 5.4 can be applied directly to the system. The Eady model is
characterized by a minimum wavelength for which there is instability, that
is,

X> 1 . 3 1 ^ . (10.32)

The Brunt-Vaisala frequency N is estimated by assuming that the temperat-
ure difference between the top and bottom of the system is comparable to
the imposed horizontal temperature difference. That is, warm fluid rises
against the warm wall and spreads across the top of the annulus, while cold
fluid sinks against the cold wall and spreads across the base. Hence

N2 = _g_^ = gaAT
po oz d

The longest wave which can be accommodated by the apparatus has wave-
length n(b + a), and so the condition for baroclinically unstable waves to be
present can be written

At slow rotation rates, for a given apparatus and AT, instability will not
be possible, and the flow will be purely axisymmetric. At rapid rotation
rates, condition (10.34) can be satisfied and unstable baroclinic waves will be
expected to develop. The precise form of the flow will depend upon nonlinear
effects as the unstable waves reach finite amplitude. Condition (10.34) can
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be rewritten in terms of a Rossby number based on AU (Eq. (10.31)) and
the gap width, (b — a). This is simply the thermal Rossby number RoT

(Eq. (10.20)) with the gap width (b — a) replacing the planetary radius:

The appearance of waves requires that the thermal Rossby number be less
than some critical value.

Figure 10.16 shows the flow for a given annulus with fixed AT but
increasing Q. At the lowest rotation rates, the flow is axisymmetric, in
agreement with Eq. (10.35). At larger rotation rates, the axisymmetric flow
is unstable and waves appear. As long as the wavelength of the most
unstable disturbance is long compared to (b — a), a 'regular regime' is
observed, in which the wave equilibrates at a finite amplitude. The zonal
flow is concentrated into a tight jet stream which meanders between the
inner and outer walls of the apparatus, and the entire pattern drifts around
the apparatus. The jet stream transports heat across the apparatus, even
though the motion is quasi-horizontal and geostrophic, so that [v] tends to
zero as Q increases. The narrow, meandering jet stream is rather similar to
the midlatitude jet observed in the Earth's troposphere. This regular flow,
characterized by a single dominant wavenumber with a constant drift speed,
is highly predictable. The Martian midlatitude flow is apparently somewhat
similar. At the largest rotation rates accessible to the apparatus, the most
unstable wavelength becomes smaller than (b — a). Then the waves become
irregular both in space and time. The irregular flow resembles that of the
Earth's atmosphere in that it is inherently chaotic and unpredictable.

The transition from axisymmetric flow to regular waves depends upon
factors other than just RoT. Viscosity and thermal diffusion can stabilize
baroclinic waves, and so affect the value of RoT at which the transition
takes place. Figure 10.17 shows a regime diagram, in which the wavenumber
and character of the flow has been plotted against RoT, and a dimensionless
measure of the viscosity, the Taylor number Ta. The Taylor number is
defined as

and is closely related to the Ekman number by Ta oc Ek~2. Inviscid theory,
as outlined above, suggests that the transition between axisymmetric and
wavy flow should simply be a horizontal line; this is indeed so at large Ta.
In contrast, at sufficiently large viscosity, waves are absent. At intermediate
viscosity, as well as the upper symmetric transition of inviscid theory, there
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Fig. 10.16. Flow just beneath the upper surface in an annulus system at different
rotation rates. The flow was visualized by time exposure photographs of neutrally
buoyant beads. The working fluid was a water-glycerol solution with a viscosity of
1.56 x 10~6m2s~1, the temperature difference was 9K, and the dimensions of the
annulus were a = 55mm, b = 101mm, d = 135mm. The rotation rates were: (a)
0.41 rads"1; (b) 1.07 rads"1; (c) 1.21 rads"1; (d) 3.22 rads"1; (e) 3.91 rads"1; and
(f) 6.4 rads"1. (From Hide & Mason, 1975.)
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Fig. 10.17. A regime diagram for a water filled annulus, showing the regions of
symmetric, regular wavy flow and irregular flow on a (Bu, Ta) plane. (After Hide &
Mason, 1975.)

is a lower symmetric transition at very small AT which results from viscous
diffusion. A modified linear theory which includes the effect of viscosity in
the Eady model is also able to account for this transition.

Within the regular regime, a number of interesting 'vacillation' phenomena
have been observed. While the waves are highly regular in their spatial
structure, their properties may change periodically over time. Two kinds of
vacillation have been identified: amplitude vacillation and shape vacillation.
In amplitude vacillation, the waves periodically grow and collapse, with
various eddy quantities such as the heat flux fluctuating in sympathy. It has
been suggested that amplitude vacillation is analogous to the much more
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irregular index cycles observed in the Earth's midlatitudes. Shape vacillation
is characterized by a more constant amplitude and hence heat flux; instead
the direction of the trough line fluctuates, leading to a large fluctuation in
the momentum flux carried by the eddies.

One of the most interesting aspects of the annulus system is that it
suggests several ways in which nonlinearity can be manifested in a baroclinic
system. All the wavy flows we have discussed have finite amplitude waves
whose mean intensity has equilibrated to the zonal flow; the linear processes
generating eddy kinetic energy balance the nonlinear cascade of kinetic
energy down to smaller scales where diffusive processes can remove it. This
nonlinear limiting may lead steady, regular waves, to vacillating waves with
periodic large amplitude, low frequency fluctuations of the flow, or to highly
irregular, 'chaotic' flows of the kind discussed in Section 8.7.

We have to be careful not to stretch the analogy between the annulus
system and planetary atmospheres too far. One difference is the absence of
a j8-effect in the laboratory systems. To some extent, this can be simulated
by using top or bottom boundaries such that the depth d increases with
radius. This is exactly equivalent to a /?-effect for a barotropic fluid, but
only approximately so for a baroclinic system. But perhaps the most import-
ant difference is the controlling effect of boundary layers on the cylindrical
inner and outer walls in the annulus. The inner cylinder can be reduced
to small radius (such a system is sometimes called a 'dishpan'), but the
outer boundary condition is really very different from the interface with a
tropical Hadley circulation in a terrestrial type atmosphere, or perhaps
with parallel jets in the case of a Jovian-type atmosphere. Weightless
environments in spacecraft have provided an opportunity to experiment
with a truly spherical laboratory system. Electrostatic forces have been
used to provide a radially symmetric body force to replace the gravitational
force in a planetary atmosphere. But such experiments are necessarily very
expensive, and perhaps numerical experimentation offers a more convenient
way of exploring regimes of planetary circulation now that large computers
are reasonably readily available to atmospheric scientists.

The scientific study of global circulations presents peculiar difficulties
since the number of natural systems which can be observed to check our
theoretical predictions is limited. Numerical models offer the chance to carry
out controlled and detailed experiments. But laboratory experiments provide
another independent way of testing hypotheses. This is always going to be a
stern and challenging task which is likely to lead to those unexpected results
which make any science a continuous adventure into the unknown.
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10.7 Problems

10.1 Show that the closure hypothesis, Eq. (10.9), for the simple para-
metrization of baroclinic eddies in a planetary atmosphere is equivalent
to specifying a 'mixing length' L, that is, a distance over which heat is
transported by individual eddies, where

L = 3.2LR.

10.2 Turbulent eddies are observed in the vicinity of Jupiter's Great Red
Spot, at 28 °S. Their typical horizontal scale is 1200 km. Assuming they
are baroclinic waves, estimate the Brunt-Vaisala frequency for Jupiter's
atmosphere. Estimate the difference between the implied and adiabatic lapse
rates.

10.3 A pole-equator temperature difference of around 35 K is observed
in the Titan atmosphere, between heights of 50 km and 70 km above the
surface. Assuming cyclostrophic balance, estimate the zonal wind speed at
these levels.

10.4 Images of Neptune's cloud features suggest the presence of four jets
between the equator and the pole. Assuming these are generated by the
Rhines mechanism, estimate a typical eddy velocity.

10.5 Use the simple analytical model of the global circulation driven by
baroclinic waves, with VE = 0 (Eqs. (10.17) and (10.18)), in the limit of large
a to show that the slope of the meridional heat flux vector is about 1/3 of
the slope of the isentropes.

10.6 Estimate RoT and Ta for the Earth's midlatitudes. Ta can be estimated
if the thickness of the midlatitude boundary layer, which is around 1 km, is
used to estimate an effective eddy viscosity. Use your values of RoT and Ta
to compare the regime of flow of the Earth's midlatitudes with that observed
in the annulus for similar parameters.

10.7 Assuming a 'Sverdrup balance' such that

Pv = k • V x TW/(PSH\

estimate a typical poleward current in the surface layers of the Southern
Ocean at 60 °S. Assume that the surface wind stress is given by pCD | v |2,
where p is the density of the air and the drag coefficient Q> may be taken
as 10~3 over the ocean.

10.8 In the midlatitude ocean, away from the continents, the sea surface
temperature is found to be 15 °C, decreasing to 4 °C at the base of the
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thermocline at a depth of 1.5 km. Assuming a constant salinity and a
coefficient of thermal expansion of lO^K" 1 , estimate the Brunt-Vaisala
frequency for the upper ocean. Determine the Rossby radius and hence
deduce the typical scale of eddies.



Appendix

Solutions to Problems

A.I Solutions to Chapter 1

1.1 Use Dalton's law of partial pressures, and denote the gas constant of
dry air Rd and the gas constant of any constituent R^. The volume occupied
by unit mass of a consituent with partial pressure ec is simply the specific
volume oc = RcT/ec = RmT/p. But if we compress the sample to pressure p
at the same temperature T, the volume it will occupy is ccc = RcT/p. The
volume mixing ratio rv = ac/a = ec/p. Now consider a unit volume of dry
air: its mass is p = p/RdT. The mass of the constituent is pc = ec/RcT.
Therefore the mass mixing ratio rm is given by pc/p = Rdec/(Rcp), i.e.,
rm = (Rd/RJrv. Since the gas constant R = 7?*/m, the final result is:

Using this formula and the data in Table 1.1, the mass mixing ratios in dry
air are 0.755 22 for N2, 0.231 38 for O2, 0.012 56 for Ar and 0.000 50 for CO2.

1.2 Since dQ = cpdT — adp, and using the hydrostatic relationship dp/dz =
—pg, we have:

dTfz dT . [*
Q= / c p —dz+ / gdz.

Jo cz Jo

Again, using the hydrostatic relation, the Brunt-Vaisala frequency N2 can
be written as (g/T)(Ta + dT/dz), where the adiabatic lapse rate Fa = g/cp.
Hence

dT_ _ N2T

386
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If N2 is constant this can be integrated to give:

The integral can now be evaluated, and we obtain:

Substituting values, we find Q = +8369 J kg"1. This is positive, i.e. heat must
be supplied to the parcel. This is obvious, for if it were lifted adiabatically,
its temperature would follow the adiabatic lapse rate, Fa and it would arrive
at 3000 m considerably colder than its surroundings.

1.3 Since the Coriolis force is always at right angles to the velocity vector,
the Coriolis force cannot change the kinetic energy of the parcel, only its
direction of motion. Equating the magnitude of the Coriolis force to the
magnitude of the centripetal force required to maintain circular motion,
radius r, we have

U2 U
2QU sin </> = — or r =r 2Qsin0*

The time taken to execute a complete circuit is simply 2nr/U or 2n/(2Q sin 0).
Since the length of the day is 2n/Q9 the time taken for each orbit is
conveniently written (2 sin 0)"1 days. Such motion is termed 'inertial motion'.

1.4 The temperature can be written

T(z) = Tg + T(zs-z),

where Ts is the surface temperature, T is the lapse rate and zs is the elevation
of the surface above mean sea level. The hydrostatic relation gives:

dp = P g
=

dz R(Tg + T(zs-z)Y
Integrating from z = 0 where p = po> to z = ps where p = ps, gives the
required relationship :

P0=Ps

If F were set to zero (isothermal case), the integration would yield:

po = Ps exp
RTP
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In fact, the two formulae give nearly identical results. Using the given
numbers, po is 100.2693 kPa using the full formula and 100.2665 kPa using
the isothermal formula.

1.5 Let the length of the jet exit be L and its width W. Assuming that the
jet is orientated parallel to the x-axis, Eq. (1.65a) reduces to:

du d fu2 .
u— = 7 - h r =fva,dx dx V 2 '

or, in finite difference terms:

1 u\-u\
Va =

2/ L '

From continuity, dva/dy = —dco/dp, and so the typical vertical velocity is

A Ul~U2

Choose Ap to be 37.5kPa; then a typical co works out to be 0.25Pas""1,
upward on the poleward flank of the jet and downward on the equatorward
flank.

1.6 Start with Eq (1.81) and break up the absolute vorticity, density and
potential temperature into a 'reference' part and an anomaly:

C = /o + CA, e = eR{z) + eA,P = PR(z) + PA.

Substitute in and linearize by neglecting the products of anomaly quantities
to obtain:

Note from the equation of state and the ideal gas equation that p
from which it follows that

A.2 Solutions to Chapter 2

2.1 Let Q = Q + Q', R = R + R'. Then:

QR = (Q + Q')(R + R') = QR + Q'R + R'Q + Q'R'.
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Take the time average, noting that Q = Q while Q! = 0, and the required
result follows:

QR = QR + Q'R' or Q'R' = QR-QR.

This expression is useful when handling a long time series of data, since it
only requires one pass through the data to compute the covariances.

2.2 If Q is conserved, then the value of Q for a parcel of fluid displaced a
distance r\ in the y-direction represents its value at its initial position y. It
follows that:

But, using Taylor's expansion:

Then assuming that the mean displacement is zero, it follows that:

0! = —*lQy a n d SO Y\2 = —= .

2.3 Using Taylor series expansions, write:

Ax2 ., Ax3 .„

QU =QTn- AxQ' + ^-Q" - ^-Q!" + 0(Ax%

where Q! = dQ/dx, etc. Then adding and re-arranging:

Using this, a finite difference substitution for the diffusion equation may be
written:

Since this is a linear equation, the error obeys the same finite difference
equation as the analytical solution; seek solutions to the error of the form
5 oc e

mAte*2™/iV or €
me2™/N. The condition for stability is that | e |< 1.

Substituting in, we have:

^ ! _ Cos(27r/AT)) e - 1 = 0.
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By inspection, this quadratic equation has distinct real roots for e whose
product is 1. It follows that for one root, | e |> 1 and so there is instability,
no matter what At, Ax are chosen.

Using the same method, it is easy to verify that the substitution:

n —Sin ^ -^2\\ln+\ ~ 1{*ln + Sln-\h
while only first-order accurate, is stable for sufficiently small At. The slightly
more elaborate 'Dufort-FrankeF substitution:

IK
= er1 +

is second-order accurate and stable for all At.

A.3 Solutions to Chapter 3

3.1 This is a straightforward application of Eqs. (3.3), (3.8) and (3.11). The
results are: Venus-1234 Earth days, Earth-38 Earth days, Mars-0.23 Earth
days. Using data in Table 10.1, these work out at 5.1, 38, and 0.23 planetary
rotation periods or 5.4, 0.105 and 3.3 x 10~4 planetary years respectively.
We conclude that diurnal and seasonal effects will be large on Mars, only
seasonal effects will be large on Earth, and neither diurnal nor seasonal
effects will be significant on Venus. The Venus result is open to question,
since most of the dynamical activity is in the layers above the cloud tops,
at 30kPa. If this pressure is used in place of ps, then a value of 4.3 Earth
days is obtained for T£, suggesting strong diurnal effects. See Chapter 10 for
more details.

3.2 The linearized, perturbed thermodynamic equations for the atmosphere
and the surface may be written:

respectively. Assuming that ATa, ATt, vary as exp(<j£), we obtain two simul-
taneous homogeneous equations for q, whose determinant must be zero,
i.e.,

, (**T **Tl\ i 6 ( 2 ^ r j r g

+ I — h —=— Jq + — U.
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It is convenient to write this in terms of qa = SaT^/Ca and qg = 4aTg/Cg;
the roots of this quadratic equation are:

1/2
qg) ± (q2

a ~ 2(1 - e)qaqg + q2
g)

^ J

Assuming that qa*> qg, the two roots can be simplified further, and we find:

q = -qa- eqg/2 or q = -(2 - e)qg.

The first root corresponds to a 'fast' relaxation time, more or less equal
to the radiative equilibrium timescale introduced with Eq. (3.11), while the
second represents a 'slow' timescale characteristic of the surface.

3.3 The thermodynamic equation can be written:

dT T _ TE+ATEei0Jt

dt TE TE

Here, co = 2TZ/TS. This first-order ordinary differential equation is straight-
forward to solve using standard methods, giving

A T1

/) + ^t/zE) + + . ^

A is a constant of integration which depends upon the initial conditions; the
term proportional to A tends to zero at long times, in which case, the solution
is a sinusiodal oscillation of T about TE9 with amplitude ATE/(l +ATL1X1

E/T2
S)

and phase lag tan~1(27TT£/Ts). If xE is small compared to ts, it follows that
the time between the maximum equilibrium temperature and the maximum
actual temperature is approximately xE. Temperatures calculated in this way,
with a time-dependent forcing but no dynamical effects, are sometimes called
'radiatively determined' as distinct from 'radiative equilibrium' temperatures.

3.4 The circuit we consider consists of two adiabatic processes and two
isobaric processes. The heat added during an isobaric process is cpAT.
If the pole-equator temperature difference at the surface is ATS, then the
upper level temperature difference must be ATs(p/ps)

K. Thus, the total heat
added during the circuit, / TdS, is cpATs{l — (p/ps)

K}, and the mean rate
at which it is added is cpATs{l — {p/ps)

K}hc This must balance the rate
of dissipation of kinetic energy, U2/TD. Finally, we have the result that
ATS = U2Tc/{cp(l — {p/ps)

K)iD} = 18K. This is rather less than observed,
although, given the crudity of the calculation, better agreement is perhaps not
to be expected. The main shortcoming is the assumption that all air parcels
circulate between pole and equator: the average air parcel will undoubtedly
undergo a more limited circuit.
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A.4 Solutions to Chapter 4

4.1 Take Fig. 4.1 (a), showing DJF. The typical poleward wind V in the upper
branch of the Hadley cell is 2.5 ms"1 and the horizontal extent L of the cell
is 4100 km. Hence the time taken for an air parcel to traverse the cell, L/V, is
around 19 days. Rather than trying to measure the vertical velocities directly,
use continuity to show that the typical vertical velocity W ~ (Ap/L)V; the
time taken to sink from the upper to the lower level is Ap/W, i.e. L/V.
The time taken for a complete circuit in the Hadley cell is therefore around
4L/V, i.e. 76 days.

4.2 This is a similar calculation, except that it is easier to estimate the
vertical velocities, rather than the horizontal velocities, from Fig. 4.1 (a). A
typical vertical velocity in the Ferrel cell is 10~2Pas~1 and so the time to
go from 30kPa to 100 kPa is 81 days. Hence the time for a complete circuit
would be 4Ap/W, i.e. 324 days.

4.3 The Brunt-Vaisala frequency is written in finite differences:

^2 = g 030-0100
065 Az

Since the diagrams are plotted with pressure as the vertical coordinate, use
the hydrostatic relationship to write:

Az ~ —Ap,
g

so that

h{p)92Ap'

Take Fig. 4.2(a) for DJF, and read off some values of 0, as follows:

pkPa 0at3O°N 6 at 60°N

100 290 K 260 K
65 310 K 285 K
30 330 K 310 K

Noting h(p) = 3.90 x 10~3 JK"1 Pa"1 kg"1, then N2 = 1.5 x 10"4s-2 at
30 °N and 2.2 x 10-4s-2 at 60 °N.

4.4 Take Fig. 4.2(a) for DJF at 45 °N by way of example: [u] at 30kPa is
23ms-1 and [u] at 100kPa is about 3ms"1. Thus d[u]/dp is 2.86 x lO^s"1 .
The right hand side of the thermal wind equation, Eq. (1.53) is (h/f)8[6]/dy.
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At 45 °N / is 1.03 x 10"4 s"1; other quantities required at the midlevel (65 kPa)
were calculated in problem 4.3. We find that (hA[6])/(fAy) = 2.85 x 1CT4 s"1,
which is in far better agreement with A[u]/Ap than we have any right to
expect!

4.5 From TE = ((l-a)S/<r)1/4, it is straightforward to calculate TE as 256 K
(globe), 173 K (pole) or 274 K (equator),so that ATJTE = A6E/9E = 0.39.
Hence, choosing H = 10 km, we find from Eq. (4.12) that Y = 3460 km. It is
not quite clear whether it would be preferable to use the radiative equilibrium
AO/6 or the observed A6/6 to estimate Y; the use of the equilibrium value
compensates for the heat extracted from the poleward edge of the Hadley
cell by the midlatitude eddies, ignored in the Held-Hou model.

4.6 The precipation rate P is 3000 mm per year, i.e. 3000 kg m~2 year"1.
Thus the rate of heating is LP/3.2 x 107 Wm" 2, ie 243 Wm"2. According to
the Held-Hou model, the heating rate for the symmetric Hadley cell will be
cpPs(9Eo ~~ 9MO)/(STE)' Using the values in the text, this works out at around
6Wm~2. To estimate the vertical velocity in the moist Hadley cell, convert
the heating rate into units of Ks" 1 by multiplying by g/{cpps). This gives
2.3 x l O ^ K s " 1 . Then w ~ £g/(TEN2) ~ 6.8 x l O ^ m s " 1 . From continuity,
a typical v ^ (L/H)w, ie 1.5 ms"1 .

4.7 Assuming angular momentum conservation for a flow which emerges
with [u] = 0 at y = yo, the zonal wind at any other latitude will be:

within the Hadley cell, falling discontinuously to smaller values beyond
y = Y according to Held-Hou theory. Thus reading off values of (f)w from
Fig. 4.7(a) and converting latitude into distance from the equator, y, we find
for </>o = 2°, yw = 2.73 x 106m and [u]w is therefore 84.8 ms" 1 while for
(f)0 = 4°, yw = 4.00 x 106m and [u]w is 173.7 ms- 1 .

4.8 First deal with the units of s2. The function h(p) has units J K""1 kg"1

Pa"1, and dO/dp has units of KPa"1. So the units of s2 = hd9R/dp
may be written as m s~2 Pa"2, although there are a number of alternative
ways of expressing this combination! Now consider the section shown in
Fig. 4.2(a) for DJF, and take 45 °N as a representative midlatitude point.
Between 100 kPa and 30kPa, A0 is around 43 K. At 65kPa, h(p) is 3.9 x
10~3 J K"1 kg"1 Pa"1. Hence s2 - hAd/Ap works out as 2.4 x 10"6 m s"2 Pa~2.

4.9 From Eq. (4.31), we wish to estimate typical midlatitude values of the
terms (f/s2)[ufvf]yp and (h/s2)[vf6f]yy. A suitable value of s2 was estimated
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in the last problem. Now, for the first term, simple finite differences enable
[u'v']yp to be written as [u'v']mSLX/(ApAy). The maximum momentum flux is
at 25kPa, with a value of 40m2s~2; take Ap = 75kPa and Ay = 2 x 106m.
We conclude that (f/s2)[u'vf]yp is around 1.4 x 10~8 Pam"1 s"1. In estimating
the thermal term, note that the section shows [v'T']; convert to [v'O'] by
multiplying selected values by (p/pR)~K if you wish, but it really does not
make a significant difference. The maximum of [v'T'] is at 85kPa, with
smaller values above in the troposphere. Hence a mean [v'0r] is estimated
to be ll.4K.ms~1 (see problem 5.2 for a quick way of estimating a vertical
mean) and [v'0']yy ~ b '^ ' lmean/^2 ' ^1^ 1S simply Ap/A6 (see solution
4.8) and so (h/s2)[t7W]yy is estimated to be 4.6 x lO^Pam"1 s"1. Given
the crudity of these estimates, we can only conclude that both forcings are
roughly comparable. Note that both forcings have the same sign. Write the
total typical forcing term as 2 x 10~8Pam~1 s"1. To estimate the typical
magnitude of the induced meridional wind xpp ~ Aip/Ap, suppose the two
terms on the left hand side of Eq. (4.31) have comparable magnitude; then

J2 2fAxp .
2"2 VPP - ^ T " f o r c i n g '

Hence [v] may estimated as roughly s2Ap/(2f2) x (forcing) which, using
values of/ and 5 for midlatitudes, works out at around 0.2 ms"1. This is
reasonably consistent with the values shown in Fig. 4.1 for the winter Ferrel
cell.

4.10 Your picture should show a dipole of meridional circulation, with
poleward flow at the level of wave breaking and equatorward flow above
and below. The poleward flow creates acceleration f[v] which offsets the
deceleration due to wave drag. In the steady climatological state, f[v] must
exactly balance d[u]/dt in the absence of other processes, and so we can
estimate that the midlatitude d[u]/dt required to balance a l m s " 1 meridional
flow would be about 10ms"1 day"1.

A.5 Solutions to Chapter 5

5.1 K = (u2)/2 = 1131kg"1. The rate of destruction of K is K/TD which is
2.6 x 10~4 Wkg"1. Multiply by pR/g to convert this to Wm~2, which comes
out to be 2.65 Wm~2. This is only about 1% of the global mean insolation
of 243 W m~2, which is why the heating due to friction at the base of the
atmosphere is not usually included in global energy budgets.

5.2 For DJF in the NH, [v'T'] has a maximum at 85kPa, 45 °N of
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1. The average through the troposphere is less than this; one way
of estimating this is to read off the temperature fluxes at three equispaced
levels and then to apply Simpson's rule: the average of any quantity Q
is then given by (go + 4<2i + Qi)/^- Applying this formula, the depth
averaged [v'Tr] at 45 °N is probably closer to lOKms"1. It has dropped to
2 K m s"1 by 20 °N. The distance between these latitude circles is 1.11 x 105 m
x25° = 2.8 x 106m. Hence, d[7T]/dy = 8/2.8 x 106 = 2.9 x lO^Ks" 1 .
Multiply by cp to convert this to 2.9 x 10~3Wkg~1, i.e. 29 Wm"2. Similar
calculations can be performed for other latitudes.

5.3 From Fig. 5.5(a), the maximum [tiV] is 40m2s~2 at 30 °N; estimating
the average as in problem 5.2 yields 20m2s~2. This falls to close to zero by
10 °N, and so a typical [wV] in the subtropics is 20/(2 x 106) = 10"5ms~2,
often conveniently expressed as 1.2 ms"1 day"1. The depth averaged [u] is
9 ms"1 (see problem 5.6), and so the spin up time is \u]/[u'vf]y, which is
9 x 105 s, i.e. about 10 days.

5.4 From Eqs. (5.6), the scales in the x- and y-directions (taken to be half
a wavelength) are {ng/f)(Zi2/vi2)xl2 and (ng/f)(zG/tfi)V2 respectively. For
the given eddy at 45 °N, these work out as 1850 km and 2620 km repectively,
which have a ratio of 0.71. From Eq. (5.10), the phase tilt is 22.5°.

5.5 Assuming that the amplitude and temperature flux do not vary with
height, this is a straightforward application of Eq. (5.17), from which we
deduce that <5 is 42 °, that is, the phase difference between the 90 kPa wave
and 50kPa wave is 84°. The zonal wavelength is (27ig//)(Z72/i/2)1/2, that is,
3590 km. Therefore the horizontal separation between the upper and lower
troughs is 3590 x (84/360) = 837 km.

5.6 AZ = (h2[02
A]/(2s2)) = (h[Q2

A]/(-26Rp)). From the definition of iV2,
it follows that -8Rp = RT6N2/(pg2) = 4.7 x lO^KPa"1 , while for typi-
cal midtropospheric pressures (say 62.5 kPa), h(p) = (R/p)(p/pR)K = 4.7 x
1 0 " 3 J K ^ P a ^ k g " 1 . From Fig. 5.15, AZ = 3.7 x 106Jm"2, i.e., 3701kg-1.
Hence, a global mean value of [02]1//2 is 8.6 K. If we assume that the tem-
perature varies with latitude according to Eq. (4.4), then [02]1//2 = A0/3 and
so A0 = 26 K. A typical 9* is related to AE in much the same way. Since AE
is observed to be 1.2 x 106 Jm"2, i.e., 1181kg-1, we have (0*2) - 24K2, i.e.,
a typical temperature fluctuation is 4.9 K.

The kinetic energies are more straightforward. From KZ = 4.7 x 105 J m"2,
that is, 461kg"1, the typical zonal wind must be 9.6 ms-1, and from KE =
7.5 x 105 Jm" 2 = 74Jkg"!, the typical eddy wind is 12.2ms"1.

5.7 This problem requires estimates of the terms p^fi/"!;*] and
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(h/s)2[9]y[lf¥l Take values for DJF at 45°N: [u]y is 15/2 x 106 =
7.5 x lO^s"1 and the average [u*v*] is 20m2s~2. Hence the magnitude
of the integrand of the first term is 1.5 x lO^Wkg"1, i.e. 1.53 Wm~2. The
factor (h/s)2 can be estimated from values given in problem 5.6 and comes
to 10JK^kg-1. A typical midlatitude [6]y is -30/(3 x 106) = - K T 5 Km"1,
while for [v*6*] take a value of lOKms"1. Hence the thermal term is
- lO^Wkg" 1 or -10.2 Wm"2. We conclude that the thermal (or 'baro-
clinic') conversion dominates. Both estimates are likely to be overestimates
since they are based on midlatitude values rather than global means, but the
ratio of the two terms is unlikely to change much with a better global mean.

A.6 Solutions to Chapter 6

6.1 Figure 6.4(a) shows two maxima and two minima around 60 °N, sug-
gesting wavenumber 2 is the dominant wavenumber at 60 °N. Now the
dimensionless wavenumber n is related to the dimensional wavenumber k
by:

k = n/(acos(/>),

(f> being latitude. So we have k = 6.28 x 10~7m~1. From the same diagram,
we note that the phase tilt between 100 kPa and 30kPa is around 40° of
longitude, i.e. 5 = 10° and Ap = 35kPa in Eq. (5.17). In order to invert
Eq. (5.17) and estimate [v*T ], we must estimate the amplitude A of the
steady waves; inspection of the diagram suggests that 150 m might be a good
value. In that case, [v*T*] is around 6Kms"1. This is entirely comparable
with the tropospheric average for 60 °N which may be read off Fig. 6.5(a).

6.2 From Eq. (6.8),

Z =

To estimate the wavenumber, assume the ridge represents half a wavelength
in each direction, so that k = n/Lx, I = n/Ly, i.e. k = 3.14 x lO^m"1,
/ = 6.28 x lO^m"1 and K = \/k2 +12 = 3.20 x lO^m"1. At 45 °N,
P = 2Qcos0/a = 1.62 x 10"11 m"1 s"1. Hence, Z = -1.15 x l0-4h/H0 s"1.
Assume Ho is 7 km; then Z = 2.47 x 10~5s~1. The negative sign indicates
that there is anticyclonic vorticity above the summit of the mountain. To es-
timate the typical meridional wind, write v* ~ kx¥9 where the streamfunction
amplitude V = -Z/K2 = 2.41 x 106m2s"1. Then v* ~ 7.6 ms"1.
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6.3 When drag is included, the vorticity amplitude is

z fU(h/H0)

Substituting values, we note that (i^Zc)"1 = 0.72ms"1 and (U - p/K2) =
13.42 ms" 1 ; we anticipate that the effect of friction is not very large in this
case. In fact, comparing | Z | and | ZD | and using the binomial theorem,
we find that the difference between the vorticity amplitude with and without
friction is only around 0.3%.

6.4 On the £-plane, K2 = fi/U = (2Qcos0/a)/((7ocos(/)) = 2Q/(al/0).
This is independent of latitude 4> or y. Since / = \JK2 — k2, and k is
conserved following the ray, it follows that the direction of the ray does
not vary with y, i.e. it is a straight line. If this argument is recast in full
spherical geometry, it turns out that the rays follow great circle paths. For
the given flow, Ks = 1.07 x 10~6m~1. It follows that the longest propagating
wave has zonal wavenumber k = Ks = 1.07 x l O ^ m " 1 , i.e. n = 4.82.
Zonal wavenumber 4 is therefore the largest propagating wavenumber at
45 °N, and meridional wavenumber / = 5.9 x 10~7m~1. A packet with these
wavenumbers will propagate at an angle tan^Z/fc) = 34° to the zonal
direction.

6.5 The meridional component of the group velocity of a steady Rossby
wave is cgy = 2(7 cos a sin a = 2Ukl/K2. For this case, k = 6.66 x l O ^ m " 1

and K2 = p/U = 1.08xl0"12m-2, so that / = {K2-k2)x'2 = 7.97xl0~7m-1.
Hence, cgy = 14.7ms"1, and the time taken to cover 20° of latitude, i.e.
2.2 x 106m, is 1.5 x 105 s or 1.7 days.

6.6 The speed of a wave packet was given by Eq. (6.19): this is simply
dgs/dt (where dg/dt is the rate of change following the packet):

-f^ = 2[/cosa.
dt

Since tana = ///c, it follows that:

1 1 dgl _ k
~dt " (l + l2/k2)k~dt ~ ~Kl~dt'

Noting that / = (K2 — k2)1^2 and that k is conserved by the packet, we find
that:

k d(K2)
= __ l =

dt 2K2l dy dt 2K2l dy

)
gy'
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Finally, noting that cos a = k/KS9 sin a = l/Ks and that cgy = 2U cos a sin a,
we obtain the required second equation:

dga _ [/cos4a d 2

This formulation has certain practical advantages, principally that it avoids
the difficulty of integrating Eq. (6.24b) near the poleward turning point of
the ray, where / —• 0 and k —• Ks

6.7 Take a value of [vfQf] of 13 K m s"1 as representative of the lower tropo-
sphere. Take / as lO^s""1 and s2/h = 5.7 x l O ^ K P a " 1 (see problem 5.6).
Then the vertical component of the Eliassen-Palm flux is F2 = —hf[v'6']/s2,
i.e. 2.3 m s^Pa"1. The zonal flow acceleration is dF2/dp; assuming F2 is small
in the upper troposphere, with Ap ~ 70 kPa, this means that the acceleration
is 3.3 x 10~5ms~~2 or 2.8 ms""1 day"1. From Fig. 5.5, a typical [v'9f] is around
20m2s~~2 which varies on a typical horizontal scale of 2 x 106m. Hence the
acceleration due to eddy momentum flux convergence is around 10~5ms~2

or 0.9 ms" 1 day"1. This is not negligible, but we must conclude that the eddy
acceleration is dominated by the vertical component of the Eliassen-Palm
flux.

6.8 From the definition of the Eliassen-Palm flux in pressure coordinates,
Eq. (6.73), it follows that:

The zonal mean thermal wind relationship, Eq. (1.53), can be written in the
same notation as [u]p = h[6]y/f, and so:

- ^ h2
r-F-V[H] = -[u]y[u*v'

Hence, taking the global average, we find the required result, that

^ = <F-V[ul).
dt

(see Eq. (5.37)).

A.7 Solutions to Chapter 7

7.1 Note that a pure Kelvin wave has zero [u*v*] since v* = 0, and the
planetary and Rossby gravity waves all have zero [u*v*] since they have no
meridional phase tilt. However, the combination of a Kelvin wave and a
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planetary wave does have strong phase tilts in the vicinity of the heating
region, such as to generate an equatorward flux of westerly momentum (or,
if you prefer, a poleward flux of easterly momentum). Analysis of the linear
numerical inegrations used to generate Fig. 7.4 shows that the maximum
momentum fluxes are indeed of this sign, with largest values just north
and south of the equator, falling to small values on the meridional scale
(Co/2/?)1/2.

7.2 From Fig. 7.3, we note that the dispersion curves for the n = — 1 and
n = 1 modes pass through the origin and are virtually linear in the vicinity
of the origin, i.e. as co —• 0 and k —> 0. In this limit, Eq. (7.10) gives:

-a> = -k, o r Cn = - „ ° .
c0 (2n + l )

For an equivalent depth of 400 m, Co = 63 m s " 1 . For n = — 1 (the Kelvin
wave) cg = 63 m s " 1 and for n = 1, the planetary waves, cg = — 2 1 m s " 1 .
Then with xD = 5 days = 4 . 3 x 105 s, the length scales cgTD are 27000 km to
the east of the source region and 9 000 km to the west of the source region.

7.3 Since E is predominantly zonal, V • E will be dominated by — 2MX.
From Fig. 7.17 at 45 °N in the Atlantic storm track, the following values of
—2M can be extracted:

— 4.7 x 106m — 3.5 x 106m —
17m 2s" 2 57mV2 23m2s~2

105 °W 45 °W 0°E
From these figures, we estimate V*E = 8.5 x 10~6ms~2 or 0.74ms"1 day"1

at the western end of the storm track and —9.7 x 10~6ms~2 or —0.84 ms"1

day"1 at the eastern end.

7.4 From Fig. 7.18, we note that a typical vertical component of E in the
Atlantic storm track is 2.5Pams~2 and a typical x-component at 25kPa is
60 m2 s~2. Hence the slope in the x-direction is 4.2 x 10~2 Pam"1, i.e. 42kPa
per 1000 km. This is probably an underestimate, since the x-component is
large in the upper troposphere where the p-component is becoming small.
Using the hydrostatic relation, the slope is therefore at least 3.5 x 10~3.
The typical y-component of the E-vector is smaller, not more than about
20m2s~2 (see Fig. 7.8(d), and so the slope is around 180kPa per 1000km or
1.5 x 10"2. From Fig. 4.2(a), note that the typical slope of the midlatitude
isentropes is around 20kPa per 1000km or 1.6 x 10~3.

7.5 For simplicity, suppose that the temperature wave is a 'square wave',
with temperature To + AT for half its wavelength and temperature To — AT
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for the other half. The zonal mean temperature is therefore To. Now the
humidity mixing ratio will be

1
r =

for | AT |<C To, where R is the (constant) relative humidity. It follows that
the zonal mean humidity mixing ratio is

However, the apparent zonal mean saturated humidity mixing ratio, based
upon the zonal mean temperature, will simply be eeso/p, so that the apparent
zonal mean relative humidity Ra is

Now RVT2/L is 13.8 K. If R is 0.9, it follows that if AT exceeds about 6 K,
Ra will be greater than 1.

7.6 This problem makes use of a result proved in problem 2.2. If the
motions of air parcels were purely horizontal and q were conserved by fluid
parcels, then the rms meridional displacement would be r\12 = qf2/qr

Analogously, if the motions were purely vertical and q was conserved,
then pa = qr2/qp. From Fig. 7.20(a) in the vicinity of 30 °N in the lower
troposphere, dq/dy ~ 2.8 x 10"~9 m""1, while dq/dp ~ 2.5 x lO^Pa"1. Hence
the meridional displacement would be around 360 km, while the vertical
displacement would be around 4 kPa. In reality, the midlatitude motions are
at a small angle to the horizontal (see Section 5.4) and the actual dispersal
of fluid elements will be in both the vertical and the horizontal.

7.7 From

es = e

we find that e5(200 K) is 0.44 Pa. If the tropopause is at a pressure of 15 kPa,
it follows that r = ees/p is 1.8 x 10~5, i.e. 18 parts per million by mass.

A.8 Solutions to Chapter 8

8.1 Calculate variances and co-variances from formulae such as:

U'2 = U2- U , U'B' = UB-UB, and so on.
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The symmetric matrix of variances and covariances is:

U'2 UTA' -U'B'\ / 0.2880 0.0732 -0.0843 \
WA A'2 ~AW = 0.0732 0.7581 -0.0507

'B' A'B' B'2 ) \ -0 .0843 -0.0507 0.8213 /

The eigenvalues and eigenvectors of this matrix can be determined by
standard methods (see, for example, Chapter 11 of Press et. a/., (1992)).
The eigenvalues are 0.87, 0.73 and 0.27, so that they account for 47%, 39%
and 14% of the variance of the time series respectively. The corresponding
eigenvectors are (1.20,0.46,1.18), (-0.13,0.85,-0.50) and (0.98,0.04,-0.19).
The first two are more or less parallel to the (A,B) plane and the last is
roughly parallel to the U axis. It is worth remarking that the covariances,
and hence the eigenvectors, are quite sensitive to details such as the length
of the calculation and the integration scheme for this chaotic system.

8.2 For the configuration suggested, k = 2/(acos45) = 4.44 x 10~7m~1

and / = TT/5 x 106 = 6.28 x l O ^ m " 1 . Thus P/K2 = 27.4 ms" 1 (which is the
wind speed at which resonance occurs) and (TD/C)-1 = 3.0 ms" 1 . Assuming
a value of H = 7 km, then 3i = 15.1ms"1 day""1 at resonance. At this
wind speed, the friction drag is 4.5 ms" 1 day"1, smaller than @, which is a
necessary (but not sufficient) condition for resonance. Drawing the graph of
2f vs U and of (UE — U)/TD VS U9 multiple equilibria will be found, with a
'blocked' state for U = 24 ms" 1 and a zonal state at U = 46 ms"1 , with an
unstable equilibrium at U = 34 ms"1 .

8.3 For stationary Rossby waves, cgy = C/sin(2a). For the DJF flow
at 25 °N and 25kPa, [u] is about 25 ms" 1 and ft = 2Ocos(0)/a is 2 x
10"11 m"1 s"1. For simplicity in this order of magnitude calculation, assume
that [q]y is dominated by p. It follows that Ks = 0&/[ti])1/2 = 9.1 x 10"7 m"1.
For a zonal wavenumber m disturbance, k = m/a cos((/>). Hence, for m = 3,
k = S ^ x l O ^ m " 1 , / = {K2-k2)1'2 = 7 .5xl0"7m- 1 . Hence a = tiur^l/k) =
55° and cgy = 23 ms" 1 . The time for the packet to travel 2 x 106m in the
meridional direction is therefore 2 x 106/23 s or about one day. For a
wavenumber 1 disturbance, cgy = 9.4 ms" 1 and the time taken is about
2.5 days.

A.9 Solutions to Chapter 9

9.1 The scale height H = RT/g is about 6.4 km for the stratosphere. For
an isothermal atmosphere, z = — H ln(p/ps). Then, the height of the 3kPa
surface is 22 km, of the lkPa surface is 29.5 km and that of the 0.1 kPa
surface is 44.2 km.
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9.2 The Brunt-Vaisala frequency is given by:

2 _ g d 0 _ g _
N ~ ddz~ T{r" n

where Ta is the adiabatic lapse rate g/cp and F is the actual lapse rate. In the
stratosphere, assume that F = 0. Then iV2 = g2/(cpT). For a temperature of
220 K, N2 is 4.4 x 10~4s~2. The period of buoyancy oscillation is typically
2n/N, which is around 5 minutes, compared to around 10 minutes in the
troposphere.

9.3 Use the thermal wind equation in the form:

[u]z = (g/fT)[T]y.

A typical temperature difference between 70 °S and 50 °S is around 20 K.
Assuming a mean temperature of around 200 K and that the wind at 15 km
is close to zero, it follows that the wind at 30 km is 58.5 ms"1 , in reasonable
accord with Fig. 9.6(b). Now elementary synoptic meteorology gives the
relationship between the gradient wind ur and the geostrophic wind ug to
be:

u2
r + (fr)ur - (fr)ug = 0.

Only the positive root is relevant, the negative root being inertially unstable.
Assuming that the vortex is circular and is centred on the pole, r = 3.33 x
106m and so (/r) is 420 ms"1 . It follows that for ug = 58.5 ms" 1 , ur =
52 ms"1 . We conclude that the gradient wind makes a correction of not
more than about 10% to the strength of the polar night jet.

9.4 Evanescent Rossby waves depend upon height as exp{—(JLL — l/2H)z}9

where \i is given by Eq. (6.47):

+k2 + l 2 )

Taking k = 5/(acos </>), / = 0, H = 6.4 km and 0 = 5.88 x 10"11 m"1 s"1, we
find

ju= 179 x (1.91 x 10~13 + 1.49x 10~ 1 2 -5 .88x 10~13)1/2 = 1.87 x l O ^ m " 1 .

The e-folding height for amplitude, (// — 1/2H)"1 is therefore 9.2 km, while
the e-folding height for energy per unit volume, jx~l is 5.3 km.

9.5 The condition for vertical propagation is

U < k2 + l2+f2/(4N2H2Y
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Taking k = 2/(a cos </>), / = 0, and the usual values for other quantities gives
U < 18 ms" 1 for propagation.

9.6 Following the theory of Section 6.4, the perturbation streamfunction
for vertically evanescent Rossby waves may be written:

xp* = AQikxQil/2H-»)z = Aeikxe»'z.

Then the eddy meridional wind, dxp*/dx, is:

v = ( ie f a - i e - t o ) ,
2

where we have explicitly taken the real part of the streamfunction. Similarly,
the eddy temperature is:

V

The product v*T* is therefore:

2g

which is purely wavelike. Consequently, [v*T*] is identically zero.

9.7 Consider the levels around 1 kPa (around 30 km above the ground)
at 60°S. At this latitude, p = 2Qcos<f)/a = 1.14 x 10"11 m"1 s"1, which is
the planetary contribution to [g]^. Now, the zonal winds at 70 °S, 60 °S
and 50 °S are 50 ms" 1 , 70 ms" 1 and 68 ms" 1 respectively. Using simple
second-order finite differences, [u]yy = (50 - 2 x 70 + 68)/(1.23 x 1012) =
—1.79 x 10~n m"1 s"1. The vertical term may, for present order of magnitude
purposes, be taken as (f2/N2)[u]zz. Reading off values of [u] at 37.4km,
30 km and 22.6 km (75, 70 and 50 m s"1 respectively) and using the same finite
difference formula yields a value of (J2/N2)[u]zz of —1.1 x 10~n m"1 s"1. We
conclude that all three terms are comparable, with [u]yy being somewhat the
largest. This contrasts with the troposphere, where the smaller value of N2

and the smaller vertical scale of the jet means that (J2/N2)[u]zz is generally
the dominant term in [q]y in the vicinity of the major jets.

9.8 Start from the dispersion relation for Rossby waves (Eq. (6.61):

For steady (a> = 0) waves, K2 = p/U. Differentiating the dispersion relation
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with respect to m gives the vertical component of the group velocity, cgz

(Eq. (6.63)):

_ 2pf2km
Cgz"

cgz = , as required.

Substituting for KT, we find:

2U2(f2JN2)km

T
For a zonal wavenumber 1 disturbance at 60°N, assume / = 0, iV2 =
4 x 10"4s-2 (see problem 9.2). Then p = 1.14 x 10"11 m"-1 s"1, (f/N)2 =
4.0 x 10"5. Then K2 = 3.8 x l O ^ m " 2 , k2 = l/(acos0)2 = 3.14 x 10'1 ur2

and so m = 3.09 x lO^m"1. Hence cgz = 6.13 x lO^ms" 1 and so the time
taken for a packet of waves to propagate from the tropopause, at 15 km, to
50km is about 35 x 103/cgz = 6.6 days.

9.9 In the lower troposphere, the poleward temperature flux reaches a
maximum some 3 km above the ground. Ignoring, for order of magni-
tude purposes, the vertical variation of pR, the condition for the residual
circulation in the lower troposphere to vanish is:

[vmem] g [v*om]
1 J

=
6Rz Az 6RN2 Az

Substituting in values, we find a value of [v*9*] of around 4.5 Kms l. The
observed values are larger than this, so we conclude that the residual circu-
lation is certainly thermally direct, reversing the thermally indirect Ferrel
cell, in the mid-latitudes.

A.10 Solutions to Chapter 10

10.1 Assume that the streamlines have a sinusoidal shape; since at the maxi-
mum amplitude of the waves, v* = At/ while the background flow [u] = A(7,
it follows that they cross the y = 0 axis at an angle of 45 °. The maximum
displacement L is to be identified with the 'mixing length', which is related to
the wavelength of the waves by nL = X/2. Now, X = 2n/k, and so L = k~l.
The most unstable Eady wave has k = 1.61/L^ (see Eq. (5.50) et. seq).
Hence the required result: L = 0.61LR.

10.2 Let us assume that the horizontal eddy scale L is half the most
unstable wavelength, i.e. L = nNH/(1.61f) = l.95NH/f. Using the data in
Tables 10.1 and 10.2 yields / = 1.65 x lO^s"1 and the atmospheric scale
height H = 20.6km. Then N = Lf/(l.95H) = 4.93 x lO^s"1 . In terms
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of the adiabatic and actual lapse rates, the Brunt-Vaisala frequency can be
written

so that

Ta - r = 0.133Kkm"1.

10.3 Express the cyclostrophic thermal wind equation, Eq. (10.23) in height
coordinates:

d[u2] = ga d[T]
dz T tan (j) dy

For this estimate, assume that d[T]/dy and [u] are zero below 50km. For
the slab between 50 km and 70 km, write d[T]/dy ~ AT/a. Then

Substituting values from Tables 10.1 and 10.2 gives a value of [u] at 70 km
of 105 ms"1 .

10.4 If the number of jets is n, and the pole-equator distance is na/2,
then the jet width is na/(2n). But from Eq. (10.25) et. seq., the jet width
is n(U/P)1/2. Hence, U = /3a2/(4n2). For Neptune's midlatitudes, p =
6.31 x 10~12 m"1 s""1, and so for n = 4, we find U = 60 ms"1 .

10.5 In the limit of a > 1, Eq. (10.17) reduces to y2B3 = B\ and so
B = BE/y2/3

9 V = O.55B£/(y
1/3(5). The slope of the isentropes is B/V, i.e.

1.825/y1/3. The slope of the eddy heat flux vector is [w*0*]/[i;*0*]. From
Eqs. (10.10) and (10.11), this is found to be 0.62<5/y1//3, which is about 1/3
that of the isentropes, as we were asked to show.

10.6 From Eq. (4.18), the depth of the Ekman boundary layer is D =
(2K//)1/ /2 and so the eddy diffusion parameter is fD2/2. For midlatitudes,
this gives a K of 50 m2 s"1. Take the width of the baroclinic zone as 3 x 106 m;
then the Taylor number is around 2 x 1017. The thermal Rossby number,
AU/{fL) is 6.7 x 10~2, assuming an average value of AU of 20ms"1. These
values put us well outside the range of the experimental parameters shown in
Fig. 10.17 and we might speculate that they indicate a highly irregular flow,
as observed. But this is an unjustifiable extrapolation to extreme parameters
and a different geometry.

10.7 From Fig. 4.1, the surface winds over the southern oceans have a
maximum of about 7 ms" 1 at 50 °S and fall to zero at 70 °S. The maximum
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wind stress is therefore pCD [u]2 = 1.25 x 10"3 x 50 = 6.3 x 10~2 Pa. The wind
stress curl is TX/L = 6.3 x 10"2 / (2 x 106) = 3.1 x 10"8 P a m " 1 . The vorticity
forcing is therefore 3.1 x 1O"8/(1O3 x 1.5 x 103) = 2.1 x 10"1 4 s"2. Hence, the
poleward current is 2.1 x 10"14/jS = 1.8 x l O ^ 1

10.8 For an incompressible fluid such as sea-water, the Brunt-Vaisala
frequency may be written N2 = —(g/p)dp/dz. In this problem,

p = p o { l - a ( r - T o ) }

(the real equation of state for sea water is a good deal more complicated
than this, and includes quadratic terms). Hence, N2 = agdT/dz ~ agAT/Az.
From the given values, N2 is 7.2 x lO^s"1. The Rossby radius NH/f (take
H as 1.5 km) is therefore around 40 km.



Bibliography

The purpose of this bibliography is to suggest fuller and more detailed
reading on the topics covered for the interested student. No attempt has
been made to give an exhaustive cover of all the available literature, though
references in the papers and articles cited should lead the student into this.
I have generally tried to give an accessible and readable account of topics
rather than be pedantic about priority. Inevitably, the references are biased
towards papers by my colleagues. This is not intended as a slight to the
many scientists who I do not know so well, so I hope they will accept my
apologies if they feel unjustly omitted. But I am persuaded that my approach
is more appropriate for a text that is intended as a teaching tool rather than
a research monograph. References for each chapter are given when possible,
together with sources for the specific topics covered in each section.

For the student who wishes to research the literature on a particular topic,
I hope that these references will serve as a starting point. Many of the texts
and reviews I have cited give thorough lists of references to earlier work.
Careful research with the Science Citations Index will bring the student up
to date.

Global circulation data

A number of Atlases of global circulation data exist. Where ever possible, I
have re-plotted my figures from the data acquired for the Atlas of Hoskins
et al. (1989), which is based on the European Centre for Medium Range
Weather Forecasts operational analyses. This is not because it is necessarily
superior to other compilations, but for the sake of consistency between the
different fields, and also because I have easier access to the fields to compute
other diagnostics. Other useful compilations are due to Oort (1983) and to
Lau (1984).
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Chapter 1: The governing physical laws

This chapter is a summary of the major results which will be derived in
any good text on dynamical meteorology. The book by Holton (1992) is
a comprehensive and clear account. More detail will be found in Pedlosky
(1987) and Gill (1982), though these latter authors are perhaps more moti-
vated by ocean than by atmospheric applications. The basic fluid dynamics,
especially the relationship between the large scale flow and the subsynoptic
scale and small scale turbulence, is treated thoroughly by Brown (1991).

Section 1.1: Thermodynamics is dealt with more fully in Wallace and
Hobbs (1977). An alternative, somewhat more advanced account, is given in
the opening chapters of Rogers and Lau (1989).

Section 1.8: The wQ-vector' form of the omega equation is discussed by
Hoskins et. al. (1978), and compared with the more traditional versions.
Section 1.9: Hoskins et. al. (1985) review the modern renewal of interest in
potential vorticity thinking, which follows on the improvements of the global
observing system and improved analysis systems, so that potential vorticity
can be estimated with acceptable accuracy.

Chapter 2: Observing and modelling global circulations

Section 2.3: Haltiner & Williams (1980) is a well-known text dealing with
numerical weather prediction in some detail. The relevant chapters of Holton
(1992) are brief but helpful.

Section 2.4: Daley (1991) has written a recent text book on the analysis
of meteorological data.

Section 2.5: A good survey of global circulation modelling is given by
Washington and Parkinson (1986). A more recent collection of articles is
contained in Trenberth (1992). The 'SGCM' is introduced in James & Gray
(1986).

Chapter 3: The atmospheric heat engine

The text by Piexoto & Oort (1992) gives a more advanced account of these
important matters.

Chapter 4: The zonal mean meridional circulation

Section 4.2: This argument was given in its simplest form by Held & Hou
(1980) and had been anticipated to some extent by Schneider & Lindzen
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(1977). The asymmetric Hadley circulation was discussed by Lindzen & Hou
(1988).

Chapter 5: Transient disturbances in the mid-latitudes

Section 5.3: This section is similar to the development in Holton (1992),
chapter 10. See also Peixoto & Oort (1992). A more sophisticated formula-
tion of the available potential energy, which removes any assumption that
static stability is constant on pressure surfaces was given by Pearce (1978).
Observed levels of energy and conversions are based on data in Oort &
Piexoto (1983).

Section 5.4: Gill (1982) gives a valuable and thorough account of the Eady
model. Pedlosky (1987) gives details of the Charney and two-level models,
and derives the general conditions for baroclinic instability of an arbitrary
zonal flow. The original papers are Eady (1949) and Charney (1947).

Section 5.5: Simmons & Hoskins (1978) is a classic account of baroclinic
lifecycles. Pedlosky (1971) describes weakly nonlinear theory applied to the
two-level model, while Drazin (1970) does the same for the Eady model.

Chapter 6: Wave propagation and the steady eddies

Section 6.2: Hoskins & Karoly (1981) describe the application of ray tracing
to Rossby waves.

Section 6.3: Grose & Hoskins (1979) show how a linear barotropic
model can simulate the observed northern hemisphere winter steady waves.
Figs. 6.16 and 6.17 were prepared by reproducing their calculations with
more recent zonal wind data. Held (1983) gives a review of theories of
steady waves in terms of Rossby wave propagation.

Section 6.5: Edmon et. al. (1980) give a helpful account of Eliassen-Palm
diagnostics for tropospheric flows. Andrews et. al. (1987), chapter 3, derive
the transformed Eulerian mean equations in a stratospheric context.

Section 6.6: Again, see Edmon et. al. (1980).

Chapter 7: Three-dimensional aspects of global circulation

Section 7.1: Gill (1980) provides a readable and illuminating account of
tropical wave motions, and uses them to discuss the response of the flow
to tropical heating anomalies. See also Chapter 11 of the text book by Gill
(1982).

Section 7.2: Fein & Stephens (1987) contains several chapters which
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discuss various aspects of the physics and dynamics of monsoon circulations,
generally at a nonspecialist level.

Section 7.3: The present study of storm tracks was initiated by Blackmon
(1976), though it seems that Klein (1957) and Sawyer (1970) were the first
authors to note the relationship between transient eddy variance and the
tracks of individual weather systems. Wallace et. al. (1988) gives a more
recent review of storm track observations. Hoskins et. al. (1983) contains
some diagnostics of the storm tracks, while James & Anderson (1984) and
Trenberth (1991) discuss the Southern Hemisphere storm track.

Section 7.4: The theory of the E-vector was given in Hoskins et. al. (1983).
Other alternative formulations of the interaction between the eddies and the
zonally varying mean flow are possible and have different advantages. See,
for example, Plumb (1985). The forcing of storm tracks by observed heating
distributions was demonstrated by Hoskins & Valdes (1990).

Section 7.5: Because of the difficulties in obtaining high quality moisture
analyses, not many detailed descriptions of the global circulation of moisture
have been published. That by Piexoto & Oort (1983) is one of the best.
Chapter 12 of Piexoto & Oort (1992) gives a good introduction to the global
water cycle.

Chapter 8: Low frequency variability of the circulation

Section 8.2: Wallace & Gutzler (1981) give a comprehensive discussion of
northern hemisphere teleconnection patterns. See also Wallace & Blackmon
(1983). The theoretical basis of EOF analysis is discussed by Mo & Ghil
(1987); see also Piexoto & Oort (1992), appendix B for a full derivation of
the mathematics. The theory and examples of the Rossby source function
is given by Sardeshmukh & Hoskins (1988). Some southern hemisphere
teleconnection patterns are discussed by Mo & White (1985).

Section 8.3: A fuller discussion of observations and theory of stratospheric
oscillations, together with relevant references, is given in Andrews et. al.
(1987). Figure 8.8 was taken from Naujokat (1986) and the laboratory
analogue is given in Plumb & McEwan (1978). See also Holton (1983) for a
discussion of the QBO.

Section 8.4: Intraseasonal oscillation was identified by Madden & Julian
(1971) and its spatial structure was elucidated in Madden & Julian (1972). A
recent review of both observations and theory is given in Slingo & Madden
(1991).

Section 8.5: Philander (1990) gives a recent and thorough account of the
observations and theory of ENSO and ENSO related phenomena.
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Section 8.7: Lorenz (1984) introduced this simple model. The method of
determining the dimensionality of the solution sub-space is essentially the al-
gorithm of Grassberger & Procaccia (1983). James & James (1992) described
the ultra low frequency variability of a simple atmospheric circulation model.

Chapter 9: The stratosphere

The topics covered in this chapter are treated much more thoroughly and
fully in the texts by Andrews et. al. (1987) which deals with the dynamics,
and by Wayne (1991), which devotes considerable space to stratospheric
chemistry, especially the chemistry of ozone. A more concise review of
dynamical issues is given by Holton (1983).

Chapter 10: The circulation of the atmospheres of the planets

Section 10.1: Beatty & Chaikin (1990) give a useful overview of modern
planetary studies in a series of popular articles written by leading researchers.

Section 10.2: Williams (1988a, b) gives a most thorough and illuminat-
ing account of the regimes of flow of terrestrial-like atmospheres. The
parametrization of baroclinic waves in an atmosphere is a simplified version
of calculations due to Stone (1972). The reduced drag calculations were
given by James & Gray (1986), and the central role of horizontal shear was
stated by James (1987).

Section 10.3: See Read (1986) for a discussion of the problems encountered
in generating intense superrotation. Schubert et. al. (1980) give a post-
Pioneer review of the circulation of the Venus atmosphere.

Section 10.4: The generation of zonal jets by two-dimensional turbulence
on a jS-plane was described by Rhines (1975). The application to the Jovian
circulation was discussed by Williams (1978).

Section 10.5: See Gill (1982) for a thorough treatment of ocean circula-
tions. A more concise review of large scale ocean circulations is given by
Anderson (1983).

Section 10.6: Hide & Mason (1975) is a classic review of work on the
rotating fluid annulus. Hart et. al. (1986) describe experiments in a spherical
system.
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anticyclonic spots 367
Asian monsoon 77, 165, 210, 217, 250, 281, 304
available potential energy 131, 133
available potential energy equation 133
axisymmetric flow 380

background spectrum 296
baroclinic instability 115, 136, 138, 149, 151, 302,

370
baroclinic instability, general conditions for 152
baroclinic lifecycles 153, 156, 201, 203, 225, 298
barotropic decay 230
barotropic instability 136, 318
barotropic model 171, 375
base point 257
beach 318
beta effect 149, 383
beta plane 19, 369

beta plane, equatorial 211
black bodies 62
blocking 286, 312
bolometric temperature 64, 67
boundaries 357
boundary currents, Mars 376
boundary layer 53, 216, 383
breaking of waves 317
Brewer-Dobson circulation 327, 330, 336
brightness temperature 64
Brunt-Vaisala frequency 90, 139, 274, 331, 379
bulk aerodynamic formula 54

cancellation 329
carbon dioxide 1, 305, 375
Carnot cycle 71
Cartesian coordinates 10
catalysis 323, 325
catalytical destruction 325
centrifugal force 360
centripetal acceleration 8
CFL condition 41
Chapman scheme 323
Charney-DeVore model 288
Charney-Drazin theory 307
Charney model 149, 202
chlorine 325
chlorofluorocarbons 325
chaos 291, 295, 380
chaotic fluctuations 112, 156
circulation equation 102, 331
circumpolar trough 224
CISK 279
Clausius-Clapeyron equation 55, 246
closure hypothesis 352
cloud bands, Jupiter 344, 366, 369
clouds 50
composition, dry air 2
composition, planetary atmospheres 343, 345
condensation 4
condensation flow, Martian 355
conditional instability 55, 279, 332
conservation of matter 5

417
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conserved tracer 110
containment vessel 320
continuity equation 6, 10, 11, 316
continuity equation in sigma coordinates 14
convective overshoot 334, 337
Coriolis force 8
Coriolis parameter 11
correlation analysis 256
correlation tensor 232
Courant-Friedrich-Lewey condition 41
covariance 30
covariance matrix 260
critical latitude 180, 290
critical level 151, 320
critical line 318
cross equatorial flow 165
cryosphere 73
cumulus convection 54, 75, 95, 275, 279, 332
cut-off, long wave 149, 152
cut-off, short wave 142, 149, 151
cyclogenesis 230
cyclolysis 230
cyclostrophic balance 362, 365
cyclostrophic thermal wind equation 362

decay phase of lifecycle 158
deep soil temperature 52
density effect 192, 307
depressions 75
depression tracks 221
deterministic systems 292
detrainment parameter 56
development theories 232
diabatic circulation 85
diabatic warming 4
differential heating 133
diffusion equation 52
direct circulations 72, 81, 131, 133
discretization 40
dishpan 383
dispersion of fluid parcels 201
dispersion relation, Eady waves 141
dispersion relation, internal gravity waves 274
dispersion relation, Rossby waves 176, 197
dissipation 214, 318
diurnal cycle 112
divergence 14
divergence of Eliassen-Palm flux 199
divergence of E-vector 236
divergent wind 48, 265
DJF29
drag coefficient 54
drag timescale 58
dynamical constraints 345
dynamical timescale 291

Eady model 139, 201, 317, 331, 350, 357, 379
Earth 344
east African jet 217, 376
ECMWF 32
ECMWF analyses 48, 75

eddy 29
eddy energy 138
eddy flux 30, 100
eddy momentum flux 105, 119, 120, 151, 152, 158,

184
eddy size 118
eddy structure 118,119
eddy temperature flux 105, 126, 143, 144, 156, 195,

313
eddy tilt, horizontal 121, 233
eddy tilt, vertical 126, 142, 165
eddy viscosity 93, 365
eddy vorticity flux 236
eigenvalue 212
Ekman layer 16, 93, 105, 172
Ekman number 380
Ekman pumping 105, 172
Eliassen-Palm cross section 201, 202, 203
Eliassen-Palm flux 196, 198
Eliassen-Palm flux, generalized 240
Eliassen-Palm flux in pressure coordinates 199
Eliassen-Palm theorem 316
El Nino 283
empirical orthogonal functions 259
energetics 128, 156
energetics, of ocean circulation 375
energy balance model 66
ensemble average 29
ENSO 283
EOF analysis 259, 298
equation of motion 6
equations of motion on sphere 10, 11
equation of state 2
equation of state, moist air 4
equatorial jets 364, 367
equatorial Kelvin waves 213, 275, 277, 279
equivalent depth 211, 212
Ertel's potential vorticity 24, 26, 220, 331
Eulerian average 31, 327
Eulerian derivative 4
Eulerian mean equations 101, 313
evanescent waves 176, 193
evaporation 5, 74, 243
E-vector 236, 240, 287
E-vector, observed 238
E-vector, three-dimensional 240
expansion coefficient 378
external gravity wave 41

fast Fourier transform 44
Ferrel cell 81, 107, 136, 317
FGGE 35
filtered equation sets 41
filter weights 115
first law of thermodynamics 1, 3
flux form 31
forcing of steady eddies 170
form drag 288
fractal dimension 295, 300
fractal space 295
friction force 7, 16, 101, 160, 346



Index 419

fronts 337

gas constant 2
gas giant planets 344, 358, 366
GCM 49, 281
geostationary satellites 37
geostrophic streamfunction 19, 25
geostrophic wind 16, 25
global circulation models 49, 243, 296, 356, 365
global kinetic energy equation 130
global water vapour 248
gravitational collapse 366
gravitational force 6
gravitational potential 8
gravity waves 41
great circles 182
greenhouse effect 63
group velocity, internal gravity waves 274
group velocity, Rossby waves 177, 197, 236
growth phase of lifecycle 156
Gulf Stream 243

Hadley 80
Hadley cell, annual mean 91
Hadley cell, solstices 91
Hadley circulation 80, 136, 216, 265, 344, 359, 383
Hadley circulation, effects of friction 93
Hadley circulation, effects of latent heating 93
Hadley regime 350, 356, 359
Halley 80
heating 75, 103, 172, 343, 345
heating anomaly 263
heating, regional variations 76, 242
heat low 218
height, geopotential 13, 118, 188
Held-Hou model 85, 265, 359
Helmholtz partitioning 265
Helmholtz theorem 265
high frequency transients 220
horizontal wind shear 138, 160, 358
humidity measurement 33
humidity mixing ratio 4, 243
hybrid coordinates 14
hydrostatic balance 10
hydrostatic equation 11, 126, 130
hydroxyl radical 325

ice-albedo feedback 66
ideal gas law 2
index cycles 262, 270, 287
indirect circulations 72, 105
Indonesia, heating over 208
inertial flow 8
inertial reference frame 7
initial guess 45
inseparable equations 151
interannual variability 29
interfering wave trains 148, 187
internal baroclinic instability 357, 370
internal energy 2
internal gravity waves 274, 277

internal heating 346, 366
internal variability 292, 296
intertropical convergence zone 95
intraseasonal oscillation 277
irregular flow 380
isentropic average 31, 83
isentropic coordinates 14
isentropic mean circulation 83, 327
ITCZ 95, 344
ITCZ, width 98

jet exit 22, 232
jets, midlatitude 220
jet, stability 152
jet streams 225, 380
JJA29
Jupiter 342, 344, 346, 366

Kelvin-Helmholtz billows 153
kinetic energy 113, 128
Kuo scheme 55
Kuroshio current 243

laboratory systems 153, 376
Lagrangian average 31, 83
Lagrangian derivative 4
Lagrangian mean circulation 107, 327, 329, 337
Lamb wave 41
La Nina 285
latent heat of condensation 4
law of mass action 324
Legendre functions 44
length of day 281
lightning 325
limited area energetics 138
limit of Hadley cell 89, 95
linear advection equation 39
line by line calculations 50
longwave radiation 50, 74, 305
Lorenz climate model 292
Lorenz energy cycle 135
low frequency transients 115, 234, 255
low frequency variability 234
low level winds 208

Madden-Julian oscillation 277
MAM 29
magnetic field, Jovian 372
magnetohydrodynamics 372
marching 39
Mars 342, 344, 346, 354
mass circulation 330
mature phase of lifecycle 156
mean wind vectors 208
meridional circulation 80, 313
meridional displacement 317
meridional streamfunction 102
meridional wavenumber 176
meridional wind 80, 90, 106
microwave sounders 36, 246
midlatitude circulation 100
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midlatitude eddies 81, 344
midlatitude jet 108
moist convection 217
moisture 4, 95
moisture convergence 56
momentum equation 6
momentum equations, quasi-geostrophic 19, 25
monsoon 217, 250
mountains 170, 188
multiple flow regimes 262

Neptune 344, 346, 367
neutral Eady modes 147
Newtonian cooling 58, 86
Newton's second law of motion 6
nitrogen oxides 325
nonacceleration conditions 109
nondivergent flow 117
nonlinear averaging 91
nonlinear baroclinic waves 155
nonlinear dynamics 293, 298, 383
normal modes 139, 202, 261
North Atlantic Oscillation 257, 262
number density 324
numerical dispersion 42
numerical filtering 115, 257
numerical weather prediction 39

observing network 32
ocean basins 373
ocean circulation 291, 373
ocean circulation models 52
ocean eddies 376
oceans 52, 116, 346, 349
omega equation 21, 22, 25, 103, 108
orography 173, 218, 270, 346
orography, Martian 349
over-reflection 151
overturning timescale, Hadley cell 94
ozone 305, 321
ozone depletion 325
ozone distribution 107
ozone hole 312, 320, 321
ozone transport 313, 326

parametrization 49, 53, 74, 281, 334, 337, 351
parametrization, baroclinic eddies 351
particle displacement 318
perturbation potential vorticity 140
perturbations 138
phase difference 30
photochemical equilibrium 325
photochemical processes 323
photochemical timescale 328
photodissociation rates 324
pilot balloon 32
planetary atmospheres 342
planetary vorticity 15
planetary waves, equatorial 213
planets, physical properties 343
Pluto 344

PNA pattern 257, 262, 263
Poincare section 293
polar night jet 306, 307
polar problem 42
polar tropopause 340
polar vortex 307, 318
potential energy 131
potential temperature 3, 14, 20
potential vorticity 21, 318, 331, 334
potential vorticity gradient 160, 196, 318, 357
potential vorticity surface 331
potential vorticity unit 332
Prandtl number 378
precipitation 243, 248
predictability 293, 354, 380
pressure 12
pressure coordinates 13
pressure gradient force 6
pressure scale height 14
pressure vertical velocity 13
pressure wave 289
primitive equations 11, 39
principal components 262
pseudo-height 14, 139, 190
PVU 332

QBO 271, 275, 365
Q-vector 22, 25
quantum tunnelling 184
quasi-biennial oscillation 271
quasi-geostrophic approximation 16, 328, 373
quasi-geostrophic equations 17, 25, 139
quasi-geostrophic momentum equations 19, 25,

101, 231
quasi-geostrophic potential vorticity 21, 25, 26,

190
quasi-geostrophic regime 350, 360
quasi-geostrophic vorticity equation 18, 19, 25, 41,

101, 172

radiative equilibrium 65, 306
radiative equilibrium timescale 66, 291, 320, 343,

347
radiatively active gases 50, 343
radiatively determined temperatures 306
radiosonde 32, 306, 332
rain 56
Rayleigh friction 19, 58, 73, 105, 130
ray tracing 179, 187, 197
reaction rates 324
red spectra 255, 297
reference atmosphere 132
reference pressure 3, 70
regime diagram 380
regular waves 153, 380
relative vorticity 14
representative ascent 248
residual circulation 316, 327, 329
residual method 75
residual wind 316
resonance 174, 288
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Rhines' wavenumber 369
Richardson number 350, 372
Rocky Mountains 188
Rossby-gravity wave, equatorial 213, 276
Rossby number 17, 117, 373
Rossby radius, equatorial 219
Rossby radius of deformation 350
Rossby source term 267, 279
Rossby wave breaking 277
Rossby waves 174, 176, 256, 258, 263, 268, 285,

288, 307
Rossby waves, meridional propagation 178
Rossby wave reflection 180
Rossby wave refraction 181
rotated EOF 262
rotational wind 265
rotation rate 343
roughness length 54

Sandstrom's theorem 346
satellite data 36
satellite winds 37
saturated adiabat 55, 333
saturated vapour pressure 246
saturation of waves 318
Saturn 344, 346, 367
scale separation 184
seasons 29
sea surface temperature anomaly 263
secondary development 160
semi-annual oscillation 271, 276
semi-implicit methods 41
SGCM 57, 94, 297, 335, 357
shallow water equations 211
shape vacillation 382
ships of opportunity 35
shortwave radiation 73
sigma coordinates 13
significant levels 33
simplified global circulation model 57, 93
sloping convection 146
slowly varying approximation 179, 188
soil models 52
solar constant 63
solar radiation 49, 50, 62, 304
solar radiation, solstices 90
SON 29
south east Asia, heating over 208
spatial data analysis 45
specific angular momentum 364
specific heat at constant pressure 3
specific heat at constant volume 3
specific volume 2
spectral analysis 256
spectral methods 43
spectral transform technique 44
spherical coordinates 9
spherical harmonics 44
spherical laboratory system 383
spin up timescale 94, 347, 357
spontaneous complexity 293

spring maximum 321, 325
standard levels 33
standing waves 256
static stability 54, 58, 131, 346, 350
steady eddies 134, 164, 292, 312
steady eddy transports 167
steering level 149, 152, 202
Stefan's law 62
Stokes drift 109
storm tracks 75, 115, 208, 220, 250
storm track, southern hemisphere 221
storm zones 220, 224
stratified atmosphere 190, 302
stratosphere 302
stratospheric circulation models 329
stratospheric oscillations 271
stratospheric vortex 335
streamfunction 266
subtropical jet 81, 89, 186, 357
sudden warmings 308, 320
superrotation 182, 185, 360, 365
surface exchanges 73, 95
surface observations 35
surface pressure 13
surface stress 375
surf zone 318
Sverdrup balance 376
symmetric instability 351

Taylor number 380
teleconnections 256, 263
teleconnections, southern hemisphere 268
TEM equations 316
temperature anomalies in tropics 210
temperature gradient 138
temperature in Hadley cell 87
terrestrial circulations 350
terrestrial planets 344
thermal Rossby number 360, 380
thermal tides 112, 364
thermal wind balance 17, 81, 357
thermal wind relationships 25, 102, 315, 379
thermocline 374
thermodynamic diagram 70
thermodynamic efficiency 71
thermodynamic equation 4, 10, 11
thermodynamic equation, quasi-geostrophic 20,

25, 141
thermodynamic process 3
thermodynamic state 1
thermohaline circulation 375
Tibetan plateau 188, 218
time average 28, 29
Titan 342, 344, 365
total steady wavenumber 176
tracer advection 107
transformed Eulerian mean equations 316
transient kinetic energy 113
transients 29, 183, 312
transients, midlatitude 112, 270
transport equation 30
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tropical heating 208
tropical waves 213
tropopause 139, 159, 209, 275, 302, 335
tropopause exchanges 331
tropopause folds 337
turbulence 53
turbulence, two-dimensional 367
turbulent transport 74
two-layer model 148

ultra low frequency variability 291, 297
ultraviolet radiation 304
uncertainty 243
unmanned weather stations 35
unsteady fluctuations 112
upward propagation 272
Uranus 344, 346, 367, 373

vacillation 156, 382
variance 30
vegetation 248
velocity correlation tensor 232
velocity potential 266, 278
Venus 342, 344, 346, 360
Venus, surface temperature 65
vertical convection 372
vertical diffusion 93
vertical propagation, Rossby waves 190, 307, 312,

317.
vertical structure 212
vertical structure, Eady waves 142

vertical temperature flux 127, 144
vertical velocity 11, 127
vertical velocity due to Ekman layer 105
vortex stretching 16, 172
vorticity 14
vorticity equation 15, 263
vorticity equation, quasigeostrophic 19, 25, 41

Walker circulations 210, 215, 279, 285
water vapour 243, 248, 305
water vapour flux 250
water vapour, southern hemisphere 253
wave action 187, 193, 199
wave breaking 153
wave equilibration 153
wave guide 184, 290, 302
wavemaker 174
wave propagation 164
weakly nonlinear theory 155
weather ships 35
Weddell Sea 375
western boundary currents 218, 376
white mice 149
Wien's displacement law 62
winter stratosphere 164

zonal available potential energy 134
zonal average 28, 80
zonal index 287
zonal mean circulation 100
zonal wind 58


