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Preface

RuleML 2013, the 7th International Web Rule Symposium: Theory, Practice,
and Applications of Rules on the Web, served, as have all preceding RuleML
meetings, as the premier place for theoreticians and practitioners from a wide
range of areas of rule technologies to meet and exchange ideas. The aim of
RuleML 2013 was to build bridges between academia and industry in the field of
rules and semantic technology. By bringing together rule-system providers, par-
ticipants in rule standardization efforts, open source communities, practitioners,
and researchers, the RuleML symposium series stimulates cooperation and in-
teroperability between business and research. This annual symposium is the
flagship event of the Rule Markup and Modeling (RuleML) Initiative. RuleML
2013 (July 11-13, 2013) was collocated with AAAT 2013, the 27th Conference
on Artificial Intelligence, in Seattle, Washington.

The RuleML Initiative (http://ruleml.org) is a non-profit umbrella organi-
zation of several technical groups organized by representatives from academia,
industry, and national governments who are working on rule technology and its
applications. Its aim is to advance the study, research, and application of rules
in heterogeneous distributed environments such as the Web. RuleML maintains
effective links with other major international societies and acts as intermediary
between various specialized rule vendors, applications, industrial, and academic
research groups; it also maintains effective links with other major international
societies and standardization efforts, including W3C, OMG, OASIS, and ISO.

The RuleML Symposium series began as an annual series of workshops in
2002, and has been run as an annual international symposium since 2007.

The core technical program for Rule ML 2013 consisted of a main technical
conference Track, a special Human Language Technology Track focusing on busi-
ness and legal regulations, a Rule Challenge Track, and a Doctoral Consortium.

The main technical track included 12 papers on a variety of aspects of re-
search on rules, including rule-based approaches for spatial reasoning, answer-set
programming methods for solving the stable marriage problem, using rules for
complex event processing for gamification applications, and using defeasible rules
to formalize theories of belief, desire, intention, and obligation in order to choose
optimal goals. It also featured several keynote and invited talks from leaders in
our community: a keynote talk by Michael Griininger on integrating ontologies
within repositories, a keynote talk by Lise Getoor on a framework for inte-
grating probabilistic and relational reasoning, and an invited talk by Benjamin
Grosof, describing his work on rapid text-based authoring of higher-order defea-
sible rules. In addition, this track included two tutorials, one on LegalRuleML,
a rule interchange language for legal domains standardized by OASIS, and one
on Brahms, a set of software tools, based on a theory of work practice and situ-
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ated cognition, for developing and simulating multi-agent models of human and
machine behavior.

The Human Language Technology Track focused on methods for addressing
the knowledge acquisition bottleneck that arises when trying to convert the vast
amount of regulatory text on the Web, nearly all of which is written in natural
language, to the formal expression of such rules. Topics represented in this track
included the use of controlled languages, semi-formal languages that aim to
facilitate the expression of regulations by human experts in languages that are
both close to natural language and have relatively straightforward mappings
to formal representations; techniques for extracting semantic information from
legislative text; and mapping English onto fuzzy logic. This track included seven
talks and one tutorial on SBVR structured English.

The 7th International Rule Challenge Track highlighted the practical applica-
tion of rule-based systems. It served as a forum for presenting new ways of using
rule-based systems and reporting practical experiences about implementing these
systems. The focus was on benchmarks/evaluations, demos, case studies, use
cases, experience reports, best practice solutions (such as design patterns, refer-
ence architectures, and models), rule-based implementations/tools/applications,
demonstrations of engineering methods, implementations of rule standards (such
as RuleML, W3C RIF, ISO Common Logic, SBVR, PRR, and API4KB), indus-
trial standards for representing and exchanging rules and related information
(such as XBRL, MISMO, and Accord), and industrial problem statements. The
Rule Challenge Track also included an invited tutorial on using rules to han-
dle XML in government contexts such as NIEM, the United States National
Information Exchange Model.

This was the third year that RuleML held a Doctoral Consortium. Aimed at
attracting and promoting PhD research in this area, the Doctoral Consortium
offers students close contact and mentoring opportunities with leading experts
in the field, as well as the opportunity to present and discuss their ideas in a
dynamic and friendly setting.

This volume includes all papers from the main technical track, the top three
papers from the Human Language Technology Track, and abstracts of the keynote
and invited talks and tutorials. In two cases, for Benjamin Grosof’s invited pa-
per and for the LegalRuleML tutorial, extended abstracts are provided. Human
Language Technology Track papers that are not published in this volume, as
well as Rule Challenge papers and Doctoral Consortium papers, are published
as a CEUR Workshop Proceedings, at http://ceur-ws.org/. The five editors of
this volume comprise the two Program Chairs of the main technical track, Leora
Morgenstern and Petros Stefaneas, the two Program Chairs of the Human Lan-
guage Technology Track, Francois Lévy and Adam Wyner, and the Conference
Chair, Adrian Paschke. Note that the chairs of the Human Language Technology
track were not involved in the selection for this volume of any papers that they
authored.

We are pleased to announce the winner of the RuleML 2013 Best Paper
Award, “Computing the Stratified Semantics of Logic Programs over Big Data
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Through Mass Parallelization” by Ilias Tachmazidis and Grigoris Antoniou. This
paper examines how logic programming techniques, particularly stratification,
can facilitate mass parallelization in order to handle vast quantities of data.

Special thanks are due to the excellent Program Committee for their hard
work in reviewing the submitted papers. Their criticism and very useful com-
ments and suggestions were instrumental in the high quality of the papers. We
thank the symposium authors for submitting solid contributions to research,
responding to the comments of the reviewers, and abiding by our production
schedule. We are grateful to the keynote and invited speakers for contributing
thought-provoking talks and providing research leadership for the RuleML com-
munity, and to the tutorial presenters for organizing and transmitting their deep
and broad knowledge of their areas of expertise.

We thank OASIS LegalXML for its financial support of RuleML 2013 and
acknowledge our various industrial, academic, and professional society partners
for technical and organizational support. We also thank the EasyChair confer-
ence management system for facilitating the paper submission and reviewing
process and both EasyChair and our publisher, Springer, for their support in
the preparation of this volume and the publication of the proceedings.

Finally, we gratefully acknowledge the assistance and support of Frank Olken,
who contributed so much to the organization of this symposium and helped
ensure its success.

May 2013 Leora Morgenstern
Petros Stefaneas

Francois Lévy

Adam Wyner

Adrian Paschke
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Probabilistic Soft Logic: A Scalable Approach
for Markov Random Fields
over Continuous-Valued Variables

(Abstract of Keynote Talk)

Lise Getoor

Department of Computer Science
University of Maryland at College Park
College Park, MD 20740

Many problems in Al require dealing with both relational structure and uncer-
tainty. As a consequence, there is a growing need for tools that facilitate the de-
velopment of complex probabilistic models with relational structure. These tools
should combine high-level modeling languages with general purpose algorithms
for inference in the resulting probabilistic models or probabilistic programs. A
variety of such frameworks has been developed recently, based on ideas from
graphical models, relational logic, or programming languages. In this talk, I will
give an overview of our recent work on probabilistic soft logic (PSL), a frame-
work for collective, probabilistic reasoning in relational domains. PSL models
have been developed in a variety of domains, including collective classification,
entity resolution, ontology alignment, opinion diffusion, trust in social networks,
and modeling group dynamics.

A key distinguishing feature of PSL is its use of continuous-valued random
variables. These can either be interpreted as soft truth values in the interval
[0; 1] or as similarities. It uses first order logic rules to capture the dependency
structure of the domain, based on which it builds a joint probabilistic model over
all random variables. A PSL program defines a form of Markov random field
over continuous-valued random variables which is computationally tractable.
Inference in PSL corresponds to a convex optimization problem, which can be
solved significantly more efficiently than the corresponding discrete optimization.
Our recent results show that by using state-of-the-art optimization methods and
distributed implementations, we can solve problems over millions of variables in
minutes rather than days.

L. Morgenstern et al. (Eds.): RuleML 2013, LNCS 8035, p. 1, 2013.
(© Springer-Verlag Berlin Heidelberg 2013



Rapid Text-Based Authoring of Defeasible
Higher-Order Logic Formulas,
via Textual Logic and Rulelog
(Summary of Invited Talk)

Benjamin N. Grosof

Benjamin Grosof & Associates, LLC, USA

Abstract. We present textual logic (TL), a novel approach that enables
rapid semi-automatic acquisition of rich logical knowledge from text. The
resulting axioms are expressed as defeasible higher-order logic formulas in
Rulelog, a novel extended form of declarative logic programs. A key ele-
ment of TL is textual terminology, a phrasal style of knowledge in which
words/word-senses are used directly as logical constants. Another key
element of TL is a method for rapid interactive disambiguation as part
of logic-based text interpretation. Existential quantifiers are frequently
required, and we describe Rulelog’s approach to making existential knowl-
edge be defeasible. We describe results from a pilot experiment that rep-
resented the knowledge from several thousand English sentences in the
domain of college-level cell biology, for purposes of question-answering.

1 Introduction and Requirements Analysis

1.1 Reducing the Cost of Authoring Rich Logical Knowledge

A key goal in the field of expressive knowledge representation and reasoning
(KRR) is to reduce the cost of authoring rich logical knowledge.

Rulelog is an expressive knowledge representation logic that is an extended form
of declarative logic programs (LP). Rulelog transforms into normal (unextended)
LP. Previous work on Rulelog, implemented in XSB [12I10], Flora-2 [3], SILK [9],
and Cyc [2], has developed novel methods that help improve scale-able evolution
and combination of such KB’s, and thus the cost of overall knowledge acquisition
(KA). These methods enable: defeasibility, based on argumentation theories (AT’s)
[11], i.e., AT-defeasibility; higher-order syntax, based on hilog [I] and other meta-
knowledge enabled by rule id’s, i.e., hidlog; bounded rationality restraint; [6]; in-
teractive authoring, based on a rapid edit-test-inspect loop and incremental truth
maintenance; knowledge debugging, based on a graphical integrated development
environment with justification graphs and reasoning trace analysis; and knowledge
interchange, based on strong semantics and knowledge translations. Rulelog’s full
set of major features was first implemented in SILK [9]. A W3C RIF dialect based
on Rulelog is in draft [9], in cooperation also with RuleML [§].

In this work on Rulelog, we present another, more radical step that we have
developed in order to further reduce such cost: a method that enables text-based

L. Morgenstern et al. (Eds.): RuleML 2013, LNCS 8035, pp. 2-[[T] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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authoring, based on a novel approach called textual logic (TL). We also present
a novel expressive feature of Rulelog: omniformity, which permits defeasible
existentials, and is used to support TL.

1.2 In Quest of a Dream

“In dreams lie responsibilities” — Delmore Schwartz.

“Classic knowledge-based Al [artificial intelligence] approaches to QA
[question-answering] try to logically prove an answer is correct from a
logical encoding of the question and all the domain knowledge required
to answer it. Such approaches are stymied by two problems: the pro-
hibitive time and manual effort required to acquire massive volumes of
knowledge and formally encode it as logical formulas accessible to com-
puter algorithms; and the difficulty of understanding natural language
questions well enough to exploit such formal encodings if available. Tech-
niques for dealing with huge amounts of natural language text, such as
Information Retrieval, suffer from nearly the opposite problem in that
they can always find documents or passages containing some keywords in
common with the query but lack the precision, depth, and understanding
necessary to deliver correct answers with accurate confidences.” — IBM
Watson FAQ.

What if was “cheap” to acquire massive volumes of knowledge formally encoded
as logical formulas?

What if it was “easy” to understand natural language questions well enough
to exploit such formal encodings?

A central dream for semantic technology is to make knowledge (K) and reason-
ing be deeper and cheaper — to overcome the famous “knowledge acquisition
bottleneck” of AI. That would enable creation of widely-authored, very large
knowledge bases (KB’s) that automatically answer sophisticated questions (Q’s)
and proactively supply info, about science, business, and government, with (col-
lectively) broad and deep comprehensiveness.

These KB’s would harness humanity’s accumulated storehouse of knowledge,
and be learned from communication and instruction, as well as from observation.
Such harnessing and learning is far more powerful than learning from individual
experience. Yet machine learning has not primarily focused on it, to date.

Achieving this dream could create huge amounts of social value. In the re-
mainder of this presentation, we discuss technical requirements in the context of
this dream.

1.3 Logical Expressiveness

Logical knowledge is desirable for several reasons. First, accuracy: it can pro-
vide high-precision of answers. Second, transparency: it can provide detailed
justifications/explanations. Third, sharability: particularly when semantic and
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semantic-web-friendly, it facilitates reusability and merging of larger KB’s, via
knowledge interchange.

Expressive richness of logical knowledge is desirable because it enables more
kinds of knowledge and reasoning, e.g., scientific, to be represented and au-
tomated. Richness is required to represent the logical substance of many text
statements, which involves: negation, modifiers, quantifiers (for-all, exists), im-
plication, and conjunction — all flexibly composed. Also, some text statements
are about other statements. Thus text requires expressiveness equivalent to that
of: first-order-logic (FOL) formula syntax, plus some meta expressiveness, espe-
cially higher-order syntax.

Another requirement for expressiveness is that the logic must be defeasible,
so that it can gracefully handle exceptions and change. Defeasibility is needed:
to represent the empirical character of knowledge; to aid the evolution and com-
bination of KB’s, i.e., to be socially scalable; and to represent causal processes
and “what-if’s” (hypotheticals, e.g., counterfactual). In other words, defeasibil-
ity is needed to represent change in knowledge and change in the world. Yet,
despite this expressive richness, inferencing in the logic must be computation-
ally scalable, and thus at least tractable (worst-case polynomial-time). SPARQL
and SQL databases are tractable, for example

Defeasibility of knowledge that is existentially quantified, in particular, is re-
quired expressively to support TL. Existentials appear in many naturally arising
text sentences that must be represented as defeasible, e.g., about biology. For
example, in the relatively simple sentence “Each eukaryotic cell has a visible
nucleus.”, the “a” before “nucleus” is an existential. Yet this statement has ex-
ceptions. Red blood cells are eukaryotic, yet lack nuclei. Eukaryotic cells lack
visible nuclei during anaphase, a step within the process of cell division.

1.4 Text-Based Authoring

Text-based authoring is desirable for several reasons. Natural language (NL) —
not logic — is the language of “business users”, for KA and also for QA. NL is
required for broad accessibility by the knowledgeable community of (potential)
contributors, in science and many similar areas. In particular, NL is much more
broadly accessible and familiar to subject matter experts (SMEs), as opposed to
knowledge engineers (KEs) trained in logic. Examples of SME’s include scien-
tists, business process owners, executives, lawyers, doctors, educators, engineers,
analysts, civil servants, merchants, soldiers, chefs, and members of many other
occupations. NL is required also for ordinary end users, e.g., students, citizens,
shoppers, salespersons, clerks, and patients — i.e., for the community of (poten-
tial) “consumers” of the knowledge in science and many similar areas. Even KE’s
usually find much easier to articulate and understand text than logic. Most of the
world’s knowledge is currently described in text, so working from text sources
is crucial. Economic scalability of KA thus requires authoring to be text-based,
rather than directly in strict logical syntax which requires KE skill.

!'j.e., for querying, when the number of distinct logical variables per query is bounded;

this is often described in terms of data complexity being tractable.
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Economic scalability requires not only that the authoring be accessible in
this regard, but also that it take a relatively low amount of effort per sentence.
This implies, first, that the encoding text should not be onerously restricted. Sec-
ond, there must be methods for rapid disambiguation with logical and semantic
precision.

Previous approaches to text-based KA of rich logical K have suffered from
major difficulties. One category of approaches permit the input text to be fairly
unrestricted NL. Next, we consider that category. Natural language processing
(NLP) technology has not yet been able (in general, i.e., reliably) to “go all
the way” in fully automatic text interpretation: much of the semantics is not
captured. Substantial further disambiguation is needed, for most sentences. Also,
the NLP field has been messy and unstandardized in regard to components and
forms of info. It has been weak architecturally in regard to flexibly composable,
reusable components. Thus fully automatic NLP has typically produced logical
K that is inaccurate (quite noisy), and/or shallow/partial (thus inoperational
for desirably effective QA). Fully automatic NLP has also tended to produce K
that is opaque, i.e., difficult to understand; often, one sees K that is in terms of
the parser’s innards. For KE author to finish the text interpretation, they tend
to need skills in not only logic, but also NLP as well, i.e., to be a “super” KE. In
consequence overall, it has been quite costly to do text-based KA of rich logical
K, and it has hardly been used practically, especially compared to the dream.

A second category of approaches compromises by only allowing “controlled”
NL, i.e., restricts the vocabulary, grammar, and/or phrases. This typically re-
quires much upfront phraseological work to define exactly what’s allowed. It also
requires the author to become familiar with the particular phraseology and its
restrictions. It still requires the author to have KE skills if the generated logic is
rich. In consequence overall, it has been still quite costly and not used practically
to nearly the extent envisioned in the dream.

2 Textual Logic

TL overall is a logic-based approach to both text interpretation and text genera-
tion, for both KA and question answering (QA). In TL: text is mapped to logic;
logic is mapped to text; and these mappings themselves are based on logic.

The spirit of TL has a “Gettysburg” principle: “logic for the text, of the text,
by the text” B “For the text” means for the sake of text, in that knowledge and
questions are input in text form, and answers and explanations are output in
text form. “Of the text” means that the content of the text is represented in
logic, and that the mappings in and out of text are represented in logic. “By the
text” means that once there is, sufficiently, logic for the text and of the text,
then logical knowledge can be specified by text and viewed as text.

2 “Gettysburg” here refers to Abraham Lincoln’s Gettysburg address (1863) in which
he said that the cause for which the Union soldiers died (in the great Civil War
battle of Gettysburg) was that “government of the people, by the people, and for
the people, shall not perish from the earth.
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A novel aspect of TL is textual terminology — a phrasal style of knowledge.
Words, and more generally word senses, are employed directly as logical con-
stants. Each constant is a hilog functor (i.e., a function or predicate). A textual
phrase corresponds (one-to-one) to a logical term; there is a natural style of
composition.

Another novel aspect of TL is that it leverages defeasibility. “The thing about
NL is that there’s a gazillion special cases.”[.

During TL text interpretation, authors (1.) articulate sentences in text, then
(2.) logically disambiguate those sentences, and (3.) generate logical axioms as
output. These three steps are, in general, interactive, i.e., semi-automatic. Multi-
ple authors may collaborate in these steps, for each sentence, including to divide
the labor, edit, and review/comment /rate.

Next we describe particulars for our TL work to date, which we call TL phase
1 (TL1), on text interpretation. The text is in English. The Linguist?™ tool
from Automata, Inc. was employed, together with SILK. Linguist”™ leverages
the ERG lexical ontology and associated PET parser, which are open source.
ERG has a large vocabulary and broad coverage. Disambiguation (step (2.)) is
highly interactive, via a novel GUI-based approach that enables users to dis-
ambiguate relatively rapidly. Disambiguation has several sub-steps in which an
author specifies additional information, as needed, about: (a.) the parse; (b.)
quantifier types and scopes; (c.) co-references; and (d.) word senses. Word sense,
so far, is limited in need/use/implementation. Logic generation (step (3.)) is
fully automatic, and outputs Rulelog axioms. One main axiom is generated for
each disambiguated (text) sentence. In addition, support axioms are generated
that represent auxiliary information, e.g., about paraphrases and types. The sup-
port axioms are used together with the main axioms for purposes of inferencing.
Other annotation axioms are generated, also, as part of comprehensively cap-
turing the info specified during disambiguation. Articulation (step (1.)) is fully
manual. The (text) encoding sentence it produces must meet two restrictions,
but those restrictions are not onerous for purposes of KA. The first restriction
on text is that the sentence be stand-alone, i.e., (nominal) co-reference is within
a sentence, not between sentences. The second restriction is that the text be
straightforward, i.e., it should minimize ellipsis (missing words), rhetoric, and
metaphor. In the articulation step, sentences may be drawn from a source text
and then reformulated. E.g., in our pilot TL KA experiment, sentences were
drawn from a first-year college-level biology textbook chapter on membranes.
Some textbook sentences were used verbatim, i.e., not changed during articu-
lation. However, other textbook sentences were not stand-alone straightforward
text, or were too long to be most productively disambiguated, thus were refor-
mulated during articulation to clarify or break them up into multiple (encoding)
sentences.

For example, a source sentence (with id ss72) is “Some transport proteins, called
channel proteins, function by having a hydrophilic channel that certain molecules
or atomic ions use as a tunnel through the membrane (see Figure 7.10a, left).”.

3 Peter E. Clark, private communication.
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The KE articulates a foreground encoding sentence (with id es2298) based on
ss72: “Channel proteins have a hydrophilic channel.”. Another KE disambiguates
es2298, producing a Rulelog axiom with formula

forall(?x5) " (channel (protein) (7x5) ==
exist (7x8) " (have(7x5,7x8) and hydrophilic(channel) (7x8));

(here, shown in SILK’s human-consumption syntax). This axiom is defeasible
and includes meta-facts about its prioritization tag, author, creation-time, etc.
(not shown above).

TL1 also includes two text-oriented extensions within: the KRR/KA system
for Rulelog itself (both of these were implemented in SILK). The first is to em-
ploy simple text generation that is specified by KB’s (i.e., rules). The generated
text is displayed in the UI for KA and related tasks, notably for viewing justi-
fications [5]. The second is (a subset of) textic, a novel technique for fine-grain
mixing of text-style syntax with logic-style syntax. Textic is an extension of
the concrete (human-consumption) syntax of Rulelog’s KR language, that im-
proves readability and writeability. In textic, a word is typically treated as a
functor having arity 1, and a space is typically interpreted as a left parenthesis.
The textic expressive syntactic feature is defined by a deterministic (reduction)
transformation, similar in spirit to several other Rulelog features such as hilog,
defeasibility, head conjunction, and body disjunction.

3 Omniform Rules

Rulelog is a logical extension of declarative logic programs (LP) that has a
unique set of logical features including hidlog, AT-defeasibility, omniformity,
and restraint. Rulelog transforms into normal LP.

Next, we describe omniformity, which enables defeasible knowledge to be
existential.

An omniform rule (omni for short) permits a rule head and body each to be
any formula in first-order logic (FOL) syntax. I.e., each can be a formula com-
posed freely from the usual first-order logic (FOL) connectives (disjunction as
well as conjunction and (strong) negation) and quantifiers (existential as well as
universal). In addition, the head and body formulas each may employ hilog, and
thus be higher-order (HOL), rather than first-order, in their syntax. (Note that
hilog does impose a few non-onerous restrictions as compared to full higher-order
syntax, e.g., the head formula may not be simply a single variable.) Furthermore,
the body may employ negation-as-failure (naf) but (as usual in LP) only outside
the scope of strong negation (neg). For convenience, the usual FOL implication
and equivalence connectives are also permitted.

The semantics of the omniformity feature is defined via a transformation that
reduces any omniform rule to a set of one or more rules that are conjunctive. A
conjunctive rule is one whose head is a single literal, and whose body is a con-
junction of literals. (A literal is an atom preceded possibly by neg and/or naf;
as usual in LP, naf must not appear within the scope of neg.) This omni trans-
formation OT generalizes three transformations previously employed in SILK:
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(head) omnidirectionality [4], Lloyd-Topor [7], and head conjunction splitting.
Splitting here means arule (H1 and ... and Hn) : — B; is transformed into
aset of nrules: {Hi : — B; |i=1,...,n}.

In OT, neg is first driven to be innermost. Then the head is put into tight
normal form (TNF), by pushing: exist inward past or; forall inward past and;
forall inward past or when the disjunct does not mention the forall’s quantified
variable; and exist inward past and when the conjunct does not mention that
exist’s quantified variable. Then, recursing top-down on the expression tree: ex-
istentials are skolemized; disjunctions are directionalized, cf. omni-directionality,
but generalized to non-literal expressions; and conjunctions are split. OT trans-
forms the body in a manner similar to Lloyd-Topor. TNF addresses a subtlety
that directionalizing should be done “before” skolemizing. TNF differs, in gen-
eral, from Skolem normal form (used in FOL resolution theorem proving).

We have also developed a new family of argumentation theories, called ATCO,
that improves the behavior of (AT-)defeasibility in combination with omnifor-
mity, particularly with existentials, as compared to previous AT’s.

4 Experiment: Case Study

We conducted a TL1 KA experiment during January-March 2013, that resulted
in a case study in the rapid acquisition of rich logical knowledge from one chapter
(on cell membranes) of a popular college-level biology textbook, with implica-
tions for biomedical education and research. A distributed team of collabora-
tors — knowledge engineers (KE’s) — started from effectively unconstrained
natural language text and disambiguated various aspects of English sentences,
semi-automatically translating text into defeasible higher-order logic formulas
expressed in Rulelog, an extended form of declarative logic programs and a
draft W3C RIF dialect, implemented in SILK. The distributed team’s workflow
authored and curated the knowledge base from the text into several thousand
Rulelog axioms targeting question answering by a Digital Aristotle as part of
Vulcan Inc.s Project Halo.

In this TL1 KA experiment, about 2,500 English encoding sentences were
axiomatized. These included hundreds of questions.

A number of questions, some of them sophisticated, answered successfully
using Rulelog inferencing (in SILK) on the axioms. However, due to resource
limitations of the study, only relatively limited tests of question-answering (QA)
were conducted. The focus of the experiment was on KA productivity, primarily,
and KA coverage, secondarily.

Encoding sentence length averaged 10 words and ranged up to 25 words. One
main defeasible axiom in Rulelog (SILK syntax) resulted from each sentence.
On average, each such main axiom transformed into over 5 rules in normal
(unextended) LP.

It took less than 10 minutes (of KE labor) on average per sentence to: author,
disambiguate, formalize, review, and revise a sentence.
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One should expect in future that more intensive QA testing, with attendant
debugging of knowledge, would tend to increase the amount of KE labor effort
on average per sentence.

On the other hand, one should expect in future that KA tooling and process
improvements would tend to decrease the amount of KE labor effort on average
per sentence.

Some book source sentences were also encoding sentences, i.e., were disam-
biguated verbatim from the book. More frequently, one book source sentence
was articulated into two or three encoding sentences before disambiguation, in
order to make them clearer and easier to disambiguate.

Collaboration resulted in an average of over 2 authors/editors/reviewers per
sentence. Collaborative review and revision of the sentences, their disambigua-
tion, and formalization, approximately doubled the average time per sentence.

The resulting axioms were typically more sophisticated than what skilled KE’s
typically produce when directly authoring into logical syntax.

The number of candidate parses (generated from the lexical ontology (ERG),
essentially) per sentence averaged over 30, and commonly ranged into the hun-
dreds. Disambiguation of the parse alone typically required a fraction of a minute.
Typically the correct parse was not the parse ranked best by statistical natural
language processing.

Expressive coverage was very good, due to Rulelog’s expressiveness: all sen-
tences encountered were representable. Terminological coverage was also very
good, due to the textual terminology aspect of the TL approach: little hand-
crafted logical ontology was required. Several hundred mostly domain-specific
lexical entries were added to the ERG. There were some small (less than a few
percent) shortfalls from implementation issues, in terminological coverage and
in reasoning (e.g., about numerics) related to expressive coverage.

5 Discussion

In the experiment, the KE labor cost for TL1 KA was very roughly USD $3—
4/word (actual word, not simply 5 characters). That implies a cost of very
roughly USD $500-1500/page (at roughly 175-350 words/page). That is in the
same ballpark as the cost of the labor to author the text itself, for many for-
mal text documents, e.g., college science textbooks and some kinds of business
documents. “Same ballpark” here means same order of magnitude.

The approach of Textual Logic plus Rulelog has major advantages for KA.

— Interactive disambiguation: relatively rapidly produces rich K with logical
and semantic precision, starting from effectively unconstrained text.

— Textual terminology: greatly reduces the need for KE labor to specify logical
ontology explicitly and to become familiar with it, since logical ontology in-
stead emerges naturally and automatically from the texts phrasings. Textual
terminology, and textic, also provide a bridge to work in text mining and
“textual entailment”.
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— Rulelog as rich target logic: can handle exceptions and change and, moreover,
is computationally tractableﬁ, due to its defeasibility and restraint features,
respectively.

— Rulelog supports knowledge interchange (translation and integration) with:
both LP and FOL; all the major semantic tech/web standards (RDF(S),
SPARQL, OWL, RIF, CL, SBVR); Prolog, SQL, and production rules. (Al-
though for many of these, with restrictions.)

The approach appears to be significant progress on the famous “KA bottle-
neck” of Al It provides “better, faster, cheaper” logical knowledge. That logical
knowledge is usable on a variety of KRR platforms.

It’s early days still in developing and pursuing this approach, so lots of future
work remains to do. One direction is tooling, e.g., to leverage inductive learning
to aid disambiguation. Another direction is more KA experiments, e.g.: to push
on QA; and to scale up.

A third direction is to try out the approach in various applications. In terms
of system architecture, this usage context will often call for specialized UI and
service interfaces from apps to TL. Rulelog KRR can make use of databases and
other service resources in the apps-relevant environment.

6 Summary

Rich logical knowledge is desirable for its accuracy, transparency, coverage depth,
and reusability. Economically scalable KA and QA of rich logical knowledge
require methods for: (1.) rapid disambiguation in text-based authoring; and (2.)
defeasibility plus tractability in the logical KRR. Textual Logic plus Rulelog is
a step forward in both regards. Future directions include more on tooling, more
ambitious experiments, and exploring applications.
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1 Motivation and Background

Several XML-based standards have been proposed for describing rules (RuleML, RIF,
SWRL, SBVR, etc.), or specific dialects (RuleML family [1,2]). In 2009, the Legal
Knowledge Interchange Format (LKIF [4]) was proposed to extend rule languages to
account for the specifics of the legal domain and to manage legal resources. To fur-
ther develop the representation of the law in XML-based standards, the OASIS Legal-
RuleML TC held its first technical meeting on 19 January 2012 [9]. The objective of the
TC is to extend the RuleML family with features specific to the formalisation of norms,
guidelines, policies, and legal reasoning [3].

The work of the LegalRuleML Technical Committee has been focusing on four
specific needs:

1. To close the gap between natural language text description and semantic norm mod-
elling, in order to realise an integrated and self-contained representation of legal
resources that can be made available on the Web as XML representations [8].

2. To integrate technologies such as NLP and Information Extraction (IE) with Se-
mantic Web technologies such as graph representation and web-based ontologies
and rules.

3. To provide an expressive XML standard for modelling normative rules that is able
to satisfy the requirements of the legal domain. This enables use of a legal reasoning
level on top of the ontological layer in the W3C Semantic Web stack. This approach

L. Morgenstern et al. (Eds.): RuleML 2013, LNCS 8035, pp. 13-[18] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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seeks also to fill the gap between regulative norms, guidelines, and business rules
in order to capture and model the processes in them and to make them usable for
the workflow and business layer [6,7].

4. To support the Linked Open Data approach to modelling with respect to the seman-
tics of raw legal data (acts, contracts, court files, judgements, etc.) and also the rules
together with their functionality and usage. Without rules, legal concepts constitute
just a taxonomy [10].

The LegalRuleML TC work has been addressing these four main goals and has pro-
vided means to semantically model norms, guidelines, judgements, and contracts. The
outcome is intended to define a standard (expressed with XML Schema Definition Lan-
guage (XSD) and Relax NG) that is able to represent the peculiarities of the legal nor-
mative rules easily and meaningfully.

2 Methodology of the Tutorial

This tutorial presents the principles of the LegalRuleML applied to the legal domain
and discuss why, how, and when LegalRuleML is well-suited for modelling norms. To
provide a framework of reference, we present a comprehensive list of requirements for
devising rule interchange languages that capture the peculiarities of legal rule modelling
in support of legal reasoning. The tutorial comprises syntactic, semantic, and pragmatic
foundations, a LegalRuleML primer, a comparison with related other approaches, as
well as use case examples from the legal domain.

3 LegalRuleML Model

A key tenet of LegalRuleML is that the concepts and features of the language should
provide a conceptually faithful representation of legal textual provisions and the norms
they encode. To this end the language captures the following functionalities and pecu-
liarities of the legal domain.

— qualification of norms: legal documents can contains different types of norms (con-
stitutive, technical, prescriptive, etc.). Some norms are intended to define the terms
used in the document, others to produce normative effects, and others to describe
legal procedures.

— defeasibility of rules; norms are often written in a way that they admit exceptions.
Defeasiblity allows for a natural representation of exceptions and permits terms to
be defined in an open textured fashion.

— deontic operators: the function of prescriptive rules is to describe the normative ef-
fects that they produce (e.g., obligations, permissions, prohibitions, . . .), the parties
related to them, and the conditions under which such effects are produced.

— temporal management of the rules and temporal expressions within the rules: norms
are affected over the time in their validity and efficacy. LegalRuleML is able to de-
fine temporal instants and intervals that can be used to build complex legal events
and situations (e.g. date of publication, interval of suspension, interval of efficacy
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but not applicability). These temporal parameters are called external temporal char-
acteristics of the norm, and thus permit the representation of the temporal informa-
tion of the rules. The temporal characteristics can be associated with different rules
or with a part of the rule.

— jurisdiction of norms: norms emanated from different authorities, different loca-
tions, and different times. Relative to such differences, norms can produce different
effects. To properly model such contextual dependence, LegalRuleML associates
rules with the jurisdictions where the rules hold.

— isomorphism between rules and natural language normative provisions: norms have
a lifecyle - they are created, enter into force, can be modified, and can be repealed.
Where the language of the provisions changes, so too must the corresponding for-
mal expression in LegalRuleML (isomorphism). LegalRuleML provides for this
isomorphism by maintaining a link between the units of natural language textual
provisions and the sets of rules.

— authorial tracking of the rules: rules constitute an interpretation of the textual pro-
visions and so of the norms. Accordingly, it is important to trace who is author of
the interpretation to establish a level of trust in a ruleset or to identify the context
in which a ruleset is suitable to be used.

4 Metamodel of the Rule Properties

The LegalRuleML syntax is modelled using a metamodel founded on RDF triples. This
permits us to serialize LegalRuleML XML into RDF assertions for Semantic Web in-
teroperability and Linked Open Data integration. The tutorial presents this aspect of
the design. Rules have properties expressed in separate blocks in a generic way. We
have provided a mechanism for defining an identifier of type xsd:ID for property val-
ues, which is used as the fragment identifier in an IRI that may be efficiently referenced
through a relative IRI or CURIE. This “internal” IRI may act as an alias for exernal
IRIs, entities identified in external non-IRI identifier systems, and entities having no
external identifiers:

e <References> and <LegalSources> for referencing the textual provisions
that are modelled by the rules:

<lrml:LegalSource key="ref9"
sameAs="http://www.law.cornell.edu/wiki/lexcraft/
section_identifiers 1ii™

/>

e <TimeInstants> and <TemporalCharateristics> for capturing the ex-
ternal temporal dimensions of the rules are represented. For example, here we show the
period for entering into force and the period of efficacy:

<lrml:TimeInstants>
<ruleml:Time key="tl">
<ruleml:Data xsi:type="xs:dateTime">



16 T. Athan et al.

2012-07-21T00:00:002
</ruleml :Data>
</ruleml:Time>
</1lrml:TimeInstants>
<lrml:TemporalCharacteristics key="tblockl">
<lrml:TemporalCharacteristic key="nevl">
<lrml:forRuleStatus iri="lrmlv:Efficacious"/>
<lrml:hasStatusDevelopment iri="lrmlv:Starts"/>
<lrml:atTimeInstant keyref="#tl1"/>
</1lrml:TemporalCharacteristic>
</1lrml:TemporalCharacteristics>

e <Agent> and <Authority> are two classes for defining the agent and the au-
thority of the rules in order to represent the provenance of the rules:

<lrml:Agents>
<lrml:Agent key="autl"
sameAs="unibo:person.owl#m.palmirani" />
</lrml:Agents>
<lrml:Authorities>
<lrml:Authority key="congress"
sameAs="unibo:organization.owl#congress">
<lrml:type iri="lrmlv:Legislature"/>
</lrml:Authority>
</lrml:Authorities>

e The <Context> block associates property values to rules (in the example to rulel)
and also adds other important metadata such as jurisdiction, role, and strength (defeasi-
ble, defeater, strict):

<lrml:Context key="ruleInfol" hasCreationDate="#t8">
<lrml:appliesTemporalCharacteristics keyref="#tblockl"/>
<lrml:appliesStrength iri="lrmlv:Defeasible"/>
<lrml:appliesRole>
<lrml:Role iri="lrmlv:Author">
<lrml:filledBy keyref="#autl"/>
</lrml:Role>
</1lrml:appliesRole>
<lrml:appliesAuthority keyref="#congress"/>
<lrml:appliesJurisdiction keyref="jurisdictions:us"/>
<lrml:toStatement keyref="#rulel"/>
</lrml:Context>

This mechanism is flexible; it permits us to represent relationships with arity higher
than two (e.g. multiple authors, multiple textual sources), which guarantees multiple
interpretations over time of the same rule without redundancy. However, it is always
possible to transform them into an RDF triples serialization.
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5 LegalRuleML Skeleton

LegalRuleML may be composed using the following main blocks skeleton:

declaration of the internal identifiers for property values in the top of the XML.
association of the property values to the rules using <lrml :Association>.
rules, both constitutive and prescriptive, are modelled in one <lrml:
Statements> block.

facts are modelled inside of a second <1rml: Statements> block.

<lrml:LegalRuleML>
<lrml:References>
<lrml:Reference/>
</1lrml:References>

<lrml:Context key="ruleInfol-v2">
<lrml:Association>
<lrml:appliesSource
keyref="#sec2.1-1listl-itm31l-parl-v2"/>
<lrml:toTarget keyref="#rulebase-v2"/>
</lrml:Association>
</lrml:Context>

<lrml:Statements key="rulebase-v2">
<lrml:ConstitutiveStatement key="rulela-v2">
<ruleml:if> ...</ruleml:if>
<ruleml:then>... </ruleml:then>
</lrml:ConstitutiveStatement>
</lrml:Statements>

<lrml:Statements key="facts-v1">
<lrml:FactualStatement key="factl">
<ruleml:Atom key=":atomll">
<ruleml:Rel iri="#relb5"/>
<ruleml:Ind iri="#JohnDoe" />
</ruleml : Atom>
</1lrml:FactualStatement>
</lrml:Statements>
</lrml:LegalRuleML>

6 Tutorial Use Cases

The use of LegalRuleML is illustrated with some concrete application scenarios:

— in the eHealth domain, LegalRuleML can be used to model privacy issues and
security policies for managing document access according to the profile and the
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authorizations of the operator. By using LegalRuleML, it is possible to filter sensi-
tive data, according to the law/regulation, and to create particular views of the same
health record or document based on the role of the querying agent.

in the open data domain, LegalRuleML could model the creative commons li-
cences of datasets to permit an automatic IPR compatibility check among differ-
ent datasets, in particular to evaluate if different datasets could be combined for
producing a commercial application.

in patent law, LegalRuleML can model the judgments and the regulations in order
to support the industrial decisions.
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Abstract. This paper presents an original use of SBVR to help building
a set of business rules out of regulatory documents. The formalization
is analyzed as a three-step process, in which SBVR-SE stands in an
intermediate position between the Natural Language on the one hand
and the formal language on the other hand. The rules are extracted,
clarified and simplified at the general regulatory level (expert task) be-
fore being refined according to the business application (engineer task).
A methodology for these first two steps is described, with different op-
erations composing each step. It is illustrated with examples from the
literature and from the ONTORULE use cases.

1 Introduction

Formalizing natural language (NL) regulations is becoming an important chal-
lenge for rule systems.

Much more data are available in an electronic form that, let us say, ten years
ago. Most governments have set up electronic legal repositories to make their
national laws and regulations available (e.g. THOMAS in the US, Legifrance
in Francdd, the Bundestag site in Germanyﬁq). This is also the case of international
institutions (see the European Communityf] or the UNOR websites). Smaller
organizations such as regions, cities, Lander also produce and publish their own
regulations. On the private organizations side, most companies have both public
regulations for their customers, and internal ones for their employees.

These rules are involved in applications that mainly concern the opening
of rights and the conformance of processes. It is crucial that the formal rules

* We thank to our partners in the ONTORULE project for the fruitful discussions, es-
pecially John Hall (Model Systems) for introducing us to the SBVR world, Christian
de Sainte Marie for Decision Logic, and Audi for the collaboration on their use case.
We are also grateful to American Airline who is the owner of one of our working
corpora.

!http://thomas.loc.gov/home/abt_thom.html

2 http://www.legifrance.gouv.fr/

3 http://www.bundestag.de/

4Thttp://eur-lex.europa.eu

® http://www.un.org/

L. Morgenstern et al. (Eds.): RuleML 2013, LNCS 8035, pp. 19-B3] 2013.
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embedded in those applications be consistent with the published regulations.
Hence the need for extracting and building the formal rules from the NL ones.

This paper analyses this formalization process. It shows that it can be de-
composed into three main steps, in which SBVR Structured English (SBVR-SE)
plays an intermediate role between the natural and formal languages. Section
presents this challenging process that has been only partially addressed in the
state of the art and Section [l shows that it can be decomposed into three steps.
Sections [] and [l describe the main operations that are involved in the first two
of these formalization steps.

2 Formalizing NL Regulations: A Challenging Task

2.1 The Translation Task

Rule acquisition is a critical bottleneck for the development of business rules
management systems (BRMS) as for most knowledge based systems. The prob-
lem is three fold for knowledge engineers. They have to identify all the constraints
and rule information that are relevant for the domain of the rule application to
develop. They have to specify how these constraints and rule must be handled:
some are directly implemented in the decision system; some belong to general
policy that apply to the system users but that are not formally expressed in the
rule base; some are plain recommendations whereas other are strict constraints;
they may concern the structure of the organization to model as well as its pro-
cedures and the behavior of actors. Once the relevant information is identified
and its enforcement value defined, the knowledge engineers still have to encode
this information in a way that is machine-understandable.

This acquisition process is a complex task to handle. Fortunately, in many
cases — especially in conformance applications —, the relevant rule information
is already encoded in policy documents (e.g. contracts, legal regulations, user
guides). In those cases, the elicitation work can be based on existing and vali-
dated sources instead of experts’ introspection and interviews.

However, extracting and translating NL regulations into formal rules remains
an open issue [A13/9]. The translation of text fragments written in NL into formal
rules is difficult to automate, due to the reduced expressivity of formal languages
and to the complexity of NL discourse, which is redundant and verbose, often
elliptic and implicit, frequently ambiguous. Even the translation into SPARQL
of LN queries, which are much simpler than texts, is acknowledged as a complex
problem [24]. [§] considers a direct translation of legal texts based on a parsing
step, but it actually relies on a manual translation of abstract syntax trees in a
specific logical language.

2.2 The Problem of Uncommunicability

NL and formal rule languages stand on the opposite extremities of the formal-
ization continuum, which raises a problem of uncommunicability between the
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designation

designation for  for a fact type designation for
a noun concept a noun concept
|, |, |,
'.*- l'é' l'é'
abligatory that each rental car is owned by exactly one branch
£ A M
I | I
keywords for keyword: keyword:
a modality quantifier quantifier

{obligation)
Fig. 1. Example of an SBVR-SE business rule (www.brcommunity.com)

actors. The lack of domain knowledge and the complexity of NL explain the
difficulty of writing the formal rules from scratch for the engineer. Working with
texts requires a certain familiarity with the domain and a thorough understand-
ing of source regulations. The expert describes the rules according to his/her
knowledge of the organization for which the rule system is being developed. The
engineer has a different point of view, more focused on the system and its op-
eration as such. The expert finds it difficult to read the rule base when it has
been written in formal language. This raises many problems, such as regarding
the authoring of the rules in conformance to the source documentation and their
updating.

Issues related to these deadlocks have been raised [II3|9] and proposals have
been made to improve the actors collaboration. One of them consists in exploiting
a new language that acts as an intermediate between NL and formal languages.
Controlled languages (CL) have been proposed to play this role. They are more
precise, unambiguous, easier to understand — but also, less expressive — than
natural language.

2.3 The Complexity of Natural Language

Controlled languages are considered as an interesting substitute for NL, assum-
ing that they are readable for users and closer to formal languages than NL. In
the Business Rules domain, CLs are used in Oracle Policy Modeling Suitdﬁ, in
IBM SPARCLE policy workbench [5]. RuleSpeak [ﬁ% is a dedicated in use con-
trolled language, while Atempto Controlled Englishll is more generalist. SBVR,
(Semantics of Business Vocabulary and Rules) can be seen as a synthesis of sev-
eral efforts and as a standard independent of any specific natural language. It
has been accepted by the OMG (Object Management Group)ﬁ. We refer to the
English version of SBVR CL, namely SBVR Structured English (SBVR-SE).
SBVR relies on formulas (Figure [I) combining linguistic basic templates with
logical, modal or quantification operators.

S [www.oracle.com/technology/products/applications/policy-automation

"http://attempto.ifi.uzh.ch/site/docs/
8 http://www.omg.org
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However, the NL to CL translation is itself a complex task. Recently, [2] has
proposed NLQSBVRE, a tool to automatically translate NL into SBVR-SE, but
the reported experiments show that the complexity of the translation depends
on the complexity of the source sentences. Simple rule statements composed of
at most two clauses are translated with a 80% success rate but the translation
fails for complex ones.

Another way to handle the complexity of NL texts therefore consists in simpli-
fying them. Text simplification has long been studied. It is usually considered to
ease translation [22], to help human understanding (esp. in case of understand-
ing disorders [I5]), to prepare text summarization [I0J7], and in the context of
foreign language learning (see [0] for a general presentation). The notion of sim-
plicity actually depends on the target application. For instance, if a succession of
small sentences if preferable for foreign language learners, automatic translation
can process long sentences as soon as their internal structure is canonical.

Taking advantage of these works on controlled language and text simplifica-
tion, we propose to decompose the rule formalization into different steps and
to rely on SBVR-SE as an intermediate language that ease the transition from
natural to formal languages.

2.4 Organizing the Formalization Continuum

Several authors have considered degrees in the formalization process. [3] argues
that there is a ”continuum” between knowledge expressed in NL and formal
one. Considering controlled languages as intermediary stages in this continuum,
[23] points to two different views of controlled languages constituting steps in
the formalization: the naturalist one insists on simplicity, the formalist one on
eliminating ambiguity.

More focussed on the semantics of business rules, Decision Logic or Deci-
sion Modeling emphasizes the distinction between rules as specification of what
should be, and the operational view where rules state what to add. Operational
rules take or help to take decisions, i.e. make rational choices between several
outcomes [21] expressed in the language by some decision words (e.g. “Estimate”,
“Determine”, “Assess”, “Calculate”, “Accept” [12]) and which follow the speci-
fications. Operational rules are related to SBVR through the vocabulary, and to
a Process Model, since branching points in this model need a decision [14].

Decision Logic has to see with a precise inventory of all the conditions which
can influence a decision, and with how a decision is reflected in the system. At the
moment, there is no clear and agreed formal view of decision in the BR domain,
but OMG is currently elaborating a Decision Modeling Notation (DMN) which
is a first step in that direction.

® http://www.cs.bham.ac.uk/ isb855/nl2ocl/projects.html

10 Both terms have close but different meanings out of the business rules domain.
“Decision Modeling” is used in decision theory for a.k.o. simulation, where the goal
is to predict (long term) effects of a given decision. “Decision Logic” also deals
how decisions are made by individuals or groups in unforeseen conditions (e.g. in
emergency cases [16])
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Divide for Conquer

3.1 A Three-Step Process

The Division of Labor. We focus here on the modelization and formalization
of business rules. Some previous works [I] have shown that this tasks involves
two typical actors. Both acts as knowledge engineers but one is a domain expert
(the ezxpert) and the other one is more system oriented (the engineer):

The expert knows the domain of the target application, the organization in
which it is expected to take place and the available sources of information.
He/she has to identify what is the relevant information to take into account,
in the form of a draft rule base.

The engineer focuses on the rule system, that may not model the whole
organization but only a part of it. He/she knows how the system works and
he/she can implement rules in an operational language.

Formalization Steps. Based on this analysis, we propose to decompose the
formalization of rules into three separate steps.

1.

The first step produces CL out of NL. The transformation is made by an
expert who knows and understands the source texts. The task consists in
writing a new CL text that selects the rule information of the source text
that is relevant for the organization to model. The resulting text can be
considered as the specification of the rule base content.

. The second step improves the specification text in CL. The transformation is

made by the engineer in interaction with the expert. The engineer interprets
the rules. He asks the expert to check and complete his/her understanding of
the rule base. They may further filter out the text produced in the first step
if it contains some rules that are not directly applicable by the rule system.

. The last step aims at translating the specification text into formal language.

It requires a good knowledge of the target application and system.

3.2 SBVR, between Natural and Formal Languages

SBVR [18] is an OMG standard. It is not a language per se but a metamodel
designed for describing the business knowledge of complex organizations such as
enterprises, in a formal and detailed way. It enables to

assist experts in the specification and definition of the semantic model
(semantic vocabulary and rules) of the domain;

describe a business model in a precise, clear and unambiguous way;

specify various linguistic structures that cover a larger number of languages,
even if it is mainly used for English;

structurd] an organization business knowledge and business vocabularies;
make the business rules accessible both to the experts and engineers, thus
improving their inter-communication.

" http://www.omg. org/news/meetings/tc/mn/special-events/br/
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The definition of business vocabulary is not dealt with here, our single focus is
on using SBVR as an intermediary language. Business rules are written with the
help of a controlled language, SBVR-SE, which makes use of a typed business
vocabulary (Fig. [I]): business terms or concept names, named entities, phrases
which express fact types and facts linking Concept, as well as a set of (English)
grammatical words (e.g. 'the’; 'that’, ’another’, 'a given’) used as operators.
SBVR offers several types of operators. The most often used are:

— Logical operators, such as negation (it is not the case that p), conjunction
(p and q), disjunction (p or ¢), implication(if p then ¢, ¢ if p), equivalence
(p if and only if q).

— Modal operators, that modify the modal value of a fact from [contingently]
true to obligatory, possible or necessary. These operators are often inserted
in front of rules: ”It is obligatory that” and "It is necessary that”, resp.
for operative and structural rules.

— Quantifiers: a, an, each (universal quantification), at least one (existential
quantification), at most one, exactly one.

In the formalization process, our expectation with respect to SBVR is twofold.
In the first step, it is used to faithfully translate source texts while reducing the
complexity of natural language. The output is a list of autonomous rule (see
Fig. @) that can be further formalized independently of each other. In a second
step, it is used to reformulate the business rules so as to take the application
into account and to ease their formalization in the last step.

For instance, the textual rule 1 of the EU-Rent example can be first nor-
malized (Rule 29) and then turned into a decision rule (Rule 3). The last step
would translate this differently according to the rule language: production rules
and logic programming, for instance, have different technicalities to destroy and
create objects.

1. A rental has exactly one renter.

2. It is prohibited that the renter of a rental is changed.

8. If a renter asks to change the rental to a different renter, cancel the rental
and create a new one.

The first use of SBVR-SE concerns the expert task (from NL to CL) whereas the
second one consists in a CL to CL transformation, which refines the description
according to the end application. This last transformation usually requires a
negotiation between the expert and the engineer. We will see in Section [l that
it mainly consists in eliminating the modal operators, as suggested in:

The implementation impact of the alethic necessity tag is that any
attempted change that would cause the model of the business domain

12 We do not take for granted, as SBVR-SE does, that facts and fact types are specifi-
cally referred to by verb phrases.

13 Of course, other readings can be proposed but the normalization process involves
some interpretation choices.
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to violate the constraint must be dealt with in a way that ensures the
constraint is still satisfied (e.g., reject the change, or take some compen-
satory action). [I8], p102]

rental requests car model
rental specifies car group
car group includes car model

It is necessary that the car model requested by a rental is
included in the car group specified by the rental

Fig. 2. Example of an autonomous SBVR rule

4 From Natural Language to SBVR Rules

The acquisition methodology relies on the progressive transformation of the
source text into a set of self-sufficient rules written in SBVR-SE controlled lan-
guage. This process relies on four main operations, which are often interlinked:
the lexical normalization of the source text, the extraction of the relevant text
fragments, the syntactic normalization of these fragments, some semantic trans-
formation for restoring contextual and implicit information. The result of that
process is a set of rules written in valid SBVR-SE.

4.1 Lexical Normalization and Annotation of the Source Text

The lexical normalization is often performed on the whole source text. It is a
critical step for the whole transformation process. An annotation is a meta-data
or label attached to a word, phrase, sentence or section of the source document.
A normalized vocabulary entry is associated to the annotated segment. In our
framework, first annotated segments are elements of the conceptual vocabulary
or keywords.

The conceptual vocabulary contains all the terms that have a specific meaning
in the domain of the source regulation. For the acquisition of rules, we suppose
that a domain ontology already exists, that fixes the conceptual elements to use
in the rules [I7]. The conceptual vocabulary is composed of the set of terms
referring to the ontological concepts, individuals and roles. It can be encoded as
a SKOS thesaurus referring to a an OWL ontology [19] or as SKOS annotations
in the OWL ontology. The semantic annotation is the process that takes a text
and a lexicalized ontology as input and outputs the source text enriched with
annotations. It consists in localizing in the text all the mentions of the ontological
elements, whatever the form that these mentions may take, and annotating them
with a reference to the ontological element they refer to. Lexical normalization
consists in normalizing the lexicon of the source text since the various variants
of a term are all expected to be annotated with the same canonical form.
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The keyword list contains all the ”linguistic symbols [or grammatical words]
used to construct statements — the words that can be combined with other des-
ignations [from the conceptual vocabulary] to form statements and definitions”
[11] p.238]. Keywords are easier to recognize in the documents since they belong
to closed class of words and their form is generally more stable.

The initial annotation process therefore produces a text in which the mentions
of the ontological elements and the SBVR-SE keywords are annotated. They are
colored according to SBVR rules: orange for keywords, green, blue and red re-
spectively for the words and phrases that refer to concepts, roles and individuals.
The underlying analogy is that concepts corresponds to "noun concepts”, roles
to ”verb concepts” and individuals to ”individual concepts” in the SBVR termi-
nology, although we do not assume that there us a strict parallelism between the
part-of-speech categories (nouns wvs. verbs) and the conceptual ones (concepts
vs. roles) as SBVR-SE does.

Since the annotation process does not cover the whole text, the resulting an-
notated text usually mixes black segments and some colored words and phrases.
It looks like an SBVR ”informal representation”, since "not every word is anno-
tated ('tagged’) in accordance with a notation that can be mapped to SBVR”
11} p.152]. It is nevertheless a precious input for the extraction, normalization
and transformation process that outputs a rule base specification.

4.2 Extraction of Rule Fragments from the Source Text

Once the text has been automatically annotated, the knowledge engineer has
to identify in the source document the fragments (sentences or sequence of sen-
tences) that convey rule information and to mark them as candidate rules that
probably need to be reformulated but are nevertheless relevant for the target
rule application.

Identifying these rule fragments in the source text is a complex task and the
initial annotation eases this work. The knowledge engineer can focus on the
passages that are most marked with annotation and extraction patterns can be
designed on the basis of remarkable configurations of keywords.

The selection of a fragment consists in the creation of a candidate rule, which
is identical at the beginning to the source fragment but which will be further
transformed.

4.3 Lexical and Syntactic Normalization of the Rule Fragments

The variability and polysemy of natural language makes it necessary to give a
canonical form to the initial statements. This normalization process concerns
both the lexicon and the syntax.

One part of the lexical normalization is carried out through the semantic
annotation process, since different words and phrases are annotated in the same
way if they are alternate labels of the same ontological entity. For instance, in
some contexts member, members and participants can be considered as synonyms
and may all refer to the same concept.
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However, it often happens that some relevant mentions are missed by the
semantic annotator: the knowledge engineer has to identify new occurrences of
relevant ontological entities. Another problem comes from the polysemic words
which may not be properly handled by an automatic semantic annotator. In
some context, city hall does not refer to a building but to an organization or
even to the people involved in that organization. Advanced annotators which
take the context into account can take care of these disambiguation cases but
they are less performant than others.

Syntactic constructs also have to be simplified and normalized. A lot of syntac-
tic constructs are not supported by a controlled language like SBVR-SE because
they are ambiguous or difficult to understand. Some clauses must be reordered
within the sentences, enumerations must be split, complex sentences must be
simplified by erasing the irrelevant clauses, coordinations have to be decom-
posed. A single candidate rule may give way to two or more separate and simpler
candidate rules. Some rules must also be transformed to stick to the canonical
syntactic structure of the target language that is supposed to be unambiguous
and easy to understand.

For instance, the following sentences can be decomposed into several ones,
which makes the initial statement easier to understand and to exploit.

1. Neither accrued mileage, nor award tickets, nor upgrades are transferable
by the member upon deatl.

Accrued mileage is not transferable by the member upon death. Award tickets
are not transferable by the member upon death. Upgrades are not transferable
by the member upon death.

2. The membership year, which is the period in which your elite benefits are
available, runs from March 1 through the last day of February of the following
year.

The membership year is a period. Member’s elite benefits are available in
the membership year. The membership year runs from March 1 through
the last day of February of the following year.

4.4 Semantic Transformation

Transformations at the semantic level are also often required to restore some
elements of context or implicit piece of information that condition the interpre-
tation of the rule. The semantic transformation does not preserve the apparent
meaning of the source fragment but aims at decontextualize it, providing context
independent formulations, fixing some possible ambiguities, deleting irrelevant
stylistic fragments.

For instance, in the UNO regulation n°16 dealing with car manufacturers
quality tests, it often happens that a generic term like test is used in a sentence
where it is clear from the context that it has a specific meaning and actually
stands for e.g. micro-slip test, which refers to a specific type of tests. When the

14 This example has been extracted form the American Airlines terms and conditions.
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rule statement is isolated from its context, the generic term must be replaced by
the more specific one so that the initial meaning is preserved.

More complex transformations involve the whole sentence. In the following
case, the knowledge engineer separated the extracted fragment into two different
SBVR rule statements and then made explicit the modality ”hidden” in the use
of a future tense.

1. No mileage credit will be awarded for canceled flights or if you are accom-
modated on another airline.

2. If a member is accommodated on another airline, then it is obligatory that
no mileage credit is attributed. If a flight is cancelled, then It is obligatory
that no mileage credit is attributed.

5 From Normalized Rules to Decision Rules

At the end of the normalization and simplification process, the output is SBVR-
conformant text. It is a set of business rule statements which are admittedly
formal in the sense of the SBVR standard:

Business rule expressions are classified as formal only if they are
expressed purely in terms of fact types in the pre-declared schema for
the business domain, as well as certain logical/mathematical operators,
quantifiers, etc. Formal statements of rules may be transformed into
logical formulations. [I8, p.85]

However, the initial goal — having rule directly translatable into rules of an au-
tomated decision system — is still not reached. The problem comes from the
difference between the regulatory level ontology and the application specific on-
tology. A semantic gap lies between rules infering deontic modalities and rules
infering concrete actions. We consider two points. First, new entities are needed,
dedicated to represent the conditions of the decision. Second, a rule modal state-
ment has to be translated into decision terms.
Three examples from different domains are used to illustrate these points.

5.1 Introducing New Specialized Entities

Very often, deciding if the conditions are fulfilled needs to introduce new spe-
cialized entities. This is best illustrated through examples.

Example 1. The first example, bellow, is related to the UNO regulation n°16.
Concerning the breaking load test after cold-conditioning (bl-cc test for short),
the regulation states the fragment 1. At the normalization level, it appears that
"When’ has a temporal value rather than a conditional one. It indicates a step of
the process (actually, the fourth step — previous ones being omitted for the sake of
brievity). ’And’ has also a temporal value. It introduces a next step. Naming the
steps is a facility for decomposing the rules (see version 2, duration considerations
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are provisionally left aside). Taking into account the delays also needs to give a
full status of entities. This leads to add two notions, load-duration and removal-
measure-delay (see version 3). More hidden is the fact that the greater the load
duration, the more severe is the obligation, so the delay is a minimum.

1. When the strap has been kept under load for 30 minutes in the same low-
temperature chamber, the mass shall be removed and the breaking load shall be
measured within 5 minutes after removal of the strap from the low-temperature
chamber.

2. Step 4 of bl-cc test is: the strap is kept under load in the low-temperature
chamber.

Step 5 of bl-cc test is: the mass is removed.
Step 6 of bl-cc test is: the breaking load is measured.
8. The load-duration is the time between the start of step 4 and of step 5.
It is obligatory that the load duration be greater than 30mn.
The removal-measure-delay is the time between the removal of the strap from
the cold-chamber after step 5 and the end of step 6.
It is obligatory that the removal-measure-delay be less than 5 mn.

Example 2. The second example comes from the EU-Rent case of [I§]. EU-
Rent is a car renting company. The extracted fragment (version 1) is related
to branches but nothing is specified for the pick-up and return of cars from
and to branches. The knowledge engineer has introduced a specific rule, dealing
with the effective and specified drop-off locations (version 2). The obligation is
discussed in the following section but we can see here how the ontology is refined
to allow writing this version. The fact type “a car is returned to a branch” is
broken down into several fact types with the help of added domain vocabulary.
New vocabulary (in bold face) and fact types are gathered in fragment 3.

1. A Local area contains a number of Branches for Rental Car pick-up and
return. A rental booking specifies [...] the EU-Rent branch from which the
rental is to start. Optionally, the reservation may specify a one-way rental
(in which the car is returned to a branch different from the pick-up branch)

2. It is obligatory that the rental incurs a location penalty charge if the drop-off
location of a rental is not the EU-Rent site that is base for the return branch
of the rental.

3. A return branch has a base. The base of the return branch is an EU-Rent
site. A rental has a drop-off location. The drop-off location is the base
of the return branch.

5.2 Exhibiting Decision Variables

When transforming normalized rules into decision rules, the main point consists
in getting rid of the modal operators, while preserving as most as possible the
meaning of the source fragment in its context. A second operation therefore
consists in making explicit some variables related to the decision to take, which
often remains implicit.



30 F. Lévy, A. Nazarenko

Example 1. The first example is from Haley’s blo7 which describes the
formalization of the rules to qualify for the earned income credit (EIC). The
source text is a guide provided by the administration to the applicant. The first
extracted rule is the version 1 of the following example (slightly simplified for the
sake of brievity). The normalization (version 2) requires to restore a premise from
the context (the person is applying for EIC), clarify cardinalities (if you have
two children, you do not have one) and normalize the obligation. Haley points
that “must” is misleading here since the proposition under its scope is not an
obligation for the applicant, rather a condition of success. His re-statement of
the rule is merged in version 3. “Being qualified for the EIC” is a new concept.
It does not describe the specific data related to the applicant, as do the income
and the number of children. It states that the data are not conformant wrt. the
intended model. We call these variables decision variables.

1. If you have one qualifying child, your Adjusted Gross Income (AGI) must be
less than $29,666.

2. If a person applies for the EIC and this person has exactly one qualifying
child, then it is obligatory that this person’s AGI is less than $29,666.

8. If you apply for the FIC and you have exactly one qualifying child and your
AGI is more than $29,666, then you do not qualify for EIC.

Example 2. Let us return to the breaking load test after cold-conditioning
introduced in section 5.1l If the obligations stated in 1 are not fulfilled, no valid
conclusion can be drawn from the test. This is different from a failure, which is
the case when a valid breaking load is obtained with a value is under a given
threshold. Tt is of course not a success either. A decision variable (validity of the
bl-cc test) is introduced to account for that in version 2.

1. It is obligatory that the load duration be greater than 30mn.
It is obligatory that the removal-measure-delay be less than 5 mn.
2. If the load duration is less than 30mn, the bl-cc test is invalid.
If the removal-measure-delay is more than 5 mn, the bl-cc test is invalid.

Example 3. The EU-Rent case has a main obligation specified by the rental
booking (statement 1). It is again accounted with the help of a decision variable
(version 2).

1. It is obligatory that the pick-up location be the start branch of the rental.
It is obligatory that the drop-off location be the return branch of the rental.
2. If the drop-off location of the rental is not the base of the return branch of
this rental, then this rental is non-conformant-for-return.

The technique proposed here clearly separates two questions. The decision-
variables are used to reflect in the model that an obligation has not been fulfilled.

15 http://haleyai.com/wordpress/2008/03/28/harvesting-business-rules—-from-
the-irs/
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In this case, they are introduced in the conclusion of rules, which conditions are
obtained from the first SBVR modeling step, from specialized modeling entities
and the (negated) first order content of the obligation. This raises a correlated
question regarding what to do when the obligation is actually violated. Sec-
tion [5.3] addresses this point.

5.3 Specifying Actions

Deciding what to do when a decision point has been reached involves more ap-
plication specific knowledge than the previous ones, because regulations remain
relatively application independent and do not examine things beyond the obli-
gation. Possible answers can be divided into three groups :

— Abandon, stop the process, do nothing;

— Retry the same process, after modifying one of the conditions;

— Use a remedial subprocess as a continuation after the decision point. The re-
medial process is often not mentioned by the regulation, and the application
specialist generally has a major role in its description.

The first group is illustrated by the EIC case, at least when the application is
to help the user to fill a statement of income and a EIC form. The resulting rule
could be 1. Of course, other actions are possible. Formally, the EIC case could
also yield to 2 and 3.

1. If you do not qualify for the EIC, then don’t fill the EIC form.
2. If you do not qualify for the EIC, then reduce your AGI [to $29,666].
3. If you do not qualify for the EIC, then apply for one more child.

The second group is illustrated by the UNO Regulation n°16 case. The resulting
rule can be

If the bl-cc test is invalid, then the test must be started afresh with a new
strap.

The last group is illustrated by the EU-Rent case. The following rule is suggested
by the knowledge engineer. The process is neither abandoned, nor redone. The
drop-off is accepted as is, but the charge is increased.

If a rental is non-conformant-for-return, this rental incurs a location
penalty charge.

The above examples show that what remains to be done, once the rules are well-
formed SBVR-statement, is of a different nature from the normalization steps.
This is the reason why we argue that the knowledge engineer who normalizes
the source text and formalizes the resulting candidate rule should be different
actors. The first step is driven by the source text and a general idea of the
organization to model. The second one directly depends on how the candidate
rules must be operationalized, and which part of this operational semantics is
relevant for the rule system — for deciding, checking or warning. It makes sense
that these interpretations be made before implementation and remain accessible
to business people through SBVR.
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6 Conclusion

In order to formalize NL regulations into production rules, we have argued for
a three steps process. We have focused here on the first two, which both rely
on a controlled language but reflect different tasks devoted to different actors.
The clarification of the regulation is under the responsibility of a general-level
expert. Its refinement also involves an engineer who knows how the rule system
works. We have argued that SBVR is convenient as a controlled language. It
allows expressing the new formulations while remaining understandable by busi-
ness people who want to remain in charge of the rule authoring. Then we have
described a methodology for acquiring rules from regulatory texts and trans-
forming them into production rules, providing different operations for each step.
The methodology is illustrated with examples from the literature and from the
ONTORULE use cases. It shows the importance of SBVR and more generally
controlled languages as flexible intermediate languages at the border between
natural and formal languages.
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Multi-agent Activity Modeling
with the Brahms Environment
(Abstract of Tutorial)
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There is increasing interest in developing “day in the life” models and simula-
tions of people’s behavior, the interaction between groups of people and systems,
as well as movement and interaction within the environment. Cognitive model-
ing tools (e.g. SOAR, ACT-R) focus on detailed modeling of individual cognitive
tasks at the sub-second level. In contrast, Brahms enables multi-agent activity
modeling, focusing on higher-abstraction behaviors at the second and longer
timeframe. Activity modeling enables modeling the behaviors of individuals and
groups (located and situated), how and where communication and synchroniza-
tion happens, and how people and machines work together to accomplish goals.
This tutorial will provide an overview of the Brahms multi- agent activity model-
ing language by considering a simple day in the life scenario, including hands-on
experience with Brahms.

Brahms includes an activity-oriented Belief-Desire-Intention (BDI) language,
a compiler and virtual machine for executing Brahms models, as well as an
Eclipse plug-in and a post-execution viewer of agent execution, communication
and interaction. Brahms enables the creation of multi-agent models that include
aspects of reasoning found in cognitive models, task execution, plus the impact
of interaction and geography, such as agent movement and physical changes in
the environment. Brahms is currently used to automate the work of a flight
controller in NASAs International Space Stations Mission Control Center (ISS
MCC). This system, called OCAMS, has been in production in the ISS MCC,
24x7, since July of 2008, and is based on a Brahms model of the work practices
of the flight controllers. OCAMS is a distributed Multi-Agent System.

Prerequisite knowledge: A useful background to have is some experience in
rule-based languages, agent architectures, especially belief-desire-intention ar-
chitectures and discrete-event simulation.
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Research Center. He is co- inventor of the Brahms multi-agent language. He
is also a fellow with the Interactive Intelligence group at Delft University of
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Technology in the Netherlands, where he taught graduate courses on multi-
agent and organizational modeling. He has a Ph.D. in Al and Cognitive Science
from the University of Amsterdam and an engineering degree in Informatics
from the University in The Hague, The Netherlands. He has presented many
invited lectures and tutorials on agent languages, agent-based simulation, and
multi-agent systems, and has published widely in these areas.
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in Government Contexts Including NIEM
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David Webber
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Managing information privacy and access policies is a critical need and technical
challenge. Desired solutions should be both ubiquitous and syntax neutral, yet
at the same time incorporate a simple and lightweight approach that meets legal
policy requirements through the application of clear, consistent, and obvious
assertions.

Today we have low-level tools that developers know how to use for imple-
mentation, and we have legal documents created by lawyers, both of which may
address privacy and access concerns. However, there is a chasm between these
two extremes.

The solution we are introducing will:

Enable business information analysts to apply and manage policy profiles;
— Provide a clear separation between content and policy artifacts;

Allow reuse of policies across content instances;

Provide a clear declarative-assertions-based method, founded on policy ap-
proaches developed by the business rules technologies community;
Leverage open software standards and tools.

This talk reports on joint work with Daniela Florescu, Oracle.
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Abstract. Representation of spatial information for the Semantic Web often in-
volves qualitative defined information (i.e., information described using natu-
ral language terms such as “North”), since precise arithmetic descriptions using
coordinates and angles are not always available. A basic aspect of spatial infor-
mation is directional relations, thus embedding directional spatial relations into
ontologies along with their semantics and reasoning rules is an important practi-
cal issue. This work proposes a new representation for directional spatial infor-
mation in ontologies by means of OWL properties and reasoning rules in SWRL
embedded into the ontology. The proposed representation is based on the decom-
position of cone shaped directional relations (CSD-9) offering a more compact
representation and improved reasoning performance over existing approaches. A
3D representation is proposed as well and both 2D and 3D representations and
reasoning are evaluated.

1 Introduction

Ontologies are formal definitions of concepts their properties and their relations. They
form the basis of knowledge representation required for materializing the Semantic Web
vision. Semantic Web technologies are used for automating tasks handled manually by
users, tasks such as organizing a trip. Understanding the meaning of Web information
requires formal definitions of concepts and their properties, using the Semantic Web
Ontology definition language OWL. OWL provides the means for defining concepts,
their properties and their relations and allowing for reasoning over the definitions and
the assertions of specific individuals using reasoners such as Pellet. Furthermore, rea-
soning rules can be embedded into the ontology using the SWRL rule language.

Spatial information is an important aspect of represented objects in many application
areas. Spatial information in turn can be defined using quantitative (e.g. using coordi-
nates) and qualitative terms (i.e., using natural language expressions such as “East”).
Qualitative spatial terms have specific semantics which can be embedded into the on-
tology using reasoning rules. In previous work [[1] such a representation is proposed for
both bi-dimensional (2D) spatial and temporal information in OWL.

Current work deals with the case of directional spatial information and proposes a
new representation for such information which is more compact then the representa-
tion used in [[L]. Specifically, instead of asserting one directional relation between two
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points, such as “North-West”, two relations are asserted (e.g., “North” and “West”).
The first relation represents the relative placement of points along the North-South axis
and the second along the East-West axis. Both relations correspond to cone shaped re-
gions in the plane and their definitions and semantics are introduced in the current work.
Reasoning is applied on each set of relations separately, achieving a decomposition of
cone-shaped directional relations. Using the proposed representation both the number
of required relations and the corresponding reasoning rules are significantly reduced
offering increased reasoning performance. Specifically the required number of OWL
axioms and SWRL rules for 2D representation have been reduced to 106, compared to
964 in [1]].

The compactness of representation and the increased reasoning performance allows
for extension of the proposed representation for three-dimensional (3D) space. To the
best of author’s knowledge this work is the first that proposes the optimized represen-
tation based on the decomposition of directional relations, and also the first that deals
with 3D representation of directional relations in OWL ontologies.

Current work is organized as follows: related work in the field of spatial knowledge
representation is discussed in Section [2l The proposed representation is presented at
Section 3 and the corresponding reasoning mechanism at Section [4l The extension to
three-dimensional space is presented at Section [3] followed by evaluation in Section
and conclusions and issues for future work in Section [7}

2 Background and Related Work

Definition of ontologies for the Semantic Web is achieved using the Web Ontology
Language OWLI. The current W3C standard is the OWL 2/} language, offering in-
creased expressiveness while retaining decidability of basic reasoning tasks. Reasoning
tasks are applied both on the concept and property definitions into the ontology (TBox)
and the assertions of individual objects and their relations (ABox). Reasoners include
among others Pelletﬁ, Fact+-+ﬂ, RacerPr(ﬂ KAONQH and Hermiﬂ. Reasoning rules can
be embedded into the ontology using SWRIR. To guarantee decidability, the rules are
restricted to DL-safe rules [4] that apply only on named individuals in the ontology
ABox. Horn Clauses (i.e., a disjunction of classes with at most one positive literal),
can be expressed using SWRL, since Horn clauses can be written as implications (i.e.,
- AV =B...V C canbe written as A A B A ... = (). The efficiency of reasoning over
Horn clauses using forward chaining algorithms is a reason for choosing this form of
rules. The antecedent (body) of the rule is a conjunction of clauses. Notice that, nei-
ther disjunction nor negation of clauses is supported in the body of rules. Also, the

"http://www.w3.org/TR/owl-ref/
2http://www.w3.org/TR/owlZ—overview/
3http://clarkparsia.com/pellet/
4http://owl.man.ac.uk/factplusplus/
Shttp://www.racer-systems.com/
6http://kaonZ.semanticweb.org/
7http://hermit—reasoner.com/
8http://www.w3.org/Submission/SWRL/
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consequence (head) of a rule is one positive clause. Neither negation nor disjunction
of clauses can appear as a consequence of a rule. These restrictions improve reasoning
performance but complicate qualitative spatial reasoning, since disjunctions of clauses
typically appear in the head of a spatial reasoning rule.

Qualitative spatial reasoning (i.e., inferring implied relations and detecting inconsis-
tencies in a set of asserted relations) typically corresponds to Constraint Satisfaction
problems which are N P, but tractable sets (i.e., solvable by polynomial algorithms) are
known to exist [3]]. Formal spatial representations have been studied extensively within
the the Semantic Web community. Relations between spatial entities in ontologies can
be topological, directional or distance relations. Furthermore, spatial relations are dis-
tinguished into qualitative (i.e., relations described using lexical terms such as “South”)
and quantitative (i.e., relations described using numerical values such as “45 degrees
North”)..

A representation of topological relations using OWL class axioms has been proposed
in [6], but an alternative representation using object properties offered increased per-
formance [5]. Embedding spatial reasoning into the ontology by means of SWRL rules
applied on spatial object properties forms the basis of the SOWL model proposed at [[1]].
Based on the representation proposed at [1]] the dedicated Pellet-Spatial reasoner [15] has
been extended for directional relations in the CHOROS system [7] (Pellet-Spatial sup-
ports only topological relations). CHOROS achieved improved performance over the
SOWL model but the spatial reasoner in not embedded into the ontology, thus requir-
ing specific software which must be properly adjusted whenever modifications into the
ontology occur. Furthermore, it does not offer support for 3D representation. SOWL on
the other hand offers greater flexibility since it can be used and modified freely using
only standard Semantic Web tools such as the Protégé editor and the Pellet reasoneifl. In
this work an improved representation of directional spatial relations based on decom-
position of relations on each axis is proposed, analogously to the approach proposed for
temporal interval relations in [2].

3 Spatial Representation

Directional relations in this work are represented as object properties between OWL
objects representing points. For example if Pointl if North Of Point2 user as-
serts the binary relation Pointl North Point2, or equivalently North(Pointl, Point2).
This approach is similar to the approach used in [[1] for directional relations as part
of the SOWL model. In [1] between two points 9 different directional relations (CSD-
9 relations) can be defined, namely North (N), NorthEast (NE), East (E), SouthEast
(SE), South (S), SouthWest (SW), West (W), NorthWest (NW) and Identity, correspond-
ing to cone shaped regions (and the identity relation for identical points) in the two-
dimensional (2D) space presented in Figure[Il This set of relations, known as CSD-9,
is a special case of the modified star calculus presented in [8]], when the lines separating
the cone-shaped areas belong to only one of these areas. In this case reasoning over
basic relations is decided by path consistency and it is tractable [8]. Also additional

® SWRL spatial reasoning rules and CHOROS are available on the Web at:
http://www.intelligence.tuc.gr/prototypes.php
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NW NE

SW SE
S

Fig. 1. Cone Shaped Directional Relations (CSD-9)

relations representing disjunctions of the above 9 relations are introduced in [1]], since
these additional relations are required for implementing reasoning rules similar to the
rules proposed in Section Bl This leads to a complicated representation requiring 33
relations and 964 SWRL rules and OWL axioms [[1]].

Reducing the complexity of representation is necessary in order to improve perfor-
mance and to allow for efficient 3D representation and reasoning. A representation
based on projections on each axis and reasoning over the pairs of relations on these
one-dimensional spaces, instead of cone shaped regions in bi-dimensional space, has
been proposed as well in [1]. Note that this projection based representation has different
semantics than the cone-shaped representation, thus it can not be consider as an alter-
native to it. For example, using the projection based approach, if a point is located far
east relatively to another point and slightly north of it, following the projection based
approach relations Fast and North will hold at the horizontal and the vertical axis
respectively, thus and the NorthFEast relation. Following the cone-shaped approach
only the relation East holds which is conceptually right according to the way humans
usually refer to directional relations.

In this work we follow the cone-shaped approach but relations are decomposed into
two sets of relations, one for the East-West axis (horizontal) and one for the North-South
axis (vertical) is case of 2D representation. Relations on each set are jointly exhaustive
and pairwise disjoint but for each pair of points two relations, one from each set can
hold. For example point A can be North and Fast of point B corresponding to the
North-East CSD-9 cone-shaped relation.

The basic relations on each set are: North, South, Equal-Vertical and Identical-
Vertical for the first set as presented in Figure 2l and East, West, Equal-Horizontal and
Identical-Horizontal for the second set presented in Figure[3l Lines separating the cone-
shaped regions belong to only one of the adjacent regions. By convention they belong to
the North and South relations in the set of Figure Pland to the East and West areas
in in case of relations of Figure Bl Also relations Identical-Horizontal and Identical-
Vertical are sub-properties of the Identical property and also equivalent properties.
Furthermore the implementation of the reasoning mechanism from Section F] requires
the definition of additional properties representing the disjunction of basic ones. These
relations are the Equal-North (representing the fact that a point is equal vertically or
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north of another) and Equal-South (representing the fact that a point is equal vertically
or south of another) in the first set. In the second set the additional relations are Equal-
East and Equal-West representing disjunction of equality with relations Fast and West
respectively. Notice that, in total 8 basic and 4 additional relations are required for rep-
resentation and reasoning in this work, compared to 9 basic and 33 total relations for
directly implementing 2D cone-shaped CSD-9 relations.

Equal-Horizontal Equal-Horizontal

Fig. 2. North-South Relations

Equal-Vertical

Equal-Vertical

Fig. 3. East-West Relations

Additional OWL axioms required for the proposed representation; basic relations
on each set are pairwise disjoint e.g., North is disjoint with South. Also North is
inverse of South and Fast is inverse of West. Relations Identical-Horizontal and
Identical-Vertical are symmetric. Relations Equal-North, Equal-South are the inverse of
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each other, and the same holds for relations Equal-East and Equal-West. Summarizing,
the proposed representation is conceptually equivalent to the cone-shaped representa-
tion of [1]. By decomposing the relations into two different sets the required number
of relations is reduced to 8§ basic relations and 4 additional ones. Between each pair of
points, (in case of regions the points represent their centroid) two basic relations can
hold. Specifically, decomposition of CSD-9 relations into proposed relations is defined
as follows:

Nespo(z,y) = North(z,y) A Equal-Vertical(z,y)
NE¢cspo(z,y) = North(z,y) A East(z,y)
Ecspo(z,y) = Equal-Horizontal(z,y) A East(x,y)
SEcspo(z,y) = South(z,y) A East(x,y)
Scspo(x,y) = South(z,y) A Equal-Vertical(x,y)
SWespo(z,y) = South(z,y) A West(x,y)
Wespo(z,y) = Equal-Horizontal(z,y) A West(x,y)
NWespo(z,y) = North(z,y) A West(z,y)
Identitycspo(x,y) = Identical-Horizontal(x,y) A Identical-Vertical(z,y)

4 Spatial Reasoning

Reasoning is realized by introducing a set of SWRL rules operating on spatial
relations. Reasoners that support DL-safe rules such as Pelle{'] can be used for in-
ference and consistency checking over directional relations. Defining compositions of
relations is a basic part of the spatial reasoning mechanism. Table[[lrepresents the result
of the composition of two directional relations of Figure 2 (relations North, South,
Equal-Horizontal and Identical-Horizontal, are denoted by “N”,*“S” “FEqH”, “IdH”
respectively).

Table 1. Composition Table for North-South Directional Relations

Relations N S EqH IdH
N N N,S,EqH,IdH N, EqH N
S N,S,EqH,IdH S S, EqH S
EqH N, EqH S, EqH N,S, EqH,IdH EqH
IdH N S EqH IdH

Table [2l represents the result of the composition of two directional relation pairs of
Figure 3 (relations Fast, West, Equal-Vertical and Identical-Vertical, are denoted by
“E” W S“EqV”, “IdV” respectively).

http://www.w3.org/Submission/SWRL/
i http://clarkparsia.com/pellet/
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Table 2. Composition Table for East-West Directional Relations

Relations FE w EqV Idv
E E E,W,EqV,IdV  E,EqV E
w E, W, EqV,1dV w W, E