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PREFACE

In 2003, Astrium Space Industries carried out for ESA a study on the future
needs for dedicated satellite gravity missions. (ESA contract no 396 2/01/NL/
GS). The title of this study was ‘‘Enabling Observation Techniques for Future
Solid Earth Missions’’. The technological part of the study was based on a
thorough assessment of the future needs in Earth sciences for more precise
and refined gravity models.

For this purpose a workshop was organized from 30 January to 1 February,
2003 at the International Space Science Institute (ISSI) in Bern/Switzerland
where a group of Earth scientists exchanged their ideas with the objective
given above. This collection of articles is based on the outcomes of this
workshop. All articles underwent a review process according to general sci-
entific standards.

The support of ESA and of ISSI is gratefully acknowledged. We also thank
Springer�s Astronomy and Astrophysics department for the pleasant coop-
eration during the preparation of this volume.

Munich, 14 June 2005 Jakob Flury and Reiner Rummel
Guest Editors
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GEOID AND GRAVITY IN EARTH SCIENCES – AN OVERVIEW

R. RUMMEL
Institut für Astronomische und Physikalische Geodäsie, TU München

(E-mail: rummel@bv.tum.de)

(Received 28 September 2004; Accepted 14 March 2005)

Abstract. Precise global geoid and gravity anomaly information serves essentially three different kinds of

applications in Earth sciences: gravity and geoid anomalies reflect density anomalies in oceanic and

continental lithosphere and the mantle; dynamic ocean topography as derived from the combination of

satellite altimetry and a global geoid model can be directly transformed into a global map of ocean surface

circulation; any redistribution or exchange of mass in Earth system results in temporal gravity and geoid

changes. After completion of the dedicated gravity satellite missions GRACE and GOCE a high standard

of global gravity determination, both of the static and of the time varying field will be attained. Thus, it is

the right time to investigate the future needs for improvements in the various fields of Earth sciences and to

define the right strategy for future gravity field satellite missions.

Keywords: Geoid, GOCE, GRACE, gravity field, satellite geodesy

After completion of the two dedicated gravity field missions GRACE and
GOCE our knowledge of the global gravity field and of its temporal varia-
tions will be improved tremendously. The remaining uncertainties (commis-
sion errors) in geoid and gravity up to certain spatial scales will be as
summarized in Table I. Temporal variations will have been monitored over a
time span of five years with a spatial resolution of 200 km and at a mm-level
in terms of geoid and 0.05 mGal-level in terms of gravity.

This implies that for future missions the need for improvements beyond
these achievements is to be investigated. In (Beutler et al., 2003) the state of
art of gravity modelling after GRACE and GOCE has been discussed. It is
based on the discussions at a workshop held at the International Space
Science Institute (ISSI) at Bern/Switzerland in March 2002. The present
collection of articles is focusing on the science issues and on the challenges of
future gravity missions. The articles are the outcome of the ESA study
‘‘Enabling Observation Techniques for Future Solid Earth Missions’’. The
present introductory article is a modified version of (Rummel, 2003) con-
tained in (Beutler et al., 2003). Improvements could be in terms of geoid and
gravity precision over the entire range of spatial and temporal scales, spatial
resolution (below 65 km for the static field and below 200 km for the time

Earth, Moon, and Planets (2005) 94: 3–11 � Springer 2005

DOI 10.1007/s11038-005-3755-8



varying field), temporal resolution, time span of our record and isolation or
identification of individual effects.

Assuming that such improvements are possible, in principle, the following
central questions arise:

– What areas of geosciences would profit from such improvements?
– What are the corresponding science issues?
– Is there a certain priority with and sequence in which these issues should be
addressed?

Actually, the answer to these questions is the objective of the articles of
this issue. A good point of departure are the assessments done for GRACE
and GOCE.

In (ESA, 1999) an assessment of the scientific need of improved gravity field
knowledge is given from the perspective of the GOCE mission. Thus, in par-
ticular the improvement of the static field for geophysics, oceanography,
geodesy, glaciology and sea level research has been considered there. The re-
sults are summarized inTable II, taken from (ESA, 1999; Table 4.1, p. 80). The
science rationale of theGRACEmission is based on a similar exercise, compare
(Committee Earth Gravity from Space, 1997). There the emphasis is on the
time variable gravity field. The science issues are summarized in Table III.

Three types of applications of the gravity field in earth sciences have to be
distinguished. First, any redistribution or exchange of mass in the earth’s
system results in a change of the earth’s gravity field. Thus, themeasurement of
these temporal variations will serve the analysis of geophysical transport
processes. Second, the geoid (the equipotential surface at mean sea level)
corresponds to the surface of a hypothetical ocean at rest. The quasi-stationary
deviation of the actual ocean surface as measured by altimeters from the geoid,
the dynamic ocean topography, can be directly related to ocean surface
circulation. Third, the differences between the actual geoid and the surface of a
model earth are called geoid anomalies. Analogously the difference between
actual gravity and that of such a model earth is denoted gravity anomalies.
Both, geoid and gravity anomalies are a measure of the deviation of the actual
mass distribution from that underlying the adopted model. The employed
Earth model can have any degree of sophistication. The geoid and gravity

TABLE I
Static field: Geoid and Gravity Uncertainties after GRACE and GOCE

Geoid(mm) Gravity(mGal) Spatial Scale(km)

1 0.03 200

10 0.2 100

45 2.0 65
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anomalies reflect unmodelled dynamic processes in the oceanic and conti-
nental lithosphere and in the upper mantle.

1. Geoid and Gravity Anomalies

Geoid anomalies reflect primarily mass anomalies of large to medium scale
spatial extent; gravity anomalies are more related to medium and short scale
features. Both, geoid and gravity anomalies, represent density contrasts in the
lithosphere and upper mantle. The expectation is that after GOCE geoid
anomalies are known with a precision of 1 cm and gravity anomalies with
one of 0.1 mGal, both with a spatial resolution of better than 100 km. With
future satellite gravity field missions the spatial resolution can probably be
increased to 50–60 km. In addition, the global consistency, reliability and
precision of the GOCE results could be improved further. This implies that

TABLE II
Static gravity field, scientific requirements in preparation for GOCE

Application Accuracy Spatial resolution

Geoid

(cm)

Gravity

(mGal)

Half wavelength-D

(km)

Solid earth Lithosphere/upper

mantle density

1–2 100

Continental

lithosphere

Sedimentary

Basins rifts

Tectonic motions

1–2 50–100

1–2 20–100

1–2 100–500

Sesismic hazards 1 100

Ocean lithosphere/asthenosphere 0.5 100–200

Oceanography Short scale 1–2 100

0.2 200

Basin scale �0.1 1000

Ice sheets Rock basement 1–5 50–100

Ice vertical movements 2 100–1000

Geodesy Levelling by GPS 1 100–1000

Unified height systems 1 100–20000

INS �1–5 100–1000

Orbits �1–3 100–1000

Sea level change Many of the above applications, with

their specific requirements, are relevant

to studies of sea level change
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future missions could, on the one hand, recover missing details, such as the
gravity signals due to rift zones or smaller sedimentary basins, and on the
other hand, increase the certainty and level of detail of already known gravity
features. Very likely, any improvement in resolution beyond 50 km cannot be
measured from space. It would have to be deduced from airborne and ter-
restrial measurements.

At least as important as improvement of global gravity knowledge beyond
that of GOCE is its adequate use in geophysical modelling. Earth sciences
suffer from a profound lack of direct information about the dynamics and
composition of the earth’s interior. Everything is derived in an indirect
manner. The three primary sources are, most importantly, the analysis of the
propagation of seismic waves and, the earth’s magnetic and gravity field. All
further information is either even more indirect or not globally representa-
tive. There is, for example, surface topography, glacial isostatic adjustment,
tectonic motion, earth rotation, the laboratory analysis of crust and mantle
material and planetology. The trend is towards more and more compre-
hensive earth modelling, taking most or all of this information into account;
global models or models tailored toward specific geophysical phenomena.
Seismic tomography has brought a wealth of information about the

TABLE III
Time variable gravity field, scientific requirements in preparation for GRACE

Geodynamic effect Magnitude Spatial

resolution (km)

Main periods

Geoid

(mm)

Gravity

(lgal)

Tides (oceans, soild earth) 100–150 50–5000 Daily, semi-daily,

semi-monthly

Atmosphere (IB, NIB,

vertical intergation)

15 200–2000 Annual, seasonal,

daily, others

Oceans (sea level, currents) 10–15 100–2000 Seasonal, secular

Hydrology (snow, rains,

runoff, precipitation,

evaporation, reservoirs,

ground water)

10 10–1000 Daily to annual

Postglacial rebound 10 1000–10000 Secular

Polar ice and glaciers 5 100–1000 Secular

Soild Earth

d Earthquakes 0,5 10–100 Single events

d Volcanism 0,5 10–100 Single events

d Tectonics ? >500 Secular

d Core and Mantle ? >5000 Secular
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dynamics of the earth interior. However, due to the nonlinear character of
the seismic inversion problem and, in addition, due to the uneven distribu-
tion of seismic sources and seismic stations, some fundamental limitations
remain, compare e.g. (Snieder and Trampert, 2000). Like seismic inversion,
the estimation of the interior density structure from geoid or gravity
anomalies is an inverse problem. Its character and its null space are very
different, however, from that of seismic tomography. Therefore, the combi-
nation of the two could lead to significantly improved earth models. May be
the greatest deficiency is currently the uncertainty in the rheological
parameters. This aspect is discussed in (King, 2002). The interpretation of
geoid anomalies has significantly improved in recent years. Examples are
(Cazenave et al., 1986; Simons and Hager, 1997; Lithgow-Bertelloni and
Richards, 1998; Kaban et al., 1999; Vermeersen, 2003). Also the joint
inversion has made progress, see e.g. (Zerbini et al., 1992) or (Negredo et al.,
1999). Nevertheless, global integrated earth modelling in the above sense is
still only in an early stage.

2. Dynamic Ocean Topography

Dynamic ocean topography is the quasi-stationary deviation of the actual
ocean surface from the geoid (the hypothetical ocean surface at rest). It can
be determined from the difference of the actual ocean surface, as measured by
satellite altimetry, from an accurate geoid model. It requires the time variable
part to be eliminated (by means of averaging and models). Ocean topography
is only one to two meters in amplitude. It requires, both, the altimetric
surface and the geoid to be determined with centimeter precision. When
analyzing future needs, after GRACE and GOCE, several questions have to
be addressed:
– Once the geoid could be derived with sub-centimeter precision, can the
quasi-stationary ocean surface be determined with the same precision, too?

– What means quasi-stationary? At what temporal and spatial scales does
ocean topography change? What are the shortest spatial scales at which a
quasi-stationary dynamic topography can still exist? What is their
relationship to the Rossby-radius of deformation (It characterizes a
spatial-scale boundary. At scales larger than this, the ocean circulation is
largely described in terms of geostrophic balance in response to applied
forcing (ESA, 1999))?

– How to deal with the so-called omission part of the geoid, i.e. that (short
scale) part of the geoid that cannot be sensed from space?
Almost certainly GOCE will not meet all requirements of oceanography in

terms of spatial resolution and precision. An ultimate goal could be the
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determination of the geoid with a precision of 1 cm and with a spatial res-
olution of shorter than 50 km.

A point of interest could be the translation of the concept of direct
measurement of dynamic topography to atmospheric modelling. In ocean-
ography the dynamic topography determines the barotropic flow, see (Open
university course team, 1989). The same concept holds for the atmosphere.
Atmospheric sounding by GPS yields the geometry of the signal paths along
with atmospheric pressure. Together with a global gravity field model the
deviations between equipotential and equipressure surfaces could be derived,
in principle.

3. Temporal Variations of the Gravitational Field

Gravity variations with time are the result of mass re-distribution in atmo-
sphere, oceans, hydrosphere, glacial areas and within the earth or of mass
exchange between these components. Most of these processes are associated
to global change phenomena and are essential for the establishment of mass
balance within the earth system.

Furthermore, our understanding of the response of our planet to tidal
forcing and the study of mass changes in the deep interior (inside the fluid
outer core and at the core/mantle boundary) will greatly benefit from the
measurement of time changes of the gravity field. Generally, temporal
variations are very small; they occur in a wide range of time scales from
sudden events, sub-daily, daily, seasonal, to long periodic and secular; they
cover all spatial scales, too, from changes in flattening (see e.g. the recent
work by Cox and Chao, 2002 and Cazenave and Nerem, 2002), via phenomena
related to ocean or continental areas, to regional or local events such as
those related to ground water variations of estuaria or to earthquakes,
respectively.

The field of measurement of gravity time variations by satellites is largely
open. Apart from the analysis of the time changes of the very low zonal
harmonics from LAGEOS tracking data, GRACE is the first serious attempt
in this direction. The basic challenges are, (1) the small size of the effects to be
measured, (2) the broad range of time scales to be covered, (3) the separation
of the individual contributions, and (4) aliasing. A medium term strategy
must therefore take into consideration the following elements:
– monitoring: a concept based on a series of missions,
– appropriate sampling in space and time: this may lead to the requirement
of formation flight of several satellites,

– complementary space missions and data sets needed for the separation of
individual contributions and for comprehensive modelling.

8 R. RUMMEL



4. Planetary Missions

The same concepts of dedicated gravity satellite missions, such as satellite-to-
satellite tracking and satellite gradiometry, are applicable to the study of
moon and planets, too. Thus, their role for planetary missions should be
considered as well. Radar or optical images of surface features (craters,
coronae, plateaus, rifts, ridges, roughness versus smoothness), and detailed
models of gravity and topography are primary tools of modern planetology.
The textbooks by Schubert et al. (2001) or Watts (2001) give an impressive
insight into the wealth of information that can be deduced from this infor-
mation about the current state of our planets.

Yet, the gravity models employed for these investigations exhibit serious
deficiencies: Lunar gravity models suffer seriously from the lack of directly
observed far side data. Gravity models of Moon, Mars, and Venus suffer to
some extent from the spatial variations of the tracking geometry of the
connection Earth observatory to planetary orbiter and from the limited
variety of orbit parameters of the orbiters. Despite the seemingly high
spherical harmonic resolution of the gravity models, their actual significance
does often not exceed degree and order 20 or 30, in particular for the moon
where far side data is missing. Gravity information from all other planets,
planetary sub-satellites and asteroids is derived from fly-byes or orbit per-
turbations. So far these data only provide the most elementary gravity related
information.

5. Conclusions

Once the scientific issues and priorities are identified the questions of their
realization by means of space experiments need to be addressed. Already
GRACE and GOCE are from the technological point of view extremely
challenging missions. Thus, it will not be easy to get to further improvements.
In order to build a strategy essentially three variables are at our disposal.
These are:
– The choice of the experiment altitude (from extremely high as for lunar
ranging or LAGEOS-type satellites to extremely low, even lower than the
GOCE orbit) and of the other orbit parameters (in particular inclination
and eccentricity). Thereby the experiment altitude is used as a natural low
pass filter and the other orbit parameters are employed in particular for the
creation of certain sampling characteristics of single satellite or multi-
satellite missions.

– The optimization of spectral signal resolution, which is in essence the
compensation of field attenuation by means of differential measurements.

9GEOID AND GRAVITY IN EARTH SCIENCES



This is the core of the gradiometric concept, where the choices of the length
of the sensor arm, i.e. the distance between test masses (whether single
atoms inside a sensor device or individual satellites) is of fundamental
importance.

– The overall performance (precision) of the complete gravity sensor system.
This includes considerations concerning the precision of the core sensors
(accelerometers, gradiometer, l-wave link), the required control systems,
the (number of) spatial sensor directions, the dynamic range of the system,
sampling and de-aliasing strategies.
It will then be the art of finding the optimal synthesis of scientific priorities

and the design of mission concepts.

6. Review of Scientific Requirements

In the articles of this issue the need for ‘‘post-GRACE + GOCE’’ gravity
improvements will be studied for all fields of Earth sciences and with no prior
preference. These fields are geodesy, solid Earth geophysics (from core to
crust), hydrology, oceanography, ice sheets and glaciers, sea level, atmo-
sphere, and planetology. The objective is to identify the science issues to be
addressed, the corresponding requirements in terms of precision and spatial
and temporal resolution, necessary complementary information and their
priority.
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FUTURE SATELLITE GRAVIMETRY FOR GEODESY
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Abstract. After GRACE and GOCE there will still be need and room for improvement of the knowledge

(1) of the static gravity field at spatial scales between 40 km and 100 km, and (2) of the time varying

gravity field at scales smaller than 500 km. This is shown based on the analysis of spectral signal power of

various gravity field components and on the comparison with current knowledge and expected perfor-

mance of GRACE and GOCE. Both, accuracy and resolution can be improved by future dedicated gravity

satellite missions. For applications in geodesy, the spectral omission error due to the limited spatial

resolution of a gravity satellite mission is a limiting factor. The recommended strategy is to extend as far as

possible the spatial resolution of future missions, and to improve at the same time the modelling of the

very small scale components using terrestrial gravity information and topographic models. We discuss the

geodetic needs in improved gravity models in the areas of precise height systems, GNSS levelling, inertial

navigation and precise orbit determination. Today global height systems with a 1 cm accuracy are required

for sea level and ocean circulation studies. This can be achieved by a future satellite mission with higher

spatial resolution in combination with improved local and regional gravity field modelling. A similar

strategy could improve the very economic method of determination of physical heights by GNSS levelling

from the decimeter to the centimeter level. In inertial vehicle navigation, in particular in sub-marine,

aircraft and missile guidance, any improvement of global gravity field models would help to improve

reliability and the radius of operation.

Keywords: Geodesy, gravity field, heights, GNSS levelling, inertial navigation

1. Introduction

All currently available geoid or gravity models are based on satellite orbit
analysis, satellite radar altimetry in ocean areas, terrestrial and shipborne
gravimetry and topographic models. Long-term observation and analysis
resulted in global gravity field models such as the Earth Gravity Model
EGM96 (Lemoine et al., 1998). Despite of the wealth of input data and
sophistication of the computational processes these models are still rather
heterogeneous in terms of resolution and accuracy. At present, a major step
forward in gravity field knowledge is achieved by a first generation of dedi-
cated gravity field satellite missions, CHAMP (Reigber et al., 2003), GRACE
(Tapley et al., 2004b) and GOCE (ESA, 1999).
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In geodesy the requirements of geoid and gravity field are particularly
high. Highly accurate and homogeneous gravity field information is needed
for the establishment of unified global height systems and for the calculation
of physical heights from ellipsoidal GNSS heights. Precise and homogeneous
height systems are important for engineering purposes as well as for Earth
sciences, e.g. for sea level studies. With GRACE and GOCE, considerable
improvements will be achieved, but the requirements in terms of accuracy
and spatial resolution will not be fully met. Inertial navigation and precise
orbit determination are other geodetic fields requiring very accurate gravity
field knowledge.

A new and very challenging field is the observation and analysis of the
time variable gravity field due to mass variations in atmosphere, oceans,
continental water cycle, ice covered areas and solid Earth (Committee, 1997;
Ilk et al., 2005). The satellite mission GRACE enables a first view on this
field, but many open questions will remain. With GRACE, and even more
with future satellite gravity missions, temporal gravity field variations will
become an important subject of geodetic research. For adequate analysis and
modelling, a close cooperation between geodesy, geophysics, oceanography,
glaciology, hydrology and other Earth sciences is mandatory.

There exist reliable mathematical ‘‘rules’’ about the average behaviour of
the gravity field and geoid under the assumption of stationarity and isotropy.
These rules are power spectra of average signal power, expressed in terms of
spherical harmonic degree variances or degree rms. We use such power
spectra as a starting point for a discussion of the state-of-the-art, of short-
comings and future needs in gravity field knowledge, cf. Section 2.1. At short
wavelengths gravity information is insufficient or non-existent. For wave-
lengths smaller than 100 km, this situation will remain unchanged even after
the completion of the first generation of dedicated gravity field satellite
missions. Statistically, the unknown small-scale gravity signal is dealt with as
omission error, cf. Section 2.2. Much more uncertain than the stationary
gravity field characteristics is the signal size and behaviour of the time var-
iable gravity field, cf. Section 2.3. The stationary and time variable gravity
field signal amplitudes and length scales give the background for the sub-
sequent analysis of future geodetic requirements and possible improvements
by future satellite missions, cf. Section 3.

2. Gravity Field and Geoid: State-of-the-Art

2.1. STATIONARY GEOID

In the following we discuss the signal amplitudes of the Earth’s gravity field
at various wavelengths and spatial scales, respectively. The discussion is
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based on Figure 1 where degree rms values from spherical harmonic geoid
expansions are shown. The figure also explains where the current geoid
information comes from and where there is room and need for improvement.

– The two central lines are those denoted ‘‘Tscherning-Rapp’’ and ‘‘Kaula’’.
They represent models of the geoid signal size (in meters) as a function of
spherical harmonic degree or average spatial scale (half-wavelength in
kilometers). They are based on satellite and terrestrial data translated into
a simple mathematical expression (rule of thumb). At small length scales
these curves are extrapolated and pure speculation. In addition, they
assume homogeneous signal characteristics all over the globe. Neverthe-
less, the two rules give an excellent impression of the overall (logarithmic)
signal strength decrease with increasing spherical harmonic degree.

– The line for the Earth Gravity Model EGM96 shows the signal decrease of
the geoid based on real data. It is derived from satellite, terrestrial and
altimetric gravity information. Its maximum spherical harmonic degree is
360 (about 60 km). It fits well between the Tscherning-Rapp and Kaula
lines.
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local data flat land
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global topography 

compensated topography 

EGM96

GRACE
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GOCE error 
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Figure 1. Single content of the static gravity field, shown between spherical harmonics degree
100 and 2000, in terms of geoid signal degree rms-values, as well as GRACE and GOCE error
rms-values. See the explanation in the text.
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– The ‘‘global topography’’ line is based on a geoid computation from the
gravity potential of all visible topographic masses (and ocean depths)
assuming constant density. It seriously overestimates the geoid signal
strength because it neglects any isostatic compensation of topographic
masses.

– Therefore, in a second computation, mass compensation has been taken
into account using a simple Airy compensation model. Now the ‘‘com-
pensated topography’’ line fits well to the measured EGM96 line. One can
also observe that at smaller length scales, say below 50 km, topographic
masses are not compensated anymore according to this model.

– From the GRACE and GOCE error curves one can deduce the state-of-art
of geoid knowledge after GRACE and GOCE, respectively.

– At short wavelengths (10–40 km) two representative areas were selected
with very good terrestrial gravity data coverage: a local test area in the
Alps, which results in the geoid spectral line ‘‘local data Alps’’ and an area
of similar size but flat, resulting in the spectral line ‘‘local data flat land’’.
One observes the large difference in amplitude (one order of magnitude).

– Finally, for the Alpine test area, the geoid spectrum has been computed
after subtracting the effect of the topographic masses; this is the ‘‘local data
Alps (top. reduced)’’ line. It is much closer to the Kaula model spectrum,
but more important, it demonstrates that at short wavelengths the major
part of the observed geoid can be explained by the visible topographic
masses of the area and its surroundings (cf. Flury, 2002, 2005).

Improving the static gravity field by means of a new gravity field satellite
mission means to penetrate into spatial scales between 40 and 100 km. Scales
larger than 100 km will be very well resolved by GOCE; at scales smaller than
40 km the signal amplitude is quite small, and a major part of it can be com-
puted from topographic models. In between, neither sufficient global gravity
data (of good quality) nor adequate topographic data are currently available.

The degree rms curves in Figure 1 are derived as follows: For global
models, degree variances cl are obtained from spherical harmonic coefficients
of degree l and order m

cl ¼
X
m

ðc2lm þ s2lmÞ;

their square roots give the degree rms values. For the local data sets (gravity
anomalies), empirical signal autocovariance models C(w) related to the
spherical distance w have been determined and converted to degree variances
(Wenzel and Arabelos, 1981; Forsberg, 1984):

cl ¼
Z W

w¼0

CðwÞPlðcoswÞ sinwdw:
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Pl (cos w) are Legendre polynomials. The integration is performed up to an
appropriate maximum distance w. The gravity anomaly degree variances
obtained from local data can be represented by simple power laws (cf. Flury,
2005) and converted to geoid heights. The GRACE and GOCE error models
are obtained from mission simulations, cf. Sneeuw et al., this issue.

2.2. GEOID OMISSION PART

Any satellite gravity field mission will measure the global geoid with a certain
precision and a certain spatial resolution. The size of the signal not resolved
by the measurements constitutes the so-called omission part. For most geo-
physical science applications a certain finite spatial resolution is sufficient,
corresponding e.g. to the grid spacing of a finite element model. Then the
omission part does not enter into considerations as long as the geoid reso-
lution fits to the model resolution. For some other applications, the full geoid
information is needed at individual points on earth, i.e. the full spectral
content from zero to infinity. In those cases the omission part enters into the
error budget. The omission part can be reduced by improving the spatial
resolution of a space mission or by adding local geoid information as derived
e.g. from local gravity surveys and topographic data.

Figure 2 shows the geoid omission part in centimetres as a function of
spherical harmonic degree in the window between degree 300, which rep-
resents the situation after GOCE, and degree 700, which a future mission
could possibly resolve, corresponding to the range of 70–30 km half-
wavelength, respectively. The full omission error, shown by the black line, is
still rather high, decreasing from 28 cm at degree 300 to 10 cm at degree
700. It should be noted, however, that by adding local gravity information
in a circle of radius 0.5�, 1�, 2� or 5� (50 km, 100 km, 200 km, 500 km)
around the computation point the omission error can be reduced signifi-
cantly. The error for a 0.5� radius cap is of special interest: such an area
could – even if no local data were available – be filled up with about 100
terrestrial gravity measurements very fast and economically in sufficient
accuracy.

2.3. TIME VARIABLE GRAVITY FIELD

The geoid and gravity are changing with time due to the tides of sun, moon
and planets, due to mass movements and mass exchange in Earth system and,
as a secondary effect, due to deformation of the Earth’s surface as a conse-
quence to such mass motions. The changes are small, ranging from below a
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mm to a few dm for the geoid, they occur at all time scales from secular to
sudden and at all spatial scales from global to very local. From terrestrial
gravity measurements the global pattern of Earth tides is known rather well;
also temporal changes due to postglacial rebound or secular crustal move-
ments are nowadays well measurable. All other effects, such as changes in
groundwater level or ocean or atmospheric loading are so far difficult to
identify and quantify by in-situ measurements. From satellite orbit analysis
time variations in the very low degree zonal spherical harmonic coefficients
can be determined rather well. Their physical interpretation proves difficult,
however (Cazenave and Nerem, 2002; Cox and Chao, 2002). The situation is
expected to improve significantly with the monthly sets of spherical harmonic
coefficients from GRACE, from which changes in atmospheric pressure,
ocean bottom pressure or in the hydrological cycle will be derived, compare
Wahr et al. (1998) and Tapley et al. (2004a, b).

Like it is done for the static gravity field, it is common practice to rep-
resent the signal strength of the various contributions of temporal geoid
variations in terms of signal degree variances. On the one hand, this allows to
compare the spectral signal characteristics of the individual geophysical
signals; on the other hand, one can compare the various signals with the
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Figure 2. Omission error modeled using Tscherning/Rapp degree variance model. For each
spherical harmonic degree the omission part up to infinity is shown, assuming that the signal
up to this degree is covered by a geopotential model. The omission error reduces greatly when
local gravity data for a relatively small cap size is added, with spherical cap radii of 0.5�, 1�, 2�
or 5�.
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expected spectral characteristics of the measurement noise of space missions
and deduce thereof indications about their observability. There are two dif-
ficulties with this approach. First, for some of the geophysical signals
knowledge about their temporal and spatial behaviour is rather poor; con-
sequently the degree variance lines may be unrepresentative. Second, some of
the considered phenomena are confined to land or ocean or certain geo-
graphical regions, which makes the use of spherical harmonic degree vari-
ances somewhat problematic. Thus, the spectra are to be seen with a certain
‘‘grain of salt’’.

In essence, the temporal variations can be divided into two classes: those
that need to be studied by future gravity field satellite missions and those
that are to be considered as ‘‘disturbances’’. A special class of disturbances
arises from periodic, high frequency geophysical phenomena that map as
‘‘alias’’ into the spectral range of interest due to the peculiar space-time
sampling of a satellite. In particular, semi-diurnal and diurnal phenomena
such as the tides of the solid Earth, oceans and atmosphere belong to this
category.

Figures 3 and 4 give an impression of the spectral geoid signal of some
geophysical effects. Comparison with the geoid degree rms-values of the
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static field, Figure 1, explains the smallness of the time variable signals.
Figure 3 shows the geoid degree rms-values of the annual variations of the
atmosphere and of the annual and semi-annual variations of the oceans. All
three spectra are derived from corresponding time series of daily data. Their
uncertainty is rather large. In order to get an impression of their observability
the expected noise spectrum of GRACE is included as well (see Wahr et al.,
1998; Wünsch et al., 2001). It can be seen that time variable signals can be
derived by GRACE up to about degree and order 35, or at length scales of
about 500–600 km. Figure 4 shows some daily and monthly geoid variations
(daily atmosphere from ECMWF, daily ocean from MIT ocean circulation
model, and – with a high uncertainty – monthly changes in the hydrological
water cycle). These three time series may cause aliasing problems, depending
on the sampling strategy of future gravity field satellite missions (see Gruber,
2001; Wünsch et al., 2001). The GRACE expected noise spectrum is added
for completeness.

Based on this analysis of the signal behaviour of stationary and time-
variable gravity and geoid and the current state-of-the-art of commission and
omission error one can now turn to gravity and geoid applications in geodesy
and (in the following articles) in Earth sciences.

Degree

D
eg

re
e 

S
ta

n
d

ar
d

 D
ev

ia
ti

o
n

 in
 G

eo
id

 H
ei

g
h

t 
[m

]

10

10

20

20

30

30

40

40

50

50

10-6 10-6

10-5 10-5

10-4 10-4

10-3 10-3

Atmosphere daily ECMWF
Ocean daily MIT
Hydrology monthly Europe
GRACE Error Prediction

Figure 4. Geoid degree rms-values of the daily variations in atmospheric density, the daily
mass changes of the oceans monthly changes in the hydrological cycle. For comparison, the

expected GRACE noise spectrum is added.

20 J. FLURY AND R. RUMMEL



3. Geodetic Requirements

It is common to all applications of gravity and geoid information in geodesy,
mapping, geomatics and engineering that point values or differences of point
values are needed. The only exception is orbit determination. This implies
that the band limited geoid and gravity information deduced from satellite
measurements is only part of the required total geoid and gravity point
values. The missing complementary, small scale part has to come from local
airborne, shipborne or terrestrial gravimetric surveys and from topographic
models. After GOCE this is the signal part above spherical harmonic degree
250, see Rummel (2004, this issue). If the small scale geoid and gravity
contribution is neglected, a rather high omission error has to be accepted, as
was discussed in Section 2. While after GOCE the geoid error at degree and
order 250 will amount to a few cm only, the omission part is about 30 cm 1 r
error.

Thus, what would be the proper strategy in these fields for the future?

(1) An improvement of GOCE precision without any improvement in
resolution would reduce the geoid commission error from a few cm
after GOCE to the sub-cm level. However, this will not result in major
breakthroughs in view of the large omission error.

(2) An improvement in spatial resolution from a maximum degree of 250
to, say, degree 700 (or 30 km) would decrease the remaining omission
error from 30 to 10 cm. This would help considerably, but it may prove
very difficult to get such high resolution from space techniques.

(3) Reduction of the omission error by means of local gravimetric surveys
and topographic models: In a concerted effort – based on new, well
controlled measurement campaigns, re-analysis of existing data sets
and new high resolution terrain models – the local omission error can
be reduced to the cm-level.

As a consequence, the strategy must be: (a) Extension of the spatial res-
olution of future dedicated satellite missions, beyond degree 250 without loss
of accuracy, and (b) reduction of the omission error for selected regions and
applications to the cm-level.

3.1. HEIGHTS

In most countries, well defined and official ‘‘heights above sea level’’ are
made available and maintained for use in engineering, mapping, cadastre,
geo-referencing as well as for use in science. These are so-called physical
heights which means they carry information about the direction of flow of
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water. National height systems usually refer to sea level and are tied to a tide
gauge at an arbitrarily selected point. This results in offsets between height
systems at borders and across oceans or ocean straits. For Europe, the offsets
are in the order of some decimetres and are rather well known, with an
accuracy of 1–10 cm (Figure 5, from Sacher et al., 1999). For some
continents they are unknown and may be much larger. Physical heights are
derived by spirit levelling plus gravimetry. This approach has the tendency
to accumulate systematic errors that may amount to several cm or even dm
on a continental scale (Haines et al., 2003), in addition to the tide gauge
offsets.

Ideally, ‘‘heights above sea level’’ should be ‘‘heights above the geoid’’,
i.e. in an ideal case all height systems should refer to one and the same
level surface. Only then physical heights all over the earth would become
comparable, which would lead to the establishment of a world height
reference system. One would be able to decide whether an arbitrary coastal

Figure 5. Offsets between national height systems in Europe (in cm), from Sacher et al. (1999).
Countries in the same colour are connected to the same datum point (tide gauge). By courtesy
of Bundesamt für Kartographie und Geodäsie, Frankfurt.
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point in Australia would be higher or lower than a second point some-
where in Europe. This is of some importance for regional and global
mapping, geo-referencing and geo-information, and it is of great impor-
tance for global sea level and ocean circulation studies. Tidal records
would become comparable globally, too (see Figure 6). The required geoid
accuracy is below 10 cm (commission plus omission part) or on the long
term below 1 cm. Official institutions like the US National Geospatial-
Intelligence Agency NGA strive for a continental or global accuracy of
2 cm. After GOCE, a height system accuracy of approximately 5–10 cm –
commission and omission error – will be achievable for all areas where a
sufficient coverage of local gravity data is available to deal with the
omission part (see Section 2; Arabelos and Tscherning, 2001; Rummel,
2002). For a 1 cm accuracy, however, one has to take into account local
data up to much larger distances, and a satellite mission with higher
resolution is needed.

For engineering purposes (construction of bridges, long tunnels, canals)
precise physical height differences and deflections of the vertical are needed.
The local character of these applications emphasizes the need for very
precise local gravimetric and topographic information and relaxes the
requirement for very precise global (satellite derived) geoid and gravity
models. However, for these applications an increased resolution of the
geopotential models would lead to cost reduction in the sense that less effort
would be required to check and refine the geoid and height reference locally,
e.g. that the amount of required local gravity observations would decrease
substantially.

Figure 6. Examples for links between tide gauges (crossing the Antarctic Circumpolar

Current), for which high precision geoid differences are required for ocean circulation
modelling.
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It has to be noted that for areas with considerable vertical land move-
ments the time variability of the geoid has to be taken into account to
maintain the well defined height reference. This applies especially to Canada,
Scandinavia and Antarctica, where the geoid variation due to postglacial
rebound reaches up to 2 mm/year corresponding to a 20 cm change over a
century, but it also applies to low land countries (see Vermeersen, 2004, this
issue). Vertical tectonic movements – typically up to some mm/year (Lam-
beck, 1988) – are expected to cause considerably smaller geoid changes
(Marti et al., 2003). However, on the long run it may also be necessary to
consider geoid variations due to tectonics for precise height systems.
Therefore, geodesy would also benefit from an improved determination of
secular geoid time variations.

3.2. GNSS LEVELLING

Nowadays, by means of GPS and other space positioning methods,
absolute point positions or position differences can be derived at the cm-
level or sub-cm level, respectively, depending on the sophistication of the
measurement setup. There is a clear trend to even higher precisions once
the next generation of satellite navigation systems with more precise clocks
as well as better atmospheric monitoring become available. 3-D point
positions or position differences can be directly transformed into geo-
graphical coordinates or coordinate differences and ellipsoidal heights or
height differences. In combination with a precise geoid model, ellipsoidal
heights can be conveniently translated into physical heights (heights above
the geoid). This technique circumvents the tedious, time-consuming tradi-
tional geodetic levelling and avoids the systematic errors inherent to this
method. Precondition is, however, the availability of absolute geoid heights
or height differences with a precision comparable to that of the ellipsoidal
heights derived by means of GNSS. This is to say the required geoid
precision (commission and omission part) has to be at the cm or sub-cm
level.

Already now the technique of GPS-levelling is applied worldwide at a
much more moderate level of accuracy. The fields of application are engi-
neering (construction of streets, bridges, tunnels, canals), mapping and geo-
information, exploration and many more. The method is the only economic
way to get a well defined height reference in unsurveyed areas, be it in
developing countries or in the polar regions. It is of special interest for areas
where permanent height benchmarks cannot be built, e.g. for inundation
zones, where the benchmarks get destroyed by every flood.

Where no local gravity data in good quality are available, GNSS levelling is
affected by the full geoid error (commission and omission) of a geopotential
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model. This error will be – depending on the distance between stations – at a
few cm after GOCE. It could be lowered down to the centimeter level by a
satellite mission resolving spatial scales of the geoid up to spherical harmonic
degree 700.

Figure 7 (from Ihde et al., 2002; see also Denker and Torge, 1998) shows
today’s state-of-the-art, where even in a well surveyed area like Europe the
geoid errors amount to several dm in general, in some cases even to more
than 1 m.

Figure 7. Errors for GNSS Levelling using the geoid model EGG97 (Denker and Torge,
1998), based on EGM96 geopotential model and a very large terrestrial gravity data base. By

courtesy of Bundesamt für Kartographie und Geodäsie, Frankfurt.
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3.3. INERTIAL NAVIGATION

The core sensors of any inertial measurement unit (IMU) are a set of three
orthogonally mounted accelerometers and gyroscopes. The IMU may be
rigidly fixed to the moving platform (strapped down system); then the
accelerometers and gyroscopes must be able to cope with the full dynamics of
the platform motion. Alternatively the IMU may be isolated from the
rotational degrees of freedom of the motion by means of a gimbal system
(space fixed or local level system). In any case, the accelerometers measure
the sum of vehicle motion and gravitational attraction.

In order to isolate the accelerations due to vehicle motion, which are
then integrated once or twice to give vehicle velocity or position differ-
ences, respectively, the gravitational accelerations have to be subtracted.
As there is no way to measure them independently they have to be pro-
vided by some gravity model. Any imperfection in this model will result in
a systematic error, and after integration this error will quickly accumulate
to large drifts in the calculated velocities and positions. In vehicle navi-
gation, where many zero-velocity updates (ZUPT’s) can be incorporated in
the survey, a rather simple ellipsoidal gravity model suffices. In sub-mar-
ine, borehole, aircraft and missile guidance no ZUPT’s are possible and
requirements for precise gravity information are very high. They are typ-
ically at the 0.1–1 mGal level in terms of gravity and 0.1 arcsec in terms of
deflections of the vertical (DOV’s). Again, such errors comprise commis-
sion and omission errors (Chatfield, 1997). Any improvement of global
gravity field models towards these numbers – in particular by increasing
the spatial resolution – would help (Schwarz et al., 1992). It would
improve reliablility, reduce navigation drift and consequently increase the
radius of operation.

3.4. SATELLITE ORBIT DETERMINATION

After GRACE and GOCE a very good Earth gravity model will be available
for the determination of satellite orbits. However, even then a gravity model
based on only one or two missions may exhibit some specific weaknesses.
This can be seen when using the current CHAMP only solutions for orbit
determination of other satellites (Schrama, 2003). Complementary missions
may therefore still prove to be of importance, in particular missions at higher
altitude or with different orbit inclinations. For this, inexpensive missions of
the type LAGEOS or high orbiting satellites equipped with continuous
tracking devices such as GPS receivers could serve. For the determination of
low zonal coefficients and their secular variations, long mission durations
(>10 years) may remain important.
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On the long term, from a perfect knowledge of the gravity field in con-
junction with orbits derived from high–low SST using a GNSS (e.g. using the
kinematic method), the influence of the non-gravitational forces could be
studied, which could be of value for atmosphere physics. In summary, there is
no immediate need from the point of view of orbit determination for a
follow-on dedicated gravity mission.

4. Conclusions

Geodesy, including navigation, mapping, engineering and geo-referencing
requires geoid, gravity anomaly or deflections of the vertical (DOV) values in
the absolute sense. Thus, not only the (commission) error of these quantities
deduced from potential future satellite gravity missions has to be taken into
account. At least as important is the reduction of the omission error, i.e. the
signal part that cannot be resolved from space.

A medium (and long) term accuracy goal (commission and omission part)
is:

– 10 cm (1 cm) for geoid heights,
– 1 mGal (0.1 mGal) for gravity anomalies,
– 1 arcsec (0.1 arcsec) for DOV’s.

The corresponding strategy must be:

– Without loss of precision extend the spatial resolution of a future gravity
satellite mission from sperical harmonic degree lmax=250 (corresponding
to 80 km half-wavelength) to lmax=400 (50 km) or may be even lmax=700
(35 km).

– Reduction of the remaining omission part by means of local gravimetric
surveys (airborne, shipborne, terrestrial), re-analysis of existing gravity
data sets and new high resolution digital terrain models.
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Lambeck, K.: 1988, Geophysical Geodesy: The Slow Deformation of the Earth. Oxford Uni-

versity Press.
Lemoine, F. G., Kenyon S. C., Factor J. K., Trimmer R. G., Pavlis N. K., Chinn D. S., Cox C.

M., Klosko S. M., Luthcke S. B., Torrence M. H., Wang Y. M., Williamson R. G., Pavlis

E. C., Rapp R. H. and Olson T. R.: 1998, The development of the joint NASA GSFC and
the National Imagery and Mapping Agency (NIMA) geopotential model EGM96. NASA
Technical Paper NASA/TP-1998-206861, Goddard Space Flight Center, Greenbelt.

Marti, U., Schlatter A. and Brockmann E.: 2003, Analysis of vertical movements in Swit-
zerland, Presentation EGS-AGU-EUG general assembly Nice 2003.

Reigber, C.Schwintzer, P.Neumayer, K.-H.Barthelmes, F.König, R.Förste, C.Balmino,
G.Biancale, R.Lemoine, J.-M.Loyer, S.Bruinsma, S.Perosanz, F. and Fayard, T.: 2003,

Adv. Space Res. 31(8), 1883–1888.
Rummel, R.: 2002, Global unification of height systems and GOCE, in M. Sideris (eds.),

Gravity, geoid and geodynamics, IAG symposium Banff 2000, Springer, pp. 13–20.

Rummel, R.: 2004, Earth, Moon and Planets, this issue.
Sacher, M., Ihde, J. and Seeger, H.: 1999, Preliminary Transformation Relations between

National European Height Systems and the United European Levelling Network (UELN),

in Report on the Symposium of the IAG Subcommission for Europe (EUREF), pp. 80–86,

28 J. FLURY AND R. RUMMEL
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Abstract. Examples from four main categories of solid-earth deformation processes are discussed for

which the GOCE and GRACE satellite gravity missions will not provide a high enough spatial or

temporal resolution or a sufficient accuracy. Quasi-static and episodic solid-earth deformation would

benefit from a new satellite gravity mission that would provide a higher combined spatial and tem-

poral resolution. Seismic and core periodic motions would benefit from a new satellite mission that

would be able to detect gravity variations with a higher temporal resolution combined with very high

accuracies.

Keywords: Deformation, gravity, resolution

1. Introduction

In solid-earth research after the GOCE mission the interest in temporal
variations of the gravity field will be increasing. As far as effects near the
Earth’s surface are concerned, many requirements will not be met by the
spatial resolution of temporal variations observed by GRACE.

Three main areas of solid-earth geodynamics can be distinguished on which
solid-earth dynamics would benefit from a ‘‘GRACE-like’’, or even better,
temporal resolution for ‘‘GOCE-like’’ spatial scales: post-glacial rebound and
concomitant sea-level variations; co- andpost-seismic solid-earth deformation;
and mantle convection and plate tectonics.

The situation is different for the detection of core motions and seismic
modes, where the spatial resolution is not critical for core motions, but a
very high accuracy and temporal resolution are required.

In the following sections, each of these four geodynamical processes
and their geodetic signatures are briefly introduced, after which an over-
view is given of what GRACE and GOCE are expected to contribute to
each of these fields, and where GRACE and GOCE fall short.

It should be noted that gravity effects from crustal displacements due to
hydrological, oceanic and atmospheric loadings are not treated here.
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2. Glacial Rebound and Associated Sea Level Variations

Glacial Isostatic Adjustment (GIA) of the solid Earth due to the waxing and
waning of Late-Pleistocene Ice-Age cycles has created geoid and gravity
anomalies, although the separation between GIA-induced contributions and
those induced by plate tectonics and mantle dynamics is not always obvious.
For example, it is now widely acknowledged that the deep geoid low above
Canada is partly due to non-GIA induced lithosphere and mantle hetero-
geneities and partly attributable to GIA (e.g., Simons and Hager, 1997).

Whereas the geoid above Canada is related to (at least) two geody-
namical processes, it is thought that secular geoid and gravity anomaly
variations are only triggered by post-glacial rebound (e.g., Wahr and
Davis, 2002). Figure 1, taken from Wahr and Davis (2002), shows in the
top panel the secular degree geoid amplitude as function of spherical
harmonic degree for expected GRACE errors and predictions of three
models: GIA; present-day Antarctic ice decay equivalent with a sea-level

Figure 1. (a) Present-day secular geoid change model predictions for GIA due to Late-Pleis-
tocene deglaciation with a default model (see text for details), together with the effects of the
maximum contemporary melt scenarios for the Antarctic and Greenland ice caps. The solid
line represents the predicted errors in the GRACE data; (b) Total number of Stokes coeffi-

cients as function of spherical harmonic degree for which the GIA signal of a is expected to be
larger than the expected secular GRACE measurement error (figure taken from Wahr and
Davis, 2002).
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rise of 1.4 mm/yr; and present-day Greenland ice cap decay equivalent
with a sea-level rise of 0.4 mm/yr.

The default model for the GIA contribution has an earth model with a
lithospheric thickness of 120 km and upper and lower mantle viscosities of
1021 and 1022 Pa s, respectively, while the radial elastic and constitutional
parametrization is based on the Preliminary Reference Earth Model
(PREM) by Dziewonski and Anderson (1981) and the Late-Pleistocene ice-
decay model is based on ICE-3G by Tushingham and Peltier (1991). From
this top panel of Figure 1 it can be derived that GRACE is expected to be
able to discern GIA and (maximum) present-day Antarctic and Greenland
ice-cap variations up to about harmonic degree 40. For degrees between
about 40 and 60, still a number of Stokes coefficients related to the
defaults GIA model are expected to become detectable by GRACE, as is
shown in the lower panel of Figure 1. In total, for all harmonic degree up
till degree 60 about 2000 Stokes coefficients should become detectable. It
should be noted here that the pre-launch estimates of GRACE as given in
Figure 1 are considerably higher than what is achieved in the most recent
models. For instance, compare with Figure 1 of Tapley et al. (2004),
taking into account that the GRACE uncertainty estimates in Figure 1 are
based on a 5-year mission length.

Figure 2, also taken from Wahr and Davis (2002), shows the sensitivity of
mantle viscosity and lithospheric thickness variations in GIA models with
respect to secular GRACE measurement errors. The data points represent
differences between two lower mantle viscosity models ‘‘vLM’’, two upper
mantle viscosity models ‘‘vUM’’ (viscosities given in PaÆs) and two lithospheric
thickness models ‘‘lith’’.

Figure 2. Comparison of the difference in degree amplitudes between three GIA models having
varying viscosities and lithosphere thickness and the default GIA model, with respect to
expected GRACE measurement errors (figure taken from Wahr and Davis, 2002).
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From Figure 2 it is clear that differences in mantle viscosity and litho-
spheric thickness are expected to become discernible from GRACE data till
about degree 15, whereby lower mantle viscosity shows the highest sensitiv-
ity. However, this figure does not show what the influence on these sensi-
tivities is from uncertainties in present-day ice-sheet variations and from
uncertainties in the Late-Pleistocene ice models.

To summarize, Figures 1 and 2 show that in the most optimistic scenarios,
i.e. in the (presently about a factor of 40 too optimistic) prelaunch estimates
as depicted in both figures, GRACE might be able to detect GIA motions
and present-day Antarctic and Greenland ice mass decay up to harmonic
degree 40, and might be able to distinguish mantle viscosity and lithosphere
thickness in solid-earth models up to harmonic degree 15. This might be
sufficient for discriminating between the effects of GIA above Canada and
present-day Greenland ice cap changes, something which cannot be done
presently with SLR dJn/dt observations (e.g., Vermeersen et al., 2003).
Figure 2 shows that if the GRACE error curve could be lowered for har-
monic degrees above 15, additional information would become available on
especially lithosphere thickness and shallow mantle viscosity.

In various continental regions, seismic observations indicate the presence
of shallow low-viscosity zones (intra-crustal layers, asthenosphere). Due to
their shallowness, these low-viscosity zones can create high-harmonic
patchlike anomalies superimposed on the low-harmonic geoid as the afore-
mentioned broad and deep Canadian one, with typical magnitudes on the cm
to m level for spatial scales of 100–1000 km (Vermeersen, 2003).

The high-harmonic geoid signatures resulting from the presence of low-
viscosity zones are about one to two orders smaller than the low-harmonic
geoid signatures induced by large-scale mantle flow triggered by GIA. Sim-
ilarly, the temporal changes are about one or two orders of magnitude
smaller and are thus not detectable by GRACE. An example of the geoid
anomalies for Fennoscandia that is expected to be detectable by GOCE is
given in Figure 3 (van der Wal et al., 2004).

3. Co- and Post-seismic Deformation

Large earthquakes induce local, regional and global gravity field variations,
both during and in the days, months, years and tens of years after the faulting
event. The harmonic components will be treated in section d; here the epi-
sodic co- and and post-seismic displacements are considered.

During a faulting event there is an immediate, non-recoverable redistri-
bution of the Earth’s mass. This is called co-seismic deformation. Due to the
existence of shallow low-viscosity intra-crustal and asthenospheric layers, the
redistribution of stress and strain due to the faulting will relax in the days,
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months, years and tens of years after the earthquake. This relaxation is not
necessarily diminishing the co-seismic mass redistribution; the post-seismic
deformation can enhance this.

Co- and post-seismic deformation due to large earthquakes might be
detectable from space, depending on the parameters of the earthquake
source, such as seismic moment (being the product of the solid-earth rigidity
at the fault, fault length and relative fault displacement), type of earthquake
(e.g., normal fault, strike-slip fault), geometry of the faulting event and depth
of the earthquake (e.g., Sabadini and Vermeersen, 1997).

For example, Figure 4, taken from Gross and Chao (2002), shows the
co-seismic effects of the great Chile earthquake of May 1960 (seismic moment
of 5.5 · 1023 Nm) and the great Alaska earthquake of March 1964 (seismic
moment of 7.5 · 1022 Nm), together with two largest ones during the period
1965–2000: the Sumba earthquake of August 1977, having a seismic moment
of 3.6 · 1021 Nm; and the Macquarie one of May 1989, having a seismic
moment of 1.4 · 1021 Nm.

Figure 4 indicates that GRACE, if it would have been active in the time
frame from early 1960 to the end of 1964, should have been able to detect the
co-seismic gravitational field changes of the Chile and Alaska earthquakes up
to about harmonic degree 60 for the Alaskan event and up to about degree 80

Figure 3. Simulated present-day differential geoid anomalies for the northern part of Europe
due to a crustal low-viscosity zone at 20 km depth with a thickness of 12 km and a viscosity of
1018 Pa s, as a consequence of solid-earth deformation resulting from Late-Pleistocene Ice-

Age cycles. The figure shows the geoid anomaly differences between the earth model with the
aforementioned low-viscosity crustal zone and without such a low-viscosity zone in the 80 km
thick lithosphere.
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for the Chilean event. The co-seismically induced gravitational field changes
from the other two earthquakes fall below the detection level of GRACE,
implying that no co-seismic effects of earthquakes would have been detected
if GRACE would have been operative in the 1965–2000. Post-seismic
deformation due to viscous flow of shallow low-viscosity layers in the Earth
could significantly enhance or reduce the signals, and also hydrological
changes associated with the stress and strain redistribution close to the fault
can significantly impact crustal displacements and gravity signals.

Figure 4.Gravity and geoid effects of co-seismic deformation due to four selected earthquakes,
together with the expected instrumental errors of the GRACE measurements (figure taken

from Gross and Chao, 2002).
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A related issue to co-seismic deformation are ionospheric perturbations.
Doppler ionospheric soundings indicate that after strong earthquakes the
ionized layers E and F show displacement of several tens of meters (e.g.,
Artru et al., 2001). It is unclear at the moment what the gravity pertur-
bations associated with these ionospheric layer displacements are. It might
be that they are negligible in magnitude compared to the direct gravity
changes from the solid Earth, but, on the other hand, the induced iono-
spheric perturbations are closer to the satellites than the direct solid-earth
displacements.

4. Mantle Convection and Plate Tectonics

Mantle convection and one of its most prominent features, subduction of
oceanic plates, show up in the geoid most conspicuously at low spherical
harmonics (degrees 4–9), although also at higher degrees there are contri-
butions (e.g., King, 2002). Apart from these quasi-static signals, it is expected
that there are a number of geologically ‘‘fast’’ temporal changes associated
with the mantle convection cylce and plate tectonics. Examples include fast
rising upper-mantle plumes (e.g., Larsen, 1997), sinking slabs (e.g., Piromallo
et al., 1997) and fast sinking detached slabs (e.g., Schott and Schmeling,
1998). Numerical models show that these phenomena can produce temporal
geoid variation signals up to 0.1–1 mm/yr.

But higher rates are possible as well for more localized processes, e.g., for
fast subsidence or emergence of oceanic islands and fast movements in vol-
canic regions. With the latter, also the shedding of volcanic ashes into the
atmosphere during an eruptive phase might contribute to detectable temporal
gravity variations.

5. Core Motions and Seismic Modes

Figure 5, taken from Crossley et al. (1999) (see also Hinderer and Crossley,
2000), gives an overview of typical normalized amplitudes of surface gravity
variations due to core motions and seismic events, and the time scales on
which they occur or are predicted to occur.

The ‘‘Slichter Triplet’’ in Figure 5 refers to a gravito-inertial translation
of the solid inner core, while ‘‘FCN’’ and ‘‘FICN’’ stand for Free (Inner)
Core Nutation. FCN occurs whenever there is an angle between the
rotation axes of the liquid outer core and the mantle, with its eigenfre-
quency being proportional to the flattening of the outer core. The same
with FICN, but then with respect to the solid inner core.
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Observing the FICN would enhance our hitherto scarce knowledge of the
flattening of the inner core boundary and the density jump at the inner-outer
core interface.

The effects of quasi-static displacements during and after an earthquake
have already been considered in the section on co- and post-seismic defor-
mation; in Figure 5 the harmonic components of seismic faulting events are
treated (seismic normal modes), and earthquakes that do not show up in
seismograms but do show up in free oscillation observations (slow earth-
quakes) and earthquakes that do not show up in seismograms nor in free
oscillation measurements (silent earthquakes).

Apart from the Chandler Wobble (‘‘CW’’ in Figure 5), there are decadal
fluctuations in the Earth’s gravity field due to wobbling of the inner core.
These might just reach the detection level of GRACE: Greiner-Mai et al.
(2000) finds that the predicted rates of change of the Stokes coefficients C2m

and S2m by this process averaged over a time frame of 10 years are:
C21 ¼ )6.0 · 10)12 yr)1; S21 ¼ 1.0 · 10)11 yr)1; C22 ¼ )1.6 · 10)12 yr)1;
and S22 ¼ )1.8 · 10)12 yr)1. The estimated standard deviations of the low-
degree (<5) coefficients for GRACE are 2 · 10)12 yr)1 for 1 year of data, and
10)13 for 5 year of data. However, this decadal signal might ‘‘drown’’ in the
contributions that other geophysical processes induce in C2m and S2m tem-
poral variations.

Figure 5. Typical gravimetic effects of core motions and seismic events, using harmonic

amplitude harmonization (figure taken from Crossley et al., 1999).
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Abstract. In view of the pivotal role that continental water storage plays in the Earth’s water, energy and

biogeochemical cycles, the temporal and spatial variations of water storage for large areas are presently

not known with satisfactory accuracy. Estimates of the seasonal storage change vary between less than

50mm water equivalent in areas with uniform climatic conditions to 450mm water equivalent in tropical

river basins with a strong seasonality of the climate. Due to the lack of adequate ground-based mea-

surements of water storage changes, the evapotranspiration rate, which depends on the actual climatic and

environmental conditions, is only an approximation for large areas until now, or it is based on the

assumption that storage changes level out for long time periods. Furthermore, the partitioning of the water

storage changes among different storage components is insufficiently known for large scales. The direct

measurement of water storage changes for large areas by satellite-based gravity field measurements is thus

of uttermost importance in the field of hydrology in order to close the water balance at different scales in

space and time, and to validate and improve the predictive capacity of large-scale hydrological models.

Due to the high spatial variability of hydrological processes temporal and spatial resolutions beyond that

of GRACE are essential for a spatial differentiation in evapotranspiration and water storage partitioning.

Keywords: continental water balance, satellite gravity missions, large scale water storage, large scale

evapotranspiration, sea level change, ungauged catchments

1. Introduction

The system of water redistribution within the global water cycle is the main
driving force for life on the land masses. By transformation and transport
processes in the hydrological cycle, water is changing its phase from liquid or
ice to vapour and back. Water fluxes within and between the compartments
land and ice masses, oceans and atmosphere are closely coupled to each
other. In the form of a complex system of nested cycles from local up to
global scales (Figure 1), mass and energy is transported over large distances.
Atmospheric water vapour originating from evaporation at the ocean surface
returns as precipitation on the oceans and, after vapour transport, on the
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land masses. On the continents, water is recycled locally to the atmosphere by
ongoing evaporation from open water surfaces or soils and by transpiration
from plants and is returned by precipitation as rain or snow. These evapo-
transpiration processes are complex and vary considerably in time and space.
They depend on the type of land use, i.e., the vegetation type, its vegetation
period and leaf area, on the available soil moisture and on the local atmo-
spheric conditions.

After withdrawal of water volumes by evapotranspiration, the remaining
rain or snow melt is split up into a surface runoff component, a fast inter-flow
component in the shallow soil zone and into percolation to deeper
sub-surface zones resulting in a slow groundwater flow component. The
relative contribution of the different flow components to total runoff is
governed by topography, vegetation, soil characteristics, underlying hydro-
geological conditions and the actual status of the related storages. In other
words, these factors determine the relative contribution and the residence
time of water masses in the different soil and rock storage compartments and,
thus, the time-variable soil moisture and groundwater storage volumes.
Runoff from the landscape is concentrated into the river drainage system.
River runoff as well as groundwater flow at large spatial scales passes various
intermediate storages, such as retention in the river network itself, in lakes or
wetlands. There, it is partly subject to evaporation or extraction for human
consumption, before being fed back into the oceans.

Figure 1. The global hydrological cycle (Max-Planck-Institute for Meteorology, Hamburg).
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For a catchment area, being the basic spatial unit of hydrological analysis
and water management issues, the water balance can be written as:

hP ¼ hQ þ hET þ DhS ð1Þ

with hP is the precipitation height, hQ, the discharge height, hET, the evapo-
transpiration height, DhS, the storage change in units of water column per
time interval.

However, the rates of water fluxes between the different components of the
hydrological cycle vary considerably and show a specific temporal behaviour
due to the different storage characteristics. These storages in the form of
snow or ice cover, vegetation interception, surface water, soil moisture and
groundwater all exhibit individual residence times, maximum storage levels
and paths for water input and output. Characteristic average residence times
of terrestrial water storages, for instance, range from a few days for the
biomass or upper soil layers to several hundreds or thousands of years for
deep groundwater storages (Figure 2).

Although making up only about 3.5% of total water in the hydrologic
cycle, terrestrial water storage and related mass redistribution processes have
a huge importance for the dynamic Earth system. Soil moisture, for instance,

Figure 2. Storages in the global hydrological cylce. Storage volumes (1000 km3, in brackets),
fluxes (1000 km3/year, in italics) and order of magnitude of mean water residence times (T)

(after WBGU, 1997).
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has frequently shown to be a key parameter as it links the water and energy
cycles and, in addition, the biogeochemical cycle by transport of solutes and
suspended load being associated with water mass redistribution.

Furthermore, terrestrial water storage is of highest importance for civili-
zation on Earth. The replenishment of surface and groundwater storages
provides the basis for water supply to a wide range of uses in the domestic,
industrial and agricultural sectors. Soil moisture is essential for plant growth,
including agricultural crops and thus food supply. About two-third of global
water use is attributed to irrigation in agriculture. Population growth and
economic development lead to an increasing water demand and rising
extractions from terrestrial water storages. However, the physiographic set-
tings of many regions in the world together with climate variability often
constrain water availability to amounts being below the actual demand.
About two-third of the population of the world live at least temporarily in
such a condition of water stress.

Global climate change associated with a projected increase of global
surface temperature in the range of 1.5–5.8 �C between 1990 and 2100
(IPCC, 2001) provides an increase of available energy for evapotranspiration
and is expected to change volumes and flux rates between the storages of the
hydrological cycle. Within a general tendency of increasing variability, global
atmospheric water vapour and precipitation is expected to increase, although
effects at the regional scale may deviate from the global tendency and are
highly uncertain (IPCC, 2001). These changes, together with other aspects of
global change such as land use changes which directly affect evapotranspi-
ration and mass transport at the land surface, affect water availability in
surface and groundwater water storages being essential for human use.

Thus, the knowledge and understanding of temporal and spatial varia-
tions in terrestrial water storage is of crucial environmental and economic
importance. It forms the basis for a reasonable description of mass redis-
tribution processes in the hydrological cycle for current conditions and
consequently also for reliable estimates of the future development by scenario
simulations. This, in turn, is essential for the implementation of adequate
long-ranging water management strategies at the regional scale of river ba-
sins in view of both changing water availability and water demand. Going
even beyond the regional scale, a global scale analysis is required due the
close interaction of changes in the terrestrial water storages and the climate
system and its feedback on future climate conditions.

Before the launch of the GRACE satellites, a large-scale monitoring
system of changes in terrestrial water storage, however, did not exist.
Ground-based observations of soil moisture or groundwater levels give only
point estimates of the water storage and are hard to be interpolated to larger
areas in view of the sparse measurement network and the multitude of
influencing factors. Observations for large areas by remote sensing exist for
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the parameters snow cover and soil moisture, but are limited to the upper-
most centimeters of the soil and do not capture the important deeper soil
water and groundwater storage. While adequate measurements of precipi-
tation and runoff may be available in some cases at the basin scale, a cal-
culation of storage changes by use of the water balance equation (see
Equation (1)) usually is not feasible as no reliable estimates of evapotrans-
piration are available for large scales. The shortage of adequate data (for
model input and validation) also limits the applicability of hydrological
simulation models to quantify water storage components for large areas.

Gravitational measurements by satellite missions are expected to be of
extraordinary importance to overcome the lack of direct measurements of
changes in the terrestrial water storage at large scales (e.g., Dickey et al.,
1999). In the following chapters an overview is given on present open
questions in hydrology and on the perspectives which are opened up by the
use of gravitational measurements.

2. Global Water Balance

Until present, the global and continental water balance is not known with
sufficient accuracy neither in its temporal variation nor for its mean annual
values. Values differ considerably for different data sources (see Figures 1
and 3). This uncertainty is due to the difficulty of direct measurements of the
climatic components of the water cycle (precipitation and evaporation) at the
land surface in terms of the spatial coverage and density of measurement
points. Problems also arise with the accurate measurement of river discharge
on the global scale, especially for the main contributing river systems of the
world with large discharge volumes. Estimates of total continental discharge
into the oceans vary by about 20% (Figure 3).

Even more uncertain is the quantification of the considerably smaller net
flux between oceans and land masses. It is defined by the imbalance between
water vapour transport to the land masses and total runoff, and is required as
a contribution to estimates of sea level change. Similar problems exist for the
mass balance of ice masses (here the Antarctic and Greenland ice sheets), for
which the mass output cannot be determined better than �20% of the mass
input (see Flury, 2005). However, these mass balances and the resulting net
mass fluxes are essential for the determination of changes in the oceanic mass
storage.

Observations of gravity changes allow a direct determination of mass
variations and, thus, of net fluxes between the three compartments land
masses, oceans and ice (Figure 2). However, an additional flow path has to
be considered: the exchange with the atmosphere. Mass losses on land and ice
masses are not only due to a loss of liquid water but also due to a release of
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water vapour to the atmosphere. Thus, these four compartments of global
water storage are closely coupled.

3. Atmospheric Mass Variations

As the gravitational measurements integrate terrestrial water and atmo-
spheric mass variations, the effect of air mass redistributions has to be
eliminated from the total signal prior to its use for hydrological analyses. The
accuracy of these atmospheric corrections is of fundamental importance, as it
determines the accuracy of mass variations determined for all the residual
components, especially on short time scales. Local atmospheric mass per unit
area is determined by the surface level pressure. In addition, the centre of
gravity of each atmospheric column should be determined for signal sepa-
ration. The pressure fields will usually be derived from atmospheric models
such as by ECMWF (European Centre for Medium-Range Weather Fore-
casts) and by NCEP (National Centers for Environmental Predictions, USA)
or of the respective reanalysis data. Their accuracy has to be assessed by
means of a comparison with measured barometric data. It has been shown
that pressure fields from operational analyses were usually adequate to
remove the atmospheric contribution from GRACE gravity signals for
hydrological applications with an accuracy of few millimeters of equivalent
water thickness (Velicogna et al., 2001). Similarly, a pressure field derived
from barometric measurements alone might be adequate if the station density
is large enough. As the uncertainty in the hydrological signals due to
atmospheric corrections varies with time and location, the error has to be
assessed for each hydrological analysis of the gravity field measurements,
depending on the area of investigation.

A direct check of the consistency of atmospheric mass changes derived
from gravitational signals with that derived from surface pressure and thus a
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Figure 3. Long-term average annual continental discharge into oceans (estimations of six
observation-based and model-based studies compared in Döll et al., 2003).
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quantification of the resulting accuracy of atmospheric corrections is feasible
in areas where all other fluxes causing mass changes are known or negligible.
This may apply to arid zones, where after long periods without rainfall any
mass redistribution by evaporation or runoff can be excluded and changes in
the gravity signal are due to atmospheric mass fluxes only. Another possi-
bility for a consistency check is to take advantage of characteristic response
times of different components of the water cycle that contribute to mass
variations. This may allow to separate the atmospheric signal with a high-
frequency temporal behaviour from slower mass changes like groundwater
storage variations.

4. Large-Scale Variations of the Terrestrial Water Storage in River Basins

Intra-annual and inter-annual dynamics of continental water storages vary
substantially between environments of different physiographic and climatic
conditions. For example, the intra-annual variation between maximum and
minimum water storage amounts to about 50mm of water column in river
basins with rather uniform climatic conditions, whereas it is up to 450mm in
tropical river basins with a strong seasonal variation of climatic forcing, in
particular precipitation input (Figure 4). These mass variations turn conti-
nental hydrology into one of the strongest signal components of time-vari-
able gravity fields.

However, the spatial and temporal variability of water storage changes is
not sufficiently known until now (e.g., singh and Frevert, 2002, for an
overview). Observations of variations in continental water storages such as
soil moisture or groundwater are rarely available even on small scales of sub-
areas of river basins due to the limitations of the measurement methods with
regard to sample density, spatial coverage or soil penetration depth as in the
case of radar remote sensing of soil moisture. Yet even more difficult than to
assess water storage is to quantify the water fluxes between the storages
which often include complex interactions. A complementary way to quantify
hydrological processes that influence water storage and fluxes is by using
hydrological models. A wide range of hydrological models exists (e.g., singh
and Frevert, 2002, for an overview), reaching from detailed physically-based
process models to simplified models which make use of interrelated con-
ceptual storages to represent water fluxes (e.g., evapotranspiration, percola-
tion, runoff generation, river network routing). More comprehensive models
of water management (Riegger et al., 2001) also address anthropogenic, time
variant influences on water storages, such as pumping from groundwater or
withdrawal from surface reservoirs for irrigation or other uses (cf. Figure 5).

The applicability of a specific model type depends, among others, on the
spatial scale and the available information on soils, hydrogeology, land use
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and climate. On small scales with detailed spatially distributed information,
models can address a complex system of various interacting hydrological
processes. These models often use a spatial discretization based either on a
grid representation of all relevant parameters or on a sub-division of the river
basin into areas of similar hydrological response.

With an increase in scale anda relateddecrease of detail in the available data,
the actual landscape heterogeneity canno longer be explicitly represented in the
model. Thus, scaling approaches are used to describe the sub-scale variability,
e.g., by means of average parameters, distribution functions or simplifying
lumped process formulations. In general, the capability of hydrologicalmodels
to represent the hydrological cycle and, thus, their predictive power to quantify
current and future variations in continental water storage, is dependent on the
accuracy of input data, on the appropriateness of process formulations and on
the availability of data for model calibration and validation. Large differences
between regions of different climate or physiography in terms of hydrological
processes and storage dynamics prevent hydrological models from being easily
transferred from one region to another. In particular for large-scale applica-
tions, the only available variable for model validation usually is river dis-
charge. Although satisfactory results may be obtained when comparing mean
simulated and observed river discharge, the temporal variability and the state
of soil, groundwater and surfacewater storage volumesmay be unsatisfactorily

Figure 4. Average seasonal changes (changes between the months of maximum and minimum
storage) of the total continental water storage (composed of the storage components snow, soil
water, groundwater, river, lakes and wetlands), simulated on a 0.5� global grid with the model
WGHM (Döll et al., 2003), period 1961–1995.

48 J. RIEGGER AND A. GÜNTNER



simulated in the model. As an example, current limitations of hydrological
models to accurately quantify continental storage changes are shown in
Figure 6 in terms of large differences in temporal storage variations between
model results and water balance studies for large river basins.

In view of the existing uncertainties mentioned above, a multi-variable
validation of hydrological models going beyond river discharge as validation
variable has often been called for. In this respect, measurements of conti-
nental water storage changes by gravity missions can provide a unique
additional data source for model validation.

First results from GRACE time-variable gravity fields reduced to the
hydrological signal component clearly show a seasonal continental-scale
pattern of water storage changes that corresponds to estimates by global
hydrological models (Tapley et al., 2004; Wahr et al., 2004; Schmidt et al.,
2005). Also at the scale of large river basins, first GRACE results allow to
represent the characteristic temporal dynamics of storage change of basins in
different environments. Discrepancies between water storage variations from
GRACE and from hydrological models highlight, on the one hand, residual
errors in the GRACE solutions (e.g., errors in reducing other than hydro-
logical mass signals), and, on the other hand, limitations of the hydrological
models.

Of course the use of satellite-based measurements as a fundamental
additional information for large catchment areas has to be cross-checked

Figure 5. Flow chart of the Stuttgart–Hohai water balance model SHM (Riegger et al., 2001).
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with measurements from well observed catchments. Thus the validation of
satellite-based gravity field measurements of continental water storage vari-
ations by ground-based measurements and the quantification of related
uncertainties is of fundamental importance for hydrological modelling and
forecasting and, as a consequence, for the separation of other contributions
to gravity signals like the earth’s mantle and crust dynamics (see Vermeersen,
2005). In principle, it consists of an investigation of the consistency between
climatic and hydrological data on the one hand, and observed mass changes
from satellite-based measurements on the other hand. For this comparison
catchments are to be selected where ground-based measurements of soil
moisture, groundwater levels, surface water storage and possibly snow cover
exist with sufficient density and for which the processes are understood and
reliable model estimates of water storage variations are available. An
example for such a well observed and modelled catchment is the Rhine
catchment (Figure 7; Hundecha and Bárdossy, 2004). With dimensions of
200� 600 km and an area of 185,000 km2 it is at or below the limit of the
spatial resolution of gravity changes measured by the GRACE mission.
Rodell and Famiglietti (1999) have studied water storage changes for
a number of drainage basins. They find that for basins larger than about
200,000 km2 reasonable changes in groundwater storage on monthly and
annual time scales should be detectable by GRACE.

However, Figure 7 demonstrates that water storage variations show high
temporal variability (in the order of decimeters up to 1m of water column for
this example) at much shorter spatial scales, at 100 km and less. These are
certainly not detectable by GRACE. Hydrology would benefit considerably
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from future gravity missions resolving temporal variations down to small spatial
scales of 100 km or less.

Gravity-based observations of terrestrial mass variations deliver integral
values of storage changes of the components groundwater, soil moisture,
snow water, and surface reservoir storage. Nevertheless, the characteristic
temporal response of fluxes from different storages (Figure 8) – sufficient
spatial resolution of 100 km or less provided – might allow a disaggregation
of the gravity signal into individual components, which can be verified by
ground-based measurements. This might finally allow a separation of sto-
rages even for catchments with insufficient ground-based measurements. For
example, groundwater aquifers could be monitored with help of the gravity
signal where a dense ground-based network does not exist, but where an
increasing water demand may endanger the sustainability of groundwater
resources.

The knowledge of continental water storage variations measured by sa-
tellite-based gravity field measurements is expected to considerably improve

Figure 7. Spatial distribution of seasonal sub-surface water storage changes in the Rhine

catchment between months of maximum and minimum storage according to the HBV model.
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the understanding of hydrological processes and their dependencies on cli-
mate or physiography. The investigation of a large number of different
environments and river basins will allow to cover the maximum diversity in
basin characteristics and storage responses, ranging from humid tropical,
arid and semi-arid, humid temperate to snow- and ice-dominated regions. In
this way, relationships between storage variations and climate variability can
be quantified for different basin characteristics and used to improve model
transferability and to reduce related uncertainty. This is of particular
importance for model transfer to ungauged catchments, where no calibration
and validation with discharge data is possible.

5. Large-Scale Evapotranspiration

Evapotranspiration fluxes and their temporal distribution, depending on
climatic conditions, actual soil moisture or the vegetation period, are poorly
known on large scales. Different modelling approaches may deliver sub-
stantially dissimilar results at the monthly, seasonal or even annual time
scale. Water storage changes derived from gravity variations, however, will
enable to close the water balance and resolve the water balance equation for
evapotranspiration (see Equation 1) (see Rodell et al., 2004, for a first
application with GRACE data). This will allow for an evaluation and
improvement of evapotranspiration models with respect to a realistic

Figure 8. Time series of continental water storage averaged over 90,525 km2 of the Rhine

catchment for soil moisture, inter-flow and groundwater.
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description under different hydrological situations (different climate zones,
soil and vegetation conditions). Thus, observations of the temporal vari-
ability of continental water storages by gravity missions should be suitable
for the validation of existing evapotranspiration modules in hydrological
models. This reduces the degree of freedom in conceptional models and
considerably enhances the quality of parameter estimations and the prog-
nostic power of the models. The transfer of this knowledge to ungauged
catchments will then allow a calculation of discharge on the basis of known
water storage changes from gravity variations and climatic data and thus
deliver an essential input to the assessment of the global water balance.

6. Trends and Anomalies in Continental Water Storage

Processes of environmental change may cause gradual changes in terrestrial
water fluxes and storage volumes, which are of high importance for ecosys-
tems and human water and food supply. Similarly, large-scale modifications
of the oceanic and atmospheric circulation patterns such as in the course of
El-Nino Southern Oscillation (ENSO) also have marked effects on the con-
tinental hydrology at inter-annual scales in terms of anomalies of precipita-
tion, soil moisture and runoff. Inter-annual changes in the hydrological
contribution to the gravity field measured by satellite missions will allow to
investigate slowly changing storages, i.e. of groundwater or continental ice
masses, and thus contribute to the direct detection of long-term trends for
large spatial scales. New signals of climate change may become observable.
In high latitudes, for instance, increasing temperature is expected to lead to a
thinning or disappearance of permafrost. A long-term storage decrease will
contribute to continental net discharge and thus to sea level rise. In arid to
sub-humid areas, climate change is likely to decrease soil moisture, causing
runoff changes, land degradation or desertification. The gravity-based
observations of inter-annual water storage changes will also help to better
understand the impact and persistence of global ENSO-type of circulation
anomalies on continental hydrology.

Large scale anthropogenic impacts on water storage are expected to be-
come observable by changes in the gravity field. Direct impacts by water
management like withdrawal use of groundwater and surface water for
irrigation as well as indirect impacts via changes in land use like deforestation
or drainage of wetlands could be detected in areas where these data are not
available by other means. As on large spatial scales different hydrological
storages (ice, groundwater, soilwater) are coexisting, these components have
to be separated by means of auxiliary data from ground measurements or
hydrological models for a differentiated description of trends. Ground-based
measurements of mass changes in glaciers or long-term variations in the
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groundwater table are therefore indispensable in order to quantify the con-
sistency with the gravity signal and separate different storages by means of
signal dynamics in well observed areas.

The dependency of the observed terrestrial storage changes on changing
environmental boundary conditions in the context of climate change or hu-
man impacts is not only important for the investigation of hydrological
processes and the evaluation of hydrological models, but also for the sepa-
ration of geophysical contributions (by earth’s mantle and crust dynamics)
on this long-term time scale. In hydrologically insufficiently observed areas it
is indispenible to determine long-term changes in water storage from climatic
data on the basis of models. Only after the separation of hydrological gravity
changes based on hydrological models, a separate analysis of geophysical
components is possible.

Long-term environmental change is not only expressed by changes in the
mean, but also by changes in the temporal distribution or variability. In this
respect, another potential to detect gradual changes in the hydrological cycle
by gravity measurements is via the analysis of changes in the intra-annual
regime of storage variations on a monthly basis. Particularly, temporal shifts
in the soil moisture regime due to an increasing fraction of rainfall relative to
snow in the course of global warming can be analysed. Long-term changes in
water storage due to changing frequencies of different atmospheric circula-
tion patterns can potentially be detected. These analyses help to quantify the
impact of environmental change, either due to natural climate variability or
various anthropogenic influences, on long-term continental mass variations
and changes in the hydrological cycle.
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Riegger, J., Kobus, H., Chen, Y., Wang, J., Süß, M., and Lu, H.: 2001, ‘The Water System’, in
P. Treuner, Z. She, and J. Ju (eds.), Sustainable Development by Integrated Land Use
Planning, IREUS Research report 22, Institut für Raumordnung und Entwicklungspla-

nung, Universität Stuttgart, pp. 112–139.
Rodell, M. and Famiglietti, J. S.: 1999, ‘Detectability of Variations in Continental Water

Storage from Satellite Observations of the Time Dependent Gravity Field’, Water Resour.

Res. 35(9), 2705–2723.
Rodell, M., Famiglietti, J. S., Chen, J., Seneviratne, S. I., Viterbo, P., Holl, S., and Wilson,

C. R.: 2004, ‘Basin Scale Estimates of Evapotranspiration Using GRACE and Other
Observations’, Geophys. Res. Lett. 31, L20504, doi:10.1029/2004GL020873.

Schmidt, R., Schwintzer, P., Flechtner, F., Reigber, C., Güntner, A., Döll, P., Ramillien, G.,
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Abstract. The quasi-permanent sea surface slope, i.e. the signature of oceanic currents that does not

vanish when dynamic topography observations are averaged over a long period of time, will be resolved up

to spatial scales of about 100 km by the GOCE space gravity mission. However, estimates of the quasi-

permanent ocean dynamic topography, derived qualitatively either from models or from observations,

indicate that some non-negligible residual signal remains below 100 km in areas of strong surface currents

like the core of the Gulf Stream. One therefore expects that future missions can improve our knowledge of

the ocean circulation in these areas. However, the potential improvements are small compared to the

improvements expected from GOCE itself.

1. Introduction

Although the ocean is known to be a highly variable medium, paleoceano-
graphic and historical records show that oceanic currents have a strong
quasi-permanent signature at the surface of the ocean. Reconstructions of sea
surface temperature from assemblage of planktonic foraminifera indicate
that a temperature front already crossed the North Atlantic 20000 years ago,
thereby suggesting the presence of a glacial equivalent of the Gulf Stream
(Keffer et al., 1988; Pflaumann et al., 2003). A chart of the Gulf Stream made
by Franklin more than 200 years ago puts the current at the same location as
the one indicated by modem instruments (http://www.oceansonline.com/
ben_franklin.htm). Of course, the instrument record averaged over a signif-
icant amount of time does not correspond to the actual current itself, but
rather to the envelope within which the current occurs because of recurring
latitudinal shifts and meanders over distances of several hundreds of kilo-
metres. The important point, however, is that the signature of the currents
does not vanish when the observations are averaged over a long period of
time, potentially as much as several tens of thousand years, whence the
concept of quasi-steady ocean surface topography. This signature shows up
in altimetric measurements, which span the last 20 years only, as a departure
from the geoid.
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One needs to estimate the quasi-permanent ocean surface topography in
order to compute the absolute velocity of surface currents from altimetric
data. Until now, only low precision climatological estimates derived from in
situ hydrographic measurements are available down to spatial scales of
100 km (LeGrand et al., 2003). In the near future, the GOCE gravity mission
will provide a precise estimate of the marine geoid down to these scales (ESA,
1999). The question arises, however, as to whether GOCE will be able to
resolve the finest spatial scales associated with the quasi-permanent ocean
circulation. The issue of whether future space gravity missions will still be
needed after GOCE is thus investigated here.

Section 2 begins with a quick summary of theoretical arguments that
constrain the spatial scales of the ocean circulation in terms of the Rossby
radius of deformation. Section 3 compares several general circulation model
estimates of the spatial scales associated with the mean circulation. In Section
4, qualitative observational estimates are shown to support the model results.
In Section 5, miscellaneous ocean processes that can produce intense quasi-
permanent dynamic topography gradients over spatial scales not resolved by
GOCE are reviewed. A special emphasis is put on regions bordering conti-
nental boundaries and on the Mediterranean Sea because of the relatively
small-scale of the dynamical processes that occur there. Finally, the question
of the complementary data/models that would be required to make the best
use of future high resolution gravity observations is examined.

2. Spatial Scales of Oceanic Currents: Theoretical Considerations

A classical problem in geophysical fluid dynamics, first studied by Rossby
(1938), is the adjustment of a surface from an initial state in which all the
energy is in the form of potential energy. In this problem, an initial step
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Figure 1. (a) initial step in sea surface topography (dashed line) and final topography after
adjustment (full line). The horizontal scale is expressed in Rossby radii. (b) final geostrophic
velocities (perpendicular to the plane).
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function in sea-surface height (Figure 1a) is let to adjust under the forces of
gravity and Earth rotation. The final state, obtained after the radiation of
surface gravity waves, is not a state of rest but a geostrophic one (Figure 1b)
in which potential energy has been converted into kinetic energy. Because of
the coriolis force, the geostrophic flow is not in the direction of the pressure
gradient, but at right angles, i.e. along contours of surface elevation that are
parallel to the line of the initial step function. An interesting outcome of the
adjustment is that the resulting geostrophic current, which has become steady
after only a short time of the order of days, has a characteristic cross-stream
spatial scale that is given by the Rossby deformation radius. This radius is
R0 ¼ (gh)1/2/f where g is the gravitational acceleration, h is the water-depth,
and f the coriolis parameter. This radius is very large, several 1000 km, and
thus is not relevant to the determination of the small spatial scales of geo-
strophic flows.

However, the same theory applies to the adjustment of an initial pertur-
bation in the density field in a two-layer system (Figure 2). In this case, the
initial potential energy is in the form of a step function in the position of the
interface between the two layers of the fluid, i.e. in the form of a density
anomaly on the left-hand side of the step. This initial step will adjust in the
same way as the surface step, through the radiation of internal gravity waves.
After a few days, the resulting steady state current will be in geostrophic
balance with a cross-stream scale also set by a Rossby radius, not the
barotropic radius introduced above, but the baroclinic Rossby radius
R1=(g¢h)1/2/f where g¢=gdq/q is the reduced gravity, dq being the density
difference between the two layers (h is the thickness of the upper layer in the
present case). The reduced gravity appears in the baroclinic radius because
gravity no longer acts on the full density of sea water, but on the density
difference between the upper layer of fluid and the lower one. Because, over
most of the ocean, relatively warm surface waters overlie colder and thus
denser deep waters, this two-layer baroclinic structure is characteristic of
many oceanic processes. For h=1000 m and dq/q ¼ 10)3 one finds a baro-
clinic radius of deformation on the order of 10 km. A more careful estima-
tion carried out by Chelton et al. (1998) is presented in Figure 3. The most

Figure 2. Initial step in the interface between two layers of fluid (the thermocline for instance)
and final interface after adjustment.
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salient feature in this figure is the decrease of the radius going towards the
pole caused by the increase of the Coriolis parameter. (Model results shown
below are qualitatively consistent with this idea.) Thus, from theoretical
arguments, one expects geostrophic currents to adjust to spatial scales
beyond the reach of the 100 km resolution of the GOCE mission. Note that
the adjustment of the interface between two layers of fluid has a signature at
the surface of the ocean that can be detected from altimetric observations
(the signal at the surface is much smaller than the signal at the interface
between the two layers, unlike what is suggested in the schematic represen-
tation of Figure 2). Actually much of the ocean’s variability seen by altim-
eters is associated with the first baroclinic mode (Wunsch, 1997).

In principle, geostrophic currents can occur at spatial scales even smaller
than the first baroclinic Rossby radius. All that is required is that the mag-
nitude of the nonlinear acceleration in the momentum balance is much
smaller than the magnitude of the Coriolis acceleration caused by the rota-
tion of the Earth. The first acceleration scales like U2/L, U being the current
speed and L its spatial scale, the second scales like fU. Thus, geostrophy
remains a valid approximation if U/(fL)�1. The left-hand side of the
inequality defines the Rossby number. Therefore, geostrophy applies when
the Rossby number is small. With current velocities on the order of
10 cm/s)1, the geostrophic assumption is valid at mid latitudes (f�10)4 s)1)
as long as spatial scales of the currents are much larger than 1 km.

Figure 3. First baroclinic Rossby radius (km) over the world ocean (Chelton et al., 1998).
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Geostrophic currents at these small spatial scales could for instance result
from higher order baroclinic adjustments (adjustments of multiple layers of
fluid). However, the associated surface signal in the open ocean is generally
smaller than the signal associated with the first baroclinic mode and will
probably be more difficult to observe.

3. Model Estimates of the Spatial Scales of Quasi-Steady Oceanic Currents

The characteristic spatial scales of various oceanic currents have beenproduced
byWoodworth et al. (1998), leading to subsequentmodel estimates of the small
spatial scales thatwill not be resolvedbyGOCE.The approach is synthesized in
Le Provost and Brémond (2003). They use a 3-year average of the dynamic
topography of the PAM 1/15� model to show that the amplitude of the asso-
ciated small-scale dynamic topography signal can be as large as 5–10 cm in
frontal zones like the Gulf Stream, the North Atlantic Current, and the East

Figure 4. Velocity signal resolved by GOCE in a 5-year mean surface velocity field produced
by the 1/6� CLIPPER model. (A filter that takes the median value of the six neighbouring
points has been applied to the model output to extract the spatial scales of �1� that will be
resolved by GOCE.) Arrow in upper left corner indicates 1 m/s.
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Greenland Current (see their Figure 6). The signal that will not be resolved by
GOCE is thus non-negligible and should bemeasurable from space. Le Provost
and Bremond have compared the PAM estimate with other estimates from the
MICOM and the POP high resolution models (see their Figure 3). MICOM
exhibits the smallest spatial scales, on the order of 75 km. The small-scales
expected from the baroclinic Rossby adjustment problem are thus not reached
in the averaged model estimate. This is partly due to the fact that small-scale
currents disappear in the averaged field, i.e. in the envelope within which the
actual currents occur. It could also be due to the numerical diffusion present in
the general circulation models, even in the very high resolution ones, which
tends to smear out small-scale features. That the three different model calcu-
lations analyzed by Le Provost and Brémond (2003) give somewhat different
estimates of the smallest spatial scales shows that the model results must be
interpreted with caution.

In terms of current velocities, similar conclusions are reached. As an
illustration, the velocity signal resolved by GOCE in another general circu-
lation model, the 1/6� CLIPPER model (Treguier et al., 1999), is shown in

Figure 5. Velocity signal not resolved by GOCE. (The filtered velocity field of Figure 6 has
been subtracted from the total 1/6� CLIPPER velocity field.)
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Figure 4 and the signal not resolved by GOCE is shown in Figure 5. From
these figures, one sees that a gravity mission with a resolution higher than
that of GOCE would allow better estimates of the small spatial scales of the
Gulf Stream before it detaches from the coast, as well as better estimates of
the Labrador Current. As mentioned above, the relatively large residual
signal found in the latter region is consistent with the reduced Rossby radius
at high latitudes. Elsewhere, i.e. in the interior of the basin, a high resolution
mission would not add much to our knowledge.

Thus, numerical simulations indicate that future gravity missions will add
to our knowledge of oceanic currents but the improvements, although non-
negligible will be much smaller than those achieved by GOCE (LeGrand,
2001; Schroter et al., 2002).

4. Qualitative Observational Estimates of the Spatial Scales of Quasi-Steady

Oceanic Currents

Because model estimates are not fully reliable, it is useful to check the model
results using real data. Obviously, only qualitative checks can be made in the
absence of a high resolution geoid. Two approaches are presented here that
yield similar results.

A first approach is to look at sea level anomalies observed from altimetry
and average them over some period of time. The idea is that the quasi-steady
dynamic topography, which is the quantity of interest, has spatial scales
qualitatively similar to those of averaged sea level anomalies. Indeed,
dynamic topography is the sum of three terms

< g >¼< sla > þmsshþ g;

where < g > is the dynamic topography averaged over some period of time,
mssh is the mean sea surface height to which sea level anomalies (sla) are
referenced, and g is the geoid. Computing mssh and sla using the first 5 years
of T/P data and then, for example, averaging g and sla over the third year of
T/P observations, one obtains < g > as a function of <sla> for this year.
<sla> can be easily computed for a particular pass of T/P, Pass 96 for
instance between Greenland and Galicia (Figure 6). The one-year <sla>
does not contain contributions from the geoid since the sla averaged over
5 years is zero by definition and any unknown geoid contribution goes into
the mssh term. Thus, it seems reasonable to assume that the spatial scales
contained in <sla> are qualitatively representative of the spatial scales
contained in < g >. < g > in turn is probably representative of the quasi-
steady state signal since most dynamical processes acting on a one year
average estimate also act on the quasi-steady circulation, and the amplitude
of longer-term topography variations are relatively small. Small-scale
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features are clearly present in the estimate of <sla> shown in Figure 7, for
instance the 3 cm downward-slope occurring over the [1100–1150 km]
segment of Pass 96. This few centimetre residual signal at a spatial scale of
50 km is consistent with the numerical model estimates, although the spatial
scales found here are slightly smaller, and agree better with the Rossby radius
argument.

A more complete calculation by Uchida and Imawaki (2003) combines
altimetric observations of temporal variations of the sea surface height with
surface drifter data to compute the absolute flow field. The resulting estimate
of the mean flow field exhibits small spatial scales in the North Pacific
(Figure 2a of Uchida and Imawaki, 2003) that are visually consistent with the
present estimate. Unfortunately, no quantitative estimate of the signal left
below 1� is provided in their paper.

A second approach is to use recent estimates of the mean wind stress curl
from the QuickScat satellite radar scatterometer. Indeed, wind stress is the
main driver of the ocean circulation, especially in surface layers. Moreover, it
is itself affected by the underlying oceanic surface currents, so that wind stress
curl patterns are attributable primarily to ocean velocities in the Gulf Stream
area (Chelton et al., 2004). Figure 8 shows a map of the mean wind stress
curl derived from QuickScat observations in the North Atlantic. Figure 9
shows the same map where only spatial scales smaller than 1� have been
retained. This map confirms the results of the CLIPPER simulation, with
some significant signal left in regions of most intense oceanic currents. The
percentage amplitude of the remaining signal tends to be larger than what
was found in the CLIPPER model, as much as 50% of the total signal in the

Figure 6. Location of T/P Pass 96.
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Gulf Stream before separation at Cape Hatteras. This result must be
interpreted with caution, however, as the QuickScat data used here have been
gridded prior to processing and only have a ½� resolution.

One therefore expects from qualitative observational estimates of the
spatial scales of oceanic currents that future gravity missions could still
improve estimates of the quasi-steady general circulation of the ocean after
GOCE is flown. A resolution of the order of 50 km would be required with a
precision better than the centimetric level. The impact on our knowledge of
the quasi-steady state circulation would be significant, albeit limited.

5. Miscellaneous Particular Cases

Various processes may not be apparent in the global quasi-steady state ocean
circulation, but still be of importance in local areas. A number of these
processes are reviewed here, together with their implications in terms of
future gravity missions.

Figure 7. Upper panel: sea level anomaly between Greenland and Galicia averaged over the
third year of T/P observations. Lower panel: zoom over the 1000 km–1500 km segment.
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Figure 8. QuickScat observations of a 3 year-mean of the wind stress curl (Nm)3). Data kindly

provided by B. Chapron as a ½ � gridded field.
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Figure 9. High-pass filtered (100 km) version of Figure 8. The filter is a simple two-dimen-
sional median filter. The gridded observations are first averaged over neighbouring data points

and are then subtracted from the original field. Qualitatively similar results are obtained using
a two-dimensional Wiener filter.
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5.1. BATHYMETRIC CONTROL OF THE MEAN FLOW

A class of physical processes that can cause steep mean dynamic topography
gradients is the one resulting from the interaction between the flow field and
the bathymetry of the bottom of the ocean. A well-known theoretical
example is a jet flowing above an isolated seamount. In this example,
streamlines of the flow, i.e. the dynamic topography at the surface of the
ocean, tend to get closer according to the spatial scales of the underlying
bathymetry (for an illustration, see Gill, 1982, p. 315). Similarly, spatial
scales of flows across narrow straits (Gibraltar Strait, Florida Strait, etc.) are
very strongly constrained by the underlying bathymetry. Typically, these
spatial scales are a few 10s of km and will not be resolved by the GOCE
mission. One therefore expects that in these areas a future high-resolution
quasi-steady state mission would lead to improved estimates of the ocean
circulation. Although limited in their extent, these areas are important be-
cause of their impact on the general circulation of the ocean (the spreading of
Mediterranean salt tongue for instance).

5.2. NEAR-SHORE AND REGIONAL OCEANOGRAPHY

An area of great societal importance that contains intense small-scale oceanic
currents is the continental boundary of the oceans. Over continental shelves,
and along continental slopes, intense currents occur over spatial scales of a few
10s of km.Many of these currents being approximately in geostrophic balance,
particularly the downstream component of along-slope currents (Gill, 1982,
p. 378), they can be observed from space altimetry. The question, however, is
whether there is any quasi-permanent signal associated with this circulation.
Indeed, large temporal variations occur near-shore (including tidal variations)
that dominate the signal of persistent currents. Because coastal regions are
difficult to monitor because of human activities (current meter moorings for
instance, are difficult to maintain near-shore because of fishing activities), little
is known about the mean circulation there. The little available observational
evidencehints at some relatively stable currents along the shelf break, in theBay
of Biscay for instance (B. Le Cann, personal communication). Similarly,
numerical simulations exhibit a mean dynamic topography signal associated
with the extension of theNorthAtlantic Current along the north-western coast
of the UK (Figure 7 in Haines et al., 2003). It is already possible to observe
these currents from satellite altimetry by computing regional estimates of the
geoid through the combination of existing geoid models with in situ gravity
measurements (Haines et al., 2003).Unfortunately, there are few regionswhere
the in situ gravity data base is sufficient to undertake this approach and a
remote sensing approach is required for a global coverage.
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The GOCE geoid is unlikely to resolve near-shore currents because the
spatial scales of the currents tend to be set by the spatial scales of the con-
tinental shelf and the continental slope, i.e. often a few 10s of km. Future
very high resolution gravity missions would therefore be useful to monitor
coastal regions. Were the quasi-permanent currents found to be missing, this
information would in itself be interesting considering how little is known on
the subject.

Another area of great societal importance is the Mediterranean Sea, which
is not only bordered by very densely populated countries, but is also char-
acterized by small baroclinic Rossby radii that are on average 11 km (Grilli
and Pinardi, 1998). The spatial resolution of gravity missions would therefore
matter there more than in the open ocean.

Thus, improving the knowledge of the regional and near-shore quasi-
permanent ocean circulation would require very high resolutions between
10 km and 50 km and high precisions (below the centimeter level) because
the mean signals, although potentially important, may be relatively weak
there.

5.3. EDDY-MEAN FLOW INTERACTIONS

The study of eddy-mean flow interactions is important because of the role of
eddies in redistributing momentum and heat in the ocean. In the atmosphere,
where eddies have large spatial scales and are thus easier to monitor, it is
known that they strongly interact with the mean flow. In the ocean, their role
is less clear. Their spatial scale, which is of the order of the first baroclinic
Rossby radius (Smith and Vallis, 2001), and the fact that they are ubiquitous
suggest that their monitoring should be carried out from space. The problem,
however, is that the mean flow being largely unobservable from altimetric
data, it is not possible to evaluate precisely the mean position of fronts.
Hughes and Ash (2001) show that, depending on whether the mean position
of fronts in the Southern Ocean is more accurately reflected in satellite
observations of sea surface temperature or in climatological in situ obser-
vations, eddies can be shown to either decelerate or accelerate the mean flow.
GOCE, by providing precise and reliable observations of the mean position
of fronts will improve our understanding of eddy-mean flow interactions.
However, considering that eddies have spatial scales of the order of 100 km
or smaller, and that topographic steering can produce very narrow jets, the
resolution of GOCE may not be sufficient everywhere to accurately monitor
these interactions. Future gravity missions that provide high resolution
estimates of the geoid down to the Rossby radius in the Southern Ocean, i.e.
a few 10s of km may thus be required, a precision at the centimeter level
being probably sufficient.
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6. Ancillary Data Sets

One last issue that needs to be examined is what ancillary data sets are
required in order to estimate the steady circulation in combination with a
high resolution quasi-steady state gravity mission, and what improvements in
these data sets may be necessary.

The first complementary data set is altimetry. If one is to observe the small
scales of the quasi-permanent circulation at the surface of the ocean, then
altimetry must match the resolution of the gravity observations. The advent
of wide-swath altimetry is very promising in this respect since this new
generation of altimeters is expected to resolve spatial scales as small as 15 km
while maintaining the precision level of the current generation of altimeters
(Rodriguez and Pollard, 2001). Satellite altimeters of the class of Topex/
Poseidon and Jason are satisfactory in terms of precision but lack the ade-
quate resolution in between tracks, unless several such satellites are flown
simultaneously on different tracks.

Where available, in situ local gravity measurements, can greatly help in
achieving the highest possible resolution and thus complement space mea-
surements, as shown in Haines et al. (2003).

Because altimetry and gravity constrain the quasi-steady circulation at the
surface of the ocean only, they need to be complemented with in situ
observations in order to estimate the three-dimensional quasi-permanent
flow field. No miracle is to be expected there because of the difficulty of
collecting in situ measurements. The ARGO network of profiling floats
(http://www.ifremer.fr/coriolis/cdc/argo.htm) already provides three-dimen-
sional observations of temperature and salinity, but mostly in the upper
2000 m. Even this automated network leaves out big gaps in remote areas
like the Southern Ocean, along the northern coast of Brazil, and in many
other important regions.

Finally, precise estimates of the wind stress over the ocean, similar to
those provided by the QuickScat mission, are needed in order to estimate the
non-geostrophic Ekman transports in the upper layer of the ocean. It seems
that the available observations are already satisfactory (see Chelton et al.,
2004). However, one has to ensure that this high quality space measurement
capability is maintained in the future. A solution could come from the
incorporation of satellite scatterometer observations in the activities of
operational agencies like EUMETSAT in Europe or NOAA in the US.

7. Conclusion

Provided that the complementary data sets enumerated above are available,
particularly high resolution altimetry and scatterometer observations, one
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expects that some room will still be left after the GOCE mission for
improvements in estimates of the quasi-permanent ocean circulation. A
future very high resolution gravity mission resolving spatial scales of about
50 km would be required. It seems reasonable to expect that improved esti-
mates of these scales of the ocean circulation could locally lead to corre-
sponding improvements in estimates of heat transport. However, obtaining
observations of the three-dimensional temperature field on a 50 km grid
would be very difficult in the global ocean.

The improvements provided by a future high spatial resolution mission
would by no mean match those expected from the GOCE mission. However,
processes like intense oceanic fronts, shelf-break currents, and flows in semi-
enclosed seas could be determined more accurately. Most of these processes
have small geographical extents, but they can have a strong impact on the
global circulation and are of great societal importance.
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Abstract. A summary is offered of the potential benefits of future measurements of temporal variations

in gravity for the understanding of ocean dynamics. Two types of process, and corresponding ampli-

tudes are discussed: ocean basin scale pressure changes, with a corresponding amplitude of order 1 cm

of water, or 1 mm of geoid height, and changes in along-slope pressure gradient, at cross-slope length

scales corresponding to topographic slopes, with a corresponding amplitude of order 1 mm of water, or

a maximum of about 0.01 mm of geoid. The former is feasible with current technology and would

provide unprecedented information about abyssal ocean dynamics associated with heat transport and

climate. The latter would be a considerable challenge to any foreseeable technology, but would provide

an exceptionally clear, quantitative window on the dynamics of abyssal ocean currents, and strong

constraints on ocean models. Both options would be limited by the aliassing effect of rapid mass

movements in the earth system, and it is recommended that any future mission take this error source

explicitly into account at the design stage. For basin-scale oceanography this might involve a higher

orbit than GRACE or GOCE, and the advantages of exact-repeat orbits and multiple missions should

be considered.

Keywords: Abyssal, ocean circulation changes, ocean bottom pressure, satellite gravity

1. Introduction

Time-varying gravity is, over the ocean, potentially a measure of ocean
bottom pressure (OBP) variations. Such variations have been studied from
in situ data predominantly at short (days to months) time scales and at
occasional points in the global ocean. The possibility of obtaining multi-year
time series of global OBP variations is a very exciting one, and one which is
still quite a new concept to the oceanographic community. The first results
from GRACE are now beginning to demonstrate this possibility. The future
launch of GOCE, which will refine knowledge of the static geoid at smaller
length scales, will not significantly address the question of time-dependent
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gravity relevant to OBP measurement. The purpose of this paper is to look at
the possible OBP signals to be measured, for consideration in the design of
future systems for measuring time-dependent gravity.

There are two distinct length scales on which OBP variations can be con-
sidered: ‘‘basin scales’’ of typically 1000–4000 km, and topographic length
scales of about 20–200 km. In what follows, the dynamical information asso-
ciated with these two length scales is discussed separately.

Currently, however, the theoretical limiting factor on accuracy of OBP
determinations obtainable from a GRACE-like mission appears to be the
need to correct for high frequency mass movements which are too fast to be
measured with the global coverage that is necessary to map their spatial
signatures and subtract them from long-period variations. Some thoughts on
the requirements of future missions to minimise this problem will also be
offered. It is worth noting that, at the time of writing, the accuracy of
GRACE data is at least an order of magnitude worse than its theoretical
value. No clear reason for this has yet been identified, as the instruments all
appear to be performing close to or better than expectations. It is anticipated
that significant improvements can be expected as the data processing chain is
refined.

2. Basin Scale Variability

On basin scales, it has long been predicted (Gill and Niiler, 1973), and more
recently observationally verified (Fukumori et al., 1998), that most of the
intraseasonal to seasonal OBP variability is due to the ocean’s depth-inde-
pendant response to atmospheric wind stress and pressure forcing. This is of
little intrinsic interest except as a source of aliassing for altimetry and tem-
poral satellite gravity measurements, which cannot resample the same spot
frequently enough to remove this, sometimes large (up to 5 cm of water in the
deep ocean), high frequency signal from longer term measurements.

At interannual scales, however, the dynamics become much more inter-
esting. The global heat budget is strongly influenced by the ocean circulation,
which supplies almost half of the equator-to-pole heat transport which
ameliorates what would otherwise be an enormous temperature range around
the planet. In the Atlantic, this heat transport is actually northwards in both
hemispheres. Such large heat transports are made possible by the sinking of
cold water at high latitudes, and spreading throughout the ocean at depth.
There are rather few sites of bottom water formation, in the North Atlantic
and close to Antarctica, and this water spreads over the whole globe. From
the few direct measurements we have, and from the spreading of tracers
advected by the slow, deep flows, we know something about the spreading
pathways the water takes. It is also known that there are strong variations in
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production of dense bottom waters as this tends to happen during extreme
weather events and is quite sensitive to ambient ocean conditions. However,
very little is known of the variability in the flow once it sinks to the ocean
floor, or of variations in the subsequent upwelling. This is because direct
measurements of deep flows are difficult to make, and therefore rather sparse.
In some cases, deep flows may be detectable indirectly by their influence on
near-surface circulations, but this is an indirect representation of the deep
flow and may be swamped by other near-surface dynamics, making it difficult
to infer the deep flow.

Movement of dense water between ocean basins must, however, produce a
signal in ocean bottom pressure. A simple analytical argument (Hughes and
Stepanov, 2003) shows that this signal will be predominantly at basin scales
as ocean dynamics will rapidly smooth the pressure along depth contours.
There is a strong dynamical constraint on the component of pressure gra-
dient along a depth contour, but no such constraint on the pressure averaged
around a closed depth contour. This permits a range of possible ‘‘basin scale’’
pressure signals: signals may be basin scale along a depth contour, but at a
relatively narrow scale across depth contours (for short, closed depth con-
tours, such as those around a seamount, both scales can be small), or can be
basin scale in both directions. The latter are susceptible to measurement
using current capability.

Multi-year time series of bottom pressure data at basin scales, in combi-
nation with more routine near-surface measurements, will make it possible to
track the motion of dense water through the global ocean, from its source
to its still poorly-defined upwelling regions, making a major contribution to
monitoring and understanding the ocean-atmosphere climate system. Such a
monitoring system would ideally be a part of an ongoing monitoring effort to
measure interannual to decadal changes in ocean circulation.

It is difficult to specify the size of the expected signals in advance. Mod-
elling results (Hughes and Stepanov, 2003) suggest typical interannual
pressure changes of around 1 cm of water (equating to about 1 mm change in
geoid at these length scales), but there is now strong evidence that much
larger changes can occur. Using Lageos satellite tracking data, Cox and Chao
(2002) presented a time series of the J2 coefficient of the earth’s gravity field.
This shows a steady decrease, attributable to the secular relaxation of the
earth after melting of ice from the last glacial period, but also shows a sudden
jump upwards (of about 10)10) in mid 1998. Dickey et al. (2002) attributed
about half of this jump to a change in OBP, predominantly in the Southern
Ocean. While this attribution depends heavily on data assimilation into a
coarse resolution ocean model (which is unlikely to represent the strongly
eddying Southern Ocean well, and is limited by a dearth of subsurface data in
this region), it is undoubtedly true that there was a major sea level drop of
about 15 cm in the Pacific sector of the Southern Ocean at this time
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(Figure 1). If this is associated with a mass change, the associated geoid
movement is of order 1 cm.

This drop occurred at the same time as the switch from El Niño to La
Niña conditions, as can be seen from the large tropical Pacific sea level
changes, and highlights both the possible interest of satellite gravity mea-
surements and also the difficulty in interpreting other forms of data. The sea
level change in the Southern Ocean is likely to be associated with a mass
anomaly, since Southern Ocean flows tend to penetrate to the ocean floor,
although model diagnostics suggest that the relationship between sea level
and OBP is geographically surprisingly variable in the Southern Ocean
(R. Bingham, personal communication). In the tropics, however, a sea level
rise tends to be strongly affected by heating, and compensated by a depres-
sion in the thermocline, producing a much smaller bottom pressure signal.
This means that sea level is a poor guide to movements of mass at low
latitudes, and cannot tell us where the ‘‘missing mass’’ removed from the
Southern Ocean has gone. Interpretation of model data is also fraught with
difficulties given the small amount of data from the depths of the ocean to
constrain the models. It is likely that the sea level change is simply the surface
signature of a much larger global redistribution of mass which we cannot see.

Figure 1. The difference between two annual average sea level fields, year before minus year

after the change in J2, from satellite altimetry. The 3 km depth contour is superimposed.
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Even in itself, this 15 cm sea level change is enough to account for 1/3 to 1/2
of the change in J2, if we assume the mass removed from the Southern Ocean
is redistributed at tropical latitudes.

This is a completely unexpected phenomenon. It is unclear whether its
relationship to El Niño is coincidence or something deeper, but it represents a
major shift in the ocean in this region. Interpretation would be greatly helped
if the mass changes could be more localised, as by a GRACE-type mission.
Such a major discovery, associated with the most climatically important and
most thoroughly studied ocean phenomenon, shows how interesting even one
coefficient of the gravity field can be.

Of equal topical interest is the possibility that the North Atlantic might
switch into a different mode of circulation in which much less bottom water is
formed, with possibly dramatic consequences for the Northern Hemisphere.
Palaeoceanographers argue that such changes occurred during the glacial-
interglacial transition (Clark et al., 2002), and there is concern that current
anthropogenic climate forcing could tip the system into a state where such a
‘‘thermohaline collapse’’ could occur again. There are several international
programmes as part of CLIVAR, whose objective is to monitor the ocean for
such changes, but their geographical range is necessarily limited; temporal
gravity measurements would be a great help in such monitoring efforts.

The projected accuracy of the current GRACE mission would be easily
adequate to resolve these kinds of variability, with an estimated accuracy of
1 mm of water for a length scale of about 1000 km (Wahr et al., 1998),
although the present actual accuracy appears to be closer to 1 cm of water at
basin scales. However, that is a measure of the instrument accuracy, ignoring
the considerable problem of aliassing high frequency variability. If the
processing of GRACE data can be improved to boost the system accuracy,
the problem of unmodelled tides and barotropic ocean variability particu-
larly in shelf seas and at high latitudes, is likely to become the dominant
source of noise (Knudsen, 2003; Ray et al., 2003; Hughes and Stepanov,
2003).

3. Topographic Scale Variability

In order to go further than monitoring basin-scale mass redistributions, a
leap in resolution is necessary to permit more detailed attribution of the
associated dynamics. It will never be possible to use gravity alone to monitor
time-averaged flows, but bottom pressure changes can contain information
about changes in the currents.

Currents associated with these deep mass transports are typically
concentrated against steep topography, with length scales between about 20
and 200 km. A simple estimate of the gravity anomaly associated with
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subtraction of a uniform 0.2 kg/m3 density anomaly, occurring over a 1 km
thick layer and 100 km horizontal extent, produces a geoid anomaly of
1.2 mm. Removal of such a density anomaly is equivalent to a change of
about 20 cm of water, and would represent the complete extinguishing of a
major deep western boundary current, as discussed above in the case of the
North Atlantic. This is an extreme upper bound to the size of signal which
can be expected, we would expect more usual changes to be at least an order
of magnitude smaller. Thus, while movement of dense water between basins
can lead to a basin-wide signal of a few cm of water, the fluctuating currents
which lead to these transports are associated with changes of similar
magnitude, but over smaller length scales, making them correspondingly
harder to detect from space.

Going further than this, we can consider the possibility of measuring the
much smaller variation of pressure along depth contours. Hughes and de
Cuevas (2001) demonstrated the importance of the interaction between
bottom pressure and topography for the depth-integrated ocean flow. In
principle, if wind stress, topography, and OBP were perfectly known, the
depth-integrated flow could be deduced on length scales of about 200 km. As
noted before, the absolute value of OBP will never be determined from
gravity alone, but fluctuations could in principle be related to fluctuations of
the depth-integrated flow, given a reasonable knowledge of the topography.
The difficulty lies in the small signals, and small length scales needed: the
dynamically significant variable is the gradient of pressure along a depth
contour, so pressure needs to be known on the length scale over which
topography varies, which can be as small as 10 km. In addition, the strong
constraint resulting from this relationship means the associated pressure
signals are of order a few millimeters of water, even for quite large changes of
transport (although the pressure change across depth contours can be much
larger). For a 1 mm change at 50 km length scale, this would require a geoid
accuracy a factor of 400 better than that considered above for a 20 cm
change at 100 km resulting in the need to measure the geoid to an accuracy of
at least 0.03 mm on length scales of 50 km, or higher for smaller length
scales. Benefits to ocean circulation studies are potentially very large, but the
technical challenge is also very large.

4. Accuracy Requirements

As stated in Section 2, The projected accuracy of GRACE is sufficient to
measure basin scale variations, although current error estimates suggest that
in practice this capability is marginal. Should the projected accuracy be
achieved, the problem would then be with aliassing of high frequency vari-
ability. While every effort is being made to model as much of this as possible,
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it is likely to remain the major error source for the forseeable future. Global
barotropic models will certainly develop, and may make a significant impact
on storm surge modelling for shelf seas if they reach adequate resolution (and
if adequate meteorological forcing data are available). Tides are still a
problem, particularly in the Arctic (Ray, 2003), and there are few observa-
tions against which to test models.

A good argument can be made for a gravity mission specifically designed
to address these problems. There is an analogy in satellite altimetry, in which
Geosat demonstrated the potential, but TOPEX/Poseidon first really
unlocked that potential by choosing an orbit specifically designed to sample
the tides efficiently, thus permitting them to be accurately removed from the
signal. Even the relatively straightforward sampling of the ocean by Geosat
produced important ambiguities between tidal error signals and long period
ocean dynamics. If we think of GRACE as analogous to Geosat, we can use
the information gathered by GRACE to help design a mission to minimise
such ambiguities.

If basin scale dynamics are the aim, it is possible that the optimum con-
figuration would be an orbit higher than the GRACE orbit, enhancing the
spatial averaging capability of each satellite pass and improving the temporal
sampling. The spatial resolution would go down in a ‘‘no high frequency
noise’’ scenario, but in the real world the useful spatial resolution may im-
prove. An exact repeat orbit would make interpretation of aliasing much
simpler, and mutiple instruments could be used to improve the trade-off
between temporal and spatial sampling. In addition, if the orbit is designed
with sampling of tides in mind, a major source of error could be rapidly
reduced.

For topography scale dynamics (say 100 km), the requirements are much
stricter. The maximum plausible signal is about 1 mm of geoid, which is
beyond the capability of both GOCE and GRACE. However, the principle
interest is in ocean signals at long time scales. If technological improvements
could improve the GOCE precision from 1 to 0.5 cm over 6 months, then
simple statistical averaging could make 1 mm a resonable aim for the dif-
ference of two 10 year averages. Further improvements in technology (such
as superconducting gradiometers and laser tracked satellite constellations)
may make fractions of a millimetre a plausible aim, in which case the im-
proved spatial resolution of a low orbit, gradiometry mission may help with
the aliassing problem by using the different spatial distributions of the main
high frequency ‘‘noise’’ terms from the lower frequency ‘‘signal’’ terms. The
problem of resolving topographically-steered boundary current changes is
made more difficult by their usual proximity to land, meaning that leakage of
land hydrography signals (which can be much larger) will also be a problem.
In short, resolution of topography-scale dynamics is a big challenge which
may just barely be attainable with a major improvement in accuracy.
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To go further and diagnose transport fluctuations directly from changes in
the gradient of pressure along depth contours would require a further order
of magnitude improvement in both measurement accuracy and reduction of
aliasing error. Although the dynamical value of such measurements would be
high, this does not seem a plausible avenue to explore for the foreseeable
future.

Whichever option is followed, it seems clear that the mission design is
critical. If signal and noise are to be separated, a judicious choice of orbit(s),
duration, and measured parameters must be made which takes account not
only of instrument noise but also geophysical noise to optimise detection of
the desired signal. This would be different for different signals. For example,
basin-scale ocean dynamics might best be detected from a slightly higher
orbit which would reduce temporal aliasing, but land hydrology has a larger
signal and may have a smaller aliasing problem, and might benefit from the
lowest orbit possible. As has been found with satellite altimetry, the best
exploitation of the technology, minimising aliasing problems, may require
multiple gravity missions (and perhaps a mixture of technologies) in order to
optimise both the spatial and temporal sampling.

5. Conclusion

Important new understanding of how the ocean works will undoubtedly be
derived from measurements of time-dependent gravity, as can be seen from
the interest already generated by changes in a single coefficient (J2). The easier
aim, which will provide a first global window on ocean thermohaline circu-
lation variations and their role in heat transport, is to measure basin scales of
1000–4000 km, but with an instrument designed to minimise the impact of
geophysical noise. Geoid signals of order 1 mm or more are to be expected,
within the range of current technology. Moderate accuracy improvements
would increase the spatial resolution attainable and aid the interpretation of
the signal, but would not produce a step change in value of the observing
system.

The more ambitious aim is to look for resolutions in the range of 20–
200 km capable of collocating pressure anomalies with topographic fea-
tures. The most gross changes in circulation would produce signals of
order 1 mm in the geoid, while more subtle signals containing important
dynamical information would require accuracies of order 0.01 mm on
length scales smaller than 100 km. Should that be achievable, however, the
gain for oceanography would be enormous, permitting the depth-inte-
grated flow to be calculated at about 200 km resolution and giving a clear
picture of flows near the ocean floor. The current and projected obser-
vational network is only capable of providing very limited information on
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such flows. However, the accuracy needed for the more subtle signal of
pressure gradient along topography appears beyond anything currently
foreseeable.

Whatever the aim of any future mission, a serious complicating factor
which must be take into account is aliasing of high frequency signals. Lessons
must be learned from GRACE to help design a mission so as to minimise
these errors. The trade-off between temporal and spatial resolution should be
carefully examined in the light of the signal to be measured, as should the
potential advantages of an exact repeat orbit. The clear interpretation of both
ocean and land signals may require multiple missions.
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Abstract. An overview of advances in ice research which can be expected from future satellite gravity

missions is given. We compare present and expected future accuracies of the ice mass balance of Antarctica

which might be constrained to 0.1–0.3 mm/year of sea level equivalent by satellite gravity data. A key issue

for the understanding of ice mass balance is the separation of secular and interannual variations. For this

aim, one would strongly benefit from longer uninterrupted time series of gravity field variations (10 years

or more). An accuracy of 0.01 mm/year for geoid time variability with a spatial resolution of 100 km

would improve the separability of ice mass balance from mass change due to glacial isostatic adjustment

and enable the determination of regional variations in ice mass balance within the ice sheets. Thereby the

determination of ice compaction is critical for the exploitation of such high accuracy data. A further

benefit of improved gravity field models from future satellite missions would be the improvement of the

height reference in the polar areas, which is important for the study of coastal ice processes. Sea ice

thickness determination and modelling of ice bottom topography could be improved as well.

Keywords: Geoid time variation, ice mass balance, ice thickness, satellite gravity missions,

sea level change

1. Introduction

Understanding the mechanisms controlling ice sheet mass balance is essential
to studies of long term changes in sea level and ocean circulation and of
climate change. The masses of the Antarctica and Greenland ice sheets, of
glaciers and ice caps vary in time through the exchange of water with the
atmosphere and with the oceans, see Committee (1997). Ice mass balance is
the comparison of mass gain due to accumulation and mass loss due to
sublimation, evaporation, melting and discharge, as functions of time,
respectively. In the near future detailed mass balance will be feasible from the
combination of models (atmospheric models, flow models, surface energy
balance), in-situ measurements (ice cores, surface GPS, absolute gravimetry,
automatic weather stations), airborne measurements (shallow layer radar, ice
penetrating radar, and airborne gravimetry) and spaceborne measurements
(satellite microwave, INSAR, satellite radar and laser altimetry, and satellite
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gravity), see Figure 1 (from Thomas, 2001). Temporal variations of gravity
are of particular importance as they are directly proportional to mass
changes. The challenge will be to separate postglacial isostatic mass adjust-
ment, the effect of ice compaction and the mass changes of ice, see Wahr and
Velicogna (2003).

2. Ice Mass Balance (Ice Sheets and Glaciers)

The history of past glaciation and the present-day ice mass balance are parts
of a complex process: past ice load changes, in particular the deglaciation
after the last ice age, continue to act through Glacial Isostatic Adjustment
(GIA), i.e. vertical land movements due to removed ice loads and related
lateral mass shifts in the Earths’s interior. The GIA geometric and mass
signals are superimposed by the recent ice thickness and mass changes,
caused by the meteorological and climatological variability, with seasonal
and annual to interannual and secular components. Measurements of
geometry and mass changes in time always represent the total of these effects,
and – in addition – of other phenomena such as variations in the atmosphere,
in adjacent oceans and – for areas free of ice today – also in continental
hydrology (cf. Vermeersen, 2004). Ice mass and sea level are closely con-
nected by the hydrological cycle including ice, ocean and atmosphere.
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Figure 1. Processes contributing to ice mass balance and applied measurement methods, after
Thomas, 2001).
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Therefore, ice mass balance is often expressed in units of equivalent sea level
change.

Figure 1 shows the wide variety of data connected to ice mass changes: ice
cores and geological records revealing past climate changes (Thomas, 2001),
relative sea level changes from tide gauges (Woodworth, 2004), meteoro-
logical data and models, surface ice velocities from INSAR, surface structure
and temperature from satellite microwave data, vertical motion from GPS,
changes in the low harmonic coefficients of the gravity field and in the earth
orientation parameters (James and Ivins, 1997), gravity changes as measured
by terrestrial absolute gravimetry, and others.

All these data have characteristic limitations in their role for the deter-
mination of the ice mass balance. Often the sampling is sparse and uneven,
resulting in a limited spatial and temporal resolution. For others the con-
version of the measured quantity into mass variations contains many error
sources.

From the currently available data it has been deduced, that the Antarctica
ice sheet is today approximately in equilibrium. However, the uncertainties of
this conclusion are large. Table I (first row) shows the current accuracy esti-
mates as given by various authors, ranging from �0:2 mm/year up to
�1:4 mm/year for the resulting secular change in sea level equivalent. In the
mass budget, the mass output is constrained only to about �20% of the mass
input (Huybrechts et al., 2004). The seasonal and interannual components are
probably even more uncertain. Also for Greenland, the mass balance is poorly
known. Here, melting and discharge prevail, resulting in a sea level rise of at
least 0.1 mm/year, maybe considerably more (Rignot and Thomas, 2002).

TABLE I
Ice mass balance of the Antarctica ice sheet: current and future accuracies for secular ice mass

change and corresponding sea level equivalent, as estimated for the spatially averaged change
of the whole ice sheet

Accuracy estimates (mm/year) References

Secular ice mass

change

Secular sea level

change

today 20–40 0.2–1.4 James and Ivins (1997);

Wahr et al. (2000);

Rignot and Thomas (2002);

Wu et al. (2002)

GRACE only 20 0.6 Wahr et al. (2000)

ICESat + GRACE 4–9 0.1–0.3 Wahr et al. (2000);

Wu et al. (2002)

20year missions

altimetry + gravity

3–4 0.1 Wahr et al. (2000)
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At present, the data situation is changing significantly with the availability
of precise temporal gravity variations from GRACE and altimetric ice sur-
face data from ICESat and – in the next future – CryoSat. These missions
allow to determine directly the ice volume and mass changes with a very high
precision, with a nearly complete coverage of ice sheets and glaciers, with
high spatial resolution and with sufficient temporal resolution (monthly
sampling of mass changes by GRACE, whereas the time resolution of ice
altimetry depends on the type of cross-over analysis). The lower rows of
Table I show the improvements in accuracy expected from the use of these
new data.

To derive the ice mass balance from these new data, one will have to deal
with the following main problems:

– The most important task is the separation of signals from GIA, from
recent ice mass changes and from the mass changes in the neighboring
oceans, in atmosphere and hydrology.

– When volume changes from altimetry are converted to mass changes, ice
compaction has to be modelled, which introduces considerable conversion
errors. In particular, time variations of compaction caused by variable
accumulation rates are a critical issue (Wahr et al., 2000; Wu et al., 2002).

– In the polar areas, sequences of years with higher-than-normal or lower-
than-normal snowfall rates cause strong interannual variations in the ice
mass balance, which are not yet well understood. Figure 2 (from Wahr
et al., 2000) shows snow-ice variations from a climate model for a time
span of 200 years, demonstrating that strong, fast changes alternate with
much more stable periods. Since the current missions have a lifetime be-
tween 3 and 6 years, it becomes clear that they will capture rather a
snapshot of current change, while for a reliable determination of interan-
nual to secular variations longer mission durations have to be considered
(Wahr et al., 2000). Wu et al. (2002) show that also for attempts to model
the past ice load history by inversions, these interannual variations are the
major error source.

– The capability of GRACE to detect variations in the ice mass balance is
limited to a spatial resolution of about 500 km (spherical harmonic degree
40, see Figure 3). Variations over shorter scales will not be resolved.

Simulations by Wahr et al. (2000) and Velicogna and Wahr (2002a,
2002b) show, that a joint modelling and a separation of GIA signal and ice
mass trend is possible. When using simulated GRACE data alone the sepa-
ration does not succeed very well (Table I, second row), the achieved accu-
racies for ice mass and sea level change being not much better than from
current data. When using GRACE and ice altimetry together, the accuracy
improves considerably (Table I, third row), and some further improvements
can be achieved adding a set of GPS vertical movement data. Also regional
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variations could be recovered by these simulations, with accuracies varying
between 5 and 20 mm/year of equivalent water thickness (Velicogna and
Wahr, 2002a). In the approach of Wahr et al. (2000) and Velicogna and
Wahr (2002a, 2002b), volume changes from ice altimetry are converted to
mass changes, introducing a significant error due to the unknown ice com-
paction, which dominates the measurement errors. Therefore the results of

Figure 2. 219 years of monthly values of the snow-ice mass averaged over the Antarctic ice

sheet, as predicted by the CSM-1 climate model, from Wahr et al. (2002). Units are equivalent
water thickness.
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Figure 3. Degree amplitudes of the geoid effect of a 4 cm ice thickness change for the entire
antarctic continent, compared to the GRACE baseline error.
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this approach would not benefit by a higher precision gravity mission. For
the future, either ice compaction must be modelled more precisely (e.g. based
on extensive shallow coring of the ice sheets, see Huybrechts et al., 2004), or
other approaches for the separation of mass changes and compaction
changes have to be developed.

Future satellite gravity missions could bring benefits for the following
areas:
– Determination of the important interannual ice mass changes (Figure 2)
and identification of long-term trends. This requires longer and consistent
time series of geoid, gravity and surface height variations. Future missions

– possibly with longer duration – would continue the time series started at
present by GRACE and ice altimetry. Ideally, this continuation should be
without interruption.

– Understanding of the Glacial Isostatic Adjustment mechanism and the
viscoelastic properties of the Earth from gravity missions with better spatial
resolution, higher accuracy and longer lifetime (Vermeersen, 2004). This
will facilitate the separation of ice mass changes and mass shifts in the
Earth’s interior (Velicogna and Wahr, 2003a). Therefore, the mission pre-
cision requirements imposed by GIA research are supported by the needs of
ice mass balance determination. GIA mass changes and ice mass changes
have distinct spatial signatures. The GIA mass signal has most of its power
at scales (wavelengths) greater than 500 km. The ice mass change signal, at
the other hand, will contain considerable contributions at scales between 50
and 500 km. For example, West Antarctica is experiencing fast melting and
discharge by glaciers, with pronounced regional variations in the size of the
changes (Rignot and Thomas, 2002). Also for Greenland, high variability
on such spatial scales is observed. If future gravity missions will allow to
resolve also the small scale structures of ice mass changes, a much better
separation from the GIA signal should be possible. Further improvement
will be possible if simultaneous ice surface observations by follow-on sa-
tellite altimetry missions will be available. However, new approaches for the
separation have to be studied, in particular for the identification of the
amount of compaction for the conversion of volume to mass.

– At the same time, improved models of GIA vertical movements all over the
globe would be important to correct records of the relative sea level at the
coast and enhance their value for ice load history determination (Hu-
ybrechts et al., 2004).

– A higher resolution would improve the separation between ice mass
changes and mass variations in the adjacent ocean.

– If a very high spatial resolution of about 20–30 km could be reached, this
could even allow a monitoring of narrow fast flowing ice streams in
Antarctica, which suddenly and unexpectedly stop or resume their move-
ment (Joughin and Tulaczyk, 2002).
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Therefore, a future mission should meet the following requirements:
– the time span covered by a single mission or series of missions should be as
long as possible, at least 10 years;

– the mission accuracy should meet the needs of GIA research, i.e. in the
order of 0.01 to 0.001 mm/year; (Vermeersen, 2004);

– the spatial resolution should reach 100 km or better.

Besides gravity time variations, also an improved static gravity field could
contribute to study ice mass balance. The uncertainty of ice compaction
mentioned above could possibly be reduced by combining gravity field and
ice thickness data, see next section. Furtheron, a high resolution static geoid
with a 10 cm accuracy or better could play a role for the determination of ice
thickness along the grounding lines of ice shelves and glaciers that cover large
parts of the coast of Antarctica. The geoid could be used as an approxima-
tion of sea level and allow the height determination of the ice bottom at the
grounding line. From ice thickness, together with ice velocity determined by
INSAR, the ice mass discharge can be assessed, which is an important
contribution to ice mass balance and represents a major part to the present
uncertainty in the mass budget of Antarctica (Huybrechts et al., 2004).

3. Ice Bottom Topography

The bottom topography beneath the ice sheets is an important boundary
condition for ice flowmodels. Today it is obtainedmainly from ice penetrating
radar measurements. Current ice flow models use grids with 20 to 40 km res-
olution (Huybrechts et al., 2003). If the static gravity field froma futuremission
would reach such a resolution, it could allow an independent check of radar
derived ice thickness. For such small spatial scales, airborne gravimetry is an
important complementary data source. The better the spatial gravity field
resolution achieved by a satellitemission, the broader will be the range of scales
where both satellite and airborne data have good quality. This will enable a
mutual validation of both sensor systems and a combination of results. Fur-
thermore, when combining the geometry from radar with the ice mass derived
from the gravity signal, ice density and compaction could be determined, which
is today known only at few borehole sites. With simple rules of thumb one can
derive that for an accuracy of 1 m in bottom topography at least a 0.1 mGal
gravity accuracy is required. To detect a relative density anomaly of 0.001 for a
2 km thick ice sheet a 0.04 mGal gravity signal is required.

4. Sea Ice

The extent of the areas covered by sea ice and the transport of ice to lower
latitudes by ocean currents play an important role for Earth climate and are
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an indicator of secular and interannual climate changes. Sea ice carries a big
amount of freshwater and supplies cold water to the circulation system.
These are important boundary conditions for ocean circulation. Another
climate related issue is the increased reflection of solar radiation by sea ice.
The distribution and thickness of sea ice is characterized by strong interan-
nual variations, with important consequences for the high latitude ocean
circulation and climate, which is shown by Venegas et al. (2001) for the
Southern Ocean and by Laxon et al. (2003) for the Arctic.

While the extent of sea ice is being measured already today by various
remote sensing techniques, the actual height of the ice surface and the free-
board height (the height of the sea ice at its edges) will be measured by the
ICESat and CryoSat missions during the next years. To determine sea ice
thickness and mass all over the sea ice cover, in addition to the ice surface
also the geometry of the sea surface (as if there were no ice) has to be
introduced. Therefore, the static geoid and the dynamic sea surface topog-
raphy due to currents must be known. As the variations of the geoid varia-
tions are much larger than those of the sea surface topography, a static geoid
in very high resolution down to wavelengths of about 10 km with an accu-
racy of 10 cm would lead to an improvement of an order of magnitude for
sea ice thickness and mass transport determination (see Hvidegaard and
Forsberg, 2002).
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Abstract. Global sea level rise will present a major scientific, environmental and socio-economic challenge

during the 21st century. This paper reviews the main oceanographic and geophysical processes which

contribute to sea level change, with particular emphasis on the ability of space gravity missions to con-

tribute to an enhancement of our understanding of the various processes, and ultimately to a better

understanding of sea level change itself. Of special importance is the need to understand better the ocean

circulation, and the contribution of ocean thermal expansion to sea level change.

Keywords: Climate change, gravity field, ocean circulation, sea level changes

1. Introduction

The study of long-term changes in sea level is of great scientific interest and
considerable practical importance to the environmental and economic
infrastructure of coastal zones. The recent reports of Church et al. (2001) and
Woodworth et al. (2004) have provided overviews of the scientific issues
connected to, and the coastal impacts of, the sea level changes of the past
century and of the next 100 years.

Previous working groups have demonstrated the potential for space gravity
missions to provide information on the spatial and temporal dependence of the
Earth’s gravity field, which can lead to improvements in the scientific under-
standing of a number of processes contributing to sea level changes. In partic-
ular, Balmino et al. (1999) presented the benefits of the considerably improved
knowledge of the geoid from theGOCE spatial gravitymission to studies of the
ocean circulation, solid Earth, glaciological processes, geodesy and satellite
orbit determination, which together should lead an improved understanding of
sea level change. The case for a temporal gravity mission such as GRACE was
also constructed partly around the topic of sea level change, by providing better
understanding of the global hydrological cycle and of the ocean thermohaline
circulation together with processes in the solid Earth, notably Glacial Isostatic
Adjustment (GIA, see NRC, 1997; GRACE, 1998). The spatial and temporal
accuracies which these missions are expected to achieve in order to meet their
scientific objectives are summarised in Rummel (2003).
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Although the cases for these two missions were based to a great extent
around the need for greater understanding of sea level change, it is important
to realise that, just as sea level change occurs as a result of many changes in
the earth’s climate and geosphere (e.g. see Figure 1), so the benefits of space
gravity to sea level science will be realised only after each of the above-
mentioned science issues has benefited individually. Therefore, it is difficult to
state quantitatively at the moment just how great the benefits to sea level
studies will be.

Nevertheless, we can be confident about one aspect of future sea level
change in that it will contain a significant contribution from climate change
(‘‘global warming’’) resulting in the thermal expansion of the ocean. Pro-
cesses such as thermal expansion are modelled within Atmosphere Ocean
General Circulation Models (AOGCMs). From the Intergovernmental Panel
on Climate Change Third Assessment Report (IPCC TAR) (Church et al.,
2001), we learn that AOGCMs predict a sea level rise of between 9 and 88 cm
between 1990 and 2100, with a central value of 48 cm. This wide range is
obtained because a full set of emission scenarios were used by the TAR,
together with a number of AOGCM formulations. The mid-range estimate
represents a rate of rise in the 21st century of approximately 2–4 times that of
the past 100 years.

Figure 1. Ranges of uncertainty for the average rate of sea level rise during 1910–1990 and the
estimated contributions from different processes (Church et al., 2001).
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Figure 2 is an updated and corrected version of Figure 11.11 of Church
et al. (2001). It demonstrates the wide range of predictions from AOGCMs
(see also other figures and tables in Church et al., 2001 and Woodworth and
Gregory 2003). However, even though their predictions differ greatly, the
majority of the future rise in each is due to thermal expansion. For example,
from the HadCM3 AOGCM one predicts a thermal ezxpansion for
1990–2100 of 24 cm for the IS92a scenario, which will occur within an overall
rise of between 18 and 46 cm if all contributing terms are considered.

Consequently, the first difficult but most important question is, how will
the sea level predictive capability of Atmosphere Ocean General Circulation
Models (GCMs) improve, and the range of uncertainty narrow, as a conse-
quence of the gravity missions, and, in particular, how will their predictions
of thermal expansion improve? This issue was addressed most recently by
Woodworth and Gregory (2003).

Figure 2. Global average sea level rise 1990–2100 for the IS92a emission scenario, including
the direct effect of sulphate aerosols. Thermal expansion and land ice changes were calculated
from AOGCM experiments, and contributions from changes in permafrost, the effect of

sediment deposition and the long-term adjustment of the ice sheets to past climate change were
added. For the models that project the largest (CGCM1) and the smallest (MRI2) sea level
change, the shaded region shows the bounds of uncertainty associated with land ice changes,
permafrost changes and sediment deposition. Uncertainties are not shown for the other

models, but can be found in Table 11.14 of Church et al. (2001). The outermost limits of the
shaded regions indicate the range of uncertainty in projecting sea level changes for the IS92a
scenario.
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Another conclusion from the IPCC TAR modelling is that a future sea
level rise from either all the contributing terms, or from thermal expansion
alone, will not be spatially uniform, but will vary regionally as the ocean
circulation attempts to adjust to the changing fluxes. This may have
important consequences for particular regions, if they experience significantly
greater rises than the global-mean. Unfortunately, while the various
AOGCMs agree that major spatial variations will occur, they disagree on the
exact geographical pattern.

In summary, two conclusions can be drawn from Church et al. (2001) and
Woodworth and Gregory (2003):

� Global-mean thermal expansion needs to be very well understood for
predicting the sea level rise of the next 100 years, and in particular for the
second half of the 21st century as the effects of climate change become
progressively more important. To achieve that, we first have to under-
stand much better how the ocean works.

� Sea level rise will not be spatially uniform, but will vary regionally as the
ocean circulation attempts to adjust to the changing heat and freshwater
fluxes, again pointing to the need to understand the ocean better.

However, one need not be too pessimistic. Woodworth and Gregory (2003)
gave two examples of differences between AOGCMs which imply that, with a
better understanding of the ocean from missions such as GOCE and
GRACE, AOGCM formulations may be modified and the wide spread in sea
level predictions between models might be reduced.

2. Future Spatial and Temporal Gravity Missions

Although there are many reservations concerning the quantification of the
benefits to sea level studies from GOCE and GRACE, it is of interest to
speculate how a further generation of spatial and temporal gravity missions
might benefit the field. Following the examples of Balmino et al. (1999) and
NRC (1997), we must once again consider the benefits to each of the terms
which contribute to sea level change.

2.1. BENEFITS FROM IMPROVED RESOLUTION OF A SPATIAL GRAVITY MISSION

The steady-state ocean circulation

The case for GOCE was constructed around its ability to provide a mea-
surement of the geoid with centimetric accuracy down to spatial scales of
100 km half-wavelength, which corresponds to a typical deep ocean Rossby
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radius of deformation. The case was made that spatial scales of the steady-
state ocean surface circulation larger than the radius can be considered to be
in approximate geostrophic balance with the sea surface topography mea-
sured by means of an altimetric mean sea surface from which a precise geoid
can be subtracted. Therefore, the steady-state circulation can be determined
from the two data sets relatively straightforwardly. The 100 km scale was
also chosen on the basis that in present deep ocean models one observes
relative little steady state circulation at spatial scales shorter than the 100 km
(cf. Figure 3.11f of Balmino et al., 1999; see also Woodworth et al., 1998; Le
Provost and Bremond, 2003).

GOCE should indeed provide a measurement of the geoid which will be
good enough for deep ocean studies down to that scale. However, one might
now revisit the benefits to knowledge of the circulation through improvements

Figure 3. Highly schematic illustration of sea surface gradients (relative to the geoid) of
several components of the ocean topography compared to mean sea surface slope accuracy
from altimetry (dashed line) and to geoid slope accuracy from space gravity missions such as

GOCE (thick line) and GRACE (thin line). ‘‘Gulf Stream’’ represents the stronger deep ocean
fronts including those of the Gulf Stream itself and of, for example, the Antarctic Circumpolar
Current. ‘‘Recirc’’ represents the Gulf Stream recirculation. ‘‘Weaker WBC’’ represents the
weaker Western Boundary Currents (e.g Brazil Current) with spatial scales of order 100 km

and gradients of order few 10)6. ‘‘ACC-DP’’ and ‘‘ACC-AA’’ represent a major current such
as the ACC at Drake Passage or at the wider African and Australian choke points respectively.
‘‘GYRE’’ represents a typical 1 m ocean gyre over 3000 km scale. ‘‘Coastal currents’’ repre-

sents the myriad of coastal currents, flows through longer straits and meridional equatorial
signals with space scales of order 100 km and gradients of 10)6. ‘‘Straits’’ represents flows
through short straits which are at the limit of spatial resolution. Note that at very long

wavelengths, where GRACE accuracy is superior to that of GOCE, remaining altimeter orbit
and other systematic uncertainties are still significant. (from Woodworth et al., 1998).

97BENEFITS TO STUDIES OF GLOBAL SEA LEVEL CHANGES



towards even shorter deep ocean scales and towards shallower areas of the
ocean. For example, while there is relatively little steady state deep ocean
circulation at these short scales in models, it clearly does exist (see above
references) even if it is probably not well represented in present models. The
existence of shorter scale features (meanders, fronts) is also known from a
range of deep ocean observations. As higher resolution models are devel-
oped, the quality of simulation of shorter scale features should improve
significantly.

Notable amongst the shorter scale features of the steady state deep ocean
circulation which do exist and which are undoubtedly important is flows
through straits (e.g. Gibraltar, Florida, Skagerrak). Such flows play major
roles in the adjacent deep ocean (e.g. Mediterranean deep outflow in the
North Atlantic) and have dimensions which are at the limit of the anticipated
GOCE range (Figure 3 taken from Woodworth et al., 1998).

The steady-state circulation of continental slope currents has received
relatively little attention in the context of space gravity, primarily owing to it
also being at the spatial limit of GOCE, with currents typically several 10s-
km wide. However, most continental slopes have currents with transports of
several Sv (1 Sv ¼ 106 m3 s)1). This is small in comparison to the approxi-
mately 100 Sv transports of the Gulf Stream and the other deep ocean sys-
tems. However, they together comprise a major component of the global
ocean circulation and are of local importance with regard to shelf-deep water
fluxes. An example of the possible improvement in oceanographic knowledge
of the NW European slope current from satellite altimetry together with
state-of-the-art geoid models was provided by Haines et al. (2003). Flows on
the continental shelves can also be of interest. For example, in the North Sea
the effective Rossby radius can be very short (several to 10s km) with flows
from rivers (notably the Rhine) onto the shelf being essentially steady state at
this spatial scale and with a sea surface topography signature of order 10 cm.

While these short-wavelength signals could be significant within discus-
sions of the overall benefits of a new spatial gravity mission, especially with
regard to regional ocean modelling, it is less clear how importantly this aspect
of the steady state circulation might benefit sea level studies.

Ice sheets (Greenland and Antarctica). Balmino et al. (1999) referred to
the limited benefits to knowledge of ice sheet dynamics, and consequently of
mass balance, from GOCE, given that a < 50 km resolution bed geometry
was needed via measurement of the geoid at that scale for study of Antarctic
ice streams. In addition, there was little benefit to knowledge of the bed
geometry of Greenland which is well-known from radar sounding. Therefore,
a new spatial gravity mission would have to provide a resolution of order
20 km to be of use.

Glacial isostatic adjustment. Balmino et al. (1999) implied that the spatial
gravity provided by GOCE would be as specified by the science requirements
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for anticipated GIA studies. Therefore, there is as yet no case for a further,
higher resolution spatial gravity mission for this topic.

Tectonics. Balmino et al. (1999) demonstrated that understanding could
be increased of mechanisms of active tectonics in areas such as Italy and the
Adriatic, with data from GOCE enabling the accurate determination of rates
of vertical land movement from tectonics, to which rates from GIA can be
added, for comparison to rates observed from GPS or tide gauge data (Di
Donato et al., 1999; Woodworth, 2003). The modelling of such tectonic
processes would clearly benefit from higher resolution spatial gravity infor-
mation.

Hydrology. The uncertainty in the net contribution of hydrological pro-
cesses to global sea level change during the 20th century is very large and is a
major point of discussion when considering the combination of various terms
which make up the observed 20th century sea level rise (Figure 1). However,
a spatial gravity mission such as GOCE or its successor is not suited to
address this issue.

Glaciers. Similarly, Balmino et al. (1999) did not consider that GOCE
could contribute to studies of mass balance of mountain glaciers, the
understanding of which it was considered would be undertaken by various
forms of altimetry and other types of remote sensing in future.

Bathymetry. Balmino et al. (1999) noted that, at the 10-500 km spatial
scale, spatial gravity can be directly related to ocean bathymetry. A
lack of knowledge of the bathymetry of the global ocean is a major
factor in the construction of ocean numerical models and bathymetric
information recovered to 10 km resolution from spatial gravity would be
very desirable.

Geodetic issues. There are a number of sea level-related geodetic issues
such as the need for a geoid to use within ‘‘GPS-levelling’’ between tide
gauges, and the need to remove gravity field errors in the orbits of altimeter
satellites. The former was discussed by Balmino et al. (1999). The need for
local in situ gravity in an area approximately 50 km around tide gauges, in
addition to data from GOCE, is noted if geoid omission errors are to be
removed to the cm level, as required for GPS-levelling between gauges.
Balmino et al. (1999) considered that the gravity field errors in altimeter
orbits would be essentially zero after GRACE and GOCE.

2.2. BENEFITS FROM IMPROVED SPATIAL/TEMPORAL RESOLUTION OF A TEMPORAL

GRAVITY MISSION

Deep ocean circulation. NRC (1997) and GRACE (1998) have demonstrated
the potential for GRACE to provide monthly maps of gravity changes with
an accuracy corresponding roughly to a millimetric disk of water of spatial

99BENEFITS TO STUDIES OF GLOBAL SEA LEVEL CHANGES



scale typically 700 km. A temporal gravity mission such as this will be of
major benefit to ocean circulation studies by providing a monitor of mass
transports, complementing the monitoring of sea surface height by altimetry.
Recent papers have also demonstrated the importance of understanding
ocean mass transfers to studies in geophysics, such as in accounting for recent
variations in J2 (Dickey et al., 2002).

Discussion of the utility of temporal gravity to oceanography beyond
GRACE is provided elsewhere in this volume. The insight into ocean cir-
culation gained will eventually be included in AOGCMs to the particular
benefit of the thermal expansion component of sea level studies as discussed
above.

Coastal ocean circulation. Benefits in this area are not so clear. The
effective spatial resolution would need to improve over GRACE by an order
of magnitude, while preserving a similar temporal resolution. While further
studies could be undertaken from a purely coastal oceanography perspective,
it is unlikely that benefits would extend directly to sea level studies.

Glacical isostatic adjustment. Wahr and Velicogna (2003) have discussed
the decoupling of GIA from other processes within GRACE data (e.g. de-
coupling the Greenland GIA signal from the present-day elastic term, and
from neighbouring ocean mass changes). The authors conclude that effective
decoupling will result in improved estimates of the Earth’s viscosity profile,
although errors in ice history models remain a major issue. Higher resolution
would benefit the decoupling.

Hydrology. As discussed above, hydrological changes was a major issue in
discussion of reasons for 20th century sea level change (Church et al., 2001;
Woodworth and Gregory, 2003; Cazenave et al., 2003). During the 2002
Bern Symposium on Space Gravity, Wahr discussed the spatial dealiasing of
GRACE data in order to provide time series of groundwater mass for (large)
drainage basins. Higher resolution would benefit the construction of such
hydrological time series.

Ice sheets (Antarctica and Greenland) and Glacier Groups (e.g. Alaska).
Ice sheet mass changes should be observable from a mission such as GRACE
to the same spatial/temporal resolution as for ocean or atmospheric mass and
hydrology. Interpretation in terms of sea level change will take place in
combination with altimetric measurements. Low latitude glaciers contain ice
equivalent to approximately 40 cm of sea level. Alaska’s glaciers, which can
be considered as comprising a small ice sheet, are known to be melting fast
and contributing to current sea level change (Arendt et al., 2002; Dickey
et al., 2002). Once again, the effective monitoring of such mass changes, in
combination with altimetry, would benefit sea level studies.

In addition to considering the sea level-equivalent of melt water from ice
sheets and glaciers, the signal observed in tide gauge records from the melting
will include a solid earth loading term (Tamisiea et al., 2001). To model
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loading well, the spatial distribution of mass change needs to be known as
well as possible. Consequently, the ‘fingerprint methods’ such as those of
Tamisiea et al. will benefit from higher temporal gravity resolution.

Global-mean mass monitoring. Nerem and Leuliette (2003) presented
simulations showing that GRACE should be able to monitor non-secular,
monthly average changes in ocean mass of approximately 3 mm water-
equivalent with a spatial resolution of order 500 km, comparable to previous
estimates. They also suggested that GRACE would be able to monitor
changes in global-mean ocean mass to approximately 1 mm.

These simulations are very encouraging, but the authors stress that
secular signals from GIA and melting polar ice result in major difficulties
with regard to determination of secular ocean mass change, and such
ambiguity would be reduced with a higher resolution mission. Multiple
satellites, and combined analyses with altimetry, could reduce such aliasing
in time series. The capability of providing millimetric accuracy time series
of global-mean ocean mass (an order of magnitude more precise than
current time series of global-mean sea level) would clearly be an important
addition to sea level studies.

3. Conclusions

It can be seen that both a higher resolution spatial gravity mission and a
higher resolution temporal gravity mission would provide benefits to sea level
studies beyond those anticipated from GOCE and GRACE. However, in
spite of the undoubted benefits of an improved gravity field from a spatial
gravity mission (to, say, 1 cm accuracy over 20 km half-wavelength rather
than 100 km from GOCE), an improved temporal gravity mission would
appear to have higher priority. As explained by Rummel (2003), we need to
understand mass transports between atmosphere, oceans, hydrology, glaci-
ology etc., with the study of sea level change forming part of that wider
requirement, and that can be addressed best in the medium term by further
temporal gravity missions, with an enhanced spatial gravity mission later (the
GOCE studies resulted in a recommendation for missions of the GOCE type
to be repeated at perhaps decadal intervals).

Finally, we can return to the major question posed by Woodworth and
Gregory (2003), and ask how the predictability of sea level changes within
AOGCMs will benefit from the new missions. This is still a difficult question
to answer quantitatively. However, if we knew global fluxes significantly
better than we know them now, then we would be able to parameterise them
better in the coarse resolution AOGCMs, and thermal expansion in partic-
ular should be handled much better.
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Abstract. Planetology serves the understanding on the one hand of the solar system and on the other

hand, for investigating similarities and differences, of our own planet. While observational evidence about

the outer planets is very limited, substantial datasets exist for the terrestrial planets. Radar and optical

images and detailed models of gravity and topography give an impressive insight into the history, com-

position and dynamics of moon and planets. However, there exists still significant lack of data. It is

therefore recommended to equip all future satellite missions to the moon and to planets with full tensor

gravity gradiometers and radar altimeters.

Keywords: Gradiometry, gravity, moon, planets

1. Moon and Planets

Planetology serves two main purposes. First it is aimed at a deeper under-
standing of our solar system, its history, its characteristic features and its
expected future development. Secondly, from comparison and from investi-
gating similarities and differences, the study of planets helps in understanding
our own planet. The major planets of our solar system are usually divided
into two types. The outer planets, Jupiter, Saturn, Uranus and Neptune
contain most of the mass of the planetary system. They have a large distance
from the Sun, large diameters, low density, low surface temperature and well-
developed satellite systems. The inner planets, Mercury, Venus, Earth and
Mars, are referred to as terrestrial planets. They are much closer to the Sun,
have small diameters, high density and less developed satellite systems or no
moons at all. Compare Watts (2001).

The terrestrial planets are similar in many respects, yet there are signifi-
cant differences among them. All four seem to be formed from mass accretion
in the solar nebula. Active plate tectonics and the large height difference
between the old continental crust and the young oceanic crust, however, are
assumed to be unique features of the Earth. Mercury, and our Moon, have a
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continuous lithosphere, with their surface largely characterized by volcanism
and impact craters. Typical for Mars is its hemispheric dichotomy. Its
Southern hemisphere is densely cratered whereas the surface of the Northern
hemisphere consists of lightly curved plains. Its surface is modified in its early
history by atmospheric influences and flow of presumably water. Venus, the
planet most similar to the Earth, is cloud covered; its surface is relatively hot.
Also Venus is characterized by volcanism. See Schubert et al. (2001).

The primary sources of information about the planets are imaging of the
surface (and telescope observations in the past) and orbit analysis from
planetary fly-bys, as in the case of the outer planets and of a number of
planetary moons or asteroids, or from elliptical orbits of planetary orbiters.
For some planets, detailed topographic information exists, too, based on
photogrammetric or altimetric measurements. Only in the case of Mars and
Moon, rock samples could be analyzed in-situ or after being returned to the
Earth, respectively. Gravity field information from fly-bys provides some
elementary information such as mass, axiality and angularity; compare
Kaula (1991). Already the combined use of images, displaying all charac-
teristic surface features, and of gravity gives a wealth of information about
the roughness or smoothness of the field and about the correlation of gravity
variations with the topographic relief. The addition of topographic models is
essential, however, for a deeper understanding of the evolution, thermal
history, tectonics, the state of isostatic compensation and many more fun-
damental aspects of planetology. Planetology based on gravity and topog-
raphy is in many ways comparable to a situation in solid Earth geophysics at
the beginning of the 20th century.

2. Moon

The two typical visual features of the Moon’s surface are the lighter looking,
elevated highlands and the much darker maria. The latter are large impact
basins, most of them filled by basalts. Another characterization results from
the systematic difference in elevation between the far-side and the near-side.
The far-side has much less and less flooded maria. Furthermore far-side
elevations are systematically higher with the exception of the South-Pole-
Aitken basin. The latter is a large impact basin with little basaltic fill. It is the
lowest-lying region on the Moon. Topographic heights on the Moon range
from )8 km to +8 km relative to a mean elevation. The evolution of the
Moon can be divided into three phases: highland formation before 4 Ga
(formed in the early Moon history and crystallized from a global magma
ocean), mare formation between 3.8 and 4.0 Ga (bombardment resulting in
many, large and deep basins, later filled by basalts, similar in composition to
Earth oceanic basalts) and surface quiescence, (Schubert et al., 2001). It is
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assumed that after impact, the basins were filled with basalts to a hydrostatic
level, which is above the original basin floors on the near-side and below
basin floors on the far-side. Heating and weakening of the crust resulted in
mantle rebound, in uplift of the crust-mantle boundary and in the generation
of ‘‘plugs’’, (Konopliv et al., 1998).

3. Gravity and Topographic Models of the Moon

Rather detailed spherical harmonic topographic and gravity models exist for
the Moon. Gravity models exist up to degree and order 165. They are based
on data from Lunar Orbiters 1 to 5, Apollo 15 and 16, Clementine and, in
particular, Lunar Prospector. In its final phase, the orbital altitude of Lunar
Prospector was as low as 25 km. Examples of lunar gravity models are:
– Goddard Lunar Gravity Models 1 and 2 (GLGM-1 and 2)
– Lunar Prospector Models (LP75n, LP100n, LP165P).

See Figure 1 for the RMS gravity power per degree of LP165P and Flo-
berghagen (2002).

A weakness of all existing lunar gravity models is the lack of directly
observed far-side data. By means of a sophisticated approach based on the
analysis of accelerations of orbit gravitational perturbations accumulated at
the end of its occultations, the effect of lack of far-side data is somewhat
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Figure 1. RMS gravity power per degree of lunar gravity model LP165P up to degree and
order 165, as well as the power law by Konopliv et al. (1998).
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diminished now-a-days, (Nerem, 1995; Konopliv et al., 1998). The empirical
power law derived for the Moon gravity (Konopliv et al., ibid and Figure 1)
is approximately

rn ¼ 1:2 � 10�4=n1:8;

where rn approximates the RMS per degree

rn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2nþ 1

Xn
m¼0

ð �C 2
nm þ �S 2

nmÞ
s

:

It indicates that the Moon is closer to equilibrium than the Earth.
Topographic models are based on Clementine lidar altimeter data and are
developed up to degree and order 90. Based on the available gravity and
topographic models, the degree of isostatic compensation can be inferred
globally and locally for individual mares; compare Konopliv et al. (1998) and
Watts (2001). Strong positive gravity anomalies are associated with mass
concentrations in the near-side mare basins, the so-called mascons.

4. Mars

The surface of Mars is characterized by a wide variety of volcanic and tec-
tonic structures. There are no indications of active plate tectonics like on
Earth, but crustal magnetization indicates that plate tectonics may have
occurred in early Mars evolution. The most striking characteristic of Mars is
the clear division of its surface into the Southern highlands (densely cratered,
rough, formed in its early history) and into volcanic plains that cover the
Northern hemisphere (much younger, similar to volcanic plains on Venus).
Martian thermal history can be divided into a very active early phase with
accretional heating, core formation, strong mantle convection, and high
surface fluxes of heat and magma and a second phase – the last 3.5 Gyr –
marked by slow cooling. Mantle plumes play a major role in heat exchange.
Very likely its core is completely fluid and non-convecting (Schubert et al.,
2001).

5. Gravity and Topographic Models of Mars

Recent Mars gravity models are based on Doppler radio tracking of Mariner
9, Viking-1 and 2 and, primarily Mars Global Surveyor. Fields were devel-
oped by NASA GSFC and JPL and solved up to degree and order 80 or 85;

106 R. RUMMEL



compare Smith et al. (1999) and Lemoine et al. (2001). Maximum values of
free air anomalies are one order of magnitude higher (3000 mGal) than on
Earth. The areoid exhibits a very distinct hemispheric East–West division
with a range from )800 m to +2000 m, again more than an order higher in
magnitude than on Earth. According to Smith et al. (1999), the approximate
power law of Mars gravity field is, compare Figure 2:

13 � 10�5=n2:

Topographic models are based on the Mars Orbiter Laser Altimeter
(MOLA) with an elevation precision of about 13 m and an expansion up to
degree and order 60, corresponding to 178 km. The topographic map shows
the strong North–South dichotomy with a strong slope from South to North
(Smith et al., 1999; Zuber et al., 2000).

Determination of Bouguer anomalies from gravity and topography pro-
vides a first look into subsurface Mars variations. Under the assumption of a
single subsurface interface, a constant density contrast between crust and
mantle and a radially uniform core and mantle density, Zuber et al. (2000)
translated the Bouguer anomalies to crustal thickness. They found an aver-
age thickness of 50 km and variations in crustal thickness between 3 km and
92 km. A fundamental open issue is the formation of the northern lowlands.
Based on the results of gravity and topography, they (ibid) consider an
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Figure 2. RMS gravity power per degree of the Mars Global Surveyor gravity model MGS85
1+2 up to degree and order 85 (Sjogren, 2002), as well as the power laws by Kaula (1991) and

Smith et al. (1999).
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impact hypothesis unlikely. Instead, either volcanic or sedimentary fill is
favored. Furthermore Zuber et al. (2000) have come to the conclusion that
negative gravity lineations as well as the geometric characteristics and the
flow properties of these structures indicate either subaerial or subaqueous
flow. Unlike the Earth, there is a high correlation between gravity and
topography for Mars for the lower spherical harmonic degrees. Whereas
ongoing geodynamic processes related to mantle convection, subduction and
post-glacial rebound mainly determine the lower harmonics of the Earth’s
geoid, topographic signatures related to volcanic activity in the past like the
Tharsis complex (Olympus Mons) seem to mainly determine the lower har-
monics of Mars’ areoid (Vermeersen, private communication).

6. Venus

Venus is the planet that most closely resembles Earth, in terms of size, mass
and density. Yet there are substantial differences. Its surface topography is
much smoother; Venus has a CO2-rich atmosphere and surface temperatures
of several hundred degrees. Gravity anomalies are smaller than those of
Moon and Mars and they correlate better with topography than on Earth.
This suggests at least partial isostatic compensation.

Venus has no intrinsic magnetic field. Schubert et al. (2001) suggest that
the planet had a magnetic field until about 1.5 Gyr ago. Its absence today
suggests an entirely liquid core, i.e. the absence of any core solidification.
They (ibid) assume a sub-adiabatic, non convective core unable to sustain
dynamo action.

Venus does not show signs of active plate tectonics. It is a one-plate
planet. There are signs, however, of rifting, rift valleys and plateaus. Very
characteristic features of Venus are coronae. These are quasi-circular topo-
graphic features with 100–2,600 km diameter. They consist of concentric
ridges and interior plains, either topographic lows or highs. Coronae are
often flanked by troughs. McKenzie et al. (1992) and Schubert et al. (1994)
argue that they resemble subduction zones. Compare Schubert et al. (2001)
and Watts (2001).

7. Gravity and Topographic Models of Venus

Venus gravity field models are based on the analysis of Venera, Pioneer
Venus Orbiter and Magellan tracking data. For Magellan, the orbit was in
1993 circulized by aero-braking. This resulted in a significant improvement of
gravity modeling (Nerem, 1995). Maximum resolution is degree and order
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180 (Konopliv et al., 1999), see Figure 3. The approximate power law of
Venus gravity field is, due to Konopliv et al. (ibid),

1:8 � 10�5=n2:3:

Very detailed topographic mapping has been obtained from Magellan,
too; compare (Rappaport et al., 1999).

The key question addressed on basis of the available radar images, gravity
and topographic models is the type of thermal evolution on Venus, (Kiefer
and Potter, 2000; Schubert et al., 2001). Is there a vigorous mantle convection
associated with a thin lithosphere and heat flow comparable to that on Earth,
or is there a thick lithosphere with low heat flow? Schubert et al. (ibid)
analyze the strong positive correlation of the ‘‘geoid’’ and topography at long
wavelengths. It would result in compensation depths as deep as 200–300 km,
while the actual lithospheric thickness is below 40 km. This suggests dynamic
compensation by mantle convection. Kiefer and Potter (ibid) analyze gravity
anomalies of several large shield volcanos. They use the superposition of
several axis-symmetric Gaussian loads based on a least-squares fit to topo-
graphic data. The resulting elastic lithospheric thicknesses are between 10
and 22 km. These estimates are also strong functions of the lithospheric
thermal gradient. Also their conclusions favor the hypothesis of a thin lith-
osphere for Venus.
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Figure 3. RMS gravity power per degree of the Venus gravity model MGNP180U (Sjogren
et al., 1997), as well as the power law by Kaula (1991) and Konopliv et al. (1999).
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Very limited information exists about Mercury, the outer planets, the
moons of Mars, the moons of the outer planets and asteroids, compare
(Nerem, 1995 and Schubert et al. 2001, ch. 14.1.1 and 15.9.4. and 5). In
particular the terrestrial planet Mercury being a dead planet, the very active,
though small Jupiter moon Io, Jupiter’s moon Europa and Saturn’s moon
Titan would be of interest.

8. Conclusions

Radar or optical images of surface features (craters, coronae, plateaus, rifts,
ridges, roughness versus smoothness), and detailed models of gravity and
topography are the primary tools of modern planetology. The textbooks by
Schubert et al. (2001) or Watts (2001) give an impressive insight into the
wealth of information that can be deduced from this information about the
current state-of-art of our planets.

Yet, the gravity models employed for these investigations exhibit serious
deficiencies:
– Lunar gravity models suffer seriously from the lack of directly observed far
side data,

– Gravity models of Moon, Mars, and Venus suffer to some extent from the
spatial variations of the geometry of the connection Earth observatory to
planetary orbiter and from the limited variety of orbit parameters of the
orbiters. Despite the high spherical harmonic resolution of the gravity
models, their actual significance does usually not exceed degree and order
20 or 30.

– Gravity information from all other planets, planetary sub-satellites and
asteroids is derived from fly-byes or orbit perturbations. So far it only
provides the most elementary gravity related information.
It is therefore recommended to develop dedicated gravity gradiometers for

planetary missions. They should be full-tensor, nine component instruments
that are capable of providing multidimensional gravity field information and
are at the same time supporting positioning (orbit determination) and atti-
tude determination.

The instrument should be robust, ambient temperature, and its precision
tailored to the somewhat relaxed needs of planetary sciences. Ideally such a
gradiometer should be accompanied by an altimeter, as altimetry is the
second key quantity of planetology. Gravity gradiometers should simply be a
standard equipment of any future lunar or planetary mission. Gradiometry is
preferable to satellite-to-satellite tracking because of its compactness and
because multi-spacecraft configurations add considerable complexity to
planetary missions.
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Abstract. The science requirements on future gravity satellite missions, following from the previous

contributions of this issue, are summarized and visualized in terms of spatial scales, temporal behaviour

and accuracy. This summary serves the identification of four classes of future satellite mission of potential

interest: high-altitude monitoring, satellite-to-satellite tracking, gradiometry, and formation flights. Within

each class several variants are defined. The gravity recovery performance of each of these ideal missions is

simulated. Despite some simplifying assumptions, these error simulations result in guidelines as to which

type of mission fulfils which requirements best.

Keywords: Error simulations, gravity field, geoid, geoscience requirements, satellite missions

1. Science Requirements

Based on the analysis of the science issues and of the gravity and geoid
requirements of the previous articles in this issue it is now possible to for-
mulate a Science Requirements Table (Table I). It is organized according to
the scientific areas: solid Earth geophysics, hydrology, ocean, global sea level
monitoring, ice, geodesy, atmosphere, and planets, and lists the corre-
sponding science themes. It contains estimates of the typical spatial and
temporal scales and the required measurement accuracy, and gives some
comments e.g. on the necessary measurement duration. It should be under-
stood that the given numbers are only indicative. Since some of the consid-
ered phenomena have never been measured so far the estimate of their size
may be off by an order of magnitude. The purpose of this Science Require-
ments Table is to summarize the main facts relevant for the design of future
mission strategies.

For the discussion of its essence a series of so-called bubble plots has been
extracted from it, see Figures 1–3. The bubble plots display all discussed
science themes according to their typical spatial and temporal scales. The
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spatial scales are arranged logarithmically along the horizontal axis, the
temporal scales are ordered along the vertical axis. The scales should give
only an approximate indication.

Figure 1 displays all themes according to their field of Earth science. Top
priorities are indicated by ellipses with thick borders. The two diagonally
shaded bubbles are associated to phenomena (atmosphere and tides) that are
not considered science priorities but that are contained in the measurement
signal and need to be isolated.

Figure 1. Spatial and temporal scales of geophysical processes.

116 NICO SNEEUW ET AL.



Figure 2 contains frames indicating the spatial and temporal scales cov-
ered by the GRACE (JPL, 1999) and GOCE (ESA, 1999) satellite missions. The
logarithmic scale associated with the spatial variations is thereby somewhat
misleading, as discussed in (Balmino et al., 1998). Nevertheless the picture
tells us that future missions can improve the state-of-art after GRACE and
GOCE in three ways:
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Figure 2. Gravity field recovery requirements after GRACE and GOCE.
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(i) Achieving a higher precision – without necessarily improving the
spatial or temporal resolution – and therefore improving the quanti-
fication of the phenomena already measured by GRACE and GOCE.

(ii) Increasing the spatial and/or temporal resolution: The study of coastal
currents, fronts, ice bottom topography, bathymetry, inertial naviga-
tion and height determination would primarily benefit from an im-
proved spatial resolution, while hydrology, deep ocean studies, solid
Earth geophysics would benefit from improved spatial and temporal
resolution.

(iii) Improving spatial and temporal resolution together with higher pre-
cision and long experiment duration would also help with the sepa-
ration and isolation of individual effects.

Finally, Figure 3 is emphasizing this latter aspect. It is crucial for the
success of any future gravity field mission aiming at time variable effects that
concepts are developed for the separation of the individual geophysical
phenomena and for the elimination of aliasing effects.

The following conclusions can be drawn from this discussion. From the
analysis of the science requirements three main areas of applications can be
distinguished:

(A) Very long wavelength time-varying phenomena such as core nutation,
core modes, mantle processes or secular oceanic or atmospheric pro-
cesses: These effects are very small and, in particular, the observation
of core phenomena may be very challenging. On the one hand one
would tend to choose a very high orbit altitude, which acts so-to-say
as a natural spatial filter. On the other hand the high altitude will
further diminish the amplitude of the measurable effect. For the
measurement of core modes a further complication may arise from the
design of an appropriate sampling strategy that would allow to catch
very short periodic phenomena.

(B) Improvement of precision and spatial resolution: Planetology would
certainly benefit from dedicated high spatial resolution gravity field
missions. It would also be of advantage to important ocean circulation
studies to reach a spatial resolution as short as the Rossby radius.
Moreover, high-resolution missions would serve the determination of
the bottom topography of the ice sheets and of the oceans. Here the
key questions are what spatial resolution can be achieved by satellite
gravimetry and what is the ultimate resolution limit that still would
warrant a space mission.

(C) Measurement of time-variable phenomena with improved precision and
spatial and temporal resolution: It can be foreseen that a successful GRACE

mission will prompt the study of a large number of time-variable phe-
nomena in the area of solid Earth geophysics, oceanography and
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hydrology, pushing for ever higher precision and resolution. The
complication is, however, that the scientific analysis requires each of the
phenomena to be quantified individually while only their integral effect
can be measured. In addition, some of the interesting time-varying
phenomena are rather small and often superimposed by another, much
larger process in its space–time window.
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Figure 3. Challenges for future gravity satellite missions.
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Recommendation: Thus, a prerequisite for any planning of a new mission
profile must be a clear concept about the separation and identification of
each of the individual phenomena. Helpful elements to such a separation
strategy could be:

– The geographical characteristics of the individual phenomena, such as
land/ocean, catchments, regions of deglaciation etc.

– Typical periods.
– Tailored sampling in space and time.
– Mission duration.
– Multi-satellite formation flight.
– Complementary satellite missions or sensor systems.
– Complementary terrestrial, shipborne or airborne data.
– Complementary data models, such as atmospheric or hydrological models.

2. Basic Mission Scenario Classes

Based on the above discussion four basic classes of mission options are
identified in order to set the scene. They should serve as point of departure
for any selection.

2.1. VERY HIGH ALTITUDE ORBIT MISSIONS (LAGEOS TYPE ORBITS)

The gravitational field is attenuated with height. The smaller the features the
stronger the attenuation. A high altitude orbit acts therefore as a natural low-
pass filter. Short-wavelength effects, both static and time-variable, are filtered
from the gravitational signal. This allows identification of the very low har-
monics as well as their time variations as clean as possible. It needs to be
studied, however, whether this filtering argument really holds considering the
general signal attenuation with altitude or whether some optimal trade-off can
be found. Missions of this type would focus, e.g., on the determination of the
coremodes, changes in theEarth’s oblateness, the interactionof global isostatic
adjustment (GIA) and mass re-organization in the mantle. Applications reach
into fundamental physics (space–time).

Options:

(1) Satellites equipped with passive laser reflectors, like LAGEOS I and II (e.g.
http://www.earth.nasa.gov/history/lageos/lageos.html).
– Advantages are long mission life time, simplicity and low cost.
– A disadvantage is the lack of continuous and three dimensional tracking.

(2) Compact satellites equipped for high-low tracking to a Global Navigation
Satellite System (GNSS), additionally equipped with an accelerometer.
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– Advantage is the three dimensional and uninterrupted tracking. One
has to study, however, whether the orbits/tracking based upon a GNSS is
stable and accurate enough (is GNSS an accurate enough reference?)

– A severe disadvantage could be the limited life time due to the elec-
tronic equipment.

– A life time of 10 yrs and more would be desirable.
(3) A single satellite or several satellites furnished with GNNS receivers,

accelerometers, as well as high precision clocks (10�16).
– This would be a new approach using the general relativistic influence of
the position dependent gravitational potential on time.

– Such a mission could be of interest for Earth sciences, time keeping,
fundamental physics and telecommunication. The latter point needs
further clarification.

– A fundamental shortcoming could be the limited life time.

2.2. FUTURE GRADIOMETER MISSIONS

Gradiometry should be considered the prime candidate for any planetary
mission. The complexity of a single-satellite mission seems preferable over a
multi-satellite planetary Satellite-to-Satellite Tracking (SST) mission, despite
the complexity of the gradiometer instrument itself. Moreover, a full tensor
system, i.e. a gradiometer measuring all nine possible components, could
serve as a combined gravimeter–navigator. The navigation part would sup-
port orbit recovery (aided by high–low tracking from Earth) and attitude
determination (aided by star sensing).

Gradiometry could also be used for further improvement of the Earth’s
static field.

For the future of gradiometry the following basic questions need to be
addressed:
– How much technological improvement is possible beyond the current
gradiometry accuracy level of about 10�3E/

ffiffiffiffiffiffiffi
Hz

p
?

– In order to improve spatial resolution what is the lowest possible orbit?
– What is the longest possible mission life time?
– What could be a logical instrument development line (from ambient
temperature, via superconducting to quantum gradiometers; rotating
versus non-rotating, free floating test masses)?

– For a planetary gradiometric mission: What is the optimal trade-off be-
tween orbital height and gradiometer sensitivity?

– How do the above points affect the complexity of total sensor concept, the
choice of the material, the propulsion system etc.?
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2.3. FUTURE LOW–LOW SST MISSIONS

Generally, a next generation low–low SST mission is considered a prime
candidate for refined measurement of temporal variations in Earth system
components. The main argument for that is the alleged precision of the inter-
satellite distance measurement. But what are the technological limits of the
system as a whole? What are the consequences of non-isotropic spatial cor-
relation of the gravity field sensed in one direction?

Basic questions to be addressed are:
– If a lower mission altitude is desirable how does it add to the complexity of
the mission?

– If the precision of inter-satellite tracking (laser or microwave) is more and
more improving what are the corresponding requirements for accelerom-
eter and star sensor systems? Are they the limiting factor?

– Related to the above question: What is the signal spectral behavior of the
non-gravitational forces (drag, radiation pressure, magnetic field etc.) to be
measured by the accelerometer system? ‘‘If there is no high-frequency
disturbance it does not have to be measured.’’

– What is the optimal inter-satellite tracking concept? Also in view of the
mission life time.

– How difficult will it be to separate the various geophysical signals? This is
probably the most fundamental question in general, but even more when
discussing a one component instrument? See the recommendations in
Section 1.

2.4. CONFIGURATION FLIGHTS

Configuration flights seem to get fashionable in space science. What can they
do for Earth sciences? Their basic purpose here is to measure the Earth’s
gravity field by inter-satellite tracking simultaneously in several spatial
directions (like it is done in gradiometry with a single instrument). So, the
first question is, (a) why it is desirable to measure several spatial directions
and (b) why simultaneously. It is not trivial to answer these questions in a
profound manner. The issues are separation of geophysical effects and de-
aliasing. Any gravity measuring device is only able to measure the lumped
sum of all (time-variable) gravitational signals. In addition, some of the
‘‘high-frequency’’ time-varying signals (diurnal, semi-diurnal) alias into time-
variable signals of much longer periods.

It is nevertheless the scientific goal to be able to study the individual
contributions separately. How can this be done? Partly, the phenomena are
confined to certain geographical regions (land, sea, ice, plate boundaries) and
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time scales. This may help. Also, using known models about the space–time
structure of some of the geophysical signals may prove helpful. Moreover,
complementary measurements (terrestrial, airborne, space missions) can and
should be employed.

The measurement of independent gravity field components may prove
essential. It is like seeing the same effects from various directions. This should
help to discern certain classes of signal and also to de-alias signals. A thor-
ough study of this aspect is of fundamental importance for the justification of
any future mission that aims at measuring time variable gravity.

Configuration flights of several satellites (such as a Cartwheel or LISA
configuration) can be established by means of slight differences in inclination,
ascending node and eccentricity of the orbits of the participating satellites. A
configuration can also be maintained or supported actively by means of
thruster systems.

The main gravity field observable of a configuration would be SST in the
low–low mode. However, depending on the configuration, this would take
place in several directions. Moreover, these directions are time-variable.
Alternatively, one could interpret such a measurement configuration as
gravity gradiometry.

3. Mission Performance Simulations

3.1. PRELIMINARY REMARKS

Spherical harmonic error analysis: The word (error) simulation here means
simulation of a spherical harmonic error spectrum, that may be obtained
from a given gravity mission scenario. The technique is well-documented, cf.
(Schrama, 1991) or (Sneeuw, 2000).

A number of simplifying assumptions is used in such error simulations,
e.g. uninterrupted data stream over the mission length, or linearization of the
observation model using a nominal orbit of constant height and inclination.
It has been demonstrated, though, that in spite of these simplifications the
simulated error spectra are representative of more realistic scenarios. The
simulation results in this report can safely be regarded as realistic estimates of
the gravity field error level from the given mission scenarios.

At the same time one should be aware that the Earth’s gravity field in
these error simulations is implicitly a static field. A gravity mission that aims
at measuring gravity field variations involves many more issues related to the
intricate sampling in time and space: ground-track variability, aliasing, snap-
shot solutions. These issues cannot be captured by the current simulation
software. All output described in this report must be understood as a rep-
resentation of the basic gravity field sensitivity of a certain mission scenarios.
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Whether this sensitivity can be used to the full extent for time-varying gravity
field recovery remains to be analysed by other means.

One of the stronger assumptions in these simulations is that the observable
is a purely gravitational one. In other words, it is assumed that all subsystems
(accelerometers, drag-free control, attitude control) perform at least as well
or are calibrated at the same level as the indicated measurement precisions.

Graphical representation: The basic output of an error simulation is a block-
diagonal error covariance matrix of the spherical harmonic coefficients.
These covariance matrices are not suitable for direct graphical representa-
tion.

The simulated spherical harmonic error spectra will be visualized in a
condensed way, using three panels. The left panel will show RMS curves per
degree. An error degree RMS (RMSl) is defined as:

RMSl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2lþ 1

Xl

m¼0

r2Clm
þ r2Slm

� �vuut ;

where r2Clm
is the error variance of the spherical harmonic coefficient �Clm. It is

taken from the main diagonal of the aforementioned error covariance matrix.
As opposed to the more conventional degree variance, a degree RMS rep-
resents the magnitude of either error or signal of a single coefficient. For
comparison purposes two other degree RMS curves will be displayed: a signal
curve as implied by Kaula’s rule and the error level from EIGEN2. The latter
represents state-of-the-art gravity field modelling from CHAMP data, cf. (Re-
igber et al., 2003). All spectra in the left panels are dimensionless.

The middle panels represent the geoid commission error. It is a cumulative
error, lumping the full error variances from degree 2 to a given degree. Error
levels are in units of metres.

Similarly, the right panels represent the gravity commission error,
expressed in mGal.

3.2. MISSION SCENARIO DEFINITIONS

In each of the four mission scenario groups discussed in Section 2 certain
variants are defined in terms of the orbital characteristics, observation types
and measurement precision (also refer to Table II):

1. Very high altitude monitoring missions: One based on GNSS tracking, and
one based on low–low SST using laser technology. Orbit altitude is
6000 km (LAGEOS–like). The inter-satellite distance (ISD or q0) is an
arbitrary 1000 km, see also the discussion in Section 4.3.2.
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2. Gravity gradiometry missions: Two different accuracies (1 vs. 0.1 mE/ffiffiffiffiffiffiffi
Hz

p
) are tested at two orbit altitudes (180 vs. 100 km). The former

altitude may be achieved with a high-quality drag-free control (DFC)
system. The latter height is not sustainable. A mission of this type
should be realized through an eccentric orbit, see Section 4.2.2. Addi-
tionally, one scenario at ultra-low altitude (50 km) simulates a lunar or
planetary mission using a lower quality (10 mE/

ffiffiffiffiffiffiffi
Hz

p
) full tensor gra-

diometer.
3. Low–low SST missions: Current metrology (based on radio frequency

technology) is tested at GRACE altitude (400 km) and at a very low alti-
tude (200 km). The latter would require an active DFC. In both cases a
short baseline (50 km) is assumed. At the same two altitudes and with

TABLE II
Mission scenarios and parameters. Dx stands for 3D orbit perturbations (GNSS) and Dq stands

for low–low SST range measurements. q0 is the nominal inter-satellite distance. The maximum
spherical harmonic degree of the simulation is designated as L. In general it does not
correspond to the degree of resolution

Numbers of Observable PSD
(unit/

ffiffiffiffiffiffiffi
Hz

p Þ
h

(km)

L q0
(km)

Comment

1. Very High AltitudeMonitoring Missions

1a Dx 1 cm 6000 30 – hi–lo SST at

LAGEOS altitude

1b Dq 0.1 lm 6000 30 1000 lo–lo SST at LAGEOS

altitude

2. Gradiometry Missions

2a Txx;Tyy;Tzz 1 mE 180 400 –

2b Txx;Tyy;Tzz 0.1 mE 180 600 –

2c Txx;Tyy;Tzz 1 mE 100 600 – represents high e mission

2d Txx;Tyy;Tzz 0.1 mE 100 720 –

2e full tensor 10 mE 50 600 – planetary mission

3. Low–Low SST Missions

3a Dq 10 lm 400 150 50 current GRACE, short q0
3b Dq 10 lm 200 300 50 very low GRACE

3c Dq 0:1lm 400 300 50 3a 100� better (laser)

3d Dq 0:1lm 200 500 50 3b 100� better (laser)

3e Dq 0:1lm 200 500 200 3d with larger baseline

3f Dq 0:1lm 200 500 1000 3d with very large baseline

4. ConfigurationFlights

4a Txx;Txz;Tzz 10 lE 400 400 0.1–1 CartWheel-like (coplanar)

4b full tensor 10 400 400 0.1–1 LISA-like (non-coplanar)
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the same baseline length, next generation metrology is tested assuming a
PSD of 0:1 lm/

ffiffiffiffiffiffiffi
Hz

p
, which may either be realized through laser inter-

ferometry (Bender et al., 2003) or atomic interference (McGuirk et al.,
2002). The high-precision low-orbit scenario is repeated with two dif-
ferent baselines (200 and 1000 km) to test common-mode attenuation
effects, cf. Section 4.3.2.

4. Configuration flights: To test the feasibility of configuration flights for
gravity field mapping purposes, two configurations are tested. One
CartWheel-like constellation, in which all satellites fly coplanar, and
one LISA-like constellation, in which the satellites perform a relative
circular motion which requires an out-of-plane motion as well. Both
constellations are simulated at an average height of 400 km. It is as-
sumed that the observable from such constellations can be converted
into gravity gradients. See also Section 4.

The following assumptions and parameters have been used for the simu-
lations:

– All heights are heights above the equator.
– All orbits are polar (I ¼ 90�).
– All missions last 1 yr.
– All measurement error power spectral densities (PSD) are assumed to be
white.

3.3. SIMULATION PARAMETER EFFECTS

The following rules of thumb can be applied to the simulation results, if other
mission parameters would be considered. The effects mentioned below are
very similar to the basic mission design options, described in (Rummel,
2003). In general, these rules are valid when no regularization takes place and
when the orbit is polar.

Instrument accuracy: The instrument accuracy, expressed as power spectral
density in Table II scales linearly into the output RMSl and the geoid and
gravity commission errors. Roughly, a 10 times better instrument yields a 10
times better gravity field.

Mission duration: All simulations are based on a mission duration of 1 yr
for purposes of comparability. However, missions like monitoring missions
(Category 1) would last a lot longer. Mission duration scales into the error
outputs using the square root. Thus a mission of 4 yrs would provide a
twice better result. Care must be taken with this rule of thumb. It only
applies to the static gravity field as a single result of the whole mission.
Monitoring missions with time-variable gravity as a mission objective, will
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provide gravity in terms of snap-shots in time. In such cases one cannot
scale over the full mission duration. One should scale over the duration of
the snapshot, instead. A monthly snapshot would be a factor

ffiffiffiffiffi
12

p
worse

than the presented simulation result.

Orbit height: The gravity potential and its functionals attenuate with height
by ðR=rÞlþi; i ¼ 1; 2 or 3. A lower orbit means a higher sensitivity towards the
higher degrees. The effect of lowering an orbit on error degree spectra is a
rotation of the RMSl-curve, i.e. a change of slope, around a point at the left of
the curve.

Inclination: For all mission scenarios a polar orbit (I ¼ 90�) is assumed. The
resulting error levels are representative for non-polar orbits (e.g. sun-syn-
chronous) as well, although they would be applicable to the areas covered by
ground-tracks only. Around the poles, circular data gaps would exist, where
the simulated error levels are invalid.

4. Simulation Results

The simulated error spectra for all variants will be displayed and commented
in the following section. Figures are annotated with numbers that represent a
certain mission scenario. These mission codes refer to the 1st column of
Table II.

4.1. HIGH-ALTITUDE MONITORING MISSIONS

Scenario 1a represents a simple satellite configuration, carrying a GNSS re-
ceiver as main instrument. The RMSl curve in Figure 4 shows that such a
mission is hardly of scientific use. The very low degrees are recovered with a
precision that is similar to the current CHAMP solution EIGEN2.

A high altitude monitoring mission, aiming at the recovery of the very low
degrees, should have a high-precision tracking system. Scenario 1b simulates
a GRACE-like mission at LAGEOS altitude using a laser-tracking (0:1lm=

ffiffiffiffiffiffiffi
Hz

p
)

over a 1000 km baseline. Figure 4 reveals the extremely high sensitivity to-
wards the low degrees. The cumulative geoid error up to l ¼ 10 is less than a
lm.

Figure 4 also shows the steep ascent of all error spectra. This means that
the high altitude works as an efficient low-pass filter. The higher degrees are
filtered out and cannot contaminate the lower degrees. For Earth core re-
search an even higher orbit may be considered.
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4.2. GRAVITY GRADIOMETRY

A number of error simulations have been run to investigate post-GOCE gra-
diometer missions. Results are shown in Figure 5.

4.2.1. Orbit height vs. instrument accuracy
The two basic variables for the gravity gradiometry simulations are orbit
height and instrument accuracy. Assuming a high-quality DFC system, an
orbit height of 180 km seems feasible. This is simulated in scenarios 2a and
2b.

It will be hard to fly lower than that, at least if the orbit height has to
remain constant. To decrease the altitude, the idea of an eccentric orbit was
brought up. A perigee height of 100 km was chosen. The current simulation
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Figure 5. Error spectra of the gradiometric scenarios 2a–2d.
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software is not able to handle eccentric orbits. The simulations 2c and 2d
have been run, as if the satellite was at a constant altitude. The issues with
eccentric orbits concerning sampling rate, zoom-in effect, or perigee preces-
sion are discussed in Section 4.2.2.

Two gradiometer accuracies have been tested. The 1-mE gradiometer
represents current gradiometer technology (missions 2a and 2c). The 0.1-mE
gradiometer represents future gradiometer technology (2b and 2d).

In all four cases, a GOCE-like gradiometer was assumed. Only the in-line
components Txx;Tyy;Tzz are measured.

A GOCE-like mission at a lower orbit (2a) achieves a solution up to degree
L ¼ 420, i.e. 48 km spatial resolution. With a better instrument (2b) L ¼ 500
or 40 km spatial resolution is achieved. At these maximum degrees, the geoid
commission errors are 5 and 3.5 cm, respectively.

Mission scenarios 2c and 2d, representing eccentric orbits, achieve far
higher resolutions: 28 km (L ¼ 720) and 22 km (L ¼ 900) for the 1-mE and
the 0.1-mE gradiometers, respectively. If we extend the error curves for 2c
and 2d in Figure 5, we can read the geoid commission error at these reso-
lutions. For both scenarios the geoid commission error is around 1.5 cm.

The simulation parameter effects, described in section 3.3 are clear from
Figure 5. A tenfold improvement in instrument performance reduces the
error spectrum by an order of magnitude. Reducing the height, on the other
hand, changes the slope of the error curve in favour of higher resolution.

4.2.2. Eccentric orbits, resolution and sampling
Perigee precession: Unless the inclination is critical (I 	 63:5�), the perigee is
rotating in the orbit plane. Therefore, the area of highest spatial resolution is
latitude dependent. The perigee rotates due to Earth’s flattening according to:

_x ¼ 3nC20R
2
E

4ð1� e2Þ2a2 1� 5 cos2 I
� �

:

For a polar orbit with 100 km perigee height (above a reference Earth radius
RE ¼ 6378 137 m) and 1000 km apogee height, this amounts to
_x ¼ 3:8�=day. In this case we would have a semi-major axis a ¼ 6928 137 km
and an eccentricity e ¼ 0:065. The perigee would perform one revolution in
nearly 100 days.

At critical inclination, the perigee is stationary at a chosen latitude. A
mission that uses such an orbit will therefore be able to zoom in on the gravity
field in a certain latitude band.

On the other hand, perigee precession can be used to assure that the full
Earth has been covered by maximum resolution scanning. With the afore-
mentioned orbit parameters as an example, every latitude band has been
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scanned twice in 100 days. This is approximately the right precession rate –
and latitude scanning rate – for a scenario like 2d that may achieve L ¼ 900
resolution. A rule of thumb (b > 2L) says that at least 1800 revolutions will
be needed for scenario 2d. One orbit revolution takes about 1.6 h. Thus,
nearly 120 days of data would be needed to accomplish this mission.

A larger perigee precession rate requires a lower a and a larger e. If a fixed
perigee height is a given parameter, then the following formulas can be used
to relate apogee/perigee height to a and e:

hp ¼ a� ae� RE

ha ¼ aþ ae� RE

�
, a ¼ RE þ 1

2 ðha þ hpÞ
e ¼ ha�hp

2REþhaþhp
:

(

Variable sampling rate: From the vis-viva equation, giving the total energy of
a Kepler orbit, one can derive the relation between linear velocity, semi-
major axis and eccentricity:

v2

2
� GM

r
¼ �GM

2a
) v2 ¼ GM

2

r
� 1

a

� �
:

For perigee (p) and apogee (a) we have:

rp ¼ að1� eÞ )v2p ¼
GM

a

1� e

1þ e
;

ra ¼ að1þ eÞ )v2a ¼
GM

a

1þ e

1� e
:

With the assumed orbital parameters, the linear velocity varies from 7.1 km/s
at apogee to 8.1 km/s at perigee. Thus, a constant sampling rate in time
translates into a variable spatial sampling rate. At perigee the spatial sam-
pling distance would be maximum. However, since the sensitivity is maxi-
mum at perigee, too, the sampling rate should be highest there.

Mission scenario 2d, for instance, has a resolution close to L ¼ 900,
translating into spatial scales of about 40 km full wavelength. In 5 s the
satellite overflies one such minimum wavelength. The sampling rate must
therefore be 0.4 Hz at least. Moving away from perigee yields a relaxed
sampling. Beyond a certain orbital height, when sensitivity degrades, one
could even stop measuring.

4.2.3. Lunar or planetary missions
Figure 6 compares the results of scenario 2d (0.1 mE-gradiometer at 100 km
height through eccentric orbit) to scenario 2e, which assumes a lower quality
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full-tensor gradiometer (10 mE/
ffiffiffiffiffiffiffi
Hz

p
) on an ultra-low (50 km) orbit. Sce-

nario 2e simulates a lunar or planetary mission, in which the lack of an
atmosphere allows to fly this low.

For comparison’s sake the mission has been simulated with the Earth’s
parameters, e.g. mass and size. The results will be indicative nevertheless for
Mars or Moon, whose parameters are of the same order of magnitude as the
Earth. In particular, the resolution should be expressed in angular measure,
i.e. independent of planetary size.

From Figure 6 it can be seen that a lower-quality gradiometer is able to
outperform a high-quality instrument, if the orbit is low enough. At the very
high degrees, beyond l ¼ 560, mission 2e even performs better than 2d. The
resolution would be around L ¼ 1200 (0:15�). The cumulative geoid error of
2e in the middle panel of Figure 6 may not be entirely representative for
Moon or Mars. The important characteristic, however, is the flatness of the
cumulative curve over a wide frequency band. The flatness is caused by the
low orbit. The actual level depends on the instrument precision.

4.3. SST MISSIONS

4.3.1. Orbit height vs. instrument accuracy
Again the two variables height and accuracy are tested (See Figure 7).
Mission scenarios 3a and 3c represent low–low SST missions at 400 km height,
whereas 3b and 3d simulate a very low orbit (200 km), which would require
DFC. Missions 3a and 3b share the PSD of 10lm/

ffiffiffiffiffiffiffi
Hz

p
, representing current

radio frequency technology. Missions 3c and 3c simulate a 100 times better
laser-based SST. All missions assume a 50 km baseline.

Mission 3a produces a RMSl similar to the expected GRACE results. The
resolution is close to 133 km (L ¼ 150). At this resolution, the geoid

0 180 360 540 720

10
14

10
12

10
10

10
8

SH degree

degree RMS

Kaula

EIGEN

2d

2e

0 180 360 540 720

10
4

10
3

10
2

10
1

10
0

cumulative geoid error

[m
]

0 180 360 540 720

10
4

10
3

10
2

10
1

10
0

cumulative gravity error

[m
G

al
]

Kaula
EIGEN
2d
2e

Figure 6. Error spectrum of the planetary scenario 2e in comparison to 2d.
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commission error becomes approximately 10 cm. If the same configuration
would be flown lower (mission 3b), it could achieve a solution up to L ¼ 260,
close to that of GOCE, also with a geoid commission error of nearly 10 cm.

The RMSl-curves of 3c and 3d show the same behaviour, though two orders
of magnitude lower. Mission 3c results in a resolution of 91 km (L ¼ 220)
where the geoid commission error is a little bit less than 10 cm. Mission 3d,
representing laser-SST at a very low orbit, achieves a resolution of 51 km
(L ¼ 390) with a corresponding geoid commission error of 4 cm. The latter
result is very similar to the high-quality gradiometry mission 2b.

4.3.2. Baseline length and common-mode effects
As a rule the baseline between the satellites should be shorter than the
minimum spatial scales to be resolved. If the baseline is too long, common-
mode attenuation may occur. At certain wavelengths, both satellites would
go through exactly the same orbit perturbations, in which circumstance the
ISD would be insensitive to gravity field features of this wavelength.

The attenuation behaviour is clear from Figure 8. Mission 3d with a
50 km baseline still has a smooth error spectrum. One attenuation peak is
visible in the RMSl-curve of mission 3e, which has a 200 km baseline. A second
attenuation peak would occur at the right-hand edge of the graph at degree
400. Mission 3f with a baseline of 1000 km has a reduced accuracy every 40
degrees in the error spectra.

Mathematically, the SST observation equation contains a term sinðgbmkÞ in
which g is half the satellite separation in angular measure, and bmk the
normalized frequency, which has units of cycles-per-revolution. One can
approximate bmk by k, the along-orbit wavenumber. The spherical harmonic
degree l is always larger than jkj. Thus, attenuation occurs when k is close to
ip=g; i ¼ 0; 1; 2; . . ..
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Figure 7. Error spectra of the low–low SST scenarios 3a–3d.
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For instance, a 1000-km baseline comes down to g ¼ 4:5�. Indeed,
180�=4:5� equals 40. For mission 3e, g would be 0:9� leading to 180�=0:9� =
200, which explains the attenuation peak for 3e. The baseline choice of 50 km
for all other SST-missions would have its first attenuation at l ¼ 800.

Despite the attenuation bands, the cumulative geoid and gravity error
curves of missions 3e and 3f remain relatively close to the spectra of 3d.
Nevertheless, a non-homogeneous error spectrum should be avoided for any
gravity mission. A simple matching of baseline length to the required spatial
resolution is sufficient for that purpose.

4.4. GRADIOMETRY FROM CONFIGURATION FLIGHTS

From (Bender et al., 2003), discussing heterodyne laser interferometry, or
(McGuirk et al., 2002), discussing atomic interference, differential accele-
rometry seems feasible at a level of 10�12m=s2=

ffiffiffiffiffiffiffi
Hz

p
. Over a baseline of

100 m this would translate into gradiometry at the 10�5E/
ffiffiffiffiffiffiffi
Hz

p
level. Mission

scenarios 4a and 4b simulate such SST-based gradiometry for two different
satellite configurations at 400 km altitude (See Figure 9).

Coplanar satellites (CartWheel-type): A large body of literature exists on the
topic of formation flying, e.g. (Alfriend and Schaub, 2003). The concept has
been studied for several missions, e.g. LISA, DARWIN, ORION, and seems to be
feasible despite J2 effects, eccentric orbits and non-linearities.

Let us assume a simplified case in which a number of satellites, all in the
same orbital plane, perform a relative elliptical motion. The relative ellipse’s
major axis is in along-track direction and is twice as large as the radially
oriented minor axis.

For the following discussion, letxbe the along-track, y the cross-track, and z
the radial direction. Also, let us consider one satellite pair only. We take the

0 100 200 300 400

10
14

10
12

10
10

10
8

SH degree

degree RMS

3b

Kaula

EIGEN

3e

3e

3f

0 100 200 300 400

10
4

10
3

10
2

10
1

cumulative geoid error

[m
]

0 100 200 300 400

10
4

10
3

10
2

10
1

10
0

cumulative gravity error

[m
G

al
]

Kaula
EIGEN
3b
3d
3e
3f

Figure 8. Error spectra of the low–low SST scenarios 3d–3f. Effect of variable baseline
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relative acceleration between the satellites as our observable. If this would be
done for GRACE, we would have the Vxx along-track in-line gravity gradient.

The gravity gradient tensor V ¼ Vij transforms under a rotation of the
coordinate frame as RVRT, in which R denotes the rotation matrix. Now
assume a rotation a about the y-axis only, such that the two satellites are
always on the new x0-axis. The in-plane gradients Vxx;Vxz;Vzz project onto
the observable as follows:

Vx0x0 ¼ cos2 aVxx þ 2 cos a sin aVxz þ sin2 aVzz:

This discussion assumes so far that inertial differential accelerations are
measured and compensated up to the same level accuracy.

Gravity field recovery is feasible using a single satellite pair, either in
GRACE-like orientation or in a CartWheel-like relative elliptical motion. The
disadvantage of GRACE is the along-track in-line component that has a non-
isotropic sensitivity. GRACE is basically sensitive to East-West features in the
gravity field only. Radial SST would be superior to the GRACE observable. This
can be achieved only partially by a single CartWheel pair. The disadvantage
of a single CartWheel pair, though, is that the orientation is relatively con-
stant in inertial space. Thus, in Earth-fixed coordinates, the sensitivity will
become strongly latitude dependent.

These drawbacks are avoided by tracking three intersatellite distances.
With three different angles a we would have three simultaneous equations of
the above kind, leading to an instantaneous determination of Vxx, Vxz and
Vzz. The three ISDs can either be realized by a CartWheel of three satellites,
measuring in a triangle, or by six satellites, measuring along the spokes of the
wheel, see Figure 10.
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Figure 9. Error spectra of the gradiometric configuration flight scenarios 4a and 4b.
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Non-coplanar satellites (LISA-type): Gradiometry of out-of-plane compo-
nents (Vxy;Vyy;Vyz) can only be achieved through non-coplanar satellite
configurations. In the simplest case, two satellites fly in different orbits that
are separated in inclination, in right ascension of the ascending node, or a
combination of both. In case of a differential inclination, the maximum cross-
track component occurs at the pole. In case of differential ascending node,
the maximum cross-track separation occurs at the equator, see Figure 11.

The in-plane motion will always be a 2:1 relative ellipse. By choosing a
proper cross-track separation, the relative orbit can be made circular, as is
done in a heliocentric setting for LISA, such that the ISDs remain constant.
Alternatively one may choose to make the projection of the relative motion
on the surface of the Earth circular.

Because of the Earth’s flattening, a differential inclination is an unfortu-
nate choice for achieving out-of-plane sensitivity. The right precession of the
ascending node and the orbital acceleration due to the Earth’s dynamic
flattening are described by:

_X ¼ 3nC20a
2
E

2ð1� e2Þ2a2 cos I;

_M ¼n� 3nC20a
2
E

4ð1� e2Þ3=2a2
3 cos2 I� 1
� �

:

Thus, a difference in inclination between two or more satellites immedi-
ately results in differential precession of the ascending node and in

Figure 10. Potential coplanar configurations for measuring the in-plane Txx;Txz;Tzz simul-

taneously: triangle edges (left) or spokes (right).

Figure 11. Non-coplanar orbits: out-of-plane components through differential inclination
(left) or differential ascending node (right).
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differential orbital velocity. The satellites will consequently drift apart.
Therefore, out-of-plane motion should be realized through a difference in
ascending node.

The results of missions 4a and 4b are nearly equal, cf. Figure 9.
Because of the high orbit, the degree of resolution is relatively low, despite
the very low gradiometric PSD of 10 lE=

ffiffiffiffiffiffiffi
Hz

p
. With L ¼ 270, the spa-

tial resolution is 74 km with a corresponding geoid commission error of
6 cm.

For purposes of stationary gravity field recovery the additional complexity
of out-of-plane motion does not pay off. A CartWheel-type mission design,
that guarantees measurement of Tzz is preferable. The strength of the out-of-
plane sensitivity could be in the de-aliasing of signals for purposes of time-
variable gravity recovery. Since aliasing is one of the most troublesome issues
for time-variable gravity field determination, this should be investigated
closely before discarding a LISA-like formation.

5. Simulation Results and Science Requirements

Table III summarizes the resolution and the accuracies for all simulation
variants. In this section the simulation results from the previous sections are
confronted with the accuracy requirements summarized in Table I. The aim is
to demonstrate, which accuracy requirements can be met for which spatial
resolutions by the mission concepts under investigation.

From the error curves for each scenario given in Figures 4–9 it can be
extracted at which degree the cumulative geoid errors exceed certain accuracy
levels. We extracted the maximum degrees for three geoid accuracy levels
(gravity errors were not considered for this comparison):

– The 1 lm level, which would meet the strictest requirements discussed in
this report.

– The 0.1 mm level, which would allow to resolve some, but by far not all
of the time-variable gravity signals.

– The maximum resolution, where the signal to noise ratio is 1, with an
accuracy level of 1–10 cm for most mission scenarios, these accuracies
beingnot interesting for time-varying signals but for the static gravity field.

The maximum degrees L for these levels were transformed to half wave-
lengths kmax=2 ¼20 000 km/L. For four selected mission scenarios the reso-
lutions for the three accuracy levels have been added to the bubble plot for the
spatial and temporal scales of geophysical signals as light, medium and dark
grey lines, see Figures 12 and 13.

The grey values of each bubble correspond to the accuracy requirements
taken from Table I. At this point it has to be recalled, that many of these
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accuracy requirements are based on rather rough estimates. The level line
order is always from light grey at the left to dark grey at the right, corre-
sponding to the increase of mission error curves to the short wavelengths.
For all wavelengths to the left of a level line the accuracy is kept below the
particular line level. The numbers corresponding to the dark grey lines, i.e.
those with a signal-to-noise ratio of one, are also found in Table III (as rN@
res.).

Now, the bubbles’ grey values can be compared to the level lines. Pro-
cesses in bubbles with a certain grey tone to the left of the line in the same
tone have a signal strength above the mission noise level and should therefore
have a significant impact on the measured signal, whereas the other processes
should become part of the noise. However, this comparison is a quite crude
one, as the simulations are based on idealized concepts. The comparison does
not consider the question whether single processes can be extracted from the
total signal. Also the time resolution of mission scenarios with respect to
gravity field variations has not been studied. The level lines in the figures end

TABLE III
Performance summary. r denotes commission errors only

Mission Max. degree L Resolution k=2 rN @res. rDg
@res.

(km) (cm) (mGal)

1. Very High Altitude Monitoring Missions

1a 15 1333 100 1

1b 30 667 30 1

2. Gradiometry Missions

2a 420 48 5 2

2b 500 40 3.5 2

2c 720 28 1.5 2

2d 900 22 1.5 2

2e 1200 0:15� – –

3. Low-Low SST Missions

3a 150 133 10 2

3b 260 77 10 2

3c 220 91 10 3

3d 390 51 4 3

3e – – – –

3f – – – –

4. Configuration Flights

4a 270 74 6 2

4b – – – –
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Figure 12. Scientific requirements and mission scenarios 3c and 2b.
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Figure 13. Scientific requirements and mission scenarios 3d and 2d.
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at sub-seasonal time periods, supposing that all scenarios should produce at
least monthly sets of potential coefficients.

Wewant to explain with two short examples how the figures should be read:
– Scenario 3c: SST @ 400 km height, with 0.1 lm ranging precision. Very

well covered are core signals, long and medium GIA components, as well
as most of the oceanic signals and longer wavelength mantle convection.
Not covered is e.g. the right half of hydrology signals, and shorter
wavelength tectonics or post-seismic deformation.

– Scenario 2b: Gradiometry @ 180 km height, with 0.1 mE precision. The
dark grey line includes most parts (but not all) of the quasi-static ocean
circulation. The medium grey line is very interesting for time-variable
signals with small spatial structures, such as from hydrology, tectonics
or slow and silent earthquakes. The 1 lm level is not achieved, so core
signals and shorter GIA components are not resolved.

6. Conclusions

The design of a mission is driven by well-defined scientific targets. A delicate
mixture of requirements of spatial resolution, temporal behaviour (both
resolution and mission duration) and geoid/gravity precision can be
accomplished by proper orbit design, choice of observation type and hard-
ware performance. The outcome of specific mission scenarios and their
correspondence to scientific targets was discussed and visualized in the pre-
vious sections. More general conclusions from these simulations are:
– High-altitude missions with a low–low SST observable are suitable for the

investigation of long-wavelength phenomena, e.g. processes in the
Earth’s core. At high altitudes one can conceive such a mission as a
monitoring mission. An application in planetary science could be core
research of the giant planets.

– If time-variations of the gravity field are the scientific target, low–low SST

seems to be a prime candidate. The question of unravelling the lumped
effect of many geophysical sources, cf. Figure 3 (Challenge 1), remains
to be addressed, though.

– The baseline between satellites in a low–low SST configuration should
always be smaller than the smallest gravity field features to which the
mission is still sensitive.

– Gradiometry, especially at low altitudes, is the prime candidate for
improving the resolution of the static gravity field. Planetary missions
can be flown extremely low, such that even a moderate-performance
instrument will suffice.
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– Formation flying is a promising concept and potentially a candidate for
future gravity missions. The performance assessment in this study used
certain simplifying assumptions, in particular the interpretation of the
intersatellite links as a gradiometer. Future study into the characteristics
of relative orbits and the modelling aspects of the corresponding ob-
servables is needed.

– High-eccentricity orbits with perigees going into the Earth’s atmosphere
could potentially lead to ultra-high resolution gravity missions. Such a
mission would basically scan a certain latitude band. The technological
aspects of such a demanding orbit were not addressed in this study. It
was pointed out that with a proper perigee precession, the latitude bands
of maximum resolution slowly precesses too, leading to a full scan of the
Earth.

As mentioned earlier, the error simulations describe the performance of
recovering a static gravity field. Time-variations must inherently be dealt with
as a time-series of more-or-less static snap-shot solutions, e.g. monthly snap-
shots. Higher-frequency effects will necessarily alias into such monthly
solutions, cf.(Han et al., 2004). This is a fundamental challenge to any future
satellite mission, cf. Figure 3 (Challenge 2), which requires future research.
For a more in-depth discussion of challenges 1 and 2, it is referred to
Schrama, this issue).
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Abstract. Purpose of this article is to demonstrate the effect of background geophysical corrections on a

follow-on gravity mission. We investigate the quality of two effects, tides and atmospheric pressure

variations, which both act as a surface load on the lithosphere. In both cases direct gravitational attraction

of the mass variations and the secondary potential caused by the deformation of the lithosphere are sensed

by a gravity mission. In order to assess the current situation we have simulated GRACE range-rate errors

which are caused by differences in present day tide and atmospheric pressure correction models. Both

geophysical correction models are capable of generating range-rate errors up to 10 lm/s and affect the

quality of the recovered temporal and static gravity fields. Unlike missions such as TOPEX/Poseidon

where tides can be estimated with the altimeter, current gravity missions are only to some degree capable

of resolving these (geo)physical limitations. One of the reasons is the use of high inclination low earth

orbits without a repeating ground track strategy. The consequence is that we will face a contamination of

the gravity solution, both in the static and the time variable part. In the conclusions of this paper we

provide suggestions for improving this situation, in particular in view of follow-on gravity missions after

GRACE and GOCE, which claim an improved capability of estimating temporal variations in the Earth’s

gravity field.

1. Introduction

Any gravity mission designed to map the temporal gravity field will inher-
ently face the fact that oceanic tides and atmospheric pressure signals must be
compensated for during the set-up of the normal equations containing the
gravity parameters. Purpose of this article is to assess the consequence of this
assumption, since the background corrections contain errors. In Section 2 it
is explained that oceanic processes are not a primary objective of the
GRACE mission, during the GRACE data processing all atmospheric
pressure variations and oceanic mass variations due to tides are removed so
that the continental hydrology signal remains as a primary signal to observe.
In Section 3 we provide background information with respect to both
background corrections. In Section 4 we will show that the accuracy of
background models is insufficient to guarantee a full removal from the
gravity solution (regardless whether it is static or temporal). A more rigorous
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approach is shown in Section 5 where we carry out a full simulation of both
errors on the GRACE mission. In Section 6 we present our conclusions and
recommendations.

2. The GRACE Mission

GRACE is designed to measure inter-satellite range-rates with an accuracy
better than 10 lms)1 Hz)1/2, for more details on the GRACE system and its
ancestors (see Colombo, 1986; Dickey, 1997; Reigber et al., 2002) and the
recent article by Tapley et al. (2004). The primary observation of the
GRACE system is an integrated Doppler observation in the K band equiv-
alent to that of a GPS carrier phase observation. This is equivalent to a
biased range observation. In the near future the geodetic community will
hopefully get access to data from another gravity mission, GOCE (cf. ESA,
1999), which is based on a different concept involving a gravity gradiometer.
The goal of both missions is to map the Earth’s gravity field whereby.
GRACE will allow one to map the lower degree and orders of the field up to
degree and order 120 while GOCE will be able to extend the resolution of this
field to degree and order 250. The accuracy of the geoid obtained by both
concepts depends on the length of the observation series that is used to create
a gravity solution. GRACE has demonstrated a geoid accurate to about
3 mm which can be provided on a monthly basis according to Tapley et al.
(2004). At the moment of writing GOCE is built by Astrium under contract
from ESA, and the performance of this mission is assessed with analytical
techniques as described in Schrama (1991).

Space born GPS receivers are a necessity for all gravity mapping
missions. In the data processing scheme GPS tracking data is required to
stabilize the least squares solution in the lower degrees. GPS information
has to be weighted in some optimal way together with gradiometric or
inter-satellite range-rate measurements. An example of a GPS-only
tracking mission is CHAMP; in this case GPS is combined with accele-
rometry to map non-conservative forces caused by air drag, solar radia-
tion pressure or other effects acting on the skin of the satellite. The
CHAMP mission alone yields a significant improvement compared to
earlier gravity solutions but is by far not capable of achieving the level
attained by GRACE and GOCE where the performance is driven by the
KBR instrument and the gradiometer respectively, (See also Reigber et al.,
2002). During data reduction, i.e. all steps where normal equations of least
squares systems are constructed, one will apply geophysical models to
correct for known effects. The observation equations included in the
normal matrices will be corrected for gravity, tidal effects, atmospheric
pressure loading, measurement delay and offsets, and many other
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parameters. The differential improvement after inversion is then used to
update our knowledge of parameters in the problem.

In the study presented here it is assumed that a follow-on gravity mission
will be like the GRACE mission and that its focus will be on estimating
temporal variations in the gravity field rather than the static field. For this
purpose we will select two geophysical background models of which it is
known that they are sufficiently large and where there are strong indications
that the signal can not be fully represented by the model. Oceanic tides and
atmospheric air pressure loading are suitable candidates for such models. The
physics of both processes is well understood and it is likely that both will act
as nuisance factors during data reduction. The actual scientific objectives of a
follow-on gravity mission are very likely a study of the continental water
balance (which is the largest signal) or variations of mass in the ocean interior
or mass variations closer to the continental shelf margin, (See also Wahr
et al., 1998).

Our starting point in the discussion is that ocean tide and atmospheric
pressure models contain errors that propagate as systematic noise in the
observations. Both processes have in common that they take place on time
scales much shorter than the typical temporal resolution of the expected
gravity field solution intervals (a month for GRACE). And for this reason it
is expected that aliasing by background model errors will affect the perfor-
mance of any follow-on gravity mission. If this assumption is true then the
design criteria of a follow-on mission may need to be reviewed possibly in
order to optimize or potentially benefit from a modified sampling strategy.
Although the latter is perhaps desirable for the actual design of a future
mission we will only provide suggestions in our conclusions.

3. Geophysical Effects

3.1. TIDES

Tides are the result of the gravitational attraction of Sun and Moon on the
Earth itself, the relation to gravity missions is extensively described in
Schrama (1995) where three tidal phenomena are identified.

Following the discussion in Schrama (1995), there is a direct tidal effect
caused by the gravitational working of Moon or Sun directly on the satellite.
This is the most straightforward part of the model and the accuracy of the
correction depends on gravitational constants of the Earth and external
bodies, relative position knowledge of these bodies, including position
knowledge of the satellite. The relative accuracy of the direct tide effect is
better than 10)8 so that direct tide model errors are not relevant for our study
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since we don’t expect that planetary positions or their gravitational constants
will be adjusted during data reduction.

In Schrama (1995) it is mentioned that there are two indirect tide effects
which are caused by the deformation of the fluid and solid earth as a result of
the direct tidal effect. A first indirect tide effect is the solid earth tide
deformation model whereby we need to specify Love numbers kn and hn for
n ¼ 2 and 3 describing the elastic solid Earth response to external forcing. If
horizontal site displacement must be adjusted then Love number ln may need
to be included in the model. Also for this part we expect no significant show
stoppers albeit that a few Love numbers may need adjustment during data
reduction of a new gravity mission.

The second indirect-tidal effect is related to ocean tide loading. This effect is
far more difficult to model because a hydrodynamical model enters in the
discussion. Ocean tide models contain many more parameters to specify the
geographic response functionwhich is now local rather than global. Significant
progress has been made with the aid of the TOPEX/Poseidon altimetry (see
also Schrama and Ray, 1994; Fu and Cazenave, 2001). As a result ocean tides
are mapped to within 1.5 cm rms for the largest tidal constituentM2 while the
remaining constituents add less than 1.0 cm noise. The total rms. of the ocean
tide signal is better than 3.0 cm rms in the deep oceans (see also Schrama and
Ray, 1994). Yet the ocean tide model accuracy deteriorates on continental
shelves and at latitudes beyond 66N or 66S because of the inclination of the
TOPEX/Poseidon orbit. In Fu and Cazenave (2001) it is shown thatM2 errors
in excess of 10 cm rms exist in coastal seas. In addition it is known that energy
transfers from main tidal lines to parasitic ones as a result of non-linearity in
the hydrodynamic equations in the quadratic bottom friction. Another reason
is the presence of advective terms. Advection and bottom friction become
relevant near the coast (see also Fu and Cazenave, 2001)

3.2. ATMOSPHERIC LOADING

Another correction that needs to be applied during data reduction deals with
the weight of air masses that load on the Earth’s surface. In earlier studies
such as Velicogna et al. (2001) it is recognized that this effect is sufficiently
large to be sensed by all gravity missions. The local weight of an air column is
proportional to the terrain level pressure over continental areas. Over oceanic
areas it is expected that the effect is compensated because of the inverted
barometer (IB) mechanism. An algorithm more realistic than the IB model
would include wind-stresses and air pressure forcing in a global hydrody-
namic model. This method would modify the standard IB theory which after
all assumes that there is an instantaneous )1 cm/mbar response of the sea
level to air pressure variations. It is known that the global atmospheric
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pressure loading effect typically takes place on time scales of about 12 h and
beyond and that the IB law becomes effective at time scales longer than three
days (see also Mathers and Woodworth, 2001)

For all continental atmospheric loading calculations we have made an
approximation for theweight of the air column loading theEarth’s surface. The
study ofVerhagen (2001) has shown that radiosonde data can be approximated
with an exponential decay law whereby we need as input the mean sea level
pressure and theEarth’s topography.Forourpurpose the largest uncertainty in
the air pressure loading calculation comes from the accuracy of meteorologic
models, and not so much the vertical distribution of mass in the air column
which occurs between terrain level and the top of the atmosphere.

The largest input from the atmospheric loading effect on GRACE is ex-
pected over continental areas and not from incomplete compensation over
oceanic areas. Meteorologic pressure models must be used during data
reduction, well known meteorologic models are the NCAR reanalysis product
and the ECMWF product. Both products are the result of a dynamic weather
model in whichmeteorologic data as well as remote sensing data is assimilated.
The accuracy by which the models differ is approximately 1.5 mbar, which is
equivalent to a water layer of 15 mm (see also Velicogna, 2001). Atmospheric
pressure loading errors typically occur on time scales less than the update
interval of individual gravity solutions of a follow-on gravity mission. And
therefore it is expected that some level of aliasing will take place as a result of
the atmospheric pressure loading problem (see also Verhagen, 2001).

4. Degree Variance Signal and Error Spectra

Purpose of this section is to show degree variance spectra for air pressure
variations and ocean tide variations and to convolve these input mass fields
towards temporal changes in the geoid.

4.1. TIDES

To compute the degree variances of the ocean tide fields convoluted towards
the geoid under the assumption of a self attraction formulation that includes
lithospheric deformation we assume that tides are prescribed by (See also
Cartwright, 1993).

f ¼
X
v

Hv cosðXv � GvÞ; ð1Þ

where the in-phase and quadrature components of each wave with index v
are:
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Pv ¼ Hv cosðGvÞ; ð2Þ

Qv ¼ Hv sinðGvÞ: ð3Þ

For each constituent v the maps Pv and Qv are approximated in spherical
harmonics (now dropping index v):

P ¼
X
nma

AnmaYnmaðh; kÞ; ð4Þ

Q ¼
X
nma

BnmaYnmaðh; kÞ; ð5Þ

where the dimension of P and Q and hence A and B is meters. The corre-
sponding convolution towards geoid heights yields the spherical harmonic
coefficients C and D (cf. Schrama, 1997)

Cnma

Dnma

	 �
¼ g�1 3lðqw=qeÞ

a2eð2nþ 1Þ ð1þ k0nÞ
Anma

Bnma

	 �
; ð6Þ

where g is the gravitational acceleration, l the gravitational constant, qw and
qe are the density of sea water and the mean density of the Earth, k0n are load
Love numbers, and ae is the mean equatorial radius. The degree variances for
the geoid are

E2
n ¼

1

ð2nþ 1Þ
X
ma

½C2
nma þD2

nma
: ð7Þ

For the simulation of tide model errors we difference the coefficients C and D
from two ocean tide models to obtain dC and dD. The simulated tide model
error degree variance dE2

n is then

dE2
n ¼

1

ð2nþ 1Þ
X
ma

½dC2
nma þ dD2

nma
: ð8Þ

4.2. ATMOSPHERIC PRESSURE VARIATONS

In order to compute the average degree variance of a sequence of equivalent
water height fields that follow from an IB model including an error
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assessment of this average we proceed as follows. Water level variations as a
result of air pressure variances are simplified by (see Gill, 1982)

f ¼ �1

gp
ðP� P0Þ; ð9Þ

where P0 is some reference pressure value. Here P0 is 1013.3 h Pa while g is
the gravity acceleration (9.81 m/s2) and q ¼ 1026 kg/m3. P follows from a
meteorologic model, for which we have used the ECMWF and the NCAR
reanalysis model which come as daily grids during 1992. In this case the
values of f only exist on land, and the air pressure difference term (P ) P0) is
scaled down by an exponential law from the sea level to the terrain level (see
Verhagen, 2001). Over sea the f values are set to zero and full mass com-
pensation is assumed in agreement with the inverse barometer law.

The convolution of f (now provided as a spherical harmonic coefficient set
in terms of coefficients Anma at time step i) to geoid heights is similar to that
of tides (see Schrama, 1997)

Cnma;i ¼ g�1 3lðqw=qeÞ
a2eð2nþ 1Þ ð1þ k0nÞAnma;i; ð10Þ

whereby geoid heights are calculated on the Earth’s surface. The degree
variances for the geoid are now computed as

E2
ni ¼

1

ð2nþ 1Þ
X
ma

C2
nma;i: ð11Þ

At this point we define the average degree variance of a sequence of Imax

pressure grids as follows

En ¼ 1

Imax

XImax

i¼1

Eni: ð12Þ

For the simulation of model errors (and then the self attraction and loading
representation) we difference the coefficients A in Equation (10) from two
models to replace them by dA.

4.3. RESULTS

The computed degree variances for the tide calculation involves the models
FES99 and GOT99.2. We are aware of the fact that newer versions of such
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models will continue to evolve from the tidal community. For the scope of
this study we do not expect that the results significally change because the set
of observed tidal constants is heavily biased towards the same TOPEX/
Poseidon observations. For the meteorologic models we have used ECMWF
and NCAR reanalyis daily pressure grids in 1992. Also here we are aware of
the fact that 1992 is taken as a reference year and that more modern versions
exist. For a simulation study such as this we have no indication that our
conclusions are significantly affected. Square roots of degree variances of all
relevant data are shown in Figure 1. The conclusion of this calculation is that
below degree and order 50 the degree variance errors of both tides and air
pressures are larger than the initially advertised performance noise of
GRACE, which is about 0.01 mm at the lowest degrees according to the
prelaunch estimates (see also Dickey, 1997). The same problem will also play
a role with any follow-on gravity mission declicated to the observation of
temporal gravity. Tide and atmosphere errors are at the moment of writing a
limiting factor up to degree and order 10–15, a region in the gravity field
where many geophysical signals leave their signature. Discussion on basis of
degree variance spectra:
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Figure 1. Square root of degree variances of tides and atmospheric pressure loading and
simulated errors, horizontal axis degrees, vertical axis: meter geoid change. The solid line with

circles represents tide signal and the dashed line with circles are tide errors. The solid lines with
crosses represents atmospheric pressure, and the dashed line with crosses follow from the
simulated atmospheric error.
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• Usually the T/P tide model accuracy specifications are based on deep
water comparisons to tide gauges where nowadays a 3 cm rms total error
is found. Over continental shelves localized errors still exist and the
models are some-times up to 15 cm or higher in error. In polar regions
there is no T/P coverage and the realism of the model depends on
hydrodynamic models such as FES99. Overall tide model errors are
greater than air pressure errors as far as temporal changes in the geoid
are concerned (see also Figure 1).

• There exists a coupling mechanism between tides and air pressure in the
form of atmospheric tides. This effect is the consequence of the atmo-
sphere being forced as an air mass layer that experiences gravitation
forcing in the same way as the oceans. Aliasing of S1/S2 oceanic and air
tides is relevant for sun-synchronous orbits which are considered for
GOCE (but not for CHAMP and GRACE). This effect will result in a
pseudo static field mapping along on the ground tracks of GOCE. Errors
in S1 or S2 models, either oceanic or atmospheric, will therefore alias
into a static gravity field error (see also Schrama, 1995).

• For the non-tidal air pressure signal we know that the in-situ point wise
now-cast error for calm or normal weather condition is approximately
1–1.5 mbar. This value is typical for both ECMWF and NCAR
reanalysis data (Velicogna, 2001) Averaging over space and time helps to
drive down this error, but levels better than 0.3 mbar are unlikely at the
moment of writing according to Velicogna (2001). Yet meteorologic
models have heterogeneous error characteristics and we know that some
regions are more poorly represented than others. Antarctica is a typical
region where NCEP reanalysis data and ECMWF data significantly
differ, ie. the errors will be larger. We ignored these effects in the com-
putation of our degree variances by cutting out all latitudes pole wards
of 70N and 70S.

• It was found in separate studies that meteorologic models use their own
topography (or orography) which is adapted to the numerical scheme for
solving the differential equations. This effect becomes visible as a dif-
ference between meteorologic models and is correlated with topographic
height.

• More serious is the conclusion that meteorologic pressure grids are
provided on a 3 hourly to daily basis while the temporal gravity solution
interval is typically 10 days to a month (for GRACE 6 hourly fields are
used). This means that errors in the atmospheric pressure variations will
alias into the gravity solution.

• Finally it should be remarked that oceanic responses are modelled such
that they behave like an inverted barometer, i.e. masses are fully com-
pensated over the ocean and in reality we know that this is not the case, see
for instance (Mathers andWoodworth, 2001). The IB model may contain
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errors up to 20% for periods up to a day and there exist resonance regions
in the Southern hemisphere that cause systematic errors of a few percent.
The GRACE team relies on an alternative IB barotropic model forced by
air pressure and wind that is used during data reduction.

• From the degree variance spectra it is clear that the noise level of the
projected gravity fields (i.e. projected with analytical propagation tech-
niques as discussed inDickey (1997), ESA (1999) and Schrama (1991)) will
be too optimistic. At least one reason is the existence of model noise from
two main geophysical corrections which must be applied during data
reduction of eitherGRACEor a follow-on gravitymission. The analytical
propagation techniques on which the results in Dickey (1997) and ESA
(1999) are biased in this sense and do not include these effects. Hence we
conclude that these analytical gravity mission performance curves are
probably too optimistic in the lower degrees. This may also partially ex-
plain why all GRACE hydrology results as shown in Tapley et al. (2004)
avoid the use of degree 2 spherical harmonics and the fact that Gaussian
smoothing with a 400 km averaging radius is required to suppress noise in
their gravity solutions.

5. GRACE Simulation Experiment

In order to simulate the inter-satellite range-rate signal as a result of geo-
physical model errors we use the existing GRACE gravity mission trajectory
along which suitable potential functions are simulated. The following sec-
tions describe the choice of the baseline orbit and the simulation experiment.

5.1. CHOICE OF THE GRAVITY MISSION BASELINE ORBIT

The simulations depend on the choice of a reference trajectory for which we
have chosen the nominalGRACE trajectory. Initial orbital elements have been
selected from the GRACEweb site at the university of Texas at Austin, Center
of Space Research: a ¼ 6861124.723 m, e ¼ 0.001687, I ¼ 89.001�,
W ¼ 307.659�, x ¼ 17.338� and f ¼ 307.052� on 7/3/2003 14:37:00. For the
gravity model we have used the EGM-96 model (see Lemoine et al; 1998),
complete to degree and order 70. Furthermore direct astronomical and indirect
solid Earth tides have been modelled where JPL’s DE200/LE200 model pro-
vides planetary and lunar locations; in addition relativistic effects are also taken
into account while IERS bulletin B values are used for the definition of pole
positions.

Although in reality the GRACE satellites will go through various orbit
regimes this simulation relies on a baseline trajectory which gives a reasonable
track coverage in about 9 days. In fact, the simulated ground tracks repeat
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within 1 degree longitude variation in the ascending node every 8.9747 days
when the GRACE system completes 137 orbits. To simplify the discussion it is
assumed that this ground track pattern is repeated every 137 orbital periods.
The obtained sampling characteristics are used in the tidal aliasing experiment.

5.2. SIMULATION MODEL FOR TIDES

In this section we will discuss a quick diagnostic model to explain inter-
satellite variations on the GRACE system as a result of geophysical model
noise. In all computations we will assume that both systems are separated by
about 30 s so that the inter-satellite separation distance is about 230 km. To
simulate this inter-satellite range-rate effect we assume for simplicity: (1) the
total energy being the sum of potential and kinetic energy is conserved for
GRACE 1 and 2, i.e. the non-conservative forces acting on GRACE 1 and 2
are ignored,(2) both GRACE satellites follow the same trajectory and are
only separated in time,(3) the along track velocity component is differenced
between both satellites to simulate inter-satellite range-rate variations,(4)
both satellites move with an average velocity v0, (5) there are no coupling
terms to earth rotation. Under these assumptions the inter-satellite velocity
variations between GRACE 1 and 2 are equal to the difference of the sim-
ulated error in the potential DU’s of each satellite

Dvðt1; t2Þ ¼ v�1
0 ðDUðt2Þ � DUðt1ÞÞ; ð13Þ

where v0 is local velocity at the reference orbit. For the ocean tide model we
have the following relation:

Uðr;/; k; tÞ ¼
X
i

Aiðr;/; kÞfi cosðvi þ uiÞ þ Biðr;/; kÞfi sinðvi þ uiÞ; ð14Þ

where i is a running index over tidal waves in the model, vi fi and ui are
astronomically defined quantities related to the definition of these waves (see
Cartwright, 1993), while Ai and Bi denote in-phase and quadrature terms
which are defined as follows

Aiðr;/; kÞ ¼
X
nma

3lðqw=qeÞ
a2eð2nþ 1Þ ð1þ k0nÞ

ae
r

� �nþ1

Anma;iYnmað/; kÞ; ð15Þ

Biðr;/; kÞ ¼
X
nma

3lðqw=qeÞ
a2eð2nþ 1Þ ð1þ k0nÞ

ae
r

� �nþ1

Bnma;iYnmað/; kÞ: ð16Þ
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In these expressions l is the Earth’s gravitational constant, qw is the mean
density of sea water, qe is the mean density of rock, ae is the Earth’s equa-
torial radius, k0n are elastic load Love numbers, Ynma are normalized spherical
harmonic functions, index a selects the combination cos mk �Pnmðsin /Þ or
sin mk �Pnmðsin /Þ with �Pnm representing normalized associated Legendre
functions (see also Ray et al., 2003). The terms Anma,i and Bnma,i follow
directly from a spherical harmonic analysis of ocean tide model maps. To
simulate tide model errors we have used the FES99 and the GOT99.2 models
(see Ray et al., 1999; Lefèvre, 2002) to construct the corresponding spherical
harmonic coefficients. It obtain DU that represents tide model errors we
differenced U(FES99) and U(GOT99.2).

5.3. SIMULATION RESULTS

Equation (13) in combination with the definition of the ocean tide error
potential gives a series of Dv values along the baseline orbit. In fact, Dv is now
easily projected ahead in time because it is a harmonic function; whereby we
assume a repeat cycle length of 8.9747 days. For this purpose our simulation
program works in two steps. We start by computing the harmonic coefficients
for all selected tidal waves (only 8 are used) and we implement these har-
monic coefficients in a time series generation algorithm provided by
R.D. Ray.

A first result is to find extreme excursions over each 1� · 1� block over
the sphere; this is shown in Figure 2. From this Figure we observe that
most parts of the globe experience velocity errors less than 1 lm/s. In
quiet coastal zones we see that the velocity variations are of the order of
1–2 lm/s and in certain noisy regions we see very localized errors of
10 lm/s or more. Such phenomena happen over certain continental shelves
where it is known that the global ocean tide models are inaccurate. A
moderate smearing of this phenomenon takes place because of the upward
continuation from the Earth’s surface to the potential function at satellite
height. Similar large excursions are observed at latitudes beyond 66N and
66S which are in our opinion due to the quality of tide models beyond the
TOPEX/Poseidon inclination latitude.

5.4. STRATEGY FOR ERROR SUPPRESSION

It is evident from the result in Figure 2 that GRACE velocity data can easily
contain errors caused by tidal modelling that exceed the measurement
accuracy. The question is now whether one can accept such errors or whether
additional nuisance parameters need to be defined. The answer to this
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question is probably that it is desirable to estimate suitable nuisance
parameters, i.e. it is realistic to assume that future activities will concentrate
on the estimation of unmodelled tidal effects. But we will also warn that
modelling tide errors in GRACE is far from trivial due to unfavorable
sampling of short periodic tides compared to the, relative long repeat cycle of
GRACE. (In reality GRACE doesn’t have a repeat cycle, the longitudes of
the nodes of the ascending ground tracks coincide to within 1� in a
8.9747 day mapping cycle)

Figure 3 shows for instance the history of all collected velocity residuals
in a radius of 1� around bin 65N 80W, which is in the Hudson bay. If the
Dv signal were favorably mapped then we would easily recognize periodic
features in this series, instead we get to see that the velocity errors appear
in local clusters that seem to alternate every 9 days in sign. In fact, in
order to be able to recognize an aliased beat signal due to unmodelled
tides, it is necessary to extend this experiment over many more repeat
cycles.

More evidence for this observation is provided in Figure 4 where an at-
tempt is made to recover by means of a least squares filter tidal amplitudes
and phases for each 1� · 1� bin where 200 repeat cycles are used. After
correcting the GRACE data for all solved for corrections per bin we are able
to present the velocity excursions in the same way as in Figure 2. But even
after this filtering step it is obvious that we are not able to suppress all tidal
errors, i.e. significant residuals remain visible in Figure 4 which is a likely
indicator that it will be difficult to undo the GRACE data set from tidal
modelling errors. Similar results are presented in Knudsen and Andersen
(2002) and Ray et al. (2003).
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Figure 2. Extreme velocity variation observed in the simulation set where velocity errors are

projected using the energy conservation approach from simulated ocean tide model errors.
Scale: lm/s.
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5.5. HOW REALISTIC IS THE ENERGY CONSERVATION APPROACH

As was pointed out, the here described energy conservation approach with
statistics displayed in Figure 2 is an approximation. A better method is to
simulate range-rate errors by means of the GEODYN orbit computation
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Figure 3. History of velocity variations observed over the Hudson bay 65N 80W, along the
x-axis the time is shown in days, along the y-axis the inter-satellite velocity variations are

shown in lm/s.
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Figure 4. Extreme velocity variations observed in the simulation set after we took care of

removing a 16 parameter function for each 1� · 1� bin. Scale: lm/s.
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program whereby a 10 day trajectory was integrated once using the GOT992
ocean tide model. During data reduction, whereby initial state vectors of
both GRACE’s are solved for, it is assumed that the inter-satellite range-rate
and position) knowledge of the two orbiters are observations. In this second
(iterative) orbit adjustment process the FES99 model is used as a forcing
model. No effort was undertaken to model skin accelerations on both
GRACE satellites during this run. The inter-satellite range- rate observations
are binned in 1� · 1� blocks in the same manner as Figure 2.

In Figure 5 we observe an abundance of low frequency variations in the
Dv’s which don’t seem to correspond to the earlier results obtained with the
energy conservation approach where we found localized velocity excursions
around geographic regions where coastal tide model errors occur.

An obvious explanation of this phenomenon follows from the orbit
dynamics experienced by two satellites that translates itself in an inter-sa-
tellite range-rate at once and twice per orbital period. A GEODYN simu-
lation will also reveal that the leading GRACE satellite experiences velocities
and accelerations along a slightly different flight path compared to the
trailing GRACE satellite. Furthermore in this simulation the velocity vector
of each satellite doesn’t project directly on the inter-satellite range. Our
simplified energy conservation approach does not include all complexities
which are part of the GEODYN simulation and ignores the long wavelength
effect visible in Figure 5.

In an attempt to suppress long wavelength contamination we implemented
a high pass filter with a cut-off frequency at 3000 s. After implementation of
this filter the Dv’s show a behavior as in Figure 6. These results show similar
characteristics as obtained with our energy conservation approach, i.e. the Dv
effect is increased over regions where there are large tidal modelling errors.
Nevertheless there remain some remarkable differences which we blame for
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Figure 5. Extreme velocity variations observed in the GEODYN simulation set. Scale: lm/s.
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the moment to the realism put into the GEODYN simulation where the
simulation runs over 10 days and ocean tide spherical harmonic coefficients
to represent FES99 and GOT992 are truncated at degree and order 35. These
limitations suppress localized excursions of the tides in shallow seas and
avoid that the ocean tide signal is mapped over more cycles.

5.6. SIMULATION MODEL FOR AIR PRESSURE VARIATIONS

In order to study air pressure variations it is necessary that we evaluate the
effect of air pressure changes and its direct consequence on a follow-on
gravity mission. Here we remind that the realism of such a study depends on
the specification of meteorologic model errors which are on the one hand
difficult to quantify largely because similar techniques and observation data
are used by different meteorologic centers. On the other hand we know that
there are geographical regions such as the Antarctic where both pressure
fields are substantially different and where one or both models have signifi-
cant limitations (see also Verhagen, 2001). Estimates for meteorologic pres-
sure errors can be found in Velicogna (2001), and a more complete
simulation of the effect on GRACE including a full formal assessment of
such errors in the recovery of science signals from GRACE such as discussed
by Wahr et al. (1998) does in our opinion not yet exist. The approach used
here is to evaluate the difference between the NCAR reanalysis surface
pressure models and the ECMWF surface pressure model whereby the
atmospheric loading is contained in continental areas and where an expo-
nential decay law, for detail (see Velicogna, 2001) is used to convert sea level
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Figure 6. Extreme velocity variations observed in the GEODYN simulation set after appli-

cation of a 3000 s high pass filter.
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pressures into terrain level pressures. Mass variations as a result of the
simulated air pressure differences are then converted into equivalent water
height. It is the gravitational effect of this layer and the application of rela-
tions similar to Equations (15) and (16) that yield a potential DU to be
substituted in Equation (13).

Figure 7 shows extreme velocity variations observed over one by one
degree bins on the globe as they are encountered in a GRACE simulation set
with a length of 1 year. From this Figure we conclude that the differences
between the models reach 3 lm/s; such errors will be significant for GRACE
or any follow on gravity mission. Moreover we observe that the Dv error
pattern is geographically constrained to Asia, North America, and the
Antarctic. In our calculations we ignored meteorologic pressure difference at
latitudes beyond 70N and 70S due to unrealistically large meteorologic
modelling errors as discussed in Verhagen (2001).

Any effort to reduce air pressure errors will require to design filters that
are even more complicated than to reduce periodic modelling errors such as
for tides. The design of such filters could exploit geographical or temporal
properties of the signal. Geographical interpretation: Evidently, Figure 7
shows that meteorologic errors are not only constrained to the coastal zones
as is the case with ocean tide errors, but rather that the error appears to be
correlated to land topography. Furthermore it is evident that variations in
the tropics are less than those at higher latitudes. Temporal interpretation:
Air pressure variations and their errors do contain daily and seasonal signals
but lack for a significant part astronomic periodicity. At best averaging
procedures will therefore help to suppress the errors (see also Velicogna
et al., 2001).
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Figure 7. Extreme velocity variations observed in the simulation set as a result of the air
pressure error simulated as the difference between ECMWF and NCAR reanalysis data. Scale:
lm/s.
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6. Conclusions and Recommendations

This article started with the scientific rationale of the GRACE mission, and
the remark that certain geophysical corrections may pose a limitation for the
interpretation of GRACE observation data. This conclusion follows directly
from the degree variance spectra of signal and noise (see Figure 1) when they
are overlaid on the gravity mission performance spectra such as shown in
Dickey (1997) and ESA (1999). Both studies did not account for aliasing
effects as a result of geophysical model errors.

During the GRACE data reduction a self attraction potential for air
pressure and ocean tides will be computed during the procedure, ie. the
gradients of Equation (14) or equivalent will be used in the orbit computation
scheme. Purpose of this study is to focus on the consequences of modelling
errors in such potentials on the inter-satellite range-rate variation between
both GRACE satellites. Our study is diagnostic and merely intends to
identify and characterize the nature of the inter-satellite range-rate errors.
Furthermore we hope to draw conclusions from this study in order to assess
the consequences for any possible follow-on gravity missions.

6.1. CONCLUSION FROM THE GRACE SIMULATION EXPERIMENT

For tides we observe that velocity errors of the order of 1–10 lm/s occur
which are caused by model differences in continental shelf areas and polar
areas. One reason is the spatial resolution of the T/P altimeter data that was
used in the construction of GOT99.2 and FES99 and the tendency of tidal
surface waves to spatially narrow which depends on coastal geometry and
bathymetry. The surface propagation speed of a tidal wave is equivalent toffiffiffiffiffiffiffiffi
gH;

p
and for seas or channels with a depth H less than 5 m the depth

integrated velocity times tidal period becomes less than the inter-track sep-
aration distance between two TOPEX/Poseidon ground tracks at the equa-
tor, i.e. there may be surface details in the tides which are too small to be
observed by the altimeter. Another reason for tides to differ in these regions is
that the models only contain astronomically defined frequencies while they
miss overtones or mixed frequencies as would be the case when realistic
dissipations due to bottom friction and advection were part of a dynamic tide
model.

The simulation of air pressure errors and the upward continuation to a
potential at satellite height was performed with the aid to ECMWF and
NCAR reanalysis data. In this approach we have used the energy conser-
vation approach and have simulated this effect over a 1 year period. For this
effect we observe that the Dv error pattern leads to excursions of approxi-
mately 3 lm/s and that the error pattern is geographically constrained to
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Asia, North America, and the Antarctic. In addition we see that there is a
tendency for correlation of such errors with the local topography. No further
attempts have been made to reduce this type of error with the aid of spe-
cifically designed filters for this problem.

6.2. THE NEED FOR MITIGATION STRATEGIES

So far we conclude that tide errors for the main constituents could be esti-
mated provided that gravity field mapping missions are designed such that
the corresponding frequencies do not alias to infinite periods. Atmospheric
tides like S1 and S2 are capable of adding a permanent contribution to the
static gravity field. An example of a simulated tide error can be found in
Schrama (2003), is shown for the S2 tide on page 188, it is typical for a static
contribution to the gravity field. To mitigate tide model errors it is necessary
to optimize the baseline orbits for follow-on gravity missions. Another op-
tion is to include suitable nuisance parameters in data reduction scheme.

We can expect that tide and atmospheric pressure models will probably
improve in the next decade. For atmospheric models we will probably see
that GPS limb sounding could help to independently and globally map the-
atmosphere and its density variances.

Finally we want to remark that scientific disciplines may develop their
own feature extraction techniques to estimate their signals. Hydrology
studies could focus on optimized anti-leakage techniques that drive the errors
down outside selected river basins, moreover they could benefit from the
presence of annual periodicity in the hydrologic cycle.

From the results so far shown by the GRACE science team we can expect
that the annual hydrology signal in the geoid is larger than the geoid error to
expect from this study. A propagation of tide model difference between
FES99 and GOT99.2 results in geoid features no larger than about 5 mm. In
Tapley et al. (2004) and during presentations of the GRACE science team at
the EGU in Nice in 2004 it was demonstrated that the hydrology signals
sensed by GRACE results in geoid signal of approximately 10 mm with a
clear annual period. Spatial averaging to suppress trackiness in the GRACE
geoid solutions is required to obtain the hydrologic signal (see Tapley et al.,
2004; Wahr, 2004).

6.3. FUTURE WORK

From the GRACE simulation we conclude that the energy conservation
approach and the GEODYN approach resulted in different answers which
are probably due to the realism put in the first approach. We intend to
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increase the level of realism that is put in our current GEODYN simulation,
essentially by increasing the spherical harmonic expansions of the used ocean
tide field and by increasing the length of the simulation data set. Similar plans
need to be worked out for the air pressure error simulation where so far we
have only relied on the energy conservation approach.

The identified error patterns of both geophysical effects are however sig-
nificant and large enough to affect temporal solutions of the gravity field by
GRACE, especially when one would attempt to recognize smaller signals.
The consequences of geophysical background model errors and their effect
on a gravity inversion is however not part of this study but is in progress
(Visser and Schrama, 2004).

Another recommendation is to investigate alternative strategies that ex-
ploit the synergy of different gravity missions possibly in combination with
auxiliary measurements.
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