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Preface

X-Ray fluorescence analysis (XRF) has developed into a well-established
multi-elemental analysis technique with a very wide field of practical appli-
cations, especially those requiring nondestructive analytical methods. Over a
long period of time, steady progress of XRF was made, both methodological
and instrumental. Within the last decade, however, advancements in tech-
nology, software development, and methodologies for quantification have pro-
vided an impetus to XRF research and application, leading to striking new
improvements. The recent technological advances, including table-top instru-
ments that take advantage of novel low-power micro-focus tubes, novel X-ray
optics and detectors, as well as simplified access to synchrotron radiation,
have made it possible to extend XRF to low Z elements and to obtain two-
and three-dimensional information from a sample on a micrometer-scale. The
development of portable and hand-held devices has enabled a more flexible
use of XRF in a variety of new situations, such as archaeometry and process
control. Furthermore, synchrotron radiation provides high excitation flux and
even speciation capabilities due to energetically tunable radiation.

Because of these recent advancements, the editors decided to compile a
practical handbook of XRF as a resource for scientists and industrial users that
provides enough information to conceive and set up modern XRF experiments
for use in a wide range of practical applications. Additionally, selected sections
consist of a concise summary of background information for readers who wish
to gain a more in-depth understanding of the topics without conducting a
lengthy search of the literature. The present handbook is not intended to
be a textbook with interdependent chapters, rather a reference in which the
information in each section is largely self-contained. In this way, the reader is
not required to read the handbook from cover to cover, but can refer to any
section without a lot of additional background.

The handbook is organized as follows. The first chapter provides a histor-
ical account of XRF and an introduction reflecting the extension of XRF to
modern fields of methodology and applications. Chapters 2, 3, and 4 follow
the path of a photon in an XRF instrument, originating at a source (2), being
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modified by an optic (3), and registered by a detector (4). Chapter 5 deals with
the various aspects of quantifying the spectra obtained from a sample by this
instrument. Expert information on how to prepare the sample is the theme
of Chapter 6. Chapter 7 is devoted to a variety of applications: micro-, trace,
and layer analysis; environmental, geological, archaeometric, forensic, and bio-
medical applications; and process control. The handbook concludes with a
discussion on safety regulations and useful links to physical data (Chapter 8).

We would like to take this opportunity to express our gratitude to all of
the authors, especially those who completed their contributions at an early
stage in the preparation of this book and patiently awaited its completion.
Our thanks also go to Katherine Roegner of the Technical University, Berlin
for her support in matters of language.

We hope you enjoy this practical handbook and that it contributes to the
continued development of XRF. We also hope that it encourages and inspires
newcomers to the field in exploring the multifaceted aspects of XRF.

Burkhard Beckhoff,
Birgit Kanngießer,
Norbert Langhoff,

Berlin, Reiner Wedell
November 2005 and Helmut Wolff
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J. Ziȩba-Palus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 712

7.9.1 The Specificity of Forensic Research . . . . . . . . . . . . . . . . . . . . . 712
7.9.2 The XRF Method in Forensic Research . . . . . . . . . . . . . . . . . . 714
7.9.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 728

7.10 X-Ray Fluorescence Analysis in the Life Sciences
G. Weseloh, S. Staub and J. Feuerborn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 728

7.10.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 728
7.10.2 X-Ray Fluorescence Analysis by Means of X-Ray Tubes

and Radioisotopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 729
7.10.3 Total Reflection X-Ray Fluorescence Analysis (TXRF) . . . . . 736
7.10.4 Synchrotron Radiation Induced TXRF . . . . . . . . . . . . . . . . . . . 748
7.10.5 X-Ray Fluorescence Analysis Using Synchrotron Radiation . 751

7.11 Non-Invasive Identification Of Chemical Compounds by EDXRS
P. Hoffmann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 769

7.11.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 769
7.11.2 Experimental Part . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 770
7.11.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 771
7.11.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 780

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 783

8 Appendix
8.1 X-Ray Safety and Protection
P. Ambrosi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 835

8.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 835
8.1.2 Radiation Protection Quantities . . . . . . . . . . . . . . . . . . . . . . . . . 836
8.1.3 Health Hazards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 839



XIV Contents

8.1.4 Measuring Instruments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 841
8.1.5 System of Radiation Protection . . . . . . . . . . . . . . . . . . . . . . . . . 843

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 845
8.2 Useful Data Sources and Links
R. Wedell and W. Malzer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 845

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 849



List of Contributors

Dr. Peter Ambrosi
Physikalisch-Technische
Bundesanstalt (National Metrology
Institute) Department of Radiation
Protection Dosimetry
Bundesallee 100
38116 Braunschweig, Germany

Dr. Alexander Antonov
Optigraph GmbH
Rudower Chaussee 29/31
12489 Berlin, Germany

Dr. Tomoya Arai
Rigaku Corporation
X-Ray Research Lab
Akaoji 14-8, Takatsuki
Osaka 569-1146, Japan

Dr. Vladimir Arkadiev
Institut für angewandte
Photonik e.V.
Rudower Chaussee 29/31
12489 Berlin, Germany

Dr. Ray Barrett
European Synchrotron Radiation
Facility (ESRF)
BP 220
38043 Grenoble, France

Dr. Burkhard Beckhoff
Physikalisch-Technische
Bundesanstalt (National Metrology
Institute) X-Ray Spectrometry group
Abbestraße 2-12
10587 Berlin, Germany

Dr. Maria Betti
European Commission
JRC, Institute for Transuranium
Elements
P.O. Box 2340
76125 Karlsruhe, Germany

Dr. Aniouar Bjeoumikhov
IfG – Institute for Scientific
Instruments GmbH
Rudower Chaussee 29/31
12489 Berlin, Germany

Prof. Dr. Avram Blank
Institute for Single Crystals of the
National Academy of Sciences
of Ukraine
Ave. Lenin 60
Kharkov, 6001, Ukraine

Ir. Peter N. Brouwer
PANalytical B.V.
Lelyweg 1, 7602 EA Almelo
The Netherlands



XVI List of Contributors

Dr. Victor Buhrke
The Buhrke Company
10 Sandstone, Portola Valley
California 94028, USA

Dr. Tomáš Čechák
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Lehranstalt Hamburg
Baumacker 3
22532 Hamburg, Germany



List of Contributors XIX

Dr. habil. Heike Stege
Doerner-Institut
Bayrische Staatsgemäldesammlungen
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Faculté des Sciences de St. Jérôme
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ICP-AES inductively coupled plasma - Auger electron

spectroscopy
ICP-MS inductively coupled plasma - mass spectroscopy
IEF isoelectric focusing
ID insertion device (synchrotron, e.g. wiggler, bending

magnet)
IDX 4’-iodo-4’-deoxydoxorubicin (anticancer drug)
LA-ICP-MS Laser Ablation – Inductively Coupled Plasma –

Mass Spectrometry
LOD limit of detection
LLD lower level of detection
MDL minimum detection limit
MIBK methylisobutylketone
micro-PIXE see PIXE
micro-XRF (μ-XRF) micro-X-ray fluorescence (analysis)
micro-SRXRF (also

SXRF)
micro-synchrotron X-ray fluorescence

ML grating multilayer grating
NDXRF non-dispersive X-ray fluorescence
NaDDTC sodium diethyldithiocarbamate
NDXRF nondispersive X-ray fluorescence
NEXAFS near edge extended X-ray absorption fine structure
PHA pulse height analyzer
poly-CCC polycapillary conical collimator
PCA principle component analysis
PCs principal components
PD Parkinson’s disease
PIN-diode positive /intrinsic/negative detector
PIXE proton induced X-ray emission
pn-CCD pn-charge coupled device
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PSD position sensitive detector
PSPC position sensitive proportional counter
PTFE polytetrafluorethylene
P-Z pole-zero compensator
QXAS quantitative X-ray analysis system (spectroscopy)
RDA regularized discriminant analysis
REE rare earth element
RI refraction (refractive) index
RM reference material
ROI region of interest
ROSITA, XEUS,

XMM, ABRIXAS
space missions of ESA

RTM rhenium-tungsten-molybdenum composite material
SAXS small angle X-ray scattering
SDD silicon drift detector
SDS-PAGE sodium dodecyl sulphate polyacrylamide gel

electrophoresis
SEM scanning electron microscopy
SEM/WDX scanning electron microscopy/wavelength-dispersive

X-ray analysis
SEM/EDX scanning electron microscopy/energy-dispersive X-ray

analysis
SIMS secondary ion mass spectrometry
SHA shaping amplifier
SMIF standard mechanical interface (plastic box used for

wafers)
SML synthetic multilayer
S-PC sealed proportional counter
SPC statistical process control
SPE solid phase extraction
SR synchrotron radiation
SRXRF (SR-XRF) synchrotron radiation X-ray fluorescence
SRXRFA synchrotron radiation X-ray fluorescence analysis
SR-TXRF,

(SRTXRF)
synchrotron radiation total reflection X-ray fluorescence

SRW software package for synchrotrons ‘SRW’ developed by
ESRF

STJ superconducting tunnel junction
TIC theoretical influence coefficient
TXRF total reflection X-ray fluorescence
TXRFA total reflection X-ray fluorescence analysis
TZM-anode Mo + W anode with admixtures of Ti and Zr
VLS grating variable line spacing grating
VPD vapour phase decomposition
VPD-SR-TXRF vapour phase decomposition - synchrotron radiation -

total reflection X-ray fluorescence
WDXRF wavelength dispersive X-ray fluorescence
WDS wavelength dispersive system
WDX wavelength dispersive X-ray analysis
XAFS X-ray absorption edge fine structure
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XANES X-ray absorption near-edge structure
XAS X-ray analysis system (spectroscopy)
XPS X-ray photo electron spectroscopy
XRD X-ray diffraction
XRF X-ray fluorescence
XRFA X-ray fluorescence analysis
XRGS X-ray geo scanner (geoscanner)
XSI X-ray scanning instrument
ADP, EDDT, KAP,

PET, RAP, TlAP
Special crystals used in X-ray diffraction and WDS: (see

Eugene P. Bertin, Principles and Practice of X-Ray
Spectrometric Analysis, Plenum Press New York 1975
(ISBN: 0-306-30809-6))
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Introduction

T. Arai

1.1 The Discovery of X-Rays and Origin
of X-Ray Fluorescence Analysis

The development of the modern theory of atomic structures was initiated
based on the discovery of X-rays (1895). It was further triggered by the aware-
ness of the existence of electrons in the atom, which was clarified by the line
splitting observed when applying an external magnetic field (1896) and by
the scattering of alpha particles at the atomic nucleus (1910). During the
past few decades, X-ray physics has not only inspired and supported various
research and development in the natural sciences, but has also had a ben-
eficial impact on medical applications [1]. In today’s civilized world, X-ray
technology continues to play an important role in the advancement of mate-
rial science, inspections in production processes, and diagnostics for medical
treatment.

Cited below are two evolutional events in the history of X-ray science.
Watson and Crick proposed the DNA structure based on biological and

structural chemistry including X-ray crystal structure analysis. Wilkins
precisely studied the crystal structure using a rotating crystal method. The
consolidation of their works led to the determination of the double helical
structure of DNA, which has a three-dimensional structure of a screwed ladder
and a regular arrangement of the four bases: adenine, thymine, guanine, and
cytosine in the space between the two ladder poles [2].

The combination of the high X-ray transparency of the human body and its
use for medical treatment brought about a notable advance in the use of X-rays
for medical applications. Oldendorf planned to develop a relevant instrument
in 1960. Then, Cormack presented his idea that included a mathematical
treatment for three-dimensional imaging in 1963 and 1964. As Hounsfield used
a radioactive source, a long time was required for taking a picture. Finally, he
developed a computer-assisted tomogram using the consolidated technology
of X-ray tube radiation, X-ray detectors, and computer calculations for the
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preparation of three-dimensional pictures of X-ray intensity and indications
for easy and precise diagnosis. Clinical data were presented in 1972 and 1973.
Many instrumental improvements led to high-grade medical treatment that
was founded on the present X-ray machine [3].

On November 8, 1895, Wilhelm Conrad Röntgen discovered X-rays in
his laboratory at the physics institute of Julius-Maximilians University of
Würzburg in Bavaria. He had studied cathode rays using an air-filled Hittorf-
Crooks tube, which was shaded with a black paper. The tube wall was hit by
electrons and emitted light. In his darkened room, he noticed a weak lumi-
nescence which radiated from a fluorescent screen located near the tube. He
recognized “eine neue Art von Strahlen” (a new type of rays), which originated
from the tube. After changing the experimental and surrounding conditions,
he was able to observe the emission of weak rays of light on the fluorescent
screen. He announced the new experimental results. It was immediately recog-
nized that this discovery might be used to look into the structure of a living
human body and the interior of constructed materials [4, 5].

After the announcement by Röntgen, two further important discoveries
were made: radioactivity from uranium by Becquerel (1896) as well as radium
and polonium by Marie and Pierre Curie (1898).

Using an aluminum filter method for the separation of X-rays and an ion-
ization chamber for X-rays detection, Barkla studied the nature of X-rays
relative to the atomic structure. Observing the secondary X-rays which were
radiated from a target sample, he discovered the polarization of X-rays (1906),
the gaps in atomic absorption (1909), and the distinction between contin-
uous and characteristic X-rays, which consisted of several series of X-rays,
named the K, L, M . . . series (1911). The intensity and distribution of con-
tinuous X-rays were dependent on the number of electrons in an atom, and
the characteristic X-rays were related to the electron energy configuration in
the atom [6]. In succession to Barkla’s works, the wave properties of X-rays
were investigated by von Laue, who exhibited X-rays diffraction from a single
crystal, which was composed of a three-dimensional structure with a regularly
repeating pattern (1912). The experimental results showed the comparability
of the wavelength of X-rays with the atomic distances and confirmed the wave
properties of X-rays.

W. H. Bragg, who derived the famous Bragg’s formula, was interested
in von Laue’s experiments. Using a Bragg spectrometer, the X-ray reflection
patterns from single crystals of NaCl and KCl were observed to be the regular
patterns of an isometric system showing differences in the X-ray intensity
when comparing sodium and potassium. This was the starting point of crystal
structure analysis with X-rays [7].

For the expansion of radiographic technology, the need for a heavy-duty
X-ray tube emerged. After the tungsten filament (1908) and the tungsten
incandescent lamp (1911) were invented, Coolidge developed a new type of
tube setting, successfully solving the problem of low power and instabilities of
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a gas-filled discharge tube. In this new tube, thermal electrons emitted from a
hot filament hit the target, which was an emission source of X-rays (1913) [8].

Following the investigation of the properties of X-rays by Barkla, Mose-
ley studied characteristic X-rays in an exchange of communications with
W.L. and W.H. Bragg. He put target samples into a gas-filled discharge
tube, which were then irradiated with electrons for the generation of char-
acteristic x-rays. The narrow collimated characteristic X-rays hit the cleaved
surface of a K4Fe(CN)6·H2O crystal and the third-order lines of Bragg re-
flection X-rays were obtained, which were shown in the famous photograph
taken in 1913 [9]. Moseley elucidated the relationship between the character-
istic X-rays and the measured elements, and communicated his experimental
results to Bohr [10].

Siegbahn produced an X-ray spectrometer for a wider range of characteris-
tic X-rays. He measured the wavelengths of characteristic X-rays precisely and
classified them into α, β, γ . . . according to the X-ray intensities in the respec-
tive series. X-ray spectroscopy was established with these works (1913–1923).

In the next advances, Hadding tried to analyze rare earth elements using
the X-ray method. His work was supported by Siegbahn.

Due to the establishment of the structure of atoms, it became possible
to predict the existence of elements that had yet to be discovered. This was
based on the assumption that undiscovered elements belonging to the same
family of elements in the periodic table have the same chemical features. In
this respect, hafnium was isolated by von Hevesy and Coster (1923) [11] and
rhenium by Noddack and Tacke with the support of Berg (1925).

During the initial stage of the use of X-ray spectroscopy for chemical
analysis, the samples being analyzed were modified (or even destroyed) when
electron excitation was applied, leading to changes in the X-ray intensities.
Hadding, Glocker, and Frohnmayer pointed out the analytical problems of
inter-element effects in quantitative analysis. When electron excitation was
used, Coster and Nishina noticed sample evaporation because of the induced
heat in the sample (1925), and Glocker and Schreiber found concentration
changes in the constituent elements (1928). For the emission of character-
istic X-rays in X-ray spectrochemical analysis, the X-ray excitation method
was adopted as a non-destructive analysis method. Although the relative dis-
tance between the X-ray source and sample was reduced to increase the pri-
mary X-ray intensity, the resultant X-ray intensity was still insufficient to be
measured [12]. On the positive side background X-rays became lower and,
as a result for quantitative analysis, low intensity peaks could be measured
easily.

For the measurement of X-ray intensities an ionization chamber or a pho-
tographic plate had been used. Perrin invented the ionization chamber in
1896, which was used in Barkla’s works and adopted in Bragg spectrometers.
In 1928, Geiger and Müller produced a new useful counter for the detection
of γ-rays and X-rays, called the Geiger-Müller counter. Although analytical
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principles and procedures had been studied in the academic field, the devel-
opment of X-ray analytical instruments for general use had to wait until the
end of the Second World War.

During the Second World War, the precise measurement of the cutting
angle of quartz was required in mass production of oscillation plates. For this
purpose, an X-ray apparatus was built by Parrish and Gordon based on a mod-
ified Bragg ionization chamber spectrometer (1945) [13]. Based on production
experiences of the X-ray apparatus, Friedman introduced detectors for γ-rays
and X-rays, as well as sensing head systems for various X-ray applications
(1947) [14]. Then he started to develop a prototype X-ray spectrometer for
the measurement of diffracted X-ray intensities and Bragg angles. Adopting
a new Geiger-Müller counter and an electronic pulse counting unit (1947), a
quartz plate which was located at the rotation center of a goniometer was
replaced with a solidified powder sample (1945) [15].

When the iron-containing samples were measured using a Cu target X-ray
tube, an abnormal increase in X-ray intensity was found, because the iron
fluorescent X-rays radiating from a diffraction sample had strayed into the
detector. As a result of the realization that fluorescent X-rays could be de-
tected easily by this measuring system, a new X-ray fluorescence spectrometer
was built. Analytical problems of measuring weak fluorescent X-ray intensities
were encountered in the 1920s and the 1930s, which changed the requirements
for the improvement of instrumentation. Friedman and Birks adopted a high
power X-ray tube with a large window which gave rise to an increase in the
effective solid angle, contributing to a short distance between the x-ray source
in the x-ray tube and the sample to be analyzed. On the goniometer that is
used in X-ray diffraction measurements, a bundle of narrow nickel pipes was
used for collimation. Based on the need for a large reflecting surface, high re-
flecting power and relatively small lattice spacing, NaCl and fluorite crystals
were chosen (1948) [16]. Figure 1.1 shows the X-ray fluorescence spectrometer
developed by Friedman and Birks.

Expanding upon Friedman and Birks’ work, Abbott was successful in
building the first commercial X-ray fluorescence spectrometer in 1948 [17].
These works can be regarded as the beginning of modern X-ray spectrometry.

1.2 Historical Progress of Laboratory X-ray
Fluorescence Spectrometers

In this section, the historical progress and important developments of the
wavelength dispersive method in laboratory X-ray instruments are briefly
reviewed.

In 1964, Birks, one of the pioneers of the X-ray fluorescence spectrometer,
visited Japan and delivered a lecture “X-ray fluorescence: Present limitations
and future trends.” In his lecture, the analytical limits achievable in those days
were reviewed covering elements from sodium to uranium, the detectability of
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Fig. 1.1. The X-ray fluorescence spectrometer by Friedman and Birks [16].
1, X-ray tube; 2, specimen holder; 3, Soller collimator; 4, crystal; 5, Geiger counter;
6, base plate; 7, vernier for setting and reading the angular position of the crystal;
8, pre-amplifier

ppm order, the analytical precision of about 1%, and the possible analytical
error caused by the matrix effects [18]. Concerning the anticipated further
progress of the analytical method, he directed attention to the measurement of
light and ultralight elements, sample preparation, improvement of excitation
and detection of X-rays, utilization of computers for spectrometer control and
analytical calculation as well as to the energy dispersive method appearing
just then.

In 1976, Birks reviewed again the principles of X-ray fluorescence analysis
and the progress of analyzing techniques including the instrumentation and
the evaluation of the new methods. In this review, he emphasized the progress
in the matrix correction method and the fundamental parameter method,
which were led by the evaluation of the X-ray tube spectrum. In addition,
some applications and future expectations were discussed [19].

In 1990, Gilfrich made a survey of X-ray fluorescence analysis. He directed
attention to the new X-ray source, namely, the synchrotron radiation and to
the introduction of synthetic mutilayers as analyzing crystals, to advanced
X-ray technologies such as TXRF and EXAFS, semiconductor detectors for
energy dispersive techniques, and to the significant progress of data handling
with small computers [20].
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Furthermore, in 1997, Gilfrich [21] gave a retrospect on the historical de-
velopment of X-ray analysis during the past 100 years in commemoration of
the discovery of X-ray by W.C. Roentgen.

Against the backdrop of such constructive remarks and the popularization
of the X-ray fluorescence spectrometer, there have been many kinds of X-ray
instruments developed for various measuring purposes, so that the instruments
available today have gone ahead of the prediction by Birks in terms of type
and number.

An X-ray analysis system configured with a X-ray diffractometer and an
X-ray fluorescence spectrometer was introduced by Parrish [22]. As both
equipments were provided with a high voltage power supply for an X-ray
tube and shared a pulse counting system , it was widely utilized in labora-
tory applications. In addition, this spectrometer was equipped with a helium
attachment for measuring soft X-rays.

Spielberg, Parrish, and Lowitzsch described the functional elements of non-
focusing optics and the geometrical condition for their harmonizing combina-
tions [23]. They used a closer coupling of an X-ray tube for the sample and
a large solid angle of primary X-rays for higher fluorescent intensity. Conse-
quently, the inhomogeneity of fluorescent intensity distribution arising from
the change of irradiating density of primary X-rays on the sample was brought
forth. Their equipment was based on the Bragg spectrometer and had a par-
allel beam optics composed of a flat analyzing crystal and a double Soller
collimator. Furthermore, the X-ray tube, the composed X-ray optics, and a
sample container for primary X-ray irradiation were assembled in such a way
as to embody convenience of use.

Arai pointed out that the total reflection from a metal sheet of a Soller
collimator broadened a peak profile in its tails [24]. In addition, he studied
the aberration of peak profiles caused by the vertical (the direction parallel
to the goniometer rotation axis) divergence, reflection profiles from imperfect
single crystals, and spectral overlapping [25].

Campbell and Spielberg, and Parrish and Lowitzsch studied a double Soller
collimator on the basis of a flat crystal X-ray optics [23, 26].

Arai proposed as a practical solution that the horizontal divergence of a
sub-Soller collimator should be two or three times larger than that of the main
collimator, which was dependent on the grade of mosaic structure of analyzing
single crystals.

For the analysis of the light elements, a helium and vacuum path spectrom-
eter was offered by Miller and Zingaro for laboratory-use instruments [27].

An X-ray spectrometer for industrial applications, equipped with paral-
lel beam optics and named Autrometer, was developed by Miller and Kiley
in 1958. It was equipped with a step scanning goniometer, a tandem detec-
tor connecting a scintillation counter and a gas flow proportional counter,
and adapted with a helium path for light element analysis. The spectrome-
ter further incorporated the intensity ratio method designed to maintain the
X-ray intensity stability upon referring to the standard sample intensity for
quantitative determination [28, 29].
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Equipments other than the scanning (and parallel-beam-optics) spectrom-
eters, pursuing the basic features of rapid and high precision analysis for in-
dustrial applications, are the spectrometers equipped with multi-channel fixed
goniometers.

Kemp developed the first combination model of scanning and fixed channel
multi-element X-ray spectrometer based on the development and production
of an optical emission spectrometer [30].

Furthermore, Jones, Paschen, Swain, and Andermann proceeded with the
development of this advanced X-ray equipment, which adopted the focusing
circle optical system with curved crystals, the detectors with the gas discrim-
ination, and the direct capacitor accumulation of electric signals of the detec-
tor [31]. In order to obtain a higher intensity of measuring X-rays, focusing
optics were adopted using Johann or Johansson curved crystals. In the case of
the scanning goniometer, a curved single crystal moved in a straight line away
from the entrance slit on the focusing circle, and then the detector slit on the
focusing circle crawled along the four-leaf rose locus. The distance between
the entrance slit and the curved crystal center was proportional to the wave-
length of the measuring X-rays. The gas discrimination in the detector had
a favorable effect on the intensity reduction of backgrounds and overlapping
X-rays. The capacitor accumulation method was effective to measure a high
counting rate of analyzing X-rays.

For light element analysis of cement samples, a helium path was adopted
by Andermann, Jones, and Davidson [32], and then Andermann and Allen
intensified the X-ray analysis of various materials related to cement industry.
Additionally, a vacuum spectrometer was developed for light element analysis
of cement and steel production applications by Dryer, Davidson, and An-
dermann [33]. In order to procure high intensity stability of the measuring
X-rays and compensate the matrix effect, an X-ray monitoring method to
detect scattered X-rays from the sample was introduced into the intensity
measuring system by Andermann and Kemp [34]. However, the aforemen-
tioned capacitor accumulation and the monitoring method were changed to
the absolute intensity measurement using pulse-counting circuits with a clock
timer and the pulse selection method later.

Anzelmo and Buman presented a combined instrument which contained
a scanning goniometer and several fixed goniometers in one spectrometer, in
1983 at the Pittsburgh Conference. This was a new concept of adaptable use
in an analytical laboratory [35].

In 1995, Kansai, Toda, Kohno, Arai, and Wilson developed a fixed channel-
multi-element spectrometer provided with 40 fixed goniometers by adopting
logarithmic-spiral curved crystal monochromators. For high speed analysis,
high counting rate X-ray intensity measurement of 10 to 50 million counts
per second was carried out with a pure material by means of a combination of
an X-ray beam attenuator and high speed electronic circuits with fast counting
rate response. In the meanwhile, for the impurity analysis of various ores or
high purity materials, two receiving slits located beside each other, one for
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a fluorescent peak and the other for the background, were equipped in a
goniometer for background correction calculation [36].

The core technology of an X-ray spectrometer consists of the excitation
of fluorescent X-rays, the X-ray optics, and matrix correction calculations
based on the fundamental parameter method. Described in this section are
the remarkable progress and development in X-ray optics. Other features will
be touched upon in the following section.

1.3 Measurement of Soft and Ultrasoft X-Rays

The purpose of conducting soft and ultrasoft X-ray measurements is to study
the emission spectra influenced by chemical bonding or to make a quantita-
tive determination of low atomic number elements. For the study of emission
spectra, a high resolution spectrometer, and for quantitative determination,
a high intensity one are required, respectively. The analytical problems in a
quantitative determination of low atomic number elements originate from the
inherent performance caused by the low excitation efficiency of soft X-rays
and low reflectivity of spectroscopic device.

1.3.1 X-Ray Tubes for Soft and Ultrasoft X-Rays

In earlier days, most of the X-ray tube manufacturers supplied a side window
tube with a thick beryllium window (about 1 mm thick) for spectrometer use.
Inasmuch as these X-ray tubes are almost inefficient for X-ray measurement
of light elements owing to the low excitation efficiency, new X-ray tubes with
chromium and scandium target were developed on the basis of the side window
structure by Kikkert and Hendry [37]. Characteristic K-radiation from this
new tube passing through a relatively thin beryllium window can effectively
excite the fluorescent X-rays of light elements.

Caldwell used a General Electric XRD 700 spectrometer equipped with a
dual target (W, Cr) tube [38]. For heavy element measurement, the tungsten
target, and for light element measurement like titanium and silicon in high
alloy steel, the chromium target, were used, respectively. The analytical errors
for titanium and silicon could be reduced. It demonstrated an improvement in
the analytical accuracy of light elements by increasing the soft X-ray excitation
efficiency.

Mahn of Machlett Laboratories Inc. developed an end window X-ray tube
with a thin beryllium window and a rhodium target [39]. In order to minimize
the secondary electron bombardment effect on the thin beryllium window, the
target surface was charged with positive potential and the cathode filament
was earth-grounded. The L series X-rays from the rhodium target are effective
for excitation in soft and ultrasoft X-ray regions while the K series X-rays from
the target are effective for heavy element analysis.

Gurvich compared various X-ray tubes and emphasized the advantage of
the end window X-ray tube for light element analysis [40].
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In scientific works by Henke, a specially designed demountable X-ray tube
for soft and ultrasoft X-ray excitation was developed [41]. Using a very thin
window or working without a window, an aluminum target for emission of
Al-K lines or a copper target for Cu-L lines was adopted. The target was
charged with positive potential and the filament was earth-grounded to protect
the tube from window damage.

Indispensable features of dispersive devices are a large d-spacing according
to the Bragg equation, high reflectivity due to the crystal structure, and low
absorption. Single crystals having relatively large d-spacing as in EDDT, ADP,
and KAP have been used at the beginning, and later on, PET and TlAP came
into use for soft X-ray measurement.

In ultrasoft X-ray measurement, the role of dispersive devices has been
classified into two categories: to the first category belong high resolution optics
for profile studies based on single crystals, soap multilayered pseudo crystals,
and grating dispersive analyzers, while the second category consists of high
reflectivity devices for measurement of elemental concentration using total
reflection mirrors, and later on, synthetic multilayer analyzers. X-ray analyzers
and dispersing principles are shown in Fig. 1.2.

1.3.2 Scientific Research Work on Soft and Ultrasoft X-Rays

Holliday studied the fine structure of emission lines of O-Kα, C-Kα and
B-Kα and of the L-band of titanium, vanadium, and manganese, upon which
chemical bonding has direct effects, using electron bombardment excitation
of X-ray emission lines, curved grating optics, and a gas flow proportional
counter for X-ray detection [42]. C-Kα X-ray profiles of the F-C system were
studied, to which belong graphite, Fe3C, and mixtures of martensite and
austenite.

Fischer and Baun investigated X-ray emission lines influenced by chemical
bonding using electron bombardment excitation [43]. Studies of K-series of
beryllium, boron, carbon, and nitrogen, of the L-band of sulfur, chlorine, and
potassium, K-series of magnesium, aluminum, and silicon, and self-absorption
effects were carried out by use of flat crystals of EDDT, ADP, and a soap
pseudo crystal, and a gas flow proportional counter.

Henke observed narrow profiles with low background intensity owing to the
lack of short wavelength X-ray components in the primary beam, using the
previously mentioned X-ray tube, flat soap multilayer pseudo crystals which
were developed by means of the Langmuir–Blodgett dipping method, and a
gas flow proportional counter with an ultrathin window [44].

1.3.3 Synthetic Multilayer Analyzers

As reviewed by Barbee, the attempts to develop synthetic multilayer (SML)
analyzers have a long history [45]. Today’s SML analyzers had been introduced
into practical use in 1975–1985. Spiller tried to produce SML analyzers using
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Fig. 1.2. Various X-ray analyzers for soft and ultrasoft X-rays and their principles

a thermal evaporation method controlled by a quartz crystal oscillator [46].
Barbee and Underwood exhibited the theory of X-ray reflection and observed
reflection profiles of various X-rays including C-Kα X-rays using an SML
analyzer [47].
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Using the sputtering method, thin layers of reflecting and spacing films
were arranged alternately on a substrate with smooth surface. Reflecting ma-
terial selected from high reflectivity substances and spacing material having
low absorption within the considered X-ray region were chosen. The total layer
thickness equal to the sum of the thickness of reflecting and spacing layers is
2–20 nm and the total number of accumulated multilayers is 30–100 layers.

For soft X-ray measurement, Gilfrich, Nagel, Loter, and Barbee studied
the feasibility of the development of SML analyzers by comparing a RAP
crystal with a W/C SML upon observation of the peak profiles and reflecting
intensity of the Al-Kα line [48].

Arai, Shoji, and Ryon carried out an ultrasoft X-ray measurement, using
a standard laboratory spectrometer equipped with a rhodium target end win-
dow tube and a W/C analyzer [49]. The first detection of Be-Kα X-rays from
beryllium–copper alloys was performed by Toda, Kohno, Araki, Arai, and
Hamill [50]. The analytical precision at 1.75 wt% beryllium was 0.034 wt%
and the accuracy in the concentration range of 0.2–2.0 wt% was 0.01 wt%.

Boron oxide in glasses in the concentration range of 2.5–19 wt% was an-
alyzed with a precision of 0.4 wt% at the concentration of 10 wt% and an
accuracy of 0.9 wt% under the condition that B-Kα lines were superimposed
by the third order lines of O-Kα X-rays.

Boron in boron-contained stainless steel used for a radioactive material
container was analyzed with a precision of 0.01wt% at the concentration of
0.76 wt% and an accuracy of 0.03 wt% in the range of 0.1–1.6 wt%.

Carbon concentrations in steel were measured with a precision of 0.015 wt%
at 1 wt% and the accuracy was two or three times higher than the precision. It
was necessary to correct for the overlapping interference of W-N, Mo-M and
Fe-L lines and for the influence of absorption of silicon in matrix material. In
the case of X-ray measurement of oxygen and nitrogen, the strong absorption
by carbon in matrix constituents was discovered.

Anzelmo and Boyer investigated the analytical performance of SML an-
alyzers using an end window tube with a rhodium target and showed the
potential for ultrasoft X-ray measurements [51].

Huang, Fung, and White evaluated various SML analyzers for the mea-
surement of B-Kα, C-Kα, N-Kα and O-Kα X-rays. They showed an increase
in the reflective intensity corresponding to the increase of d-spacing [52].

The increase of the observed Bragg angle of SML analyzers due to re-
fraction effects of long wavelength X-rays was pointed out by Martins and
Urch [53].

Based on the work of Huang and his co-workers on thin film characteriza-
tion using the fundamental parameter method [54], Arai accomplished the
simultaneous determination of thickness and constituent elements in thin
layered materials using soft and ultrasoft X-rays [55]. The analysis of PSG
and BPSG layers, which are used as covering materials for semiconductor
memory devices, was also carried out. The achieved analytical precision and
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Table 1.1. Analytical precision and accuracy of PSG, BPSG, and SiO2 films [55]

Thickness (nm) P2O5 (wt%)

Precision 3.6–3.8 0.07–0.09
(range) (700) (14–22)

PSG
Accuracy 6.4–15.5 0.15–0.4
(range) (1100–1500) (2.2–25)

Thickness (nm) P2O5 (wt%) B2O3 (wt%)

Precision 1.6–2.8 0.02–0.06 0.06–0.14
(range) (530–1040) (12–14) (2–7)

BPSG
Accuracy 6.2–9.2 0.1–0.5 0.12–0.35
(range) (420–1080) (0–27) (0.02–13)

Thickness (nm)

Precision 0.07
(range) (7.6)

SiO2 Accuracy 0.2
(range) (1.0–15)

accuracy of film thickness and concentration of constituent materials are given
in Table 1.1. O-Kα X-rays were used for the sake of film thickness measure-
ment of a thin-layered SiO2 on a silicon wafer. It was demonstrated that very
thin layers of SiO2 can be measured.

White and Huang carried out thickness measurements of a carbon film in
a double-layered structure of carbon and Co Cr alloy on a silicon wafer. The
analytical precision of 2% for a 25 nm thick layer could be obtained using a
W/C SML analyzer with 4 min of counting time [56].

Kobayashi and his co-workers studied analytical problems regarding the
use of an SML analyzer and made the following observations [57].

Pure metals of aluminum or silicon emit the fluorescent X-rays of the Al-L
or Si-L series. However, when oxide materials are irradiated, the fluorescent
X-rays of the Al-L or Si-L series disappear because an outer electron of silicon
or aluminum metal moves to oxygen. Covering a metallic surface of aluminum
or silicon with a thin layered film of their oxide, their L lines emitted from the
metallic substance penetrate the oxide layer and lead to a long tail of radiation
at the short wavelength side. The latter interferes with the measuring X-rays
increasing the background radiation.

If short wavelength X-rays emitted from an analyzed sample hit an SML
analyzer, fluorescent X-rays generated from constituent elements of the SML
stray into the X-ray detector and eventually contribute to the increase of the
SML background radiation. Furthermore, some part of the fluorescent radia-
tion interferes with reflecting net planes yielding Bragg reflection radiation.

Long wavelength X-rays emitted from an analyzed sample are reflected
totally from the surface of an SML analyzer and as a result, an increase in
background radiation can be seen occasionally.
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When higher order reflections of short wavelength X-rays emitted from a
sample interfere with the analyzing radiation, an SML analyzer modified by
an appropriate choice of the thickness ratio of reflecting to spacing layers is
used to suppress the higher order X-ray reflections.

1.3.4 Total Reflection Mirrors

In order to obtain a higher intensity of measuring X-rays, electron bombard-
ment excitation was adopted. For soft X-ray measurement, Franks and Bray-
brook used X-ray optics consisting of the combination of a collimator, a total
reflection mirror, and a windowless photomultiplier, as shown in Fig. 1.3 [58].

Herglotz improved the measuring system for soft X-ray measurement,
shown in Fig. 1.3 [59]. Using electron bombardment excitation, the measur-
ing system was made up of a curved surface paraffin mirror, receiving slit,
and a windowless photomultiplier. Later on, an X-ray excitation method was
developed for routine applications [60].

Arai sought for practical solutions to measure ultrasoft X-rays and demon-
strated that the combination of a rhodium target end window tube with a
thin beryllium window and a total reflection mirror along with a selected filter
could be applied for the detection of B-Kα, C-Kα, N-Kα and O-Kα lines using
a standard X-ray fluorescence spectrometer. The quantitative determination
of boron oxide in boron glasses, carbon in steel, nitrogen in various chemical
compound substances, and oxygen in coal were carried out [60]. Boron oxide
in glasses in the range of 1 to 20 wt% could be analyzed with a precision of
0.2 wt% at lower concentration and 0.42 wt% at 19 wt%; the analytical ac-
curacy was 0.65 wt% corrected with K2O and PbO. Carbon in carbon steel,
cast iron, and stainless steel were measured. The analytical error composed of
X-ray intensity precision and grinding effect error on the sample surface was
about 0.01% in carbon and stainless steel and 0.01 wt% at the concentration of
3.82 wt% in cast iron. The accuracy was 0.01–0.02 wt% in carbon and stainless
steel and 0.05 wt% in the range of 2–4 wt% in cast iron. Overlapping influ-
ences of molybdenum, niobium, tungsten, and tantalum and an absorption
influence of matrix effect of silicon were found [60]. Oxygen measurement in
coal or iron ores and nitrogen measurement in various materials were carried
out and matrix effects were studied for the improvement of accuracy.

For industrial application, Sugimoto, Akiyoshi, and Kondou studied the
determination of carbon in pig iron and obtained analytical results for carbon
in the range of 3.5–4.7 wt% with a reproducibility of 0.05 wt% and an accuracy
of 0.083 wt% using a Rigaku multi-fixed channel spectrometer provided with
a total reflection mirror for the detection of C-Kα X-rays [61].

Comparing an SML analyzer with a total reflection mirror along with an
optimized filter in the X-ray separating system, it can be said that the SML
analyzer offers a wider applicable method because of high resolution profiles
and low background X-ray intensity.
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Fig. 1.3. Historical succession of the development of X-ray fluorescence spectrom-
eters for light element analysis

Additionally, to conclude this section, it can be stated that at present
the quantitative potentiality of soft and ultrasoft X-ray fluorescence analysis
depends decisively on the efficiency of the end window X-ray tube with a thin
beryllium window and a rhodium target as well as on the high reflectivity of
the SML analyzer.
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Fig. 1.3. Continued

1.4 Analytical Precision and Accuracy
in X-Ray Fluorescence Analysis

When an analytical sample is irradiated with X-rays emitted from an X-ray
tube or radioactive source, fluorescent X-rays are generated in the sample and
can be measured for quantitative analysis of its constituent elements. X-ray
fluorescence analysis is rapid, precise, and nondestructive.
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From the standpoint of X-ray intensity measurement, Zemany made a
summary of precision and accuracy [62]. In this section, the X-ray matrix ef-
fect, which is the most basic and the largest component in analytical accuracy,
is concisely discussed by comparing X-ray accuracy with X-ray precision (see
subchapter 5.9 for further details).

X-ray intensity, or the accumulated count of measured X-ray photons per
unit time, is always accompanied by a statistical fluctuation which conforms to
the Gaussian distribution with a standard deviation equal to the square root
of the total counts. The precision of an X-ray measurement can, therefore, be
predicted by the measured intensity. For example, an accumulated intensity
of 1,000,000 counted X-ray photons has a standard deviation of 0.1%, and for
100,000,000 counts the standard deviation is 0.01%.

When an X-ray beam propagates through a sample, its intensity is mod-
ified by matrix element effects, concurring with the generation of charac-
teristic X-rays, absorption of the emitted X-rays along their paths, and the
enhancement effect due to secondary excitation. Studies of these modifica-
tion processes and related X-ray physical phenomena lead to the derivation
of mathematical correction formulae. The development of these X-ray correc-
tion methods dominates the analytical performance of the X-ray fluorescence
method.

1.4.1 Correction of Matrix Element Effects

The advances in X-ray fluorescence instruments and applications have led to
the need for the development of practical and effective mathematical correc-
tion formulae. A number of correction methods have been developed (see for
example, Lachance and Traill [63], Rassberry and Heinrich [64], etc.). Beattie
and Brissey derived a basic correction formula for the relationship between
the intensity of characteristic X-rays and the weight fraction of constituent
elements, which was the product of a term containing the intensity of mea-
sured analytical X-rays and a correction factor containing the concentrations
of the constituent elements [65].

A classification of the correction equations published in the literature is
carried out from the standpoint of mathematical simplicity and shown in the
following:

1. The correction term attributed to constituent elements consists of a
constant plus the sum of the products of an X-ray intensity and a cor-
rection coefficient, or the sum of the products of a weight fraction and a
correction coefficient.

2. The correction coefficients may or may not include the term with the
analytic element.

3. The correction coefficients are mostly treated as constants, and this as-
sumption is efficient in the case of small concentration changes of con-
stituent elements.
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4. In order to develop wider applicable correction equations and improve the
elimination of analytical errors, terms with variable correction coefficients
are used in the correction formulae, which are affected with the third or
the fourth constituent elements.

5. Least-squares methods have been used for the determination of correction
coefficients and correction equations by using experimental data from a
large number of standard samples. However, after the development of
the fundamental parameter method, calculated intensities have been used
for the derivation of correction coefficients and equations as well as for
the verification of experimentally determined coefficients and equations.
Since there exist many correction methods for quantitative analysis, it is
necessary for practical applications to know about the characteristics of
matrix correction equations to select the proper fitting algorithm for the
analyzed sample.

Rousseau reviewed the concept of the influence of coefficients in ma-
trix correction method from the standpoint of theoretical and experimen-
tal approaches and he admonished the essence of a fundamental parameter
method [66].

The development of the fundamental parameter method has been car-
ried out by a number of X-ray scientists. At first, Sherman [67] studied the
generation of characteristic X-rays theoretically. Shiraiwa and Fujino [68]
proceeded with this method even more accurately and verified it experimen-
tally. For the spectral distribution of a primary X-ray source, they combined
Kulenkampff’s formula [69] of continuous X-rays with their own measured
intensity ratios of continuous X-rays and tungsten L series X-rays from a side
window X-ray tube. Criss and Birks [70] developed the method further by
measuring the primary X-ray intensity distributions from side window X-ray
tubes and using mini-computer systems to control X-ray fluorescence spectro-
meters [71].

To improve the performance of an X-ray spectrometer, a high-power end
window X-ray tube with a thin beryllium window was developed by Machlett
Laboratories, Inc. [39]. A remarkable improvement in the analytical perfor-
mances for light elements was achieved by a close coupling of the X-ray source
with the sample and a high transmittance window. In order to accomplish a
reliable fundamental parameter method, the primary X-ray distributions from
end window X-ray tubes were measured by Arai, Shoji, and Omote. It was
found that the output of the X-ray spectral distribution in the long wavelength
region was increased [72].

Figure 1.4 shows the comparison between measured and calculated inten-
sities of various steels and alloy metals. At low concentrations background
intensity corrections should be applied and at the higher intensity ranges the
measured intensity requires a counting loss correction. Samples used in Fig. 1.4
are shown in Table 1.2.

Using calculated X-ray intensities, matrix correction coefficients and cor-
rection equations have been inspected, and methods using variable correction
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Table 1.2. Measured samples in Fig. 1.4

Low alloy steel Heat-resistant steel Tool steel Magnetic alloy
Stainless steel High-speed steel Binary alloy German silver
High-temperature alloy Magnetic steel

coefficients have been derived for high accuracy analysis and wider applicable
correction equations. Rousseau [73] showed comparative figures of measured
and calculated X-ray intensities and applied them to the correction equations
developed by Claisse and Quintin [74] and Criss and Birks [70].

Furthermore, Rigaku Industrial Corporation.. tried to compare the mea-
sured intensity with calculated intensities based on its own developed funda-
mental parameter method. Using the primary X-ray distribution from the end
window X-ray tube, precisely matching calibration curves were obtained. Us-
ing these curves, direct quantitative analysis was then carried out by iterative
computer algorithms without the need of matrix correction equations. The
analytical results for high alloy analysis are shown in the following section.

1.4.2 Quantitative Analysis of Heat-Resistant
and High-Temperature Alloys

Gould [75] summarized metal analysis with X-ray spectrochemical analysis.
In this section, matrix correction and some segregation influencing analytical
accuracy are discussed in detail.

Abbott who was the first developer of a commercial X-ray fluorescence
spectrometer, presented a strip chart record of high alloy steel (16-25-6) shown
in Fig. 1.5 [17]. Compared to modern equipment, his spectrometer gave much
weaker intensities and poorer spectral resolutions due to adoption of a Geiger
counter and a NaCl analyzing crystal. Figure 1.6 is a spectrum of NBS 1155
high alloy steel measured with a modern instrument, which equips a scintil-
lation counter and a LiF analyzing crystal. Since the fluorescent intensities
and spectral resolution are sufficiently high for practical applications, the dif-
ference between these two pictures exhibits the historical progress of 50-years
development.

As pointed out by Abbott, the X-ray method is well suited for analyz-
ing heat-resistant and high temperature alloys which consist of nickel, cobalt,
iron, and chromium as major constituents, and low concentrations of vari-
ous other elements. Because the concentrations of the constituent elements
influence the metallurgical properties of high temperature and heat-resistant
alloys, high precision is required in quantitative determination. In order to
review the analytical accuracy of numerous reports, a comparison parame-
ter is introduced, defined as the root mean square between chemical analysis
and non-corrected or corrected X-ray values (abbreviated as RMS-difference).
Studies of RMS-differences were performed and are shown in Table 1.3.
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Rickenbach [76] showed the precision and accuracy of nickel and chromium
analysis. The measured precision of nickel and chromium in an A286 metal
was shown as the composite error within a day and extending to several
days. The mean value of the nickel error was 0.03 wt% at the concentration
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of 26.2 wt% and for chromium it was 0.023 wt% at 14.5 wt%. They are one-
fifth of the RMS-differences in Table 1.3. It was noted that no matrix correc-
tions were required for specimens with only small concentration variations.

Lucas-Tooth and Pyne discussed a formula where the correction factor
was a constant plus the sum of products of the individual X-ray intensities of
the constituent elements with correction coefficients. RMS-differences of 0.07
wt% in chromium and 0.032 wt% in manganese were reported [77].

A third report sponsored by the ASTM committee in 1964 was presented
by Gillieson, Reed, Milliken, and Young [78]. Simultaneously, a report about
spectrochemical analysis of high temperature alloys by spark excitation was
presented. Referring to the matrix correction methods by Lucas-Tooth and
Price [79] and Lucas-Tooth and Pyne, they applied a correction on the basis
of X-ray intensities of the constituent elements. The measured intensities of
aluminum and silicon constituents should be added in order to improve the
matrix correction, thereby increasing the accuracy.

Lachance and Traill studied simple matrix correction equations that were
one plus the sum of products of the weight fraction of constituent elements and
correction coefficients [63]. Based on the analysis of high nickel alloys that were
selected from the application report, RMS-differences were calculated and are
shown in Table 1.3.

On the basis of the Lachance–Traill equations, Caldwell derived two kinds
of correction equations [38]. The first one was a fixed correction coefficient
equation and the second one was a variable correction coefficient equation
for wider concentration applications, on which the third or fourth constituent
elements exerted reform. RMS-differences of major constituents in variable
correction coefficient calculations improved those of the fixed correction coef-
ficient method.

Ito, Sato, and Narita [82] studied the JIS correction equations that con-
sisted of the product of a factor containing a quadratic polynomial of the
intensity of the measured X-rays, and a matrix correction factor which was
authorized by the JIS Committee. The coefficients of the intensity part were
determined by least-squares algorithms from binary alloys with known chem-
ical composition or from mathematical models, and the second factor was one
plus the sum of products of the weight fractions of the constituent elements
and correction coefficients, in which the terms containing the base component
and the analyzing elements were excluded. In practical applications for nickel
base alloys the correction coefficients of light and heavy elements from iron-
based alloys were used; for the analysis of the major constituent elements,
chromium, iron, and cobalt in nickel base alloys, the correction coefficients
were determined experimentally.

Griffiths and Webster discussed the derivation of matrix correction equa-
tions in detail. They adopted the modified Lachance–Traill equation [83]. The
calibration constants of the X-ray intensity terms were determined by regres-
sion analysis and the correction factors were calculated with the ALPHAS
program which was theoretically derived by de Jongh [84]. The two kinds of
RMS-differences of authenticated sample analysis are shown in Table 1.3. The
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values in the upper line are the calculated results based on normal matrix cor-
rection in the ALPHAS program, and the second values in the lower line are
derived with the use of correction coefficients calculated under the condition
of a fixed 60:20:20 constituent sample.

Itoh, Sato, Ide, and Okochi studied the analysis of high alloys using the
theoretically calculated correction coefficients of the ALPHAS program. They
also compared the ALPHAS program and the JIS correction method and clar-
ified that there were no differences between them. The results of analytical
accuracy were two or more times higher than those of X-ray analytical preci-
sion [85].

Rigaku Industrial Corporation analyzed high nickel alloys of NBS and
specially prepared samples. For the matrix correction, they adopted their own
fundamental parameter method and prepared calibration curves, which were
used for the determination of the constituent elements. The RMS-differences
in these studies were fairly small.

1.4.3 Segregation Influencing Analytical Accuracy

The influence of inhomogeneity phenomena on analytical accuracy is one of the
most important factors. The internal soundness of an ingot which was studied
by Marburg [86] conferred that the inhomogeneity induced in the cooling
process from molten metals intimated strong effects to analytical problems to
be solved.

Stoops and McKee studied the reduction of analytical accuracy for ti-
tanium concentrations owing to segregation of nickel base alloys of M252
(19 wt% chromium, 10 wt% cobalt, 10 wt% molybdenum, 2.5 wt% titanium,
3 wt% iron, 1 wt% aluminum, 0.15 wt % carbon, and 0.35 wt% silicon). As
a major portion of the titanium could be found in the grain boundaries of
carbide or carbon-nitride particles, the differences between regular chemical
and X-ray analysis values indicated a wider distribution, which was 5–10%
of the amount of titanium present. When chemical analysis was carried out
using samples scooped up from the X-ray analytical surface, X-ray values
were nearly equal to that of chemical analysis, i.e., 0.5–1% of the amount of
titanium present [87].

It is well known that in rapidly cooled steel, a low concentration of man-
ganese and impurity sulfur are dispersed and that a high analytical accuracy
in manganese and sulfur determination can be found. In sufficiently annealed
steel, small particles of manganese sulfide are precipitated in the grain bound-
aries of steel grains and large deviations of Mn-Kα and S-Kα X-rays are
found [88].

Free cutting metals that are among the most widely used industrial ma-
terials are typical examples for exhibiting segregation phenomena in metals.
Small metal particles like lead in steels and copper alloys influence machine
processing of high-speed cutting.
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Iwasaki and Hiyoshi studied lead segregation in bronze alloys. Microscopic
observations of the surface pictures of a cast bronze showed a mixture of
ground metal of copper and lead precipitated particles, and the recast pictures
showed the surface with scattering of small lead particles. Comparing surfaces
of recast and cast samples, Cu-Kα X-rays from cast sample surface exhibited
higher intensities and Pb-Lα X-rays showed lower intensities. In recast sample
surfaces, Cu-Kα X-rays showed lower intensities and Pb-Lα X-rays higher
intensities because of absorption of Cu-Kα X-rays and the exciting of bare
surfaces of many small particles of lead on analyzing surface [89].

In the analysis of lead free cutting steels (Pb content: 0.1–0.3 wt%), small
particles of lead metal (1–15 μm) are scattered in steel. Arai reported that
simple repeatability of Pb-Lα X-rays was 0.003 wt% and RMS-difference of
lead was 0.018 wt% [90].

The characteristics of segregation or inhomogeneity have been recognized
as one of natural phenomena or as discoveries through experimental works. If
some studies or works have attained success after long or hard work, possi-
bilities of more success or discovery will be increased on the basis of research
work and their process.

1.5 Concluding Remarks

Elemental analysis of materials is absolute or relative. Gravimetric analysis
is a typical example of the former, while X-ray fluorescence and optical emis-
sion methods represent the latter. In the case of a relative analysis, standard
samples are required, which are attached to reliable or authenticated analyti-
cal values supported by absolute analysis. The values guaranteed by absolute
analysis are the mean values of volume analysis, while X-ray analytical val-
ues represent surface analysis with an information depth of 5–50 μm. In order
to reduce the analytical uncertainty, which orginates from the differences be-
tween volume and surface analysis, homogeneous samples samples should be
used. For the sake of reducing the effect of inhomogeneity on the sample sur-
face, large analyzed surfaces of 3–10 cm2 are recomended.

Since the analytical accuracy is defined by a combination of errors of chem-
ical analysis, uncertainty in the measured X-ray intensity, and uncorrected ma-
trix effects by the constituent elements,the observed accuracy can be reduced
by effective matrix corrections adapted for X-ray analysis, and elimination of
other systematic errors may be activated.
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2

X-Ray Sources

2.1 Introduction

N. Langhoff and A. Simionovici

X-rays, first detected by Wilhelm Conrad Röntgen in 1895 [1], are electro-
magnetic waves with a spectrum spanning from about 80 nm wavelength
(about 15 eV) adjacent to the vacuum ultraviolet down to about 0.001 nm
(about 1.2 MeV) overlapping to some extent the region of γ-rays (Fig. 2.1).
Electromagnetic radiation above 1 MeV generated by nuclear processes is
usually called γ-radiation while the radiation below 80 nm wavelength, gener-
ated by electrons slowed down in the outer field of an atomic nucleus or by
changes of bound states of electrons in the electronic shell of an atom, is called
x-radiation. The division into different regions of X-rays and γ-rays is to some
extent artificial and sometimes misleading.

The x-radiation generated by the slowing down processes of electrons is
called “Bremsstrahlung” and has a continuous spectrum with a sharp ter-
mination λt at the short wavelength side corresponding with the maximum
kinetic energy Ekin = e · U of the electron

λt[nm] =
c

νt
=

ch

Ekin
=

1.24
U [kV]

.

Electron transitions between inner electron shells of the atom may generate
the so-called characteristic x-radiation, that is a line emission which can be
attributed unambiguously to the elements. According to the electronic shell
structure of the elements such characteristic radiation is to be expected be-
ginning with sodium (e.g., Na-Lα with an excitation energy of 55 eV).

In X-radiation sources, for practical purposes, mainly two different prin-
ciples are used: first, the spontaneous radioactive decay of certain isotopes,
and second, the interaction of artificially accelerated electrons with matter in
X-ray tubes or with magnetic fields in accelerators or storage rings.
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Fig. 2.1. Spectrum of electromagnetic radiation from infrared radiation to hard
X-rays (IR, infrared; VIS, visible light; UV, ultraviolet; VUV, vacuum ultraviolet;
EUV, extreme ultraviolet)

Historically, the first X-ray generator used by W.C. Röntgen [1] was an ion
tube (Hittorf–Crooks-tube, air filled at reduced pressure). Electrons were pro-
duced by ion bombardment of a cold cathode in a high voltage gas discharge.
The electrons are accelerated by the tube voltage onto the anode generating
X-rays. These ion tubes are almost out of use since they have a short lifetime,
are instable and difficult to control. W.D. Coolidge [2] introduced the hot
filament electron emitter in a high vacuum X-ray tube. This schema turned
out to be very effective and is also widely used at present. A very extensive
and specific development of X-ray tubes of all kinds for every particular pur-
pose started in the past and is still progressing. New technologies and new
materials are forming the basis for new highly specialized X-ray tubes.

Field electron emitters instead of thermo-electron emitters were tried re-
peatedly in DC X-ray tubes, because it appeared to be attractive to get rid
of the clumsy hot cathode with its heating circuit, which in many cases has
to run at high potential. Recently, promising results with carbon nano tubes
as field electron emitters have been obtained and their technical application
seems within reach [3].

A wide variety of X-ray tubes is now available, from low power of a few
Watt up to very high power to tens of kW for DC-, intermittent or short pulse
operation specialized for application in all fields. An overview on X-ray tubes
with emphasis on the requirement of X-ray analysis is given in Part 2.2.

A particular motivation for new developments of X-ray sources was pro-
vided by the recent progress in X-ray optics such as glass capillary optics,
Fresnel and Fresnel–Bragg optics as well as HOPG crystals. The efficiency of
these optics depends critically on the brilliance of the X-ray source and the
compact design of the source. The anode spot should be well focussed and
the optics should be mounted as close as possible to the anode spot with the
aim to catch as much of the diverging radiation as possible. This allows to re-
duce the tube power well below 50 W and to achieve short measuring times at
improved local and energy resolution. In consequence, different manufacturers
are now offering first samples of miniaturized low power microfocus X-ray
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tubes. At present the state of the art is not yet quite satisfying and the im-
provement of various parameters is highly desirable, e.g., the focus size should
be reduced at higher current density, end-window design is preferred and the
use of field emission electron emitters would be very attractive.

Recent developments in X-ray microscopy and extreme ultraviolet lithog-
raphy demand bright table-top sources of extreme soft X-rays, in particular in
the region of the water window. Most desirable are sources with a high degree
of coherency and ultra short pulse duration. At present laser-based plasma
X-ray sources meet these demands best but they are still bulky, expensive
and in an experimental state [4–7].

Natural or artificial radioactive isotopes are in principle convenient
X-ray sources. They are compact, low cost, continuously radiating at high
constancy, independent on surrounding conditions and do not need any power
supply. These advantages originated many engineering applications in XRF
devices, in particular in portable instruments. The major problem is their
radiation hazard potential leading to very stringent safety conditions making
these sources quite unpopular now. But they are still irreplaceable in many
industrial applications.

In radioactive radiation sources the decay products are used for direct
excitation of the studied samples. For direct excitation in XRF applications
mainly γ-radiating isotopes are used for decaying by K-electron capture (EC)
processes which are accompanied by emission of K- and L-lines of X-rays.
The latter allows an effective excitation of K-lines and L-lines of numerous
elements. The 55Fe electron capture source which, as an exception, does not
emit γ-radiation is widely used as a standard source for calibration of X-ray
detectors.

Other sources use the generation of mono-energetic X-rays in a special
target material where secondary fluorescence is excited by the emitted γ-
radiation. However, the photon output of such indirect excitation sources is
rather low.

A third group of sources used for XRF are the β-excited X-ray sources
having a continuous spectrum in a wide range of energies. A detailed overview
on commonly used radioisotope sources is given in Part 2.3.

A further mechanism which is capable of generating X-rays among other
wavelengths is the electromagnetic emission of fast charged particles moving
in strong magnetic fields. This kind of emission is produced by any charged
particle undergoing centripetal acceleration and has already been predicted
theoretically at the end of the nineteenth century by Liénard [8]. Mostly known
now is the synchrotron radiation (SR) emitted by electrons or positrons in
storage rings or similar circular high energy particle accelerator facilities.

SR is a relatively novel electromagnetic radiation, with a continuum spec-
trum spanning from the infrared to gamma rays. It is a highly polarized,
intense radiation emitted in very short pulses of a few ps to ns duration, with
a repetition rate of about 106 pulses per second. The radiation is concentrated
in a cone tangent to the curved trajectory of the charged particle initiating
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it. Postulated at the end of the nineteenth century by Liénard [8] (1898)
and further developed by Wiechert [9] (1900), Schott [10] (1912), Ivanenko
and Pomeranchuk [11] (1944) the theory of radiation emitted by relativis-
tic charged particles in fixed curvature orbits was definitively solved by
Schwinger [12] in 1949. The first experimental observation of SR was made in
1947 by Elder [13], on a 70 MeV synchrotron at the General Electric Labora-
tories in Schenectady, New York.

Actually, one of the motivations to develop the theory underlying the SR
was the minimization of radiative energy loss of charged particles on curved
trajectories in accelerators. Later, after the advent of light sources based on
SR, the motivation shifted to generating optimized SR of specific wavelength
for use in spectroscopy or photon scattering studies and in applied research
in chemistry, physics or biology.

The basics of SR and the state of the art of SR generation are considered in
Part 2.4. The modern sources of SR are based on circular accelerators (storage
rings) where electron/positron beams are circulated at constant relativistic
energies and which progressively lose their energy by emitting light.

After the proof-of-principle experiments of the 1940s, SR has gradually
moved to rings of increasing energies, going from the hundreds of MeV in-
frared/visible light machines, to the current 2–8 GeV ones, adapted for X-ray
generation. With over 40 dedicated synchrotrons operating worldwide nowa-
days, and at least five more upcoming (Diamond, UK; Soleil, France; CLS,
Canada; Australia’s Synchrotron; LLS, Spain;), SR has become a straightfor-
ward and “democratic” technology, allowing access to several tens of experi-
ments simultaneously, on the dedicated beamlines of 2nd and 3rd generation
machines.

Currently, light sources labeled as 4th generation are under study, following
the free electron laser (FEL) concept, the energy recovering linear accelerators
(ERL) or the ultimate storage rings.

2.2 X-Ray Tubes

V. Arkadiev, W. Knüpfer and N. Langhoff

2.2.1 Basic Physical Principles

In an X-ray tube electrons are emitted from a cathode and accelerated
towards an anode in an electric field created by a positive potential of the
anode relative to the cathode. They strike the anode target, interact with
its atoms and lose their energy through a number of processes. First, inci-
dent electrons can undergo elastic or inelastic scatter on target nuclei and can
be even backscattered in the opposite direction. Elastic scattering dominates
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inelastic scattering, not being connected with energy losses. Only a relatively
small part of incident electrons takes part in inelastic scattering decelerat-
ing continuously in a strong Coulomb field of nuclei and gradually losing their
energy. This process gives rise to the continuous spectrum, which is also known
as Bremsstrahlung (a German term for “braking radiation”). Second, incident
electrons interact with electrons of the target transferring them their energy.
The dominant process consists of subsequent collisions with outermost elec-
trons with small energy losses at every collision. However, sometimes an in-
ner electron is removed from its orbit as a result of a collision so that an
atom is ionized. Then another orbital electron fills the vacancy radiating an
X-ray quantum. This process gives rise to the characteristic lines in the X-ray
emission spectrum.

Figure 2.2 shows a typical spectra of X-ray tubes with a tungsten anode
for different anode voltages U [14]. Every spectrum is a superposition of a con-
tinuous part and characteristic lines. The form, intensity and the maximum
energy of a continuous spectrum depend on the value of the high voltage U,
while the position of discrete lines is characteristic for an anode material. For
every line there is an excitation threshold equal to a corresponding absorption
edge, so that a line is not present in a spectrum unless an accelerating voltage
does not exceed this threshold. The intensity of characteristic lines increases
with the accelerating voltage. The falloff of the spectral distribution at low en-
ergies is usually due to X-ray absorption in the exit window and subsequently
in the air. Some X-ray tubes (e.g., for medical applications) have additional
filtering at low energies due to built-in filters. The real intensity emitted from
an anode can be measured in vacuum for an open type X-ray tube [15]. The
spectral distribution extends to very low energies and can contain strong char-
acteristic lines in this region (Fig. 2.3).
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Fig. 2.2. Typical spectra of an X-ray tube with a tungsten anode
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Fig. 2.3. Measured spectrum of a windowless X-ray tube with a Mo anode

The efficiency of the X-ray excitation is very low. The total irradiated
X-ray power P[kW] can be estimated according to the following expression
[16, 17]:

P = CZIU2,

where Z is the order number of the anode material, I is the anode current
(A); U is the high voltage (kV); C is a constant equal approximately to
10−6 (kV−1). It means that the efficiency coefficient η is approx.

η ≡ P/IU ≈ 10−6ZU [kV].

In practice, the value of the efficiency is of the order of 0.1–1%, so that a high
thermal energy dissipation occurs in anodes of the X-ray tubes. The maxi-
mum electric power of the X-ray tubes can reach several kW for continuous
operations and up to 100 kW in a pulsed mode (e.g., in medical diagnostics)
thus making anode cooling a very serious technical problem.

2.2.2 Technology of the Components

General Design

Modern X-ray tubes contain a cathode and an anode mounted in a high vac-
uum (<10−6 Torr) chamber. The tubes may be either sealed or continuously
pumped. A cathode is a heated filament (usually tungsten), which provides
control of the emission current, and an anode is normally an elemental metal
(chromium, copper, molybdenum, tungsten, etc.).
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Most X-ray tubes are similar in their design to diodes as illustrated in
Fig. 2.4 for a stationary tube in dental applications. A directly heated elec-
tron emitter is arranged in a so-called Wehnelt electrode (introduced by the
German scientist A.Wehnelt in 1908), which enables focusing of electrons on
the anode target. The target is a thin tungsten disk or a plating imbedded into
a massive copper block, which conducts dissipated heat away from the target.
Emitted electrons are accelerated in an electric field between the cathode and
the anode. In practice, this field is usually created by applying a negative
potential to the cathode while keeping the anode at the ground, which makes
anode cooling easier (e.g., with water circulation). The glass housing of the
tube serves for vacuum as well as for high voltage isolation. X-rays are emitted
from the anode target in all directions; however, they can emerge only through
a special exit window. The arrangement of the window when the X-ray beam
goes out perpendicular to the tube axis is called a side-window geometry. For
medical applications the exit window can be a part of a glass envelope as
in Fig. 2.4. However, in spectroscopic X-ray tubes the exit window is usually
made from a thin beryllium film to minimize X-ray absorption at low ener-
gies. To increase the intensity of the exit beam, it is also reasonable to reduce
the anode–window distance. Yet, this is possible only to some extent since
scattered anode electrons can reach the window and cause its heating. One
cannot ignore this effect when both the anode and the window are grounded,
which is the usual case for side-window tubes. The angle between the target
surface and the normal to the window (anode angle) can amount to 15–20◦,
so that the total aperture of the exit X-ray beam can reach 30–40◦.

Dual-anode geometry can be realized in side-window tubes. For that, a
thin layer of a light element covers a target made of a heavy element (e.g., Rh

X-ray windowEvacuated glass envelope

W-emitter
Wehnelt cathode

Tungsten target
Cu-anode

Fig. 2.4. Design of a side-window X-ray tube for dental applications
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on W). Depending on the value of the high voltage, two types of spectra can be
obtained with the same X-ray tube. When the accelerating voltage is low, the
penetration depth of electrons is also small and x-radiation is excited mainly
within the upper layer consisting of the light element. At large values of the
accelerating voltage electrons penetrate deep into the second target, exciting
the spectrum of the heavy element, which dominates in this case.

Another possible arrangement of an exit window is shown in Fig. 2.5. Here,
the cathode has a ring shape, the takeoff angle amounts to 90◦ and the exit
window is normal to the tube axis. Generally, such end-window geometry
allows realizing smaller anode-window (respectively anode-sample) distances.
Besides, the cathode and the window are usually grounded while the anode
has a high positive potential. As a result, the bombardment of the window
by the scattered on the anode electrons is strongly suppressed. However, the
anode–window distance remains restricted, mainly because of the danger of
a disruptive discharge between the anode and the window. Self-absorption of
the excited X-radiation in the target is minimized due to the large takeoff
angle. This fact makes end-window tubes especially attractive for low-energy
applications. Besides, the tubes are considered to give more isotropic emission
spectra. On the other hand, small anode-cathode distances typical for the
design of the end-window tubes limit the value of the high voltage, which
usually does not exceed 60 kV.

In transmission-anode X-ray tubes the target is a thin layer deposited di-
rectly on an internal side of an exit window made of a beryllium film. The elec-
tron beam strikes the target at right angle and the excited photons go through
the target and the beryllium window further in the same direction. Usually,
a continuous spectrum of transmission-anode X-ray tubes is suppressed to
a certain extent due to the absorption of bremsstrahlung in the target foil,
especially at low energies and above the absorption edge of the excited line,
so that one can regard these tubes as possessing an intrinsic filtration. Low
contribution of the continuous spectrum leads to the reduction of the back-
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cooling, 8 Cooling connections, 9 High-voltage connections

Fig. 2.5. Design of an end-window X-ray tube for fluorescence analysis
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ground and consequently to the improvement of detection limits in the X-ray
fluorescence analysis. Transmission-target X-ray tubes belong to low-power
sources (<100 W) because thin anode foils cannot withstand large heat loads.

Immense heat dissipation on the anode is the main problem in achieving
small focal spots while preserving the large power of the X-ray tube. At first
glance, obtaining small focal spots is possible only at the cost of power reduc-
tion. There are two standard methods to partially overcome this difficulty.

The first method is based on the fact that the optical focal spot may differ
from the electronic focal spot on the anode (Fig. 2.6). In most applications
(e.g., X-ray imaging or while combining with suitable optics) only the optical
focal spot is of primary importance. When the anode angle α amounts to 6◦,
the length of the optical spot is approximately ten times smaller than the real
length of the electronic spot on the anode. For example, fine focus tubes for
diffractometry have the optical spot of ca. 0.4 mm× 0.8 mm, while the real
spot size on the anode amounts to about 0.4 mm× 8 mm. The power of fine
focus tubes can reach approx. 3 kW. The total aperture of the exit X-ray beam
does not exceed 10–12◦.

In order to operate at still higher power, it is necessary to use a design
with a rotating anode (Fig. 2.7). A disk-like anode is fixed on a rotor with a
bearing system supporting rotation. A stator that drives the rotor electrically
via a rotating field is located outside the vacuum housing. The target rotates
under a space-fixed electron beam. The trajectory of the electron beam on the
anode during its rotation is a circle, so that the heat load is distributed over the

     

Fig. 2.6. Electronic and optical focal spots for a specific anode angle α
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Fig. 2.7. Principle of a rotating anode tube

area, which is significantly larger than an instant focal spot. The dissipation
of thermal energy away from the anode is achieved mostly by radiation and
is accompanied optionally by air-cooling [18, 19]. Typical power densities for
line-type focal spots of approx. 1 mm× 10 mm are 5–10 kW/mm2, for focal
spots with areas smaller than 1 mm2 are about 25 kW/mm2 at rotational
frequencies of 17000 min−1. Water-cooled rotating anodes exit also in special
systems for material investigations thus enabling continuous operations at
very high powers.

Technology and Design of the Cathode

Generally, emission currents in X-ray tubes are controlled by the temperature
of the cathode, which depends in its turn on the value of the filament current.
Here, it is important that the size of the focal spot does not depend on the
anode current over a range of more than 500 : 1 and on the applied accelerating
voltage over the range of 3 : 1.

The control of the emission current through the cathode temperature re-
quires emitters with very low heat capacity for time constants in the ms region.
This can be realized in a simple manner by using thin tungsten wires and foils.
Depending on the required shape of the focal spot emitters are used in the
form of a coil, helix, hair pin, ring or a flat meandering foil. (Fig. 2.8).

As seen from Fig. 2.9, operating emitters is possible only within certain
limits. At small filament currents (below some threshold value) there is no
emission. At large filament currents a saturation of the anode current occurs.
The saturation value depends on the high voltage applied. The temperature of
the emitter under extreme conditions can achieve 2300◦C. At this temperature
the effect of metal evaporation can take place, so that the useful operation
time is limited to 30–50 h. This is the reason that cathodes are switched on
only for a few s at such high temperatures to realize short exposure times.
The anode current depends also on the value of the high voltage due to the
effect of partial screening by a space charge.
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Fig. 2.8. Different types of emitters for X-ray tube cathodes
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Fig. 2.9. Anode current as a function of filament current with anode voltage as
parameter

Flat and thin emitters cut in meandering structures are used for tubes at
low anode voltages and small focal spots (<0.3 mm). The reason consists in
better focusing properties of electrons emitted from flat surfaces. Besides, it
is possible to realize relatively high emission currents already at low cathode
temperatures.

The Wehnelt electrode is used to control the electron pattern in the vicin-
ity of the filament and to shape properly the electron beam. Now the form
of the Wehnelt electrode is determined generally through suitable computer
calculations (see Fig. 2.10 for the case of a rectangular focal spot).

Technology and Design of the Anode

As mentioned above, a standard anode consists of a thin target embedded
into a massive copper body (see Fig. 2.4). The most common target materials
are copper, molybdenum and tungsten. Other metals such as magnesium,
aluminium, chromium, iron, nickel, rhodium and silver are also used.



44 V. Arkadiev et al.

Helical emitter

Focal spot width

Dosage

Wehnelt cathode

Fig. 2.10. Schematic design of the cathode for generating a rectangular focal spot.
The dosage distribution versus width of the focal spot is shown

The technology of the rotating anodes is more complicated. Rotating
tungsten anodes are produced on the basis of standard powder metallurgy.
A disadvantage of this technology is a rapid abrasion in the surface region
due to the high thermo-mechanical stress. This effect leads to a fast falloff of
the X-ray intensity and causes the so-called heel effect. Here, a part of the
radiation in the deeper lying layers of the anode is absorbed before it leaves
the anode. In addition mechanical deformations occur, which can destroy the
anode. Since the specific heat of tungsten is relatively low, the heat storage
capacity is also small for an acceptable weight of the anode. Thus high tem-
peratures of the anode are achieved at relatively low loads.

The enhanced technology is based on the Rhenium–Tungsten–Molybdenum
composite material (RTM). A schematic cross-section of an RTM-anode is
shown in Fig. 2.11. Here an admixture of up to 10% Re in the 1–2 mm thick
W-cover is applied. This improves effectively the elastic properties of the anode
and considerably reduces the abrasion behaviour. Admixing a few percents of
Ti and Zr (TZM-anode) in the Mo+ W-body nearly doubles the heat storage
capacity of the anode with a given weight and inertia moment [20].

An optimal solution for the management of heat storage capacity and
heat radiation can be achieved in an anode bounded with a graphite body
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Fig. 2.11. Design of an RTM anode

W + Re

GraphiteMo + W

Fig. 2.12. Design of an RTM-graphite anode

(Fig. 2.12). With Calorex anodes, where an RTM-body is soldered to a
graphite bulk, tubes are produced with capacities larger than 3× 106 J oper-
ating at an average thermal power of 4 kW.

Bearing System for a Rotating Anode

To match the requirements of an operating ball bearing system in vacuum
at temperatures not higher than 400◦C, high temperature compatible steels
have to be used. As a rule, dry-lubricated ball bearings are now used, whereby
different manufacturers of X-ray tubes carefully guard the secrets of their
designs and, above all, of their lubricating methods.

Thus, there are spring-loaded and nonspring-loaded bearings in use, both
with and without bearing cages, lubricated with molybdenum bisulphate,
silver or lead. The methods of applying lubricants also differ. Some designs
make use of sputtering, others of physical coating and still others use a gal-
vanic process or a running process under powder.

Properties affected by different designs and processes are the rotational
frequency of the anode attainable, useful lifetime (depending on the power
requirements up to 200 working h) and the operating noise level.
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2.2.3 Vacuum Envelope of X-Ray Tubes

The above-mentioned components of an X-ray tube are positioned within a
tube envelope, which serves two main purposes: vacuum isolation and electric
insulation. The common materials used for manufacturing tube envelopes are
glass, metal and ceramic.

Glass Tubes

The material mostly used for the tube envelope is glass. The main demands
on a suitable type of glass are high specific resistance, good dielectric strength
and capability to withstand temperature changes. These requirements are met
to a large extent by borosilicate glasses. Additionally, these glasses can be
amalgamated with Ni–CO–Fe alloys (Vacon or Kovar) in order to ensure the
necessary electrical contacts. Since the glass envelope must be a high voltage
insulator between the anode and cathode potentials, its smooth and easy to
clean surface is also an important advantage.

Metal-glass Tubes

An anode and a cathode tend to evaporate their material under high loads.
A thin metal layer deposited on the glass envelope influences negatively its
dielectric strength. To avoid this effect and to extend the lifetime of tubes,
the middle part of the glass envelope is made of metal to establish a definite
electrical potential. In addition, a fraction of secondary electrons from the
anode can be removed via the middle part of the envelope, which is on the
middle potential between the anode and the cathode. In this way, a part of
the so-called extra focal radiation can be reduced.

Metal-ceramic Tubes

Metal-ceramic X-ray tubes have been in use since the 1960s. Their distin-
guishing feature consists in the use of ceramic materials instead of glass for
the high voltage insulator and the vacuum envelope. Metal-ceramic tubes have
a number of advantages over standard glass tubes. In particular, ceramics al-
low easier mechanical treatment: cutting and drilling are possible. Ceramic
envelopes can be manufactured with a high precision of their form. As a re-
sult, there is more freedom in shaping the vacuum envelope. Tube metal parts
can be joint vacuum tight to the ceramic insulator. Surface conductivity of
ceramic is low, enabling short distances to insulate high voltages. Ceramic
insulator improves the position of the focal spot. Compact and robust design,
reduced weight, extended lifetime are the benefits of ceramic X-ray tubes [21].
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2.2.4 Tube Housing Assembly

X-ray tubes are enclosed in a protective casing to ensure their safe operation.
Two kinds of design are distinguished: a simple assembly, which houses an
X-ray tube and a few control components, and a single-tank assembly where
an X-ray tube is integrated with a high voltage generator. The second kind
of X-ray assembly was originally used almost exclusively for stationary anode
tubes, but in the meantime was also used for rotating anode tubes because of
the application of high frequency technology in generating high voltages.

The tube casing performs the following main functions: high voltage insu-
lation, cooling, protection against implosion, protection against radiation. The
radiation protection must be checked for each individual X-ray tube assembly
by means of a suitable 4π-measurement.

2.2.5 Modern X-Ray Tubes

Commercially available X-ray tubes can be divided roughly into three large
categories according to their power:

• Low-power X-ray tubes (<1 kW);
• High-power X-ray tubes (1–5 kW);
• High power X-ray tubes with rotating anode (>5 kW).

The current tendency of the X-ray tube progress consists, on the one hand, in
development of compact low-power sources with a small focal spot and high
brilliancy and, on the other hand, in development of huge power (>30 kW)
X-ray tubes with rotating anode (e.g., for medical applications or for
defectoscopy).

Low-Power X-Ray Tubes

Until recently the main application of microfocus X-ray tubes was concen-
trated on X-ray imaging with a very high spatial resolution. This objective
remains as important as before but has considerably expanded owing to the
necessity of other applications. Now, the importance of microfocus X-ray tubes
has grown significantly due to the latest developments in X-ray optics, pri-
marily capillary optics [22–24]. Polycapillary concentrators (so-called “X-ray
lenses”) allow focusing of X-ray beams onto small spots (approx. 10–100 μm)
on a sample. However, the efficiency of capillary optics depends significantly
on a source size. Generally, the source size should have approximately the
same dimension as the desired focal spot on a sample. In this case, a combi-
nation of a low-power high-brilliant X-ray tube with a polycapillary concen-
trator enables achieving such intensities within a small spot on a sample that
are otherwise obtained only with high-power tubes without optics. This fact
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makes microfocus tubes equipped with a suitable focusing optics indispensable
for performing X-ray fluorescence microanalysis.

The typical power of a microfocus X-ray tube (in Watt) can be estimated
as

P [W] ≈ D[μm],

where D is the diameter of the anode focal spot in microns [25, 26].
Among the different microfocus X-ray tubes available one may mention,

first of all, the Hamamatsu products [27]. For example, an X-ray tube L9181
has three spot modes: 5 μm at 4 W, 20 μm at 16 W and 40 μm at 39 W. It is a
sealed end-window X-ray tube with a tungsten anode, 500 μm Be exit window
and air-cooling, which can be operated with high voltage up to 130 kV. The
minimum distance between an anode and a sample (optics) is 13 mm. The
latest development of Hamamatsu is an open type tube L8321, which has a
focal spot of about 1 μm and can be operated up to 160 kV. The minimum
focus-object distance can be as small as 0.5 mm.

The company “Kevex X-Ray” produces a number of high-resolution X-
ray sources for X-ray imaging [28]. The end-window X-ray tube PXS5-926EA
has a minimum focal spot of 5 μm, maximum power 8 W and maximum high
voltage 90 kV.

The company “Oxford Instruments” offers also an end-window microfocus
X-ray tube XTG UltraBtight [29]. The target material can be Cr, Cu, Mo,
Rh and W. The target voltage is changeable in the range 20–60 kV (10–90 kV
for W). The focal spot size is 12–40 μm and the maximum output power is
10–80 W. The tube is air-cooled. The minimum anode-object distance of 4 mm
allows coupling with suitable X-ray optics.

The company “rtw Röntgen-Technik Dr. Warrikhoff KG” [30] produces
MCBM series of metal-ceramic X-ray tubes for high resolution radiography.
They are side-window X-ray tubes with minimum focal spot of approx. 50 μm
(optical), maximum power 30 W, high voltage up to 50 kV and air-cooling.
Different anode materials can be used: Cr, Fe, Co, Cu, Mo, W. The min-
imum anode-object distance of 14.5 mm allows coupling with polycapillary
optics. A modular system, which combines such an X-ray tube with inte-
grated exchangeable capillary optics (focusing or parallelizing), was developed
by IfG - Institute for Scientific Instruments GmbH and is available commer-
cially [31, 32]. The following types of capillary optics are offered: cylindrical
and elliptical monocapillaries, polycapillary lenses, polycapillary zoom optics
with variable focal distance. Focal spot sizes of 20–100 μm with polycapil-
lary lenses and of 5–10 μm with elliptical monocapillaries are achievable on a
sample. Low energy consumption, small weight and compact dimensions allow
realizing a portable XRF spectrometer [33]. Besides rtw, also PANalytical [34],
Siemens [35], YXLON [36], etc. produce metal-ceramics tubes.
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High-Power X-Ray Tubes

High-power X-ray tubes (1–5 kW) are produced by a number of manufactur-
ers: PANalytical [34], Pantak [37], Siemens [35], rtw Röntgen-Technik [30],
Varian [38] etc. The X-ray tubes are usually water-cooled. The maximum
value of high voltage amounts to 60–120 kV. The nominal focal spot can be
normal (1 mm×10 mm), fine (0.4 mm×8 mm), long fine (0.4 mm×12 mm) or
broad (2 mm × 12 mm). Under the anode angle of 6◦ the optical focal spot is
effectively reduced in one direction by a factor of 10. Depending on the view-
point, it leads either to a point focus or line focus. For example, the optical
size of the fine focus can be 0.4 mm×0.8 mm (point option) or 0.04 mm×8 mm
(line option). The tubes find their standard application in X-ray fluorescence
analysis and X-ray diffractometry.

High-power X-Ray Tubes with Rotating Anode

Rotating anode tubes allow obtaining huge power values. The progress of the
last few years has been dominated mostly by the development of a powerful X-
ray source for medical applications. It is worth mentioning the OPTILIX series
of X-ray tubes manufactured by Siemens [35]. Depending on the modification,
these tubes can operate at high voltage up to 150 kV and achieve the maximum
power up to 80 kW. The anode disk is made of rhenium-alloyed tungsten with
molybdenum and graphite. The focal spots are in the range between 0.2 mm
and 2 mm. The field of applications covers the whole of general diagnostics.
Tubes with a small focus (0.2–0.3 mm) are suitable for the display of fine
details. Tubes with a large focus and maximum power are used for short-
duration exposures involving high loads.

For X-ray diffractometry the company Rigaku [39] has developed an ul-
tra high power X-ray generator SupreX with the output of up to 60 kV and
1500 mA. The rotating anode assembly includes Cu target (option: Cr, Fe, Co,
Ni, Mo, Ag, Au). The available focus sizes are 1 mm× 10 mm, 0.3 mm× 3 mm
and 0.1 mm× 1 mm.

Field Emission X-Ray Tubes

As mentioned above, two main trends prevail now in the development of mod-
ern X-ray tubes. On the one hand, high-power tubes with rotating anodes are
designed and persistently improved (e.g., for medical applications). On the
other hand, compact low-power X-ray sources coupled with suitable X-ray
optics are created for applications in fluorescence microanalysis and microdif-
fractometry. The development of the X-ray tubes with field emission cathodes
follows logically the second tendency.
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The action principle of a tube with a cold cathode is based on the phenom-
enon of field emission and not on thermo-emission as in conventional tubes.
The first samples of field emission tubes used a cathode in the form of a metal
needle. A high potential between a cathode and anode produces a strong elec-
tric field at the tip of the needle sufficient to pull electrons out of the cold
cathode. Then the electrons are accelerated towards an anode as in standard
X-ray tubes. Generally, a vacuum of 10−8 Torr or better is required because
bombardment of the cathode by positive ions of the rest gas deteriorates its
sharp tip and reduces drastically the electron emission. The latest develop-
ments use carbon-based cathodes in the form of a single fibre, a bundle of
fibres (multifibre), a sharp edge (e.g., a small hole in a thin graphite film),
graphite nanotubes or so-called “bucky paper” [40–44]. The main advantage
of the carbon cathodes results from the fact that their bombardment by pos-
itive ions does not “smooth” sharp tips and edges. On the contrary, such a
bombardment creates new sharp tips and edges due to the graphite struc-
ture. Therefore, the lifetime of carbon-based cathodes is significantly larger.
Besides, one can work with lower vacuum (approx. 10−6 Torr).

Field emission tubes are similar in their design to triodes and contain a
cathode, an anode and a gate electrode (modulator). The potential between
the cathode and the modulator serves for pulling electrons out of the cathode.
Depending on the cathode design, this potential can lie between 2 kV and ca.
150 V. Changing this potential regulates the tube current. Emitted electrons
are accelerated in the electrical field created by a high voltage between the
modulator and the anode. Normally, the tube has an end window in the form
of a thin beryllium film with a deposited anode layer (transmission-anode
geometry).

One possible design of the cathode component is presented in Fig. 2.13
(E. Sheshin, private communication). The emitter is a bundle of carbon fibres
and has the diameter of approx. 150–200 μm (a single fibre has a diameter of
approx. 1 μm). The bundle is coated with a glass mantle, which is fixed inside
the modulator case by means of metal-ceramic technology. The modulator
has an exit aperture of approx. 0.8 mm. The whole component has a diameter
of approx. 4 mm and a length of approx. 8 mm. The values of the necessary
gate voltage depend mainly on the distance between the cathode tip and the
modulator aperture (typically 0.5 mm) and lie usually in the interval of 1500–
2000 eV. The cathode component gives stable emission currents of approx.
100 μA.

Another possible scheme with a bucky paper as an emitter (Fig. 2.14)
allows realization of very small emitter-gate distances and, consequently, low
gate voltages of ca. 150–200 eV [43, 44]. The emission current can achieve the
value of 100 μA and remain stable over large time periods. The scheme is very
promising due to its compact realization and low gate voltages.

Since a field emission cathode does not need heating, a filament power
supply is not necessary, which makes the tube design more simple and com-
pact in comparison with conventional X-ray tubes. Cooling system is also
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Fig. 2.13. Scheme of the cathode component with a bundle of carbon fibres as an
emitter
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Fig. 2.14. Scheme of the cathode component with bucky paper as an emitter

not required because the power does not exceed several watts. The direction
of further development consists in systematic improvement of the most im-
portant parameters: stability and lifetime. It is also supposed to combine
field emission X-ray tubes with capillary optics within a compact module for
applications in material microanalysis.
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The first portable EDXRF instrument on the basis of field emission X-ray
tubes was offered by the company Oxford Instruments [45]. The tube has a
rhodium anode and can be operated up to 30 kV and 100 μA.

2.2.6 Some Applications

X-ray tubes for particular applications may have certain particular features
of design. The most common applications today are material analysis (e.g.,
XRF, XRD, XPS) and medical investigations.

For X-ray fluorescence analysis X-ray sources are needed, which emit
constant characteristic radiation over a long time. Until recently tubes with
several kW power were needed to shorten measurement time and to enhance
precision. Also desirable is that tube design enables short anode-sample dis-
tances. A typical end-window tube for fluorescence analysis is shown in
Fig. 2.5. The anode is located in the central position and has the high po-
tential. The anode is cooled with deionized water through a system of plastic
tubes. The Wehnelt electrode in the form of a thread ring surrounds the anode
concentrically to shape a ring focal spot. The exit window from beryllium is
at cathode potential, which reduces the thermal load due to secondary elec-
trons. In general, about 30% of the electrons impinging on the focal spot
are backscattered and under the influence of the electric field fall again onto
the anode, however, outside the focal spot, producing the so-called undesired
extra-focal radiation. In many tube designs there is a special copper cup near
the anode for capturing backscattered electrons as shown in Fig. 2.15. The
tube operates with voltages up to 60 kV and currents up to 100 mA at a
maximum power of 3 kW.

In contrast to XRF, where standard tubes may have broad focal spots,
diffractometry requires sharply defined small focal spots. An example of a

Electron cup
(Cu)

W-target

Cooling bores

Be-window

Fig. 2.15. Schema of a fluid-cooled stationary anode for continuous high load
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Fig. 2.16. Siemens X-ray tube for XRD

Siemens X-ray tube for XRD is shown in Fig. 2.16. The cathode generates a
line-shaped focus in order to spread the power dissipation over a large area.
The anode is grounded and cooled via injection cooling. A power of more
than 1 kW is achievable in continuous operations in spite of the small size of
the focal spot. Partial monochromatization of the exit radiation is achieved
through the use of absorption filters (e.g., Cu-filter for Cu-anode). The filter
thickness may be between 30 μm and 60 μm depending on the penetration
depth of the photons.

Figure 2.17 shows the design of the anode of the forward emission X-ray
tube, which generates x-radiation on the back of the anode in the direction
of the impinging electron beam. Here, the anodes are only 10–30 μm thick. In

Cooling
envelope

Electron
beam

Anode tube

Cooling
medium flux

Al X-ray
window

Au -Cu anode foil

Fig. 2.17. Water-cooling of an anode of a forward emission X-ray tube
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practice, a diffusion barrier layer of 3–5 μm Ni on the copper base is deposited.
The front side of the anode is cooled with flowing water through a 1-mm thick
slit.

X-ray tubes for coarse structure analysis should withstand voltages up
to 400 kV (cathode: −200 kV, anode: +200 kV) in order to manage X-ray
transmission through thick welds. Generally, the problem of motion blurring
is not significant, so that extremely short pulses are not required. The power
level for continuous mode operations is of the order of several kW. This power
is sufficient to expose the film material properly and in a reasonable time.

Generally, X-ray sources for photoelectron spectroscopy do not need a
point focal spot, but forward emission and the possibility of changing the
anode target and hence the energy of the characteristic line are required.

Some tubes for microradiography use hairpin tungsten filament and a fo-
cusing electromagnetic lens to give an electron spot with a 10-μm diameter.
At 100 kV of high voltage and 100 μA of beam currents this corresponds to the
power of 10 W. A tungsten target is used to give a high-brilliance microfocus
source. The power loading at the anode reaches 130 kW mm−2. The source
lifetime amounts to about 2 h despite the presence of a rotating anode and
intensive water-cooling.

The main limitation to the X-ray intensity in the high-power X-ray tubes
is the amount of power that can be delivered to the anode without causing
any damage. In rotating anode devices, such as Rigaku FRC, this difficulty is
overcome by rapidly rotating a cooled anode. The main technical problem here
is achieving a vacuum seal on a water-cooled rotating target. Normally, this is
done by using oil seals. The characteristics of the Rigaku FRC device (anode
diameter 250 mm, rotation speed 9000 min−1, focal spot size 0.1 mm×0.1 mm,
maximum power 3.5 kW, maximum power loading 35 kW mm−2) are suitable
for performing X-ray lithography. Hereby, a variety of target materials can be
used by coating the rotating cooper anode, e.g., with 20 μm aluminium.

2.3 Radioisotope Sources

T. Čechák and J. Leonhardt

Radioactive radiation sources are devices in which radioactive material is
sealed by means of one or more inactive capsules. The tightness and strength
of the sealing material are such that no radioactive compound can be freed at
use or during storage. The type of sealing material used depends not only on
the radiation that is emitted and the chemical properties of the radionuclide
used, but also on the conditions of application. The use as excitation source in
the XRF is mainly realized by means of gamma radiation emitters. Sometimes
beta emitters are combined with secondary targets, giving Bremsstrahlung a
wide range of energy. In the past there were some tests to use alpha and beta
particles directly but these did not succeed.
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The high constancy of radioactive decay and its nondependence on external
variables like temperature, pressure, chemical infected surrounding, and the
nonrequirement of power supply have originated many industrial XRF appli-
cations over the years. Other advantages are those of small source dimensions
and relatively low costs. But safety regulations of radiation did limit the user’s
possibilities at that time.

Nevertheless, the excitation of characteristic X-rays by means of radioiso-
tope sources has led to a large number of interesting applications, especially
for handheld and portable devices, for example, for the determination of the
sulphur content in gasoline and coal or of the metal content in scrap.

2.3.1 Basic Physical Principles

Radioisotope sources may be characterized by

• Type of radioactive decay
• Activity of the sources
• Half-life of the sources
• Energy of emitted radiation
• Properties connected with the production of the sources.

Types of Radioactive Decay

A survey of radioactive decay types can be found, e.g., in [46, 47]. For the
XRF α-decay, β−-decay, β+-decay, and K capture are most important. A-
decay effect occurs when the nucleus emits an α particle consisting of two
protons and two neutrons. β− decay is characterized by the emission of an
electron and antineutrino. The energy spectrum of electrons, i.e., β particles,
is continuous because the antineutrino takes part of the energy. β+ decay is
characterized by the emission of e+ particles, positrons, and as with β−decay,
β+ decay produces a continuous spectrum. K capture is the capture of an
electron from the inner shell (K shell). The nucleus changes its proton number;
in the nucleus one proton transforms into the neutron.

The nuclear decay can be followed by the emission of gamma radiation,
emission of X-rays or internal conversion. Gamma radiation is emitted during
transitions of excited nuclei from their nuclear levels to lower lying nuclear
levels. The excited nucleus emits one or several photons. Emission of the
cascade of photons depends on the existence of intermediate states in the
nucleus. The internal conversion process is an alternative process to gamma
emission. The excitation energy is transferred to one of the orbital electrons.
This electron receives the energy Ee given by:

Ee = Eex − Eb, (2.1)

where Eex is the excitation energy, and Eb is the binding energy of the elec-
tron. Emission of X-rays can be followed by filling the holes in the atomic
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shells with an electron from higher shells. The energy of emitted photons is
given as a difference of the energies of these shells. The energy of emitted
photons is a function of the proton number Z.

Activity

Activity A of a radioisotope source is defined as its rate of decay—the number
of disintegration per time unit

A =
dN
dt

[Bq]. (2.2)

Bq (Becquerel) replaced the older unit of activity Ci (Curie). 1 Ci=3.7×1010 Bq.
The number of disintegrations per unit of time is equal

dN
dt

= −λN, (2.3)

where λ is the decay constant of the radionuclide.
Integrating the equation, we obtain the radioactive decay law:

N = N0 e−λt, (2.4)

where N is the number of nuclei of a given radioisotope after a time t, and
N0 is the number of nuclei for the time t = 0.

Half-Life of Sources

Half-life T1/2 is defined as the time after which the initial number of radioac-
tive nuclei is reduced by one half, i.e.,

T1/2 =
ln 2
λ

(2.5)

because
1
2
N0 = N0 e−λt for t = T1/2. (2.6)

For practical purposes the application of radionuclides with a short T1/2 has
a disadvantage. Their activity decreases rapidly, and therefore the number of
emitted photons also decreases.

Energy of Emitted Radiation

The energy of gamma radiation or X-rays emitted by the radioactive sources
used by XRF can be linear or continuous. Linear spectra are typical of sources
if the nuclear decay is followed by emission of gamma rays or X-rays. Contin-
uous spectra are typical of sources emitted by the bremsstrahlung radiation
produced when fast electrons interact in matter. Part of their energy can be
converted into electromagnetic radiation called bremsstrahlung. This process
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is used to produce bremssstrahlung X-rays from X-rays tubes (see Sect. 2.1).
However, a combination of the β source with the target material also creates
a source of bremsstrahlung radiation. These sources with a continuous spec-
trum of bremsstrahlung can increase the set of available sources for excitation
of characteristic radiation. The shape of the energy spectrum depends on the
spectrum of β particles emitted by a radioactive source. The maximum energy
in the spectrum of bremsstrahlung radiation is determined by the maximum
energy of β particles.

Properties Connected with the Production of the Source

The properties of the sources my be differentiated according to the type of
manufacture, dimensions, shapes, type of coating, etc.The type of coating
influences the shape of the spectrum. Thicker coating or coating of a material
with a higher Z can absorb low energy radiation from the source.

2.3.2 Radioisotope Sources

Source selection for different elements is based on the energy of source radi-
ation. The atoms can be excited by photons having energies higher than the
binding energy of the electron on the determined shells (K, L etc.). To excite
Kα line of, e.g., Sn, the energy of an excited radiation must be greater than
the binding energy on the Sn K shell, i.e., 29.19 keV. On the other hand, the
exciting energy should also not be too high. The cross section of the pho-
toeffect decreases if the energy rises, and, proportionally the probability of
exciting the characteristic radiation also decreases. Every source has a group
of elements for which the source is best suited [51].

The photons from the source can interact in the sample by Coherent scat-
tering and Compton scattering too. This scattered radiation can be absorbed
in the detector, and it can raise the background in a part of the spectrum and
complicate the measurement of low intensity line in this part of the spectrum.
A similar problem can cause escape peaks in the spectrum [49]. All these
circumstances have to be taken into account when choosing the source.

Radioisotope Gamma and X-Ray Sources

The widely employed gamma and X-ray sources are given in Table 2.1, showing
also the preferred element ranges. 55Fe is a very useful source for elements with
a low proton number. Its energy spectrum is shown in Fig. 2.18. 238Pu, 244Cm,
and 109Cd sources are used for exciting elements with Z = 20 – 42. The energy
spectrum of 238Pu and 109Cd are shown in Figs. 2.19 and 2.20, respectively.
109Cd is a source which emits X-rays due to K capture. Figure 2.21 shows
the decay scheme of 109Cd. Higher energies of photons are emitted by 241Am
and 57Co. The energy spectrum of 241Am and its decay scheme are shown in
Figs. 2.22 and 2.23, respectively.
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Table 2.1. Radioisotope gamma and X-ray sources [48, 52, 56]

Typical elemental

Type Gamma rays Characteristic X-rays range

of Particle Energy Energy Yield

Source Half-life decay energy (keV) Yield (%) Assignment (keV) (%) K lines L lines

55Fe 2.73 y EC – – – Mn Kα2 5.89 8.5 Si–V Zr–Ce

Mn Kα1 5.90 16.9

Mn Kβ1 6.49 2.0

Mn Kβ3 6.49 1.01

57Co 271.8 d EC – 14.41 9.16 Fe Kα2 6.39 16.4 Yb–U

122.06 85.60 Fe Kα1 6.40 32.6

136.47 10.68 Fe Kβ3 7.06 2.0

Fe Kβ1 7.06 3.9

109Cd 462.6 d EC – 88.04 3.61 Ag Kα2 21.99 29.5 Cr–Mo Tb–U

Ag Kα1 22.16 55.7

Ag Kβ3 24.91 4.8

Ag Kβ1 24.94 9.2

Ag Kβ2 25.46 2.3

125I 59.41 d EC – 35.49 6.68 Te Kα2 27.20 40.6 As–Cd Tb–U

Te Kα1 27.47 75.7

Te Kβ3 30.94 6.8

Te Kβ1 31.00 13.2

Te Kβ2 31.70 3.8

145Sm 340 d EC – 61.25 12.00 Pm Kα2 38.17 39.9 Ga–Tb

Pm Kα1 38.73 72.4

Pm Kβ3 43.71 7.0

Pm Kβ1 43.83 13.6

Pm Kβ2 44.94 4.5

155Eu 4.76 y β− 134.1 keV 45.30 1.33 Gd Lα1 6.06 3.0 Pd–Ra

146.8 keV 60.01 1.13 Gd Lβ1 6.71 2.1

165.6 keV 86.55 30.70 Gd Kα2 42.31 6.6

192.1 keV 105.31 21.20 Gd Kα1 43.00 11.9

252.1 keV Gd Kβ3 48.55 1.2

Gd Kβ1 48.70 2.3

153Gd 240.4 d EC – 69.67 2.42 Eu Lα1 5.85 8.8 Ba–Fr

97.43 29.00 Eu Lβ1 6.46 5.6

103.18 21.11 Eu Lβ2 6.84 1.9

Eu Kα2 40.90 35.2

Eu Kα1 41.54 63.5

Eu Kβ3 46.91 6.3

Eu Kβ1 47.04 12.1

Eu Kβ2 48.25 4.0

170Tm 128.6 d β− 883.3 keV 84.25 2.50 Yb Lα1 7.42 1.1 Pd–Hg

968.0 keV Yb Lβ1 8.40 1.0

Yb Kα2 51.35 0.94

Yb Kα1 52.39 1.7

Yb Kβ3 59.16 0.18

Yb Kβ1 59.38 0.34

Yb Kβ2 60.96 0.12
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Table 2.1. Continued

Typical elemental

Type Gamma rays Characteristic X-rays range

of Particle Energy Energy Yield

Source Half-life decay energy (keV) Yield (%) Assignment (keV) (%) K lines L lines

238Pu 87.7 y α 5.456 MeV — — U Ll 11.62 0.26 Ca–Sr Sn–At

5.499 MeV U Lα2 13.44 0.42

U Lα1 13.62 3.8

U Lβ2 16.41 1.00

U Lβ5 17.07 0.21

U Lβ1 17.22 3.9

U Lγ1 20.17 0.94

U Lγ6 20.84 0.20

241Am 432.2 y α 5.485 MeV 26.34 2.40 Np Lα2 13.76 1.1 Zn–Nd W–U

5.422 MeV 33.20 0.13 Np Lα1 13.95 9.6

5.388 MeV 59.54 35.90 Np Lβ2 16.82 2.5

Np Lβ1 17.75 5.7

Np Lβ3 17.99 1.4

Np Lγ1 20.78 1.4

244Cm 18.10 y α 5.762 MeV — — Pu Lα1 14.28 3.1 Ti–Se Ba–Bi

5.804 MeV Pu Lη 16.33 0.08

Pu Lβ6 16.50 0.06

Pu Lβ2 17.24 0.82

Pu Lβ5 17.95 0.18

Pu Lβ1 18.30 3.0

Pu Lγ1 21.42 0.73

Pu Lγ6 22.15 0.15
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Fig. 2.18. X-ray spectrum from 55Fe
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Radioisotope Beta-excited X-Ray Sources

Beta excited X-ray sources complement the set of the sources available for
XRA. The most important beta-excited X-ray sources are given in Table 2.2.
They have a continuous spectrum in a wide range of energies. The brems-
strahlung radiation from the source is added to the characteristic radiation of
the target material excited by beta particles or by the bremsstrahlung directly.
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The relative high background of the scattered radiation in the measured
spectrum is the disadvantage of beta-excited sources.The energy spectrum
from 3H/Zr is shown in Fig. 2.24.

Photon-Excited X-Ray Sources

The principle of photon-excited X-ray sources is based on the excitation of the
target material by gamma radiation from the isotopic source. The advantage
of these sources is that it is possible to choose the energy of the emitted
radiation by selecting the target material. However, as compared with the

Table 2.2. Radioisotope beta-excited X-ray sources [48, 52]

Particle Usable
Type of energy energetic Typical elemental range

Source Half-life decay [keV] range [keV] K line L lines
3H/Ti 12.33 y β− 18.59 4–8 Si-Cr Ag-Sm
3H/Zr 12.33 y β− 18.59 5–9 Si-Zn Ag-Tb

147Pm/Al 2.62 y β− 224.1 10–45 Mn-Nd Tb-U
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primary photons, the main disadvantage is the low output of photons emitted
from the target material. Using such sources makes it possible to replace the
missing gamma and X-ray sources [53].

At present, photon excited X-ray sources are used for calibration purposes.
The source can contain one radioactive source, e.g., 241Am and several tar-
get materials. The source can emit characteristic radiation of elements in a
wide range of energies. Figure 2.25 shows the spectra of Cu, Rb, Mo, Ag, Ba,
and Tb emitted by such calibration variable energy source, presented in one
diagram.

2.3.3 Production of Radioactive Sources

Radioisotope X-ray sources are produced by a number of manufacturers, e.g.,
[50, 54, 55, 58, 59]. For 55Fe the radioactive material is electrodeposited as
iron metal on a metal ring and sealed in a welded stainless steel capsule with
a beryllium window. 238Pu, 244Cm, and 241Am are incorporated in a ceramic
enamel sealed in a stainless steal capsule with or without a Be window, etc.
Figures 2.26 and 2.27 show a typical disk source and annular source used by
XRF. The use of annular sources is typical of devices with detectors having
a small window (e.g., semiconductor detectors). Mostly ring sources are used
because of higher photon fluxes. A photo of an Amersham [57] ring source is
given in Fig. 2.28.
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2.3.4 Radiation Protection Regulations

The use of radioactive radiation sources in XRF equipment is approved and
controlled by the appropriate National Radiation Safety Agency. The basic
principle is that any person working with this type of equipment should not
receive a dose of more than 1 millisievert yearly. The radioactive sources are
generally required to be inspected every two years by independent experts in
order to control the tightness of the seals.
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Fig. 2.26. Example of a typical disc source
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Fig. 2.28. The photo of a 241Am-ringshaped XRF-source [12]
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2.4 Synchrotron Radiation Sources

A. Simionovici and J. Chavanne

2.4.1 SR Basics

Radiation from a Charged Particle

Following the pioneering work of Ivanenko and Pomeranchuk, Schwinger tack-
led in great detail the generation of synchrotron radiation (SR). More recently,
Jackson [60] gave an exhaustive account of SR in his seminal textbook “Classi-
cal Electrodynamics.” Here, we follow his lead, and start with the total power
radiated by a relativistic monoenergetic electron on a circular orbit (CGS
units):

P =
∫ ∫

I(λ,Ψ)dλdΨ =
2
3
e2c

R2

(
E

m0c2

)4

, (2.7)

where e is the electron charge, c the speed of light, E the electron energy,
m0c

2 its rest mass energy, R the orbit radius, λ the radiated photon wave-
length (cm), Ψ the azimuthal angle (vertical – away from the orbital plane)
and I is:

I(λ,Ψ) =
27

32π3

e2c

R3

(
λc

λ

)4

γ8
[
1 + (Ψγ)2

]2 [
K2

2/3(ξ) +
(Ψγ)2

1 + (Ψγ)2
K2

1/3(ξ)
]
.

(2.8)

Here γ is the relativistic factor E/m0c
2 and K1/2 and K2/3 are the modified

Bessel function of the second kind. λc is the “cut-off” wavelength, given by:

λc =
4
3
πRγ−3; and ξ =

λc

2λ
[
1 + (Ψγ)2

]3/2
. (2.9)

Note the E4 (2.7) dependence of the total radiated power, which explains why
storage rings optimized for high electron energies must compensate this by a
rather large ring radius R in order to keep the power P in the required range.
From (2.7) it can be seen that owing to the rest mass energy denominator,
electrons radiate about (2000)4 as much power as protons. For practical vac-
uum properties of the storage rings, positrons are sometimes used instead of
electrons as they are less sensitive to recombination with trapped ions, which
contributes to the longer lifetime of a stored beam.

Other practical expressions routinely used in SR are:

Ec(keV) = 0.665E2(GeV) ×B(T ), (2.10)

which defines the critical energy, and which in most cases represents the me-
dian energy in the spectrum for the power distribution scheme as a function
of the electron energy E and of the peak magnetic field B in the orbit. Also,
the total radiated power is:
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Ptot(kW) = 26.6E3(GeV) ×B(T ) × I(A), (2.11)

as a function of E, B, and the storage ring current I.
The emission angle describing the cone into which all the photons are gen-

erated by a relativistic electron is equal to 1/γ (rad) around the critical energy
Ec. For relativistic energies this is in the microradian range and represents
one of the main advantages of SR. The great directionality and wide spectral
range of the SR combine to yield a high spectral brilliance over a large range,
which is the parameter of interest in the calculation of the heatload absorbed
by the various beam components, such as monochromators.

One of the most interesting aspects of SR is its linear polarization, which is
exactly 100% in the orbit plane, with the electric vector parallel to the plane.
Above and below the orbit plane, the radiation is elliptically polarized to a
degree depending on the angle of observation Ψ . For “real” beams of nonzero
emittance, the linear polarization in the orbit plane is slightly decreased.

Another particular advantage of SR is its fast time structure. In a storage
ring, electrons travel in bunches, alternatively losing their energy by emitting
SR radiation, then replenishing it in the radio-frequency cavities. The length of
bunches is in the ps to ns and is highly reproducible as a function of the bunch
structure. Different operation modes, detailed in Sect. 2.4.2, take advantage
of this “lighthouse” effect for experiments requiring a time structure in the
SR excitation, such as Nuclear Resonance Spectroscopy or Time Resolved
Spectroscopy. For the ESRF electron energy of 6 GeV, the time per revolution
is about 3 μs.

A striking characteristic of third generation SR sources is their coherence
properties which initiate the emergence of a totally new field of “coherent
imaging” which is of considerable interest for Life or Materials Sciences, as it
allows the observation using the “phase contrast” of properties undetectable
so far.

2.4.2 Storage Ring Description

Generation of SR is done in a storage ring, by passing the electron (positron)
beam through various magnetic field structures, in a curved trajectory. The
orbit is closed by alternating bending magnets which make the e−-beam turn
and insertion devices which are straight beam sections. Where some experi-
ments require X-ray beams of low divergence (virtually parallel), others need
a small initial source size to demagnify it by focusing on a submicron beam.
As is the case with all charged particles beams, Liouville’s theorem applies,
which describes the conservation of the total beam emittance for a constant
velocity. The emittance is ε = σ × σ′ where σ and σ′ represent the e−-beam
source size and divergence (the derivative of the source size with respect to
the longitudinal coordinate s), in the horizontal (x) or vertical (z) directions.
The beamsize and divergence of the photon beams generated by the electron
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beam will obviously depend on the above parameters, as well as the radiation
cone 1/γ. Practically, the orbit is modulated by the bending magnets which
impose the closing of the orbit and by alternating quadrupole magnets which
act as magnetic lenses, producing focusing and defocusing in the two coordi-
nates x and z. Insertion devices act as perturbing devices in a storage ring
so the whole magnetic structure (lattice) is designed so as to minimize trans-
verse oscillations, also called “betatron” oscillations. Consequently, beamlines
of high and low β values (the amplitude of the betatron stable oscillations)
are distributed across the ring, separated by the dipole/quadrupole steering
magnetic devices. As a guide of the values of these parameters, the ESRF
lattice RMS values are:

Bending magnet High β (undulators) Low β (wigglers)

βx(m) 1.4 35.2 0.5
βz(m) 35 2.5 2.7
σx(μm) 100 400 60
σz(μm) 30 8 8
σ′x(μrad) 115 11 90
σ′z(μrad) 0.8 3.2 3

The high β beamlines are optimized for undulators whereas the low β ones
cover both undulators and wigglers. The emittance values do not depend on
the longitudinal coordinate s and they are linked to the β oscillations and the
size/divergence σ/σ′ by the following equations:

σx(s) =
√
εxβx(s) and σz(s) =

√
εzβz(s). (2.12)

Finally, in order to combine the advantages of high flux with those of the
time structure of the beam, operation of the storage rings is made in different
modes. At ESRF they are: the so-called uniform mode for the even filling of
the ring with electron packets, yielding maximum flux; single bunch, used for
time-resolved experiments which make use of a single electron bunch with a
repetition rate of about 300 kHz but with low-intensity; 16 bunch where the
ring is injected with 16 equally spaced electron bunches in order to produce a
moderate intensity while allowing certain time-resolved experiments, and hy-
brid, which combines a one-third filling of the storage ring with normal electron
bunches in opposition to a single bunch. Thus, intensity is maximized while
allowing time-resolved experiments requiring a time structure of about 1 μs.

2.4.3 Generation of SR

Bending Magnets

Bending magnets (BM) are not only mandatory devices for closing the
e−-beam orbit but are also reduced heatload devices, capable of producing
a smooth continuum spectrum extending over several tens of KeV. For prac-
tical purposes the ESRF uses permanent magnets made of SmCo for BMs,
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with a remanent magnetic field of approximately 0.85 T which emit light in a
cone of about Ψ = 1.3/γ (FWHM) or about 0.11 mrad vertical opening. The
magnetic field yields a critical energy Ec of about 19.2 keV for these devices.
The radiation emitted by a BM has a uniform distribution as a function of the
photon energy in the horizontal plane. The flux per unit of time per emitted
angle in the horizontal and vertical planes, in a 0.1% energy bandwidth, the
so-called spectral brightness varies strongly with the vertical viewing angle Ψ
as:

N (photons/s/mradθ mradΨ) = 1.32 × 1013I[A]E2[GeV]F (Eph/Ec,Ψ),
(2.13)

where Eph is the emitted photon energy, Ec the critical energy and F is defined
as the sum of the contributions of the horizontal/vertical polarizations:

F (y, Ψ) = Fσ + Fπ = y2(1 + γ2Ψ2)K2
2/3(y/2) + y2γ2Ψ2(1 + γ2Ψ2)K2

1/3(y/2),
(2.14)

and K1(2)/3 are the modified Bessel functions. Beamlines making use of BM
at ESRF employ X-rays in the range 4–100 keV. In a BM the X-rays are
collected from a zone where the electrons are in the magnetic field which is
approximately 15 cm at ESRF.

Insertion Devices

Insertion devices (IDs) are the standard top-of-the-line radiation sources at
third generation storage rings. Their detailed description represents a subject
far out of the scope of the present work. Our purpose here is to give a summary
description of their main properties and parameters of interest for the physicist
or engineer dealing with these devices for their routine spectroscopy work. For
an in-depth account, see the book by Onuki and Elleaume [61] and references
therein. IDs are assemblies of alternating magnetic elements (see Fig. 2.29)
inserted in the straight sections of the ring.

Their advantage is the generation of many undulations in the e−-beam
which produce photons at each bend, thereby considerably increasing the total
emitted flux. Secondly, contrary to BM the magnetic field values of which are
fixed, IDs can use variable field values, thus covering a very large spectral
range. They are described by their remanent field Br in Teslas which for
SmCo pure permanent magnets (PPM) reaches 0.85 T while for NdFeB ones
1.17 T. The period of these IDs called λ0 is the separation between identical
magnetic structure units in the s direction. The main IDs are: the wavelength
shifter, the multipole wiggler, and the undulator. We will only present here
the wiggler and the undulator, which are the most frequently used IDs.

Wigglers

Wigglers are assemblies of alternative magnetic field regions which induce
fairly large deviations of the electrons from the straight trajectory. These
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Fig. 2.29. Scheme of the magnetic structure in an insertion device segment of
period λ0

multipole devices act on the e−-beam as a succession of BM which generate
photons incoherently. The total intensity generated by N poles spaced by λ0

is equal to that of 2N bending magnets (a period comprises two bends in the
e−-beam trajectory which generate X-rays). The vertical magnetic field inside
a wiggler (end-effects neglected) is, to a good approximation, a sine wave of
period λ0:

BZ = B0 × sin(2πs/λ0) and B0 = 1.43 ×Br × e−(πg/λ0) (2.15)

with Br the remanent magnetic field in T and g the gap in cm, while the
transverse velocity in the horizontal plane is

vX/c =
0.3

E(GeV)

∫
BZ(s)ds =

K

γ
cos(2πs/λ0), (2.16)

where distances are in m and B in T. K is the dimensionless deflection para-
meter which governs the regime of the ID:

K = 93.4B0(T )λ0(m). (2.17)

For K < 1 values, photons are emitted in a cone smaller than 1/γ and they
interfere, yielding the “undulator” case. For K � 1, virtually no interference
occurs and the emitted flux can be obtained summing up the contributions of
the trajectory points tangent to the emitted cones.

Undulators

Undulators (Fig. 2.30) are thus “multipole” wigglers of small K values and a
large number of poles. Due to the small (but frequent) trajectory deviations,
the flux can be collected from the whole trajectory and due to interference
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Fig. 2.30. ESRF undulator carriage

effects it is proportional to N2 (N = number of poles). The wavelength of
the spectrum emitted by an undulator is the Fourier transform of its time
structure and thus exhibits a line spectrum corresponding to the periodicity
of the emission in the time domain and is given by:

λ =
λ0

2iγ2
(1 +

K2

2
+ γ2θ2), i = 1, 2, 3, . . . , (2.18)

where i is the harmonic number and θ the observation angle in the horizontal
plane. The fundamental wavelength is then:

Efund = 0.949
E2[GeV]
λ0[cm]

(1 +
K2

2
+ γ2θ2). (2.19)

The odd harmonics are the ones of maximum yield and their flux is given by:

I(phot/s/0.1%bw) = 1.43 × 1014NI[A]Qi, (2.20)

where Qi is a function of the harmonic number i:

Qi =
iK2(

1 + K2

2

) (J(i−1)/2

(
iK2

4 + 2K2

)
− J(i+1)/2

(
iK2

4 + 2K2

))2

(2.21)

and J the standard Bessel function.
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2.4.4 SRW Package

When addressing the SR fundamentals, it is more straightforward to treat
the matter from the point of view of a user not particularly familiar with
X-ray sources but with a good understanding of X-ray spectroscopy and its
relevant parameters. Consequently, we will continue our exploration of SR
by making use of a calculation package optimized for designing and com-
paring synchrotron radiation sources, entitled SRW (Synchrotron Radiation
Workshop).

SRW is a software package developed at the ESRF by O. Chubar and
P. Elleaume from the Insertion Device Group. The package is freely down-
loadable at http://www.esrf.fr/Accelerators/Groups/InsertionDevices/ Soft-
ware/SRW/SRW download and runs under the multiplatform graphical pro-
gram Igor Pro (http://www. wavemetrics.com/) for Macintosh or PC. The
current version of SRW (3.7) enables a large variety of calculations of SR
generated by relativistic electron beams in magnetic fields of arbitrary config-
urations as well as standard bending magnets, insertion devices, or even Free
Electron Laser(FEL) devices. In the rest of this chapter, we will be dealing
with SR generated from the three basic elements – bending magnets, wig-
glers, and undulators – and we will estimate its spectral content as well as
the power density or spectral brilliance produced by such devices. We will
adopt a practical point of view, dealing only with the mandatory parameters
to fully describe the SR, and we will do so from the experimentalist’s point
of view. Interested readers are directed to use the SRW package in-depth and
go through the full set of examples therein.

Following the detailed procedures described in the introduction of the SRW
package, let us use the default SR source which is the ESRF storage ring.
All further calculations are performed after installing the SRW package and
starting the Igor Pro program. All the following SRW calculations are acces-
sible from the SRWE menu of Igor Pro. One activates the SRW “Initialize”
item from the submenu “Utilities,” then defines the electron beam parameters
from the submenu “Electron Beam.” Interesting parameters here, which users
might change to reproduce conditions prevailing on different machines, are
respectively:

1. Electron beam energy in GeV (6 GeV for the ESRF)
2. Electron current in A (0.2 is the average for the ESRF normal model)
3. RMS energy spread (0.001 or 1‰ of the energy beam is the ESRF stan-

dard)
4. Emittance in the horizontal/vertical planes in nm (3.9 and 0.039 are usual

at ESRF)
5. Horizontal/vertical amplitude of orbit beta oscillations in m (35.6 and 2.5

are usual at ESRF).

Then, “Radiation sampling” is activated from the corresponding submenu
with the following parameters:
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1. Slit position at which the flux is estimated, counted from the source, in
m (30).

2. Horizontal/vertical size in mm (1 and 1) and center of the slit, in mm
(0 and 0) with respect to the beam position. Here we will calculate the
spatial distribution of the flux around the beam center by using a slit size
of 20 by 20 mm2.

3. Horizontal/vertical number of points used to calculate the distribution of
flux through the slit, in mm (1 and 1). Let us take 100 points for both the
horizontal/vertical direction, in order to obtain a good spatial distribution
of the spectral flux around the beam center.

4. Initial/final energy, in keV of the spectrum to be generated, as well as
the number of points (0.1, 20, and 1000 by default). We will change the
maximum energy value to 100 keV for the sake of clarity.

Bending Magnet

Next comes the choice of sources. For the first example, let us choose a bending
magnet, from the “Bending Magnet” menu. The rest of this paragraph will
be dealing with options of this menu. This part of SRW computes spectral
flux per unit surface of radiation emitted by an electron beam with nonzero
emittance. The following general assumptions are made:

1. Radiation from different electrons is incoherent: i.e., the flux is propor-
tional to the number of electrons.

2. Only transverse SR polarization components are considered.
3. Spectral-angular distribution of the bending magnet radiation is computed

in the far-field approximation.

Let us then define a standard magnetic structure made of permanent mag-
nets from NdFeB or SmCo. To do so, one chooses from the “Constant magnetic
field” submenu the default values for the intensity of the vertical/horizontal
magnetic field, in Tesla (0.85 and 0). We can now calculate the Stokes com-
ponents of radiation produced by the electron beam by selecting “Compute
Stokes” from the corresponding submenu.

Spectrum Through a Slit

Now we can directly plot the photon flux per unit surface by selecting the
item “Visualize” and leaving the default values. One obtains thus a plot of
the spectral flux in units of photons/s/1% energy bandwidth/mm2 (which
is a traditional synchrotron unit) as a function of the energy of the emitted
photons, in the previously selected energy range in keV (Fig. 2.31).

Power Density

Alternatively, one can calculate the total power density/surface emitted by
the bending magnet in the given energy range (0.1–100 keV) through the
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Fig. 2.31. Spectral flux/surface at 30 m from a standard ESRF bending magnet in
a 20 × 20mm2 slit, centered on the photon beam

predefined 20 × 20 mm2 slit. This is a very useful calculation when design-
ing SR beamlines and dealing with the heatload that devices exposed to the
beam have to withstand, or when performing shielding estimates for radiation
safety.

In general, one alternates between the spatial distribution and the inte-
gral of the power density as a function of energy, by selecting various slit
sizes and/or number of sampling points. Thus, if the “Radiation Sampling” is
changed and only one sampling point is taken for both the vertical and hori-
zontal directions, one obtains the integral of the total power density through
the slit, which in our case gives 1.32692 W/mm2 (Fig. 2.32)

Brilliance

Brilliance is one of the important parameters for rating the performance
of a source of radiation in general. It synthesizes the source’s properties
of delivering a flux of photons through a unit surface in a unit solid an-
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Fig. 2.32. Power density at 30 m from a standard ESRF bending magnet as a
function of the vertical and horizontal offsets from the beam center
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Fig. 2.33. Brilliance at 30 m of a standard ESRF bending magnet

gle. This has the merit of describing both the source emittance properties
and the particular size and distance from the source of the surface where
radiation is measured. The radiation has the customary SR bandwidth of
1‰. To perform a brilliance calculation one chooses then the submenu item
“Estimate brilliance” and obtains a plot of the brilliance in units of pho-
tons/seconds/0.1% bandwidth/mm2/mr2 (Fig. 2.33).

Insertion Devices

SRW handles standard insertion devices (ID) such as wigglers and un-
dulators, but also hybrid cases known as “wundulators” and even exotic
FEL devices. These are all accessible either directly through the submenus
WIGGLER/UNDULATOR/FEL or through the ARBITRARY MAGNETIC
FIELD, and then customizing a particular device. In the following section, we
will use standard IDs.

Wiggler

Now we reproduce the previous calculations for the case of a planar wiggler.
This part of SRW computes the spectral flux per unit surface of radiation
emitted by an electron beam with nonzero emittance. The computation is
performed in the near-field approximation which is quite accurate. The par-
ticular assumptions applicable to this case are as follows.

1. The radiation is generally emitted from distinct separate parts of the elec-
tron trajectory, and phase shifts of the radiation between these trajectory
parts is much larger than π.

2. The effect of the wiggler terminations is taken into account.

To implement the ESRF wiggler case, one uses the settings of a “low β”
beamline, that is, in the “Electron Beam” submenu the following parameters:
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1. Emittance in the horizontal/vertical planes 4 and 0.03 nm
2. Horizontal/vertical amplitudes of orbit beta oscillations 0.5 and 2.73 m

Then, in the “Radiation sampling” submenu, one changes the following para-
meters:

1. Horizontal range and number of points: 1 and 1.
2. Vertical range and number of points: 20 and 250.
3. Energy final/initial/number of points: 1, 100 keV and 1000 points.

Spectrum Through a Slit

One selects the menu “Wiggler,” then submenus “Magnetic Field” then “Cre-
ate and Modify” and sets the length of the field to 1 m. Then from the item
“Sinusoidal” the following values are changed from the default ones for the
“MagBZfld” field component:

1. Zero the field before = Yes.
2. Period = 150 mm for a standard ESRF wiggler.
3. Number of periods = 3.5 for a three-period wiggler.
4. Peak field = 1.8 T.

From the “Visualize” submenu one chooses energy as the abscissa of the
graph and plot the wiggler spectrum. The same calculation is then performed
using the Bending Magnet case, which approximates fairly well the wiggler
case if multiplied by 2N whereN is the number of poles (here 3). One performs
the calculation selecting “Bending Magnet,” then “Constant Magnetic Field”
and entering 1.8 T as the field value. The wave values are then multiplied by
2N = 6 using the “Analysis, Compose expression” item. Finally, the resulting
wave is added to the previous plot, using the “Graph, Append Traces to
Graph” menus and one obtains a plot as in Fig. 2.34. Here the wiggler case
is too close to the undulator approximation (K too small) so the bending
magnet case is preferred which yields a realistic smooth spectrum.

Power Density

One then selects “Compute power density” from the “Wiggler” menu and
obtains the power density as a function of the vertical position as in Fig. 2.35.
If one selects the “Horizontal Position” mode for the “Visualize” menu options,
the integral power density of the wiggler is calculated −14.2568 W/mm2 in
our case.

Brilliance

The brilliance is then obtained by selecting the item “Estimate brilliance”
from the “Wiggler” submenu. One just accepts the parameters in the first
dialog box, then changes the value for the length of the device to 1 m in-
stead of the default 3.2 m in the second dialog box, then accepts the parame-
ters in the final dialog box. The graph of the brilliance will then look as in
Fig. 2.36.
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Undulator

This part of SRW covers undulator radiation emitted by an electron beam
with nonzero emittance and energy spread in a periodic magnetic field and
observed through a rectangular aperture. The typical computation is a spec-
trum integrated through a slit or an image of the radiation pattern observed
at a single energy at some distance from the source. The computation is
performed in the far-field approximation. This type of computation is prob-
ably less accurate than the near-field computation. Its main advantage is
speed.
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Spectrum Through a Slit

This method of computation has a slightly different meaning compared to the
other methods implemented in SRW, since it produces spectral flux integrated
within a slit, while most of the other methods in SRW produce spectral flux per
unit surface. The specific assumptions in effect for the undulator calculations
are:

1. The distance from undulator to observation plane is considerably larger
than the length of the undulator.

2. The number of periods in the undulator is significantly larger than 1.
3. The effect of terminating poles of the undulator is neglected.
4. The angle between the electron velocity and the direction of observation

is comparable to the angular size of the central cone of the undulator
radiation.

5. The SR emission is not affected by the conductive walls of the ID vacuum
chamber.

6. The diffraction effects due to the vacuum chamber are neglected.

One activates the “Electron Beam” menu and accepts the default values
for an ESRF “high β” beamline. Then from the “Radiation sampling” menu,
one changes the values of the horizontal/vertical slit sizes to 0.5 × 0.5 mm,
and the energy initial/final to 1 and 35 keV. From the “Utilities” item, one
chooses “Undulator:PPM” in order to calculate the K deflection parameter
corresponding to our undulator magnetic field. In the popup dialog box one
changes only the values of the gap and period for a standard ESRF undulator,
the period is 35 mm, and the minimal gap is 16 mm. This yields a K value of
1.44794. In the “Undulator” item we then select “Periodic Magnetic Field,”
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then “Create and Modify” and we enter this K value as well as the value
of 1.65 m for the length of a standard ESRF undulator, and 35 mm for the
undulator period. In the “Compute Stokes” menu item, we only change the
value of the “Final harmonic of spectrum” to 6. Then we visualize the results
as previously. If we repeat the procedure for gaps of 19 (K = 1.106) and
22 (K = 0.845) mm, we obtain the plot as in Fig. 2.37, which describes the
variation of the intensities of the first, third and fifth harmonics when the gap
varies from 16 to 19 (dotted line) and then 22 mm (dashed line). Notice the
drop in intensity which goes along with the energy increase.

This plot is in units of photons/s/0.1% bandwidth as it is integrated over
the slit surface. Notice the narrower and higher odd (1, 3, 5) harmonics which
are the ones preferentially used.

Power Density

Let us restart IGOR fresh and go through “Initialize” and “Electron beam”
then from “Radiation sampling” use a slit size of 20 by 20 mm, 100 points
for both the horizontal/vertical directions, and the energy range 1 to 30 keV.
From the item “Undulator” we again select “Periodic Magnetic Field,” then
“Create and Modify” and we enter the previous K value (1.4479) as well as
the value of 1.65 m for the length of a standard ESRF undulator, and 35 mm
for the undulator period. We then use “Compute power density” from the
“Undulator” menu and accept the default values, and finally obtain an image
of the power density profile as a function of the horizontal/vertical offsets from
the beam center. If one uses only one point for both horizontal/vertical “Ra-
diation sampling,” after the appropriate steps one obtains the total power
density integrated over the 20 × 20 mm2 slit surface as 63.1051 W/mm2

(Fig. 2.38).
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Brilliance

For the brilliance calculation one follows the appropriate steps for an un-
dulator of 11 mm gap (K = 2.268) except for the “Final harmonic” in the
“Estimate brilliance” submenu, which is set to 6. Then the plot of the bril-
liance will be displayed for only the first three odd harmonics (Fig. 2.39).
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3

X-Ray Optics

3.1 Introduction

A. Erko

There is a growing need in many fields of human activity for the determi-
nation and characterization of elements at trace concentrations which can
be well below one part per million by weight (ppm). For qualitative as well
as quantitative investigations X-ray microanalysis is often used as an estab-
lished method of acquiring elemental composition. However, this first step of
characterization is nowadays becoming gradually insufficient and a distribu-
tion map of each element is more and more desirable. The latter aim can be
achieved only with the large flux, optimal excitation energy, and high lateral
resolution. For that appropriate optical elements should be developed and
placed in between a source and a sample to fulfill the demands for power-
ful, monochromatic and highly concentrated X-ray beams. As a result X-ray
optics has grown rapidly in the last years as a particular branch of physics
and technology.

Under the title of “X-ray optics” one can gather a wide range of X-ray
optical elements exploiting diffraction and refraction phenomena on sub-μm
and sub-nm artificial structures and natural crystals as well as the total exter-
nal reflection phenomenon. These elements are intended to focus, monochro-
matize or reflect X-rays. Natural crystals could be regarded as prototypes of
many artificial structures.

A compromise between the flux and the necessary energy resolution can be
achieved by the choice of a suitable crystal or multilayer monochromator. Low-
resolution monochromators can be also built from transmission and reflection
zone plates. New possibilities are offered by broadband monochromators on
the basis of highly oriented pyrolytic graphite (HOPG) crystals and high-
resolution monochromators using laterally graded SiGe crystals.

HOPG is an artificial crystal with a mosaic structure. Typical values of
the mosaic spread amount to approximately 0.4◦. HOPG crystals can be used
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in the wide energy range from 2 up to 100 keV and more, revealing a peak
reflectivity of 40–50% at 10–30 keV. One distinguishing feature of HOPG crys-
tals is the largest integral reflectivity among all known crystals, which is the
direct outcome of the large mosaic spread. Another important property is the
principal possibility to produce HOPG crystals as thin flexible foils, which
can be stacked on a substrate of arbitrary form. In this way different focusing
geometries can be realized. Presently HOPG optics belong to standard ele-
ments of focusing monochromators with high intensity output and moderate
energy resolution.

The use of materials with spatial variation of optical parameters (absorp-
tion, refraction index, etc.) is well known. A large number of X-ray optical
devices on the basis of multilayers and crystals have been designed in recent
years employing this phenomenon [1]. Laterally graded crystals are to be used
as neutron-, γ-ray and X-ray monochromators when spectral intensity of a
divergent beam has to be enhanced relative to spectral intensities from per-
fect periodic crystals [2]. They also gain importance with the development of
new high-brilliance X-ray synchrotron radiation sources and are optimized for
a very small source size of about ten to twenty micrometers and a vertical
beam divergence less than 5 × 10−4 rad.

Laterally graded aperiodic crystals on the basis of a SiGe mixed crystal
represent a novel type of optical elements for synchrotron radiation applica-
tions in the X-ray region [3]. The lattice parameter of such gradient crys-
tals containing up to several atomic percent (at. %) of Ge in a Si matrix
changes almost linearly along the plane of diffraction. Thus the variation of
the Bragg angle of a divergent incident beam on the crystal can be compen-
sated. This opens up the possibility to operate a crystal monochromator with
nearly crystal-limited resolution (λ/Δλ ∼ 5 × 103–15 × 103) in the whole
energy range above 2 keV making the most of the full vertical synchrotron
source divergence working and avoiding a collimating premirror. Simulta-
neously, the reflected spectral intensity can be increased considerably as
compared with a conventional Si-crystal monochromator [4].

The development of multilayer interference mirrors for the nanometer
range providing efficient reflection at angles close to normal incidence [5] was
a great step forward. These mirrors are able to support ultra-high power
X-ray beams and can be also used for broadband high-flux monochromators
providing an energy resolution in the order of λ/Δλ ∼ 25 in the energy range
100 eV–15 keV.

Further development of the microstructure methods, in particular the fab-
rication of planar submicron structures with sizes in the order of the X-ray
wavelengths, as well as the deposition and growth of thin films of different ma-
terials, enabled manufacturing of diffraction optical elements of the nanometer
range.

With the development of nanotechnology, mostly for microelectronics
applications, the way was found to create nanostructures and multilayer films
for effective control of X-rays and achieving submicron spatial resolution.
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These are mainly Fresnel optical elements (zone plates) with the lateral
resolution up to 15 nm [6] and diffraction gratings in combination with natural
crystals or artificial multilayer structures. The way to produce metal struc-
tures is to generate a zone plate pattern by electron-beam lithography. This
is followed by dry or wet etching to transfer the pattern onto a highly cross-
linked copolymer, which is filled by electroplating with gold or nickel [7].
Free-standing structures are obtained by removing a supporting layer or a
substrate. Sliced zone plates are produced by the successive deposition of
materials with different properties onto a rotating wire [8].

Gold zone plates are extensively used in hard X-ray microprobes with a
submicron resolution at ESRF [9, 10], ALS [11], APS [12], and ELETTRA [13].
Using a gold structure and a synchrotron radiation beam it becomes possible
to achieve spatial resolution down to 150 nm at the photon flux of about 109

photons per second. Kinoform (blazed) structure was also realized. With a
three-step profile efficiency as high as 45% at 8 keV photon energy was exper-
imentally obtained [14]. The photon flux density gain of 15,000 was achieved.
Zone plates made of Ni [15], Ta [16], and Si [17, 18] to improve diffraction
efficiency in a particular energy range have also been successfully tested.
Another direction of zone plate technology, “sliced” zone plates (exploiting
Cu–Al multilayer structure), also found extensive applications at SPring-
8 [19]. The NiCr–SiO2 sliced zone plates were also tested in the energy range of
4–6 keV. Experimental efficiency of 15% at 25 keV and 0.3 μm resolution was
obtained. Zone plates as focusing elements and X-ray waveguides as sources of
nanometre size are recognized as the main optical elements in the nanoworld.
On the other hand, during the last decade, conventional zone plate technol-
ogy has reached the theoretical limit of spatial resolution. Volume diffraction
effects in the outer zones with sizes comparable to X-ray wavelengths were
found to be the fundamental limitation of zone plate resolution. Reducing
wavelengths towards hard X-rays increases the zone plate thickness and leads
to the same volume of diffraction effects and resolution limitation as for low-
energy zone plates.

However, the use of transparent zone plates comes up against a number
of fundamental limitations. Primarily, it is the above-mentioned limitation on
resolution. In addition, the insufficient mechanical and radiation stability of
zone plates makes it impossible to apply them to very powerful sources. These
problems can be solved using the principles of three-dimensional diffraction in
combination with reflection, which leads to the so-called reflection zone plates.
The present state of developing new optics for X-ray beams calls for creating
effective focusing elements with the structure of two- and three-dimensional
Fresnel zones: combined microstructure X-ray optics [20] or Bragg–Fresnel op-
tics [21, 22], graded multilayer structures and multilayer gratings. Recently,
the new development of graded crystals was considered [23] which allowed
simultaneously to focus the beam and to enhance spectral flux at the sam-
ple by several orders of magnitude. All these optical elements are united by
the basic principle of Bragg, Bragg–Laue, or Bragg–Fresnel diffraction on
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artificially made volume structure and differ from the other elements by the
unique combination of useful properties.

The first successful demonstrations of the Bragg–Fresnel principle were re-
ported in 1985–1986 using multilayer [20, 22] and crystalline [21] substrates.
The general principles of Bragg–Fresnel diffraction were first formulated in the
work of Aristov [24]. The use of Fresnel focusing in combination with total
external reflection was demonstrated in 1994 [25]. Since that time Bragg–
Fresnel lenses have been used at several synchrotron radiation facilities to
construct microprobes [26, 27] imaging beam monitors [28] and time-resolved
systems [29]. The theory of Bragg–Fresnel optics has already been published in
several works [7, 30]. Unfortunately, the main advantage of the Bragg–Fresnel
optics, namely the combination of a monochromator and a focusing element
in the same device, restricts the field of its potential applications. The neces-
sity to design an optical element for a particular geometry and a fixed energy
conflicts with the desired flexibility of the experimental arrangement and lim-
its the number of possible experimental methods mainly to microfluorescence
analysis and microdiffraction. The situation is additionally aggravated by the
complexity of the Bragg–Fresnel optics technology and the very high cost of
its production.

Modern technology for Bragg–Fresnel and Fresnel reflection optics is based
on evaporating or sputtering metals onto surfaces of crystals and multilay-
ers [31]. The fabrication and successful tests of a synthesized X-ray hologram
made with Ni phase-shift layer on a surface of Si [111] crystal was reported [32].
A linear Bragg–Fresnel lens placed onto the second crystal of a double-crystal
monochromator was tested and will serve as a basic sagittal focusing ele-
ment for the small angle scattering facility at the BESSY microfocus beamline
project [33].

Capillary X-ray optics has been successfully applied with conventional
X-ray sources. Straight glass monocapillaries can effectively transport
X-radiation from the source to the sample thus increasing radiation inten-
sity on the sample [34]. Special polycapillary arrays with curved channels can
be used for transforming divergent radiation from a point source into a qua-
siparallel beam or for focusing a divergent beam onto a small spot [35, 36].
Straight polycapillary arrays have been used for X-ray imaging and for beam
splitting and filtering [37]. Capillary optics in synchrotron beamlines is mainly
applied for focusing radiation onto a spot of μm and sub-μm size by means
of tapered monocapillaries. The first experimental results on the beam focus-
ing and filtering properties of mono- and polycapillaries using synchrotron
radiation were obtained at BESSY (Berlin) [38] and LURE (Orsay).

Recently, elliptically bent Kirkpatrick-Baez mirrors have been used to pro-
duce sub-micrometre size X-ray beams [39, 40]. This optics is achromatic and
has, in comparison with capillaries, relatively long focal distance. The last
property can be very important for microfluorescence applications in special
environments, when a sample is placed in a chamber filled with gases having
a low or high temperature.
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Refractive X-ray optics in a form of compound refractive lens appeared in
1996 and was successfully used with the third-generation synchrotron radia-
tion sources [41]. This kind of optical element is ideal for high-energy X-ray
undulator radiation characterized by low divergence in both vertical and hor-
izontal directions.

The great majority of X-ray microscopes or microprobes use high-energy
photons as projectiles. By using diffraction X-ray optics, photon microprobes
have become available not only as laboratory instruments, but also at syn-
chrotron radiation facilities with a resolution down to 100 nm [42].

3.2 Mirror Optics

V. Arkadiev and A. Bjeoumikhov

3.2.1 Total External Reflection Mirrors

X-ray optical systems based on a total external reflection of radiation from a
metal surface are now most widely used. The main principle of these optics
is based on the physical nature of optical properties of materials in the X-ray
energy range: the refractive index of all materials is less than the in-vacuum
value. Consequence from this fact is the mirror reflection of X-rays from the
super-polished surfaces at angles less than the so-called “critical angle”. The
reflection coefficient is very high and reaches 90%, but due to the very small
value of the refractive index “delta” the critical angle is also small, in the
order of 1–10 mrad at typical X-ray energies. Reflection at grazing angle is
used in different optical devices, such as capillary optics, focusing systems. To
provide reasonable angular acceptance of these optics, mirrors must be very
long and therefore they are very expensive. An example of an X-ray mirror is
installed at the BESSY beamline BM 9.2. This mirror is used to focus X-rays
on the sample to provide a high flux density. The mirror length is 1.4 m, the
surface is polished to a quality of 0.4 nm RMS and coated with Rhenium of
60 nm thickness. The effect of total external reflection of X-rays is used in
different types of X-ray optical elements and will be discussed below in detail.

3.2.2 Capillary Optical Systems

Very often large intensities of the primary beam are necessary for performing
X-ray fluorescence analysis. This is usually the case when elements with a very
low concentration in a sample are to be detected. Another typical example is
local fluorescence analysis with a high spatial resolution (e.g., below 100 μm).
In this case primary radiation can be collimated with a system of pinholes for
obtaining tiny illuminated spots on a sample. As a result, only a very small
part of the primary beam intensity is used for exciting fluorescence radiation.
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In both cases, intensity sufficient for the analysis of the exciting radiation
is normally achieved by using very powerful X-ray tubes, typically with a
rotating anode.

Alternative methods of increasing the beam intensity on a sample employ
focusing systems, which can capture radiation emitted from a source within
a relatively large solid angle and concentrate the radiation captured on a
sample. In this way a more efficient use of the emitted radiation is realized
allowing to obtain such intensities within a small focal spot which cannot be
achieved with collimated direct beams from powerful X-ray tubes.

The main difficulty of the second approach is connected with the fact that
X-ray beams are difficult to control because of a negligibly small reflectivity
of all substances in the X-ray range at large angles of incidence. Only grazing
incidence mirrors (see e.g., [42, 43]) have relatively large reflection coefficients
but the aperture of these mirrors is small due to extremely small values of the
angle of the total reflection. Development of refractive optics [41] analogous
to the optics of visible light faces also a lot of problems, first, due to a small
X-ray refraction ability of all substances and, second, due to a strong absorp-
tion of X-rays in matter. Refractive lenses are used for focusing synchrotron
radiation but their application in laboratory set-ups is hardly comprehensible
at present. On the other hand, diffraction and interference elements such as
crystals, multilayers, gratings, and zone plates [44, 45] are spectral selective
and therefore are not suitable for concentrating X-ray radiation within a wide
energy range. The mentioned difficulty was partially overcome with the help
of capillary optics, which has been developed intensively during the last 10–15
years [46].

Physical Foundations and Principal Possibilities
of X-ray Capillary Optics

It is well known that interaction of X-ray radiation with matter can be de-
scribed by means of a refraction index with a real part smaller than 1:

n = 1 − (f1 + if2)Nrλ2/(2π) ≡ 1 − α/2 + iβ/2
(0 < α, β � 1), (3.1)

where N is the concentration of atoms in medium, r is the classical electron
radius, λ is the radiation wave length and f1 + if2 is the forward scattering
amplitude of a photon on an atom. A small deviation of the refractive index
from the value 1 explains low reflection and refraction abilities of matter in the
X-ray range. On the other hand, the fact that the real part of a refraction index
is smaller than 1 means that the optical density of any substance in the X-ray
range is smaller than that of vacuum and the phenomenon of total external
reflection can take place at grazing angles of incidence [47, 48]. Parameter
α in the expression (3.1) determines the value of the critical angle of total
external reflection θcr = α1/2, while the imaginary part of the refraction index
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β describes absorption of radiation in substance: β = λμ/2π, where μ is
a linear absorption coefficient. The values of parameters α and β can be
calculated for different energies using the tables of scattering amplitudes [49].
The typical values of these parameters lie in the range of 10−4–10−8 for α
and 10−4–10−10 for β, so that the critical angle of total external reflection θcr
is of the order of several mrad. The reflection coefficient for an X-ray beam
falling at an angle θ onto a solid body surface can be described by the Fresnel
formula [50]:

R(θ) =
(θ − θ1)2 + θ22
(θ + θ1)2 + θ22

,

where

θ1 = 2−1/2[((θ2 − α)2 + β2)1/2 + θ2 − α]1/2,

θ2 = 2−1/2[((θ2 − α)2 + β2)1/2 − θ2 + α]1/2.

Figure 3.1 shows a typical angle dependence of the reflection coefficient R
on a smooth glass surface at different energy values. Reflection coefficient R is
close to unity at θ < θcr and decreases rapidly to zero at θ > θcr. The range of
incidence angles below the critical value θcr is exactly the sphere of validity for
the optics of total external reflection and, in particular, for capillary optics.
The critical angle θcr depends on the composition of the reflecting surface and
is larger for heavy elements. Its value decreases as E−1 with the increase of
the photon energy E. Figure 3.2 shows the energy dependence of the critical
angle for glass (which contains the relatively light elements oxygen and silicon
in its composition) and for platinum (heavy element).

A single reflection of an X-ray beam falling at grazing incidence onto a
smooth surface changes its propagation direction. This change is very small
because it does not exceed 2θcr. The main idea of the capillary optics is to use
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Fig. 3.1. Angle dependence of the reflection coefficient on a glass surface
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Fig. 3.2. Energy dependence of the critical angle of total external reflection

multiple reflections of X-ray beams on specially curved surfaces [35, 51, 52].
As a result of N subsequent reflections, a beam can be reflected to a relatively
large angle of the order of 2Nθcr. Naturally there is some radiation absorp-
tion at every reflection. Although a single reflection coefficient is close to unity,
a large number of subsequent reflections can in principle lead to significant
intensity reduction. Therefore, it is reasonable to estimate the intensity losses
which take place while reflecting beams to large angles in order to understand
the principal possibilities of the optics of multiple reflections at grazing inci-
dence [53, 54]. In the region of total external reflection θ < θcr the value of
the reflection coefficient can be approximated by the expression

R(θ) ≈ exp {−2βθ(α− θ2)−3/2},
which is especially suitable at small incidence angles θ � θcr. To reflect a
beam to a large angle Φ one needs N ≈ Φ/2θ reflections, so that the resulting
coefficient of multiple reflections equals to

RΦ ≈ R(θ)N ≈ exp {−Φβ(α− θ2)−3/2}.
In particular, for θ � θcr one gets a very simple formula:

RΦ ≈ exp {−Φβα−3/2}. (3.2)

The last expression does not depend on the incidence angle and on the number
of reflections and contains only material constants and the angle of reflection.
Therefore it can be used as a characteristic, which describes the intensity losses
while reflecting X-ray beams to large angles. The values of RΦ calculated for
different reflectors are presented in Fig. 3.3 as functions of the photon energy.

In the region of relatively small energies reflectivity RΦ depends strongly
on the mirror material and on the photon energy due to the presence of
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absorption lines. The best reflectors are light elements because their K-lines
of absorption lie at still smaller energies. Above K-lines of absorption reflectiv-
ity of all substances increases monotonically, reaches its maximum and then
begins to decrease. Therefore, every substance has its natural energy range
where its reflectivity is maximal. The observed regularity can be explained by
the following simple considerations. From the relation (3.1) and the optical
theorem follows: α ∼ E−2, β ∼ E−1 σ(E), so that

βα−3/2 ∼ E2σ(E), (3.3)

where σ(E) is the total cross-section of photon–atom interaction. Just above
the K-edge of absorption the main contribute to the cross-section σ(E) comes
from the photo-effect. The value of the photo-effect cross-section σF (E)
decreases rapidly with the increase of the photon energy: σF (E) ∼ E−7/2, so
that the value of βα−3/2 decreases as E−3/2 and the reflectivity RΦ becomes
larger according to the expression (3.2). At still larger photon energies the
cross-section σ(E) practically coincides with the cross-section of the Comp-
ton scattering and the value of βα−3/2 begins to decrease due to the presence
of the factor E2 (see (3.3)) which leads in its turn to the reduction of the
reflectivity RΦ (3.2).

It is worth mentioning that the position of the reflectivity maximum moves
towards higher energies with the increase of the order number of the element,
whereby its peak value decreases. Therefore, relatively light elements reveal
themselves as the best reflectors in the wide energy range. In particular, differ-
ent sorts of glass (main components: silicon and oxygen) can be used as suit-
able substances for the optics of multiple reflections. Heavy elements may have
some advantages in the high-energy range due to a larger angle of the total
external reflection especially when the number of reflections remains small.

These simple considerations demonstrate the principal possibility of turn-
ing X-ray beams to relatively large angles by using multiple reflections on
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specially curved surfaces at grazing angle incidence and form the theoretical
basis of the capillary optics.

Main Elements of the Capillary Optics

Preparation of a surface for total external reflection reveals itself very often as
a very difficult problem. On the one hand, the surface must be very smooth.
On the other hand, the form of the surface must guarantee that the incidence
angle remains smaller than the critical angle of the total external reflection.
The demands on grazing incidence mirrors are so high that these mirrors are
usually very expensive. It is no wonder that preparation of a surface form to
multiple subsequent reflections could be a much harder problem.

The main idea of X-ray capillary optics is to use hollow channels in glass
for transporting X-ray radiation [55–57]. Such an approach enables to solve
several difficult problems at once. First, the surface of glass is smooth enough
for reflections with a high reflection coefficient. Second, the form of the chan-
nels usually guarantees that the second and all subsequent reflections take
place automatically at incidence angles smaller than the critical angle θcr if
the incidence angle at the first reflection does not exceed θcr. Third, there is
an established technology of manufacturing glass capillaries.

The simplest element of the X-ray capillary optics is a straight cylindrical
monocapillary. Due to the axial symmetry, after the first reflection at an inci-
dence angle θ < θcr all the subsequent reflections occur also at the same angle
θ < θcr so that the radiation captured at the capillary entrance is transported
further along its length with minimum losses. Usually a direct beam from an
X-ray source is divergent and its intensity falls down as the inverse square of
the source–sample distance. In contrast to it, radiation captured by a capil-
lary is confined inside this capillary and can be transported to large distances
without spreading. This can result in considerable radiation density increase
on a sample. The efficiency of applying a capillary is usually described by the
notion “intensity gain” relative to a pinhole collimator of the same diameter
placed instead of a capillary at its end. Intensity gain originates from a larger
angular aperture of a capillary as compared with a pinhole and can be easily
estimated in the following way. The angular aperture of a capillary is 2θcr,
while the aperture of a pinhole collimator is d/R, where d is a collimator (cap-
illary) diameter and R is a source–collimator distance. Neglecting intensity
losses at reflections, one can obtain the following simple expression for the
intensity gain:

gain ≈
(

2θcrR

d

)2

.

The average number of reflections Ncap inside a capillary is proportional
to θcrR/d, so that the intensity gain increases rapidly with the number of
reflections:

gain ∼ N2
cap.
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The value of the spot size on a sample can be estimated according to the
following simple formula:

s2 ≈ d+ 2θcrF2, (3.4)

where F2 is the capillary–sample distance. Exit beam divergence leads to a
certain spread of the beam after the capillary end. The relative contribution
of the second term can become dominant for small capillary diameters. In this
case it is necessary to work with small capillary–sample distances.

In many applications a single-pinhole collimator (or a double-pinhole col-
limator) can be easily substituted for the monocapillary of the same diameter
d. In this case, the monocapillary performs the following main functions:

1. It collimates the beam spatially (exit beam size equals to a capillary di-
ameter d);

2. It collimates the beam angularly (exit beam divergence is of the order of
the critical angle of total external reflection θcr);

3. It can produce significant intensity gain on the sample relative to conven-
tional pinhole collimators.

One must remember that intensity gain is achieved at the expense of a
certain increase of the beam divergence up to ∼ θcr but in many cases consid-
erations of large total intensity on a sample prevail over this factor. Monocap-
illaries can be successfully used when small irradiated spots on the sample are
needed while the distance between the source and the sample is large and can-
not be reduced. This is a typical situation in diffractometry where the positions
of the source and the sample are fixed by the diameter of the goniometer [58].
In some investigations (e.g., texture investigations) one does not need very
high angular collimation of the beam and angular divergence ∼ 4 mrad for Cu
Kα-line (E = 8.0 keV) and ∼ 2 mrad for Mo Kα-line (E = 17.4 keV) obtained
with a glass capillary is quite suitable. In the last several years, cylindrical
monocapillaries have found their wide application in diffractometers produced
by GE Inspection Technologies Ahrensburg GmbH Co. KG (Ahrensburg, Ger-
many), PANalytical B.V. (Almelo, Netherlands) and Bruker AXS (Karlsruhe,
Germany) as a convenient substitute for conventional pinhole collimators.
Typical intensity gains are 3–10 for Cu-anode fine-focus tube (effective anode
spot 0.4mm× 0.8 mm) with the capillary diameters 0.1–1.0 mm.

Monocapillaries with small diameters can be also applied as a substitute for
pinhole collimators in local fluorescence analysis for obtaining small excitation
spots on the sample [59]. They can give significant intensity gain, especially
when used in combination with a microfocus tube (diameter of the anode
spot is of the order of capillary diameter). Of course, focusing capillary optics
(tapered capillaries and X-ray lenses) could give still larger intensity gain and
monocapillaries can be regarded only as a first step in this direction, especially
taking into account their simplicity and relative cheapness.

However, obtaining microspot beams with monocapillaries can meet certain
difficulties. First of all, the number of reflections inside a capillary becomes
large and absorption losses increase significantly. In this case a special
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combination of a monocapillary with a pinhole may be useful [60]. One can use
a monocapillary with a large diameter ∼ 0.3–1.0 mm and place a small pinhole
≤ 0.1 mm at its end. A monocapillary of a large diameter captures radiation
near the source and transports it to a required distance without spread while
a small pinhole at its end makes the final collimation of the beam. Usually
such a combination works more efficiently than direct application of a mono-
capillary with a tiny diameter.

In contrast to straight capillaries, bent capillaries not only transport ra-
diation without spreading but also turn X-ray beams to the angles defined
by the capillary bend. The angles of turning can reach relatively large values
as was demonstrated in “Physical foundations and principal possibilities of
X-ray capillary optics”. Two main factors determine transmission of X-ray
radiation through a bent capillary: radiation capture at a capillary entrance
and intensity loss due to multiple reflections inside a capillary. The role of
the second factor has already been discussed above where it was shown that
the intensity losses are determined by the angle of turning. The first factor is
specific for bent capillaries because the condition of the total external reflec-
tion is not automatically fulfilled for all incoming rays at the first reflection
(Fig. 3.4a).

From the simple geometrical considerations one can easily obtain that all
the rays of a quasiparallel beam entering a capillary fall onto its inner wall
at incidence angles smaller than the critical angle θcr only if the following
condition is fulfilled [54]:

γ ≡ rθ2cr
2d

≥ 1,

where r is the curvature radius and d is the capillary diameter. Otherwise (at
γ < 1) a certain part of the beam strikes the channel walls at glancing angles
larger than θcr and is therefore lost at the very first reflection. Consequently
at γ < 1 radiation is not totally captured by a bent capillary and the capillary
cross-section is only partly filled with radiation (Fig. 3.4b). The distribution
of radiation over the capillary cross-section in the form of “semimoons” was
observed experimentally [54] at the capillary exit for various values of the
parameter γ < 1. Parameter γ ≡ rθ2cr/2d decreases fast with the increase
of the radiation energy because θ2cr ∼ E−2. Therefore radiation transmis-
sion through a bent capillary can become negligible in the high-energy region

(a) (b)

q = qcr

q > qcr

Fig. 3.4. Radiation capture for a bent capillary
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due to very large losses at a capillary entrance. To preserve the value of the
parameter γ at the level γ > 1 within a certain energy range, one must choose
capillaries with sufficiently small channel diameter d. The necessity of ap-
plying capillaries with small channel diameters for deflecting X-ray radiation
limits possibilities of capillary optics in the high energy range. At present
monocapillaries and polycapillaries with channel diameters down to ca. 1 μm
are available.

Although reflecting X-ray beams to large angles may seem to be very
attractive, bent capillaries have hardly found their application as indepen-
dent optical elements up to date. Instead they serve as the most essential part
of complicated optical elements—X-ray concentrators, which are also often
called as “X-ray lenses” [61]. A typical X-ray lens contains a large number of
specially arranged individual channels (capillaries). Usually the initial parts of
all channels are oriented towards an X-ray source while the ends of the chan-
nels can be either mutually parallel (Fig. 3.5a) or directed towards one and the
same spot on a sample (Fig. 3.5b). In the first case a divergent beam from a
source is transformed into a quasiparallel one, while in the second case diver-
gent radiation becomes convergent and is concentrated on a sample within a
small spot. The first type of this polycapillary optics is often called “semilens”,
while the second type is usually known as “full lens” or simply “lens”, although
both elements have hardly anything to do with real optical focusing based on a
point-to-point correspondence. Both types of X-ray lenses have a large angular
aperture, which can many times exceed the value of the critical angle of the
total external reflection. X-ray semilenses form quasiparallel beams with a
divergence of the order of the critical angle θcr and with a high angular
radiation density. They find their main application in diffractometry [62, 63].
X-ray full lenses are in fact X-ray concentrators, which enable obtaining small
irradiated spots on a sample with a very high spatial radiation density. Their
main application lies in local X-ray fluorescence analysis [64]. One of the
most important characteristics of X-ray full lenses is again the so-called “in-
tensity gain”, which is defined as the intensity increase in the focal spot of
the lens relative to the intensity of the direct beam through a corresponding

(a)

(b)

Focal spot

Sample

Source
Irradiated

area

Source Sample

Fig. 3.5. Different types of X-ray lenses. (a) “semilens”; (b) “full lens”
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pinhole. At present intensity gains obtained with some types of X-ray lenses
can achieve the value of several thousand times in the energy range of about
5–20 keV. These values exceed significantly typical intensity gains obtainable
with straight and tapered monocapillaries due to much larger aperture values
of polycapillary optics.

The notion of intensity gain is very expressive but can sometimes be mis-
leading because it does not take into account the distance to a sample where
the gain is achieved. The situation can be better described with the help of the
“effective distance” which is defined as the source–sample distance at which
the direct beam gives the same intensity as in the focal spot of a lens. The
effective distance of a lens can be calculated according to the formula:

Deff =
D√
gain

, (3.5)

where D is a source–sample distance with a lens. The size of the spot on a
sample can be estimated according to the expression (3.4), where d is now
the diameter of an individual channel. The contribution of the second term
is usually dominant for polycapillary lenses with channel diameters below ca.
10 μm, so that the size of the focal spot is determined by the divergence of
the beam from individual channels. Typical spot sizes obtained in the energy
range 8–17 keV are of the order of ca. 20–100 μm for the working distances
F2 of ca. 10–40 mm. Further reduction of the spot size can be achieved by
manufacturing lenses with smaller working distances F2 [65, 66].

As mentioned above, a polycapillary X-ray lens has a relatively wide pass-
band with a maximum at some fixed energy. This optimal energy depends
on the lens parameters, first of all, on channel diameters. One can achieve
more homogeneous transmission in a wide energy range, combining channels
with different diameters within the same lens. Such lenses with a complicated
polycapillary structure containing different channel diameters are being man-
ufactured now [67].

A spatially resolved X-ray fluorescence analysis can also be done by the
use of a capillary optics on the detector side. For this a polycapillary conic
collimator (Poly-CCC), proposed in [68], can be applied. In this approach
focusing is not necessary for obtaining space resolution and a primary beam
irradiates the whole of a sample, while a Poly-CCC is placed between a sample
and a detector. Polycapillary “sees” only a small spot on a sample and collects
fluorescence signal from it. Spatial resolutions between 150 and 20 μm were
experimentally obtained [68, 69]. On the other hand, the combination of a
focusing optics and a Poly-CCC made it possible to realize 3-D micro-XRF
with spatial resolution not only laterally on the sample surface, but also into
the sample depth [70] (see also section “Micro-XRF”).

While polycapillary optics concentrates X-ray radiation by means of mul-
tiple reflections and does not possess true focusing properties, certain types
of tapered monocapillaries can really focus X-ray radiation by means of single
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reflections. Two main types of focusing capillary optics are elliptic and par-
abolic monocapillaries [71–73].

An elliptic capillary has two foci and must be aligned relative to a source
so that the position of a source coincides with the first focus. The radia-
tion captured by the capillary is reflected towards the second focus, which
lies on a sample. The angular aperture of elliptic capillaries is determined
by the critical angle of the total external reflection as it is typical for op-
tics with single reflection. Therefore, total intensity on a sample is usually
smaller than that obtained with polycapillary optics due to a smaller solid
angle of radiation capture. On the other hand, the size of a spot can also be
much smaller due to pure focusing. Asymmetric cutting of an elliptic capil-
lary so that a source–capillary distance is much larger than a capillary–sample
distance can additionally reduce the size of a focal spot on a sample, because in
this case an elliptic capillary images a source onto a sample with some reduc-
tion factor in accordance with optics laws. In this way it is possible to obtain
focal spots on a sample smaller than the size of a source. Elliptic capillaries
are especially suitable for focusing soft X-ray radiation with energies below
ca. 3 keV due to the large value of the critical angle θcr, which determines
the value of the aperture. Polycapillary optics has in the soft X-ray range
some limitations connected with the increasing absorption, which becomes
especially significant at multiple reflections. Besides, the size of the spot for
an X-ray lens is dominated by the large exit divergence (the second term
in (3.4)) and can be as large as several hundreds of μm in the soft energy
range.

Parabolic capillaries have one focus and are suitable for focusing quasi-
parallel beams, especially on synchrotron beam lines. Spots below 1 μm are
reported to have been realized with an intensity gain of several tens. The
required working distances F2 are well below 1 mm.

The main advantage of elliptic and parabolic capillaries for focusing radia-
tion is the existence of a focus, which lies at some distance from the capillary
exit so that reasonable capillary–sample working distances can be realized.
Other types of tapered capillaries (e.g., conical capillaries) are less suitable
for obtaining microspots because they have no focal point at all, so that ra-
diation, confined in a capillary, spreads very quickly after leaving it.

Designing Capillary Optics

Designing capillary optics involves a number of steps. The choice of the opti-
mal type of an optical element is dictated first of all by the concrete applica-
tion under consideration: energy range, source size, source–sample distance,
desired size of a focal spot on a sample, etc. Large intensity gains are achievable
when the capture angle of an optical element is large. As a rule of thumb, in
this respect polycapillary optics has potential advantages over monocapillary
optics because its angular aperture can considerably exceed the value of the
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critical angle of the total external reflection, which determines the angular
aperture of a monocapillary.

The angular aperture of a polycapillary lens can be increased either by
increasing its entrance diameter or by reducing its focal distance to a source.
The first way meets certain technological problems connected with manufac-
turing polycapillary optics with a large diameter. At present the second way
of reducing the focal distance is preferred. However, small focal distances put
several restrictions on a source size. First of all, each channel of an X-ray lens
can capture radiation only from a spot with the dimensions of ca. d+ 2θcrF1

on a source. For the efficient use of the total source its size s must be smaller
than this spot, i.e., fulfil the condition s < s1, where

s1 = d+ 2θcrF1. (3.6)

Usually microfocus X-ray tubes are needed for polycapillary optics with a
small focal distance F1. When, on the other hand, the optics–sample distance
F2 is also small (F2 ≈ F1), one can concentrate X-ray radiation on a spot with
the dimensions of the order of a source size s. As a result, such a combination
of compact polycapillary concentrators with low-powered microfocus X-ray
tubes can produce microspots on a sample with intensities that are usually
achievable only with high-powered X-ray tubes.

These simple considerations show the necessity of optimizing not only
parameters of capillary optics relative to a source but also parameters of a
source relative to capillary optics. The best results are achieved when all the
components of a system (source, optics, detectors) are mutually optimized.

Radiation transmission through mono- and polycapillaries can be esti-
mated by computer simulation. The calculation algorithm is based on the
following main assumptions [74].

Physical assumptions. Radiation transmission through capillaries can be
completely described within geometrical optics. Wave corrections are negligi-
ble since λ/d� 1, where λ is radiation wave length and d is channel diameter.
Reflection of an X-ray beam from capillary walls obeys the Fresnel laws. Spec-
ular reflection coefficient from the ideal surface can be calculated according
to the Fresnel formula. Radiation absorption enters this formula through the
nonzero imaginary part of the glass refraction index.

Mathematical assumptions. The underlying model of ray tracing is basi-
cally a three-dimensional one. One starts with a random point (x0, y0, z0) on
a source and a random point (xent, yent, zent) on a channel entrance. These
two points define an X-ray initial direction, which can be described by a unit
vector (p0x, p0y, p0z). At the first step one finds the incidence point (x1, y1,
z1) of the X-ray on the channel wall and the new direction of propagation
(p1x, p1y, p1z) after the reflection. This procedure is multiple repeated for all
subsequent points of reflection (xn, yn, zn) along the channel, till the channel
end is achieved.

The problem of finding a point of reflection is therefore reduced to a
mathematical problem of finding an intersection of a straight line with a
2-dimensional surface. For some special forms of capillaries (e.g., straight and
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uniformly bent cylindrical capillaries, conical, elliptical and parabolic capillar-
ies, etc.) explicit analytical solution is possible. In general case of capillaries
with arbitrary form and cross-section iterative algorithms were elaborated
which proved to be efficient.

Simulation algorithm should also contain corrections for possible imper-
fection of real capillaries. Usually two main effects are considered: roughness
and waviness.

Roughness of the surface reduces the value of the specular reflection coeffi-
cient. The simplest way of taking roughness into account is to use the following
corrected version for the reflection coefficient [45]:

Rrough(θ) = R(θ) exp (−4q2σ2 sin2 θ),

where R(θ) is the Fresnel reflection coefficient for the ideal surface, σ – rough-
ness root-mean-square height, q = 2π/λ – radiation wave vector. More elabo-
rate formulas take into account also the roughness correlation length [45, 75].

The effect of waviness can be explained in the following way [74, 76]. Dur-
ing its manufacture, a capillary is usually subjected to some uncontrollable
perturbations (e.g., temperature fluctuations, deviations of pulling velocities
from constant values, etc.). As a result, the radius of a manufactured capil-
lary can experience smooth fluctuations along the capillary length. One can
usually neglect the absolute value of the surface displacement from its aver-
aged value but one cannot neglect the tilt ω of the surface because the value
of the slope may become comparable to the critical angle of the total exter-
nal reflection. Waviness is easily incorporated into the simulation algorithm by
making correction to the direction of the reflected beam: the reflection angle θ′

relative to the unperturbed surface is no longer equal to the incidence angle θ
but acquires a random quantity δθ:

θ′ = θ + δθ, δθ ≡ 2ω,

where |ω| < ωmax. The effect of waviness is described by a single parameter
ωmax, which is the maximal angle of the possible local tilt of the surface. The
role of waviness increases towards higher energies and becomes significant
when θcr(E) ∼ ωmax.

Glass composition enters the calculations through the parameters α and β
of the glass refraction index. Usually light glass (e.g., borosilicate glass) is used
for manufacturing capillary optics. But in some cases heavy glass (lead glass)
may have advantages because of the larger value of the critical angle θcr(E),
although the absorption becomes also larger. Computer simulation can help
to choose the best type of glass for an application under consideration. Heavy
glass is better suitable for capillary optics with small number of reflections in
the high-energy range.

Performance of Capillary Optics

The first X-ray concentrator [35, 77] was assembled mechanically from 2,000
glass monocapillaries with an outside diameter of 0.4 mm and a channel
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diameter of 0.36 mm. The system was 98 cm long with equal focal distances of
5 cm and had an angular aperture of 23◦. The required curvature of capillaries
was ensured by a special supporting system, which consisted of seven plates
with 2,000 holes each placed at certain distances one from another. The form
of each capillary was fixed by passing every capillary through a corresponding
hole in all the seven plates. As was expected, a focal spot of 1 mm was observed
in the experiments at the distance of 108 cm from the source. The measured
intensity gain in this spot was ca. 3,000 for the energy 4 keV and decreased
rapidly towards higher energies (down to ca. 500 at 8 keV). Large values of
the measured gains are not to be overestimated because they were obtained
at very large distances from the source. According to the formula (3.5) the
effective distance of the lens was ca. 2 cm for 4 keV and ca. 5 cm for 8 keV. In
fact the average transmission coefficient through the capillaries was ca. 2.5%
for 4 keV and only ca. 0.4% for 8 keV while the optimal energy was estimated
to be at ca. 1.7 keV. Nevertheless, the first system demonstrated in practice
the possibility of concentrating X-ray radiation over a broad spectral range
by the methods of capillary optics. Later a number of X-ray concentrators
were manufactured according to this technology, first of all for applications
in the soft energy region (e.g., for photoelectron spectroscopy which uses Al
Kα-line as the exciting radiation).

Another type of X-ray concentrators is presented by monolithic optics.
Monolithic X-ray lenses are specially tapered polycapillaries, which contain
thousands or millions of bent channels arranged according to the schemes in
Fig. 3.5. The form and dimensions of monolithic optics are application depen-
dent and can be diverse. Figure 3.6 shows concrete examples of assembled and
monolithic X-ray lenses.

Fig. 3.6. Examples of X-ray lenses



X-Ray Optics 103

Two large lenses were optimized and manufactured for the soft energy
range, had the source–sample distance of 212 and 225 mm and the intensity
gain of 76 and 57, respectively, for Al Kα-line at 1.5 keV [78]. The other three
lenses were intended for applications in the higher energy range.

In contrast to mechanically assembled X-ray lenses, monolithic lenses can
be very compact. The main geometrical parameters of a lens are as follows:
F1 is source-optics distance, i.e., the entrance focal distance, L the length
of the lens, F2 the optics–sample distance, i.e., the exit focal distance. The
optimum size of the source s1 and the expected size of the focal spot s2
are estimated according to (3.4) and (3.6), respectively. Since the size of the
capillary channels is usually much smaller than the contribution of the beam
divergence term in these formulas, the ratio between these lens parameters
can be presented as

s2
s1

≈ F2

F1
. (3.7)

Both the optimum source size and the focal spot size depend on the photon
energy due to the energy dependence of the critical angle of the total reflection.
However, their ratio (3.7) remains approximately constant.

For an optimum lens design the entrance focal distance F1 should be chosen
in such a way that the parameter s1 corresponds to the anode spot size of the
X-ray tube. The exit focal distance F2 should ensure the required focal spot s2
on the sample. Since the optics is to work efficiently in some energy interval,
the entrance focal distance F1 is optimized for the high-energy part of the
spectrum. On the other hand, the exit focal distance F2 has to be selected for
the more important part of the spectrum.

There are numerous experimental results of the test measurements of lenses
(see e.g., [79]). As an example, we present here the characteristics of two dif-
ferent monolithic lenses. The main geometrical parameters of both lenses are
collected in Table 3.1, while the meaning of these parameters is displayed
explicitly in Fig. 3.7. Two values are specified for the lens diameters: the
external diameter and the diameter of the internal polycapillary core. The
terms “minilens” and “microlens” are stipulated to denote the difference in

Table 3.1. Main geometrical parameters of two lenses

“minilens” “microlens”

L mm 101.5 36.8
F1 mm 47.5 39.8
F2 mm 15.3 16.8

Din (structure/shell) mm 4.6/5.3 1.7/3.2
Dmax (structure/shell) mm 6.7/7.5 2.3/4.2
Dout (structure/shell) mm 2.5/2.7 1.5/2.8

Φ rad 6.7/7.5 0.043
R = F1 + L + F2 mm 164.3 93.4
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Fig. 3.7. Main geometrical parameters of an X-ray lens

the length and focal distances which leads in its turn to a different spot size on
a sample. “Microlenses” are more compact and have smaller focal distances
(less than 10 mm) which allows to obtain spot sizes below 20 μm. Typical
spot sizes for “minilenses” lie in the range of 20–100 μm. Both lenses under
consideration are asymmetric, the entrance focal distance being three times
larger than the exit one. Therefore, a focal spot size on a sample is expected
to be smaller than the source size. Table 3.2 contains the measured physical
parameters of the “minilens”: the focal spot size and the gain factor.

A microfocus X-ray tube with a molybdenum anode (spot size 50 μm) was
used as source and a SDD X-Flash detector (manufacturer Bruker AXS Mi-
croanalysis GmbH, Germany) was used for detection of X-rays. The intensity
distribution in the focal spot and the spot size were measured by scanning with
a 5-μm pinhole at different energies. The intensity gain factor was calculated
as the ratio between the intensities on a sample with and without the lens.

The values of the intensity gain are very large and correspond to the
effective distance Deff of less than 1.8 mm for the energy range 15–20 keV.
Such intensities are hardly achievable without optics, because it is practically
impossible to realize the anode–sample distance of 1.8 mm.

Figure 3.8 shows the exit spectrum of the “minilens” measured with a scat-
tering target made of PMMA (plexiglas). The spectrum of the direct beam
through a 50-μm pinhole at the same distance from the X-ray source is pre-
sented for comparison. Both spectra give a good idea of the intensity gain
achieved. Besides, they demonstrate clearly how the lens modifies the pri-
mary spectrum. In this case a Si(Li) detector with an active area of 10 mm2

was used for the measurement.
The measured characteristics of the “microlens” are shown in Table 3.3.

Due to the smaller focal distance F2, the spot size on a sample is also smaller.
The effective distance Deff is ca. 2.7 mm for the energy range 16.7–23.2 keV.

Table 3.2. Measured characteristics of the “minilens”

E/keV 3–5 5–7.5 7.5–10 10–15 15–20 20–25 25–30

Spot size/μm 38 40 41 41 35 31 33
Intensity gain 2,892 7,078 7,929 8,070 8,502 5,631 1,550
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Fig. 3.8. Spectra obtained by scattering on PMMA. (a) direct beam; (b) beam at
the exit of the optics. Measurement condition: 50 kV, 50 μA, Si(Li) detector

Table 3.3. Measured characteristics of the “microlens”

E keV 2.5–6.5 6.5–10.2 10.2–16.7 16.7–23.2 23.2–30.0

Spot size μm 25 25 22 20 20
Intensity gain 1,380 1,460 1,590 1,160 345

Figure 3.9 shows the energy dependence of the focal spot size measured
and calculated according to (3.4), respectively. As discussed above, the focal
spot size is expected to increase when radiation energy decreases. However, the
measured values depend weakly on the energy and they decrease even below
4 keV. Only in the region of 25 keV does the measured value approach that of
the calculated one. The result can be explained by the fact that X-rays with
relatively large incidence angles become quickly extinct while propagating
through the channels due to the stronger absorption. This effect leads to a
certain “self-collimation” of the beam and is especially significant in the low-
energy region, where absorption becomes stronger. In spite of large values of
the critical angle at low energies, only photons with small incidence angles
can transmit through the lens channels.

Some increase of the focal spot size in the energy interval 25–30 keV as
compared to 20–25 keV in Fig. 3.9 is obviously connected with the edge effects
at the pinhole. The effective size of the pinhole increases due to smaller absorp-
tion of high-energy photons in the pinhole material. To test this assumption,
a spot scan with a 10-μm wire containing 94% Cu and 6% Sn was carried out
(see Fig. 3.10).

This experiment was important to show if the so-called “halo effect” may
be responsible for the increase of the focal spot at high energies. In many
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Fig. 3.10. Spatial distributions of Cu Kα and Sn Kα-yields while scanning the lens
focal spot with a 10- μm wire (Ua = 50 kV)

publications the existence of such a transmission halo around the main sharp
focus of polycapillary lenses is mentioned. This effect occurs in the high-energy
region and deteriorates the spatial resolution of the analysis of heavy elements
[80]. The measured Sn Kα-distribution in Fig. 3.10 does not give any evidence
of the “halo effect” for the lens under consideration: the focal spot does not
become blurred for radiation energies above the Sn K-edge of absorption
(> 29.2 keV). This result confirms our assumption that in our pinhole scan
the edge effect influences mainly the measured value of the focal spot size.
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Fig. 3.11. Two-dimensional intensity distribution in the focal plane of the
“minilens”

Therefore, the actual size of the focal spot in the energy region above 29 keV
is not larger than 19 μm and the spatial resolution is not deteriorated.

Figure 3.11 shows the intensity distribution in the focal spot of the
“minilens” under consideration in the energy interval 15–20 keV. The mea-
surement was performed by a two-dimensional scan with a 5- μm pinhole.
The focal spot is relative symmetric without any distortions and artefacts.

Manufacturing Capillary Optics

There are many different methods of manufacturing glass capillary optics. The
standard technology uses large pulling machines with a furnace for heating
glass and two drives (upper and lower) for pulling (see Fig. 3.12).

If the velocity of the lower drive is much larger than the velocity of the
upper drive, capillaries with small channel diameters can be obtained from
glass tubes with large diameters. This is also a standard method of manufac-
turing polycapillaries from a bundle of monocapillaries. Applying the method
once more to a bundle of polycapillaries, it is possible to reduce further the
channel diameters and to produce in this way polycapillaries with very small
channels. Figure 3.13 presents a typical polycapillary structure with channel
diameters of ca. 2 μm. The image was obtained with a scanning electronic
microscope. At present channel diameters of ca. 600 nm are achieved.

The pulling method also allows producing tapered monocapillaries and
polycapillaries (including X-ray lenses), if the velocities of the drives do not
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Fig. 3.12. Scheme of manufacturing capillary optics by pulling

Fig. 3.13. Cross-section of a polycapillary structure

remain constant but vary according to a given law. Usually the law of velocity
variation has to be found empirically for obtaining the required shape of the
glass array. Two main problems here are the shape accuracy and the repro-
ducibility of the shape in a series of subsequent pullings. These problems
can be avoided by another method [81], which is presented schematically in
Fig. 3.14.

A cylindrical monocapillary or polycapillary with closed (fused) ends is
placed in a specially prepared form. While heating in an oven, the glass
becomes soft and the air pressure inside the channels increases. As a result,



X-Ray Optics 109

Form

Polycapillary

Heating and expanding

Fig. 3.14. Scheme of manufacturing capillary optics by expanding

Air-bubble

CuttingHeating and pulling

Fig. 3.15. Scheme of manufacturing elliptical capillaries

the glass array expands and accepts the fixed external form. The method is
suitable for manufacturing tapered capillary arrays (X-ray lenses) or tapered
monocapillaries with high accuracy and reproducibility of the shape.

One more technology seems to be very promising for one special case,
namely, manufacturing elliptical monocapillaries [82]. One starts with a spher-
ical air-bubble inside a massive glass tube (Fig. 3.15).

After heating and pulling the tube in two opposite directions the air-bubble
accepts the elliptical form. What remains is to cut the tube at both its ends
at appropriate points. The existence of such a relatively simple technology
increases significantly the role of elliptical capillaries among other tapered
monocapillaries. In particular, elliptical capillaries can serve in many cases
as a suitable substitute for parabolic capillaries. Indeed a properly designed
and asymmetrically cut elliptical capillary can form a weakly convergent
X-ray beam when the second focal point lies far away from its end. And
such a beam can be regarded as a good approximation to a quasiparallel
beam. Experiments show also that, on the contrary, a quasiparallel beam can
be successfully focussed with an elliptic capillary. The complexity of manu-
facturing parabolic capillaries and the inevitable deviations from the exact
shape required are the main arguments in favour of applying elliptical capil-
laries instead of parabolic ones.

Combinations of Capillary Optics with Other Optical Elements

Combining different optical elements may lead to interesting results [83]. One
of the most promising applications of capillary optics for monochromatizing
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Fig. 3.16. Scheme of a graphite-capillary filter

X-ray radiation is the combination of monocapillaries with a graphite crystal
(Fig. 3.16).

Radiation is captured near the source by the first monocapillary and trans-
ported to the graphite crystal. After reflection from the graphite crystal radi-
ation is captured by the second monocapillary and transported to the sample
(detector in our experiments). The graphite crystal used is a mosaic crystal
with ∼ 4 mrad halfwidth of the rocking curve. The critical angle of total
external reflection from glass is also ∼ 4 mrad for E = 8 keV (Cu Kα-line
radiation). The most important point in the presented schema is the match
of two values: the critical angle of total external reflection and the half width
of the rocking curve of the crystal. This avoids intensity losses when X-rays
are reflected from the graphite crystals and then captured again by the sec-
ond monocapillary. Naturally, monochromatization is achieved by means of
a graphite crystal. Monocapillaries fulfil in this schema their usual role: they
transport the radiation and prevent the beam from spreading. In this way one
can get larger intensity on a sample relative to a standard monochromator
without capillaries.

Both the direct beam intensity and the intensity of the beam obtained with
graphite-capillary filter are presented in Fig. 3.17. The resulting spectrum after
the filter (curve 2) contains practically only Cu Kα-line and an additional peak
at the energy 16 keV which corresponds to the second order reflection. The
intensity of Cu Kα-line radiation is larger than in the direct beam (curve 1)
due to the application of monocapillaries.

A similar filter can be also used for obtaining monochromatic MoKα-line
radiation but the parameters of the graphite crystal and the geometry of the
filter must be carefully optimized in that case. In particular, one has to use
heavy glass in order to match the values of the critical angle of total external
reflection for E = 17.4 keV and the half width of the rocking curve of the
graphite crystal.

A considerable intensity gain is obtained with an axially symmetric sys-
tem, which consists of a cylindrically formed HOPG crystal and two sets of
capillaries [84]. The diverging X-ray radiation from the source is collected and
transported by the first set of capillaries to the cylindrically shaped HOPG
film, where the radiation is monochromatized due to the Bragg effect. The sec-
ond set of capillaries collects the Bragg reflected radiation and concentrates
it on a focal spot. An intensity gain of ca. 25 in comparison with the direct
beam has been observed within a focal spot of 150 μm for the Mo Kα-line.
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3.3 Diffraction Optics - Elements of Diffraction Theory

A. Erko

3.3.1 Electromagnetic Wave Propagation

In the case of electromagnetic waves, wave equation can be written for elec-
trical or magnetic vector in the form [85]:

∂2E

∂x2
+
∂2E

∂y2
+
∂2E

∂z2
≡ ∇2E = εμ

∂2E

∂t2
, (3.8)

where ε and μ are the dielectric and magnetic constants of the material, E is
the vector of electric field. Normally, the vector property of the field is not very
important, especially when non-polarized radiation is used. One can simplify
the (3.8) supposing scalar amplitude A(r), the solution of the equation:

∇2A(r) = εμ
∂2A(r)
∂t2

. (3.9)

The solution of such a differential equation can be found in the form of the
exponential term:

A(r) = A0(r) exp (iωt). (3.10)

Combining (3.9) and (3.10) one can write the following wave equation in the
form:

∇2A(r) + k2A(r) = 0, (3.11)

where k = ω
√
εμ = 2π/λ called wave number. The fundamental solution of

this equation for the point source is the spherical wave in the form of:
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A(r) = A0(r)
exp{i(ωt− kr)}

r
. (3.12)

Huygens’s principle describes the diffraction pattern in an image plane as a
superposition of spherical waves integrated over the whole surface of the object
plane. This principle is mathematically represented in the form of the Fresnel–
Kirchhoff diffraction integral [50]. Referring to Fig. 3.18, this gives the complex
amplitude A(x′, y′, z′) as

A(x′, y′, R0) = − i
2λ

∫∫
A(x, y, 0)

exp[ik(r)]
(r)

dxdy dz, (3.13)

where A(x, y, z) and A(x′, y′, z′) are the amplitude in the object and image
planes, k is the wave number (k = 2π/λ), r̄ and s̄ are the propagation vectors,
dxdydz is an element of area of the aperture, and the integral is carried out
over the whole object aperture.

In practice, in order to get the intensity distribution behind a zone plate
one must take the double integral in (3.13) for each point A(x′, y′, z′) on the
screen and that would be just the distribution for a point source at A0(x, y, z).
In turn, if the source is not just a point, this procedure must be repeated for
each point of the source. This method can give good results but the time
needed for such calculations is too long.

Here we are supposing that the wavelength λ is much smaller than object
and image sizes and therefore one can use a so-called “small angle approxi-
mation” that corresponds to cos(Zr) ≈ 1 (see Fig. 3.18).

Equation (3.13) can not be solved analytically in the general form. To
simplify the task one can use two approximations of the diffraction equation:
in the Fresnel (near-field) and Fraunhofer (far-field) forms described below.

r
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X �
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A0 (x �,y �,z �)

r0

Fig. 3.18. The coordinate system used in the calculation of the diffraction pattern
of a circular aperture
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A simple equation, which corresponds to typical diffraction conditions, can
be derivated on the basis of Kirchhoff formula.

Let us take the value of the radius in Cartesian coordinates as:

r2 = R2
0 + (x′ − x)2 + (y′ − y)2. (3.14)

The different approximations of the r value are used to define different types
of diffraction.

3.3.2 Fraunhofer Approximation

In an approximation of the Kirchhoff formula which defines conditions of
Fraunhofer diffraction, the overall dimensions of the object are much smaller
than the distances to the source or to the point of observation. Supposing the
distances in (3.14) having the following values:

R0 � x′, y′ � x, y, (3.15)

which corresponds to the far-field approximation. In this case the value of the
radius-vector will be:

r ≈ r0 − x′

r0
x− y′

r0
y (3.16)

and defining the diffraction angles as

sin ϕ =
x′

r0
and sinψ =

y′

r0
,

one gets the amplitude in the image plane as a function of angles for the plane
parallel incident wave:

A(ϕ,ψ) =
i exp(−ikr0)

r0λ

∫∫
A (x, y, 0) exp[ik (x sinϕ+ y sinψ)] dxdy.

(3.17)
This equation shows that the amplitude in the image plane corresponds to the
Fourier transform of the amplitude in the object plane in angular coordinates.
From this equation one can easily derive well-known diffraction properties of
gratings, slits, and apertures in Fraunhofer approximation.

3.3.3 Fresnel Approximation

Fresnel diffraction normally corresponds to the diffraction phenomena ob-
served close to two-dimensional objects illuminated by plane parallel incident
wave. As a criterion of this type of diffraction one can use the following
relation:

R0 � x′, y′ ≈ x, y, (3.18)
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which corresponds to the near-field approximation. In this case the value of
the radius-vector in (3.14) can be approximated:

r ≈ R0 − (x′ − x)2 − (y′ − y)2
2R0

. (3.19)

If an object plane is perpendicular to the plane parallel incident wave with the
amplitude equal to one in the point Z = 0, than the amplitude in an image
plane can be written as:

A(x′, y′) =
i exp(−ikr)

R0λ

∫∫
A(x, y, 0) exp

[
ik

(x′ − x)2 − (y′ − y)2
2R0

]
dx dy.

(3.20)

Equation (3.20) describes the most important properties of the diffraction
in the near-field, Fresnel region. An analytical solution of (3.20) is possible
only for a few functions A(x, y, 0), but they include very important classes
of periodical and quasiperiodical functions. Periodical objects can be used for
the transmission of the so-called “Fourier images”, pure diffraction lensless
high-resolution image formation in X-rays. One of the first successful exper-
iments on the production of two-dimensional Fourier images in soft X-rays
with spatial resolution down to 100 nm was published in 1985 [86].

The argument in the exponential function under integral in (3.20) can
be used for the calculation of the lateral positions on the object plane, the
so-called Fresnel zone in which the function A(x, y, 0) changes the sign peri-
odically. These positions are indicated by the argument in the exponent equal
to nπ.

k
(x′ − x)2 − (y′ − y)2

2R0
= nπ, (3.21)

where n is the number of the Fresnel zone. According to (3.21), if the point
A(x′, y′) in the image plane is fixed, the Fresnel zones on the object plane are
circles, with a centre in this point. One can define the centre point position
on an axis. In this case the central point will have the coordinates A(0, 0) and
Fresnel zone positions are indicated by circles with the centre on the optical
axis and the radii:

r2n = x2 + y2 = nR0λ. (3.22)

The last equation defines a two-dimensional structure of a zone plate. The
transmission function of this optical element can be written in the form:

A(r) =
{

1 if r ⊂ r2n − r2n−1

0 if r ⊂ r2n−1 − r2n−2
. (3.23)

Such a zone plate structure concentrates the beam intensity on the optical
axis at the distance of R0 from the object plane. The same structure can be
used also for image transfer as conventional lens.
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3.3.4 Bragg Diffraction

For a three-dimensional diffraction structure the conditions for diffraction
can be written in terms of the concept of atomic lattice planes in crystals or
artificial multilayers. The periodicity of the crystal ensures that sets of parallel
planes may be drawn to pass through atom centres at regular intervals. These
sets of planes are denoted by the Miller indexes hkl. If one plane is drawn
through an atom at the unit cell origin the intercepts of the next plane of
the set on the axes are a/h, a/k, a/l. Here a is the lattice parameter. The
distances between planes of the hkl set is dhkl and:

dhkl =
a√

h2 + k2 + l2
. (3.24)

Taking into account (3.17), one can write the so-called Bragg law:

2dhkl sin (θhkl) = λ. (3.25)

For X-rays, the full kinematic theory of diffraction by a crystal was developed
between 1912 and 1920 by Laue, Ewald and Bragg [87]. The possibility of
optical coatings was discovered after 1930, and matrix theory for optical mul-
tilayers, which is equivalent to the dynamical theory of diffraction on crystals,
was published by Abeles [88] and later by P. Berning [89].

3.4 Optics for Monochromators

3.4.1 Diffraction Gratings

A. Erko

Diffraction gratings are the dispersive elements used to produce low-energy
monochromatic light from broadband or “white” beam. We will discuss the
properties of low-energy total external reflection and transmission gratings,
mostly used in combination with a focusing mirror and precise slit [90]. Other
types of gratings are under development and have been tested in various lab-
oratories, such as variable line spacing (VLS) gratings [91], and gratings for
high-energy beams: multilayer (ML) gratings [92] and Bragg–Fresnel grat-
ings [93].

Reflection Diffraction Grating

Grating definitions are given in Fig. 3.19. Diffraction on the plane grating, the
so-called “fixed grating” geometry is described by the “grating equation” as
follows:

mλ = d(sin α+ sin β), (3.26)
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Fig. 3.19. Grating orders definition. The sign for the angle β is positive, when β is
on the same side of the grating normal Ng as α

where m is diffraction order, d is the grating period, α and β corresponding
angles. For some applications it is convenient to use the so-called “fixed exit”
geometry, when the sum of α + β is fixed and the energy of interest can be
found by grating rotation. In this case grating equation can be written as:

mλ = 2d sin θ sin φ, (3.27)

where θ = 0.5 (α − β) and φ = 0.5 (α + β). All equations above are valid
for the infinite grating with non-limited large number of grooves. For the real
case one has to take into account grating lateral dimensions LxLy. The dif-
fraction pattern of finite aperture in one-dimension has a form of the function
sin(x)/x:

E(β) =
LxLyEin sin2

[
π(Δβ)Lx cos (β)

λ

]
[

π(Δβ)Lx cos (β)
λ

]2 , (3.28)

where Lx and Ly are the irradiated grating dimensions along and perpendic-
ular to the beam direction, Ein is the flux density ph mm−2. Intensity reaches
zero values for the Δβ values:

(Δβ) =
λ

Lx cos(β)
. (3.29)

With the combination of (3.28) and (3.29) one can calculate diffraction limited
energy resolution:

(Δλ) =
λd

2mLx
. (3.30)
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Angular Dispersion by Reflection Grating

Practically, it is also important to calculate the value of the angular dispersion.
For the plane grating, using (3.26) one gets:(

Δλ
Δα

)
β-const.

=
d cos(α)
m

(3.31)

(
Δλ
Δβ

)
α-const.

=
d cos (β)
m

For a “fixed grating” case the incidence angle is constant and the angular
dispersion is

(Δβ)
(Δλ)

=
sin α+ sin β
λ cos β

. (3.32)

For a “fixed exit” case following the (3.27), angular dispersion is:

Δα
Δλ

=
m

2d [cos θ + cos (φ− α)]
. (3.33)

Reflection Grating Diffraction Efficiency

Diffraction efficiency for a periodic grating can be estimated, depending on a
groove profile and grating amplitude or phase origin. Laminar Grating is the
simplest form of an X-ray grating shown in Fig. 3.20a. The path difference
ΔLx for a laminar grating is equal to:

(ΔLx) = t (cos α+ cos β), (3.34)

d

t

(b)

d

g
t

(a)

Ng NgNS

a

a b

g
b

Fig. 3.20. (a) Rectangular profile of a laminar grating, (b) Blazed grating
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where t is a grating bars height. The diffraction efficiency in the mth order
Em is proportional to the Fourier coefficients of the diffraction integral in
Fraunhofer approximation:

Em =
4

(mπ)2
sin2

(mπg
d

)
sin2

[
πt
λ

(cos α+ cos βm)
]
, (3.35)

where g is the grove width and βm is the angle of themth diffraction order. For
any given incidence angle α the groove depth can be optimized, making the
0th diffraction order as small as possible and maximizing the higher diffraction
orders. In this case the groove depth should be

t =
λ

2
{

cos α+ cos
[
a sin

(
sin α− mλ

d

)]} . (3.36)

Using (3.29) it is possible to estimate the maximum diffraction-tolerable
roughness σdiff of a grating applying the λ/4 criterion:

σdiff =
λmin

8 cos αc
, (3.37)

where λmin is the minimum wavelength of used radiation and αc is the critical
angle. The mean of reflectivity compared to that from a smooth surface is
given by the so-called Debye–Waller factor. The maximum value of a surface
roughness parameter can be calculated by the equation:

σ <
λ
√

ln(Rf/Rr)
4π cos α

, (3.38)

where Rr is the demanded reflectivity of a “rough” surface, Rf is the flat
surface reflectivity. In a real situation the σdiff criterion is not strong enough
in order to reach a good reflectivity and σ should be much less than the
diffraction-limited value of (3.37).

Blazed grating can be realized by the use of a wedge-shaped profile, shown
in Fig. 3.20b. For a grating operated so that the angle θ = 0.5 (α−β) is fixed,
the grating equation may be written as

mλ = 2d sin γ cos θ. (3.39)

The blazed condition is optimal for only a small wavelength range for a given
grating and diffraction order. The efficiency of a blazed grating in an ideal
case may be estimated for some integer order mk when the maximum of the
diffraction intensity does not correspond to the zero order. In particular, the
diffraction efficiency can be written as:

Em = Rr
sin2[π2(mk −m)2]

π2(mk −m)2
, (3.40)

where Rr is the surface reflectivity at the used wavelength and k is the opti-
mized order of diffraction.
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Transmission Diffraction Grating Efficiency

The transmission gratings at normal incidence are used for low-energy X-ray
beam monochromatization. They are produced by evaporation of a phase-
shifting material on a thin film or Si3N4 membrane. There is also the pos-
sibility to produce a free-standing structure to reduce absorption in the
grating.

To produce an optimum phase-shift of ΔΦ between adjacent zones (i.e.,
to ensure the maximum diffraction efficiency) for a transmission grating at
normal incidence a structure with thickness topt is required

topt =
Φoptλ

2πδ
, (3.41)

where λ is the wavelength and δ is the refractive index decrement of the zone
plate material. The complex refractive index is

ñ = 1 − δ − iβ (3.42)

χ =
β

δ
, (3.43)

with β the absorption index and χ the optical characteristic of the material.
The amplitude of the mth Fourier component of the wave in the plane of a
diffraction grating cm can be written in a simple form, following from the
Fourier analysis of a plane diffraction grating:

cm =
1
mπ
. (3.44)

Therefore, the amplitude coefficient of the wave, coming through the “free”,
“positive” zones at the output surface of a diffraction grating can be written
as:

Sm1 =
1
mπ

exp(−ikt). (3.45)

The amplitude coefficient of the wave coming though a phase shifting material
in negative zones can be written as:

Sm2 =
1
mπ

exp(−iktñ). (3.46)

Taking into account (3.45) and (3.46), one can write an equation for the
amplitude coefficient on the output surface of a m-order Sm as:

Sm(r) =

⎧⎨
⎩

1
mπ exp (−ikt) if r ⊂ r2n − r2n−1

1
mπ exp (−ikt+ iΔΦ− χΔΦ) if r ⊂ r2n−1 − r2n−2

. (3.47)

For r and rn see equations (3.19) to (3.23).
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where χ = β/δ. Combining the amplitudes of the waves, transmitted through
the transparent and covered zone, one can calculate the intensity Em diffrac-
tion efficiency in the mth order [94]:

Em =
1

(mπ)2
[1 + exp (−2χΔΦ) − 2 cos (ΔΦ) exp (−χΔΦ)] (3.48)

for the odd orders m = ±1;±3;±5; . . . Even orders do not exist.
The maximum of the function Em can be found taking derivative of the

(3.48):
sin (ΔΦopt) + χ[cos (ΔΦopt) − exp (−χΔΦopt)] = 0, (3.49)

where the value of ΔΦopt is the optimum phase shift in the diffraction grating
material. This equation can be solved numerically and an optimum phase shift
can be approximated by the sum of two exponential curves:

ΔΦopt ≈ 1.69 + 0.71 exp
(
− χ

0.55

)
+ 0.74 exp

(
− χ

2.56

)
. (3.50)

The optimum thickness of the zone plate can be calculated using (3.41). Anal-
ogous to (3.48), the efficiencies of the zero order diffraction E0 and the part
absorbed in the material of a diffraction grating Eabs can be calculated using
expressions:

E0 = 0.25 [1 + exp(−2χΔΦ) + 2 cos (ΔΦ) exp(−χΔΦ)] (3.51)

and
Eabs = 0.5 [1 − exp (−2χΔΦ)]. (3.52)

Depending on the value of parameter χ all materials can be called as a “phase”
material or an “amplitude” one. Usually effective phase-shifting materials
could be characterized by the value of χ < 0.1.

Bragg–Fresnel Grating

The properties of a diffraction grating fabricated on a total external reflection
surface are almost isotropic in respect to the angle between ingoing beam
direction and groove orientation. The depth of profile for such a grating is
of the order of several nanometers and shadowing effect is important only at
very small grazing angles. For such a case the rigorous theory is developed,
which takes into account the grating material and grove depth [95].

In comparison with a conventional grating, the diffraction grating evapo-
rated on a surface of a Bragg reflector, i.e. a Bragg–Fresnel grating, has a very
remarkable anisotropy to the ingoing beam direction. One can define two main
cases with different diffraction properties: sagittal and meridional directions.
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The investigations of Bragg–Fresnel gratings show the difference in dif-
fraction properties of sagittal and meridional grating structures. Dispersion
angles of a sagittal grating are similar to those of a transmission grating and
can be calculated using the simple diffraction equation. The main difference
of a Bragg–Fresnel grating in comparison with a transmission grating is the
value of optimal mask thickness. For a Bragg–Fresnel grating at a small graz-
ing incidence angle the thickness can be an order of magnitude less at the
same high diffraction efficiency. For example the grating with a gold thickness
of 20 nm at 0.37◦ angle has an efficiency of 16%. The same efficient grating at
a normal incidence should have the thickness of 1350 nm. The grating mater-
ial thickness (aspect ratio) is the most important limitation in production of
gratings with nanometer period by modern technology methods. Reduction
of an optimal thickness to the nanometer scale opens the possibility of pro-
duction of nanometer period gratings with an efficiency of up to 30% for hard
X-rays.

The investigation of a meridional Bragg–Fresnel grating shows completely
different diffraction properties in a comparison with conventional reflection
grating. First, for a monochromatic beam, an angular spectrum of the input
beam is limited by the value of crystal angular acceptance (rocking curve).
All the other angular spectral components are rejected. The output angular
spectrum is not limited and all higher diffraction orders are present. The in-
clined geometry at small grazing incidence angles makes it possible to enlarge
the angle of dispersion of a meridional grating. To check the value of the an-
gular dispersion in the meridional direction the performance of a meridional
Bragg–Fresnel grating has been measured. A 2-μm period, 20 nm thick nickel
grating was evaporated on the surface of an asymmetrically cut Si [111] crystal
with an asymmetry angle of 13◦. A diffraction efficiency of 1% was obtained
at the energy of 8.2 keV and grazing angle of 0.9◦. This value corresponds to
an effective period for a transmission grating at normal incidence of 25.5 nm.
This property of a meridional Bragg–Fresnel grating opens up the possibil-
ity of producing a Bragg–Fresnel diffraction grating with nanometer spatial
resolution.

The definition of a sagittal and meridional grating is given in Fig. 3.21 and
Fig. 3.24. In the sagittal geometry, the grating grooves are aligned parallel to
the optical plane, as defined by the ingoing and outgoing X-ray beams.

In this case diffraction takes place perpendicular to the optical plane. In
meridional geometry, the grating grooves are aligned perpendicular to the
optical plane and diffraction takes place in the optical plane.

Sagittal Bragg–Fresnel Gratings on a Symmetrical Crystal

Angular diffraction spectra of a sagittal grating can be described with the
same formulas as for transmission gratings. The main difference is only in the
optimal thickness of a phase-shifting profile.
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Fig. 3.21. Experimental geometry of sagittal grating measurements

The Bragg reflector, in the case of sagittal grating, employs e.g., a perfect
Si [111] crystal. One can take gold as the material of a grating structure.
The integral diffraction efficiency can be estimated using formulas for trans-
mission gratings as in (3.48). The optical constants for a gold layer at the
energy of 8500 eV are: refraction constant δ = 4.2×10−5, absorption constant
β = 4 × 10−6. In our particular case for the grating with a groove width equal
to the free space, the relative integral diffraction efficiency of a transmission
gold grating should be of the order of 31% with an optimal groove thick-
ness of 1650 nm. Taking into account the Bragg angle of a Si [111] reflection
at 8500 eV (λ = 0.146 nm, θB = 13.43◦) one can define the optimal groove
thickness for the sagittal Bragg–Fresnel grating equal to 192 nm.

The angular dispersion of the diffraction orders relative to zero reflection
can be written in the small angle approximation:

Δθm = arcsin
(
λm

d

)
, (3.53)

where Δθm is the diffraction angle for the mth diffraction order. The results
of the experimental measurements are shown in Fig. 3.22. The gratings S1 and
S2 have the same value for the thickness of phase-shifting material (gold). The
grating S1 has a higher integral efficiency than S2 because of the equal value of
groove and space width in the period. A decrease in efficiency can be roughly
estimated by the ratio between the open and covered part of the period. In
the case of S2 this ratio is 0.72. Therefore the theoretical value of maximum
diffraction efficiency is reduced by the factor of sin2(mπg/d) = sin2(0.72mπ)
(see Fig. 3.22 and (3.35)). Furthermore, for a grating with non-unit groove-
to-space ratio, odd and even diffraction orders exist.

The results of S1 and S2 measurements demonstrate the validity of our
theoretical estimate of the optimal thickness of phase-shifting material of
the Bragg–Fresnel grating in the sagittal direction. With an inclined grazing
incident beam it is possible to achieve the theoretical maximum of diffraction
efficiency for a grating using a considerably reduced mask thickness. For a
reflection sagittal grating the optimum thickness of material is defined by the
equation
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topt =
Φoptλ sin θB

4πδ
. (3.54)

The X-ray beam is transmitted twice through the thickness topt at the angle
θB. In comparison with a transmission grating at normal incidence, topt is
reduced by a factor of 0.5 sin θB.

The difference in optimal thicknesses is most remarkable for high energies.
A comparison of the theoretical value of the optimal thickness for a trans-
mission diffraction grating and two types of Bragg–Fresnel lenses is shown in
Fig. 3.23.

For this plot we have chosen a Si [111] crystal with the lattice period of
0.31 nm and a multilayer mirror with a period of 3 nm as the substrate for a
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Fig. 3.23. Optimal thickness of a gold layer vs. photon energy for a transmission
grating and two sagittal Bragg–Fresnel gratings on a Si [111] and a multilayer sub-
strate with 3-nm period
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Bragg–Fresnel lens. According to Fig. 3.23 even with the technological limit
for an aspect ratio of about 1:1 (layer thickness equal to a groove width) an
outer zone width of the Bragg–Fresnel grating at 30 keV can reach 0.2 μm.
It can be easily fabricated for photon energies as high as 100–200 keV, which
is a great problem for conventional gratings due to the very high material
thickness required.

Meridional Bragg–Fresnel Gratings on a Symmetrical Crystal

The diffraction properties of a meridional grating on a mirror surface can be
described in first approximation using the conventional grating equation. The
basic grating equation may be written as:

λm = d[cos θ − cos (θ + � θm)] (3.55)

with the grazing incidence angle θ and Δθm the angular dispersion. The
experimental geometry and angular definitions are shown in Fig. 3.24. A
detector scan was done in the optical plane, which corresponds to the merid-
ional diffraction plane.

In the case of a meridional grating the angular dispersion in the mth order
can be defined using the formula

�θm = arcsin
(

cos θ +
λm

d

)
− 90◦ + θ, (3.56)

where θ is the grazing angle of incidence. The positions of the positive and
negative orders are defined in Fig. 3.24. Equation (3.56) leads us to the two
important consecutive results

– dispersion angles for the + m and − m orders have different absolute val-
ues. This difference is increased considerable for the small grazing angles.

– The angle of dispersion increases with a decrease of grazing angle.

Detector
scan

q+DqmX

Y

m=+1

m=-1
q

Fig. 3.24. Experimental geometry for meridional grating
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Fig. 3.25. Diffraction angles for the first order vs. grazing incidence angle θ. Grating
period of 2 μm, energy of 8,500 eV

Figure 3.25 shows an example of diffraction angle values for the first (minus
first) orders at different grazing incidence angles. The value of a grating period
used for the calculations is 2 μm, the wavelength is 0.146 nm (8,500 eV).

The difference between the values of positive and negative orders is impor-
tant for small grazing angles α. The value of the angle of negative diffraction
orders is limited by the grazing angle of incidence of the incoming beam.
The efficiency of diffraction orders for a meridional grating with a crystal
substrate cannot be calculated using equations for a sagittal grating. These
formulas are valid for meridional gratings on a mirror substrate, for example,
a total external reflection mirror. A crystalline or multilayer substrate has
an angular selectivity according to Bragg law. Such a mirror can reflect a
monochromatic beam only in the limited angular interval inside the so-called
rocking curve. The diffraction on a meridional Bragg–Fresnel grating can be
divided into three steps (Fig. 3.26).

First, the incoming beam is diffracted on a surface transmission grating
and penetrates into the crystal. If an angular dispersion of a grating Δθm
is larger than the intrinsic rocking curve of the crystal, only the zero order,
corresponding to the Bragg condition, is reflected by the crystal. The inten-
sities of the diffraction orders outside of the Bragg peak will be rejected and
absorbed in the substrate. The reflected zero order beam is diffracted the sec-
ond time on a surface diffraction grating. Finally, the crystal substrate does
not limit the angular spectrum of the outgoing beam but limits the angular
acceptance of the Bragg–Fresnel grating.

The first diffraction process on a surface grating leads to a loss of output
intensity. The accepted angular spectrum of the input beam is limited by a
crystal rocking curve. After the second diffraction on the surface the grating
produces higher diffraction orders, observed in the experiment.
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Fig. 3.26. X-ray diffraction on a meridional BraggFresnel grating with the thickness
t. Bragg diffraction inside of the crystal rejects all diffraction orders that do not fulfill
the Bragg conditions

If the grazing incidence angle corresponds to the Bragg conditions of the
crystal, then only zero order of the primary diffracted beam will be diffracted
a second time on a surface grating after reflection on a crystal. The total
efficiency of the diffraction orders on a Bragg–Fresnel grating can be written
using (3.48) and (3.51) as

Em =
1

4m2π2

{
(1 + exp(−2χΔΦopt))

2 − 4 cos2(ΔΦopt) exp(−2χΔΦopt)
}
.

(3.57)

The maximum diffraction efficiency of a meridional grating is limited accord-
ing to (3.57) to the value of 0.1 in comparison with 0.4 for a sagittal Bragg–
Fresnel grating. Consequently, the diffraction efficiency of an amplitude (ab-
sorbing) meridional grating is limited by the value of 0.025 in comparison with
0.1 for a sagittal Bragg–Fresnel grating. The value of the optimal phase-shift
related to a meridional grating is less than in the case of a sagittal grating
(e.g. Fig. 3.27).

The optimal phase-shift for a gold mask at 8,500 eV is equal to 2.89 rad
for a sagittal grating and 1.48 rad for a meridional one. The optimal mask
thickness has in both cases almost the same value because of the factor of 2
in the equation for the optimal thickness of meridional grating

topt =
Φoptλ sin θB

2πδ
. (3.58)

Figure 3.27 shows the relative efficiency of sagittal and meridional gratings on
a surface of Si [111] crystal. The gratings material is gold. The optimal value
of a phase-shift in a gold mask of 1.48 rad yields the theoretical maximum
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Fig. 3.27. Diffraction efficiency of sagittal and meridional Bragg–Fresnel gratings
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grating efficiency of 7.7%. Taking into account the corresponding Bragg angle
of 13.43◦ for Si [111] reflection and the optical parameters of gold one obtains
the value of optimal thickness: 190 nm.

As in the previous case of sagittal grating a gold mask for the merid-
ional grating on a surface of Si [111] crystal was fabricated by electron-beam
lithography and lift-off technology. Three gratings were investigated. The grat-
ing periods were equal to 5 μm (2.5 μm ×2.5 μm) for the grating M1, 0.6 μm
(0.24 μm ×0.36 μm) for the grating M2 and 2 μm (1 μm ×1 μm) for the grating
M3. A symmetric Si [111] crystal was used as a grating substrate. According
to the experimental scheme shown in Fig. 3.21 and Fig. 3.24, a detector scan
by the crystal analyzer was done in the vertical (optical) plane, which corre-
sponds to the meridional diffraction plane.

In spite of the same value of the thickness of a phase-shifting material
(gold) for the gratings M1, M2 and M3, the gratings M2 and M3 have lower
integral efficiency because of the shadow effect at the grazing incidence angle.
As in the case of a sagittal grating, for the meridional grating with groove-to-
space ratio not equal to one, odd and even orders of diffraction exist (Fig. 3.28,
right).

The results of M1 and M2 measurements approved the validity of our the-
oretical estimate of the optimal thickness of phase-shifting material of the
Bragg–Fresnel grating in the meridional direction (3.58). Using inclined graz-
ing incident beam it is possible to achieve a dispersion angle much larger than
for a transmission angle.

In the case of sample M2, an effective period of the grating at a normal
incidence is equivalent to 139 nm. An experimental verification of the concept
of the three-step diffraction process on a meridional Bragg–Fresnel grating is
represented in Fig. 3.29.

A two-dimensional θ−2θ mapping for the grating with period of 2 μm has
been done to record the diffraction spectra in reciprocal space. The diffraction
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Fig. 3.29. Intensity distribution in a reciprocal space for the meridional Bragg–
Fresnel grating. Grating period of 2 μm

angles were measured by a detector scan (2θ scan) for each value of grazing
incidence angle around the Bragg maxima of the crystal. In accordance with
Fig. 3.26 crystals do not reflect the X-ray beam at the angles which do not
correspond to Bragg conditions. The secondary resonances that appear when
+1st and -1st diffraction orders fulfill Bragg conditions are shown in Fig. 3.29
as E−11 and E+11. At these angles in the detector plane one can measure the
same angular spectrum as at exact Bragg conditions for the primary beam
analogous to the one in Fig. 3.28.

Meridional Bragg–Fresnel Gratings on the Asymmetrical Crystal

According to (3.55) and (3.56) to increase the angular dispersion of a dif-
fraction grating and to decrease the optimal grating thickness one has to use
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a small grazing angle for the primary beam. Conventional crystals such as
Si or Ge provide Bragg angles on the order of 10–15◦ in the energy range
around 10 keV. Smaller reflection grazing angles can be realized using asym-
metrical crystals with a high asymmetry parameter or multilayer mirrors with
nanometer-scale periods. In our investigation, we measured samples of the
grating placed on an asymmetrically cut Si [111] crystal with 13.06◦ asymme-
try angle. Both sagittal and meridional gratings were investigated.

The meridional grating, AM, and sagittal grating, AS, on an asymmetrical
crystal Si [111] were irradiated at the grazing angle of 27 and 26.5◦ at the
energy of 8,200 and 8,500 eV, respectively. In both cases, the mask thickness
was of 20 nm of evaporated nickel.

The spectra, shown in Fig. 3.30, support the results of theoretical calcu-
lations of the optimal mask thickness. A small grazing angle on a meridional
grating provides a dispersion angle as high as 1, 224 arcsec (Fig. 3.30, left).

This value corresponds to the grating period of 25.5 nm at normal inci-
dence. The spectra for the gratings M2, M3 and AM were measured using
50-μm slit placed at a distance of 1,000 mm from the sample. For this the
crystal analyser was removed.

3.4.2 Multilayers for X-Ray Optics

B. Vidal

X-Ray Refraction

The real part of the refractive index of all materials in the X-ray domain is
very close to unity. Even for heavy metals such as tungsten or gold a refractive
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index δ has a value on the order of 10−4 at the energy of 10 keV. Figure 3.31
gives δ and β values for the wavelength range from 0.1 to 11 nm, tabulated
in [49]. The limitations of the total external reflectance phenomena at grazing
incidence angles were discussed in detail in Sect. 3.2.

Here is shown one simple equation which relates a complex refractive in-
dex ñ and reflectance at grazing incidence angles R. The reflectance can be
deduced from the well-known Fresnel formula

R =
∣∣∣∣ ñ− 1
ñ+ 1

∣∣∣∣ . (3.59)

The reflectivity R decreases proportional to λ−4 for the shorter wavelengths.
This reflectivity is too low for practical use at a large incidence angle
(see (3.1) and (3.2)) for X-ray optics. A reflection takes place only at the
angles below the critical angle θc ≈

√
2δ.

Enhancement of a reflectance at large incidence angles can be obtained
by adding coherently and in phases all the reflections from several thin
layers: multilayer structure. A combination of layers with different optical
properties can lead to a structure similar to that of crystal. Effective Bragg
diffraction can be obtained even at normal incidence. These multilayers can be
considered as an extension of natural crystals to larger lattice spacing. Such
“artificial” crystals became, in the last decade, the most important optical
devices for a soft and middle photon energy range. Having a high reflectance
which reaches 70–80% at normal incidence angles multilayer structures can
provide also a beam monochromatization on the order of λ/Δλ∼ 25. The dif-
fraction properties of a multilayer mirror can be described by the theory of
Bragg diffraction on a crystal. The basic elements of this theory are given
above in Chaps. 3.3, 3.4.3 and 3.4.4. Here one can find a description of the
special properties of multilayer optics connected with the choice of materials
and technological aspects.
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The microscopic model used in the kinematic theory of X-ray diffraction
on a crystal describes a medium atom by atom. This theory can be applied
only to the ultrathin layers with a few atoms stacked in a layer. An application
of the kinematic theory for the calculations of X-ray diffraction on a “thick”
multilayer mirror cannot be done without considerable approximations due to
the complexity of this model. In comparison with crystals the X-ray diffraction
on a multilayer mirror needs “averaged” characteristics of the media, such as
refractive and absorption indexes. The optical (also called dynamical) theory
operates with average optical properties of the complete layer. In a real case
one has to consider properly which theory should be applied to a particular
structure. For example one can apply the Fresnel Equation (3.59) even to
mono-atomic films for calculation of reflectance.

Reflection on an interface can be achieved using the difference in refraction
indexes between two materials as it was first suggested in the 1960s to pro-
duce multilayer optical coatings for visible light. An effective reflection takes
place due to the phase-matched reflection on the interfaces of two materials.
These mirrors have a maximum reflectance theoretically up to 100%. In reality
absorption considerably reduces the reflectance.

X-Ray Absorption

The reflection on an interface can also be achieved using the difference in
absorption indexes between two materials. An effective reflection can be ob-
tained if the layers of a high-absorbing material are located in the nodes of
standing waves. This technique was developed in the 1970s to reduce the in-
tensity of electric fields at layer boundaries and therefore increases the damage
threshold of high-power laser optics [96]. In X-ray diffraction on crystals the
reduction of absorption losses at Bragg angles (Bormann effect) was already
known since 1920. Spiller has demonstrated the possibility of the fabrication
of specially tailored reflection curves using nonperiodic multilayers [97]. As
already mentioned in Chap. 3.4.1 optical properties of materials are charac-
terized by the complex refractive index ñ, (3.42). The values of ñ components
are energy dependent. This dependence is nonmonotonic and characterized by
many fast changes, jumps in a spectrum, which are called absorption edges
of materials. They are known as K, L, M, etc. edges, which are fundamental
properties of materials. They must be taken into account in multilayer design
to provide demanded reflection properties: enough turning energy range or
special properties of polarization transmission (reflection).

The linear absorption coefficient, μ1 = 4πβ(λ)/λ describes the decrease in
intensity of a propagating wave through a material thickness t that can be
estimated by Snell’s law

I

I0
= exp(−μlt). (3.60)
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Multilayer Design

The task of a multilayer design can be divided into two problems: direct and
inverse, summarized in Fig. 3.32.

The first one is what we call the “analysis” problem. This problem cor-
responds to computing of the optical properties of a given stack with a
finite number of layers N . The refractive indices ñ of each material and each
layer thickness di,j = 1, . . . , N are the computation parameters. Using these
parameters and personal computer it is possible to determine the spectral
reflectivity (or angular reflectivity) of a multilayer [98].

The second problem called the “synthesis” problem is more complicated
than the first one. This problem corresponds to computing of the stack pa-
rameters to obtain the required spectral properties of the optical element. In
order to obtain a specific spectral profile, we have to determine the materials
which must be used (two or more), the number of layers to be deposited and
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their appropriate thickness. There are probably more than one single mathe-
matical solution and one needs several years of computation to check all these
different combinations of parameters. However, some rules can help to find a
reasonable solution.

Direct Problem of Multilayer Design

Two well-known methods can be applied to solve the problem of analysis cal-
culation. One is called the impedance method and the other is the matrix
method. Computations are recursive and must start from the first layer de-
posited on a substrate assuming no reflected wave is coming back from the sub-
strate. The first method introduced by P. Berning [89] does not use complex
values. The matrix method is more precise and needs powerful computers. This
method allows one to apply direct formalism that is at present generally used.

Matrix method. Let’s consider a simple interface between two media as
shown in Fig. 3.33. Above this interface, the electric field amplitude can be
written as

E(x, y) = [A exp(−iζ2y) +B exp(iζ2y)] exp(ikyx). (3.61)

In the same manner for y < y0

E(x, y) = [C exp(−iζ1y) +D exp(iζ1y)] exp(ikyx), (3.62)

with the wave vector k0 = 2π/λ, ky = k0 cos θ:

ζ1 =
√

(k0ñ1)2 − k2
y and ζ2 =

√
(k0ñ2)2 − k2

y. (3.63)

The continuity of the electric field and its first derivates across the interface
gives for “s-polarization” (electric field perpendicular to the incident plane)[

A
B

]
= 0.5

[
p11 p12
p21 p22

]
×
[
C
D

]
, (3.64)
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Fig. 3.33. Definition of the wave directions on an interface between two media with
the refractive indexes ñ1 and ñ2
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where

p11 = a1 exp {−i(ζ1 − ζ2)y} (a)

p12 = a2 exp {+i(ζ1 + ζ2)y} (b)

p21 = a2 exp {−i(ζ1 + ζ2)y} (c)

p22 = a1 exp {+i(ζ1 − ζ2)y} (d) (3.65)

and

a1 = 1 +
ζ1
ζ2

; a2 = 1 − ζ1
ζ2
. (3.66)

The reflectance coefficient is

R =
∣∣∣∣p21p11

∣∣∣∣
2

. (3.67)

For “p-polarization”, the continuity of the magnetic field at the interface is
obtained by changing ζ1/ζ2 from (3.66) into

ζ1
ζ2

× ε1
ε2

where ε1,2 = ñ2
1,2. (3.68)

For a single boundary, situated at Y = 0, (3.65) (a, b, c, and d) are much more
simple and leads us to the Snell–Descartes law. They can be used to calculate
the angle Qi between the interface plane and the direction of propagation
in the ith medium in a stratified structure like a multilayer. For a stratified
medium of N layers

ni cos θi = cos θ for i = 1, 2, . . . , N. (3.69)

Consequence of this relation for a single boundary is the existence of a critical
angle θc below which the reflectivity is 1 (total reflection) for a nonabsorb-
ing medium. For a metallic interface absorption of the wave in the surface
(evanescent wave) gives less reflectivity around several percents.

For very thin transparent layers, if the imaginary part is neglected we get

sin θc =
√

2δ, (3.70)

which is true for each interface but is also an approximate relation for a single
layer.

The reflection coefficient S12 from a single boundary between two materials
for the propagation angle θ1 and θ2 is deduced from (3.65), the so-called Fres-
nel equations. For the boundary of two materials with real part of refractive
indexes n1 and n2 (See Fig. 3.33)
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for s-polarization : Ss
12 =

n1 cos θ1 − n2 cos θ2
n1 cos θ1 + n2 cos θ2

and

for p-polarization : Ss
12 =

n1 cos θ1 − n2 cos θ2
n1 cos θ1 + n2 cos θ2

. (3.71)

In this case one has to take into account interferences which occur in the layers
due to the second interface. However, the reflectance measurements allow
to determine the main of characteristics of the layer as thickness, refractive
indices (1 − δ, β) and the roughness σ at the interfaces [99]. The interference
fringes are normally well visible in a logarithmic scale.

Inverse Problem of Multilayer Design

The design of a multilayer mirror structure to produce a maximum reflectiv-
ity at a particular wavelength or on a large spectral range can be defined as
inverse problem of multilayer design. As it was mentioned above, the general
synthesis problem is complicated and a final solution needs too much comput-
ing time to check every possible value of each parameter. As parameters one
can define the type of material (two or more), the thickness of each layer and
the number of layers. This problem can be solved using a minimization method
analogous to that which has been used in the case of dielectric mirrors [100].

The method is based on the property of the refractive index of materials in
the X-ray range. For mirror efficiency optimization, the minimization method
needs to define an appropriate “defect function” which characterizes the dif-
ference between the desired optical property (reflectance or energy band) and
those obtained at each step of the computation.

The minimization method needs also the knowledge of the so-called “initial
values” of the parameters which must be defined at the beginning of the
computation. The initial values must be found as near as possible of the
optimal one to reduce the computation time.

There are two well-known basic geometries which utilize interference ef-
fects to produce high reflectance mirrors: the quarter wave stack, and the
ideal Bragg crystal (Fig. 3.34a and b). The first structure mainly used for
nonabsorbing multilayers consists of alternating layers of high (h) and low (l)
refractive index, each of the same optical thickness ndl = ndh = λ/4 (for nor-
mal incidence to the surface) such that all boundaries add with equal phase
to the reflected layer.

If both the materials are completely absorption free, the quarter wave
stack gives the highest reflectivity approaching R = 100%. However, accord-
ing to the scheme of Fig. 3.34a and b, the electric field has a maximum at the
interfaces. Practically it means, in case of rough interfaces significant light
scattering takes place, which leads to the damage of the mirror and consider-
ably reduces multilayer reflectance.

In a quarter wave stack the thickness of materials are of the order of half
a period. In an ideal Bragg crystal, the atomic planes thickness is usually



136 B. Vidal

Electric field in dielectric layers
Standing waves

Electric field in absorber layers
Standing waves

H

L
L

H H H H

B

H = absorbing layer

B = dielectric layer (vacuum in a crystal)

B B B

H H HL L L L

(a) (b)

Fig. 3.34. Two basic designs for a high reflectivity mirror. (a) The quarter-wave
stack. (b) Crystal lattice structure

much thinner than a period value. The different planes are spaced λ/2 apart
(for normal incidence) and contribute in phase to the reflected wave. The
absorption losses can be minimized due to the fact that the atomic planes are
located at nodes of standing waves generated by the superposition of incidence
and reflected waves. Reducing the absorption layer thickness the absorption
losses can be made arbitrarily small compared to the reflectivity. In the limit a
very thin film of absorbing material is equivalent to an absorption-free film of
low reflectivity. Therefore, the number of layers can be increased considerably
in comparison to the number of layers of the dielectric quarter wave stack.
This fact leads not only to a reflection efficiency comparable with a dielectric
multilayer mirror, but also to higher spectral selectivity (energy resolution)
of the mirror.

However, the crystal-like multilayer design has important experimental
limitations. First, it is impossible to fabricate infinitely thin layers and the
second, the absorption coefficient β of the spacer layer, where the electric field
is high, is not negligible.

Practically, almost more than 200 layers are necessary to produce high-
efficiency reflection with hard and middle X-rays, about 100 layers with soft
X-rays and only around 10–20 layers with far UV at about 30 nm.

Material Selection Rules

The following rules can be used to select two materials of a bilayer stacking
in order to have the highest possible reflectivity [101]

• Select a first material with the lowest possible absorption β as a spacer
material.

• Find a second material with the largest possible reflection coefficient at
the boundary with the first material.

• If several materials give similar reflection coefficients, choose the one with
the smaller absorption coefficient.
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In addition, the choice of materials depends on interface quality, roughness
and small diffusion rate, as well as on the exclusion of hazardous materials.
The absorption constant β of the spacer material determines the maximum
number of Nmax bilayers. An easy equation can be used for the estimation of
the maximum number of layers involved in diffraction process

Nmax =
sin2 θ

2πβ̃
, (3.72)

where θ is the angle of incidence. The value β̃ is the average absorption index
of a multilayer structure (see below).

This limitation in the number of periods due to the absorption of the spacer
layer and the thinnest possible absorbing layer defines also an upper limit
of the maximum reflectivity and the highest spectral resolution λ/Δλ. These
optical properties of multilayers are very important in practical applications
of multilayers in X-ray monochromators.

The Fresnel reflection coefficient S at the boundary of two coating materi-
als defines the effective number Neff of periods required to obtain a substan-
tial reflectivity. Considering the quarter wave stack, and neglecting absorption
losses and multiple reflections, one can estimate

Neff =
1

2 |S| . (3.73)

At a normal incidence using the fact that all refractive indices are close to 1,
we can express

Neff =
1√

�δ2+ �β2
, (3.74)

where Δδ and Δβ are the difference in the optical constants of coatings
materials

On the basis of the discussion above one can choose the proper design for
a multilayer for particular application. To reach the highest possible energy
resolution one should use the design similar to a Bragg crystal. To have the
largest possible integrated reflectivity one should use the design similar to the
quarter wave stack.

Periodic Designs

In the case of the periodic multilayer structure one has to define only three
parameters: the multilayer period d = dh + dl defined by Bragg relation
(3.25), the distribution γ = dh/dl of the material’s thickness within one pe-
riod and the total number of periods. In this formula dh and dl correspond to
the thickness value of high and low index material and d to the period of the
stack. The total number of layers which have to be deposited onto a substrate
is not critical if it is possible to realize a large number of layers with a high
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degree of stability in the deposition process. Maximum reflectivity is obtained
within the first Bragg peak and the mirror performances in hard X-rays are
quite insensitive to changes in the thickness ratio.

To find the best γ ratio the analytical formulas for optimum design and
performance of periodic multilayers with a large number of periods are devel-
oped by Vinogradov and Zeldovich [102]

tan(πγopt) = π
[
γopt +

(1 − δh)βh

(1 − δl)βl − (1 − δh)βh

]
. (3.75)

For βl � βh an approximate solution for small values of γopt is

γopt =
1
π

3

√
3π(1 − δh)βh

(1 − δl)βl
. (3.76)

For a practical consideration of a periodic multilayer design it is important
to estimate energy resolution and the effective number of layer pairs Neff

involved in the diffraction process. This can be done using simple formulas
connecting major multilayer parameters. The spectral resolving power λ/Δλ
of a multilayer mirror can be estimated as [44]

λ

�λ ≈ mNeff , (3.77)

where m is the diffraction order.
The effective full width of a half maximum (FWHM) of the multilayer

mirror rocking curve is approximated by

�θ ≈ 2

√
Δλ
λ
. (3.78)

For a real multilayer mirror, the angle of peak reflectivity is greater than that
predicted by the conventional Bragg formula. The formula which takes into
account the average refraction index δ̃ of the multilayer materials is given by
equation

sin θm =
mλ

2d
+

2dδ̃
mλ

, (3.79)

where δ̃ = (1 − γopt)δl + γoptδh.

Quasiperiodic Designs

To make a more precise optimization of a multilayer reflectivity one has to
take into account the fact that all materials in the X-ray range have consider-
able absorption. The optimum design which maximizes the peak reflectivity
with the minimum number of layers is quasiperiodic. The thickness of a heavy
material should be decreased from the bottom to the top layer. Practically for
the X-ray multilayers with a large number of periods the difference between
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optimum quasiperiodic design and simple periodic design is very small. The
quasiperiodic design affects only the bottom layers whose contribution in the
final efficiency is relatively small. This was shown for example using mini-
mization programs in [103].

Aperiodic Designs

In the case of transparent materials direct methods exploring Fourier trans-
form are useful to find quickly the best solution [104]. Computer algorithms
for the inverse problem solution, which have been developed for visible light, in
some cases can be applied to design an X-ray mirror. However, the design free-
dom is much more limited due to the considerable absorption in all materials
in the X-ray range. The most important application of these methods is the
design of aperiodic structures to increase the energy bandwidth of reflection.
The method supposes to divide a multilayer stack on several period regions
in depth. Each region has a period which corresponds to a defined reflected
energy at Bragg angle. A superposition of several regions with slightly differ-
ent periods will provide an enlarged bandwidth of reflected light in comparison
with a perfect periodical structure. In this way minimization programs can
enlarge the bandwidth keeping the reflectance value as high as possible. In
addition, the total external reflection phenomena can be used to reflect low-
energy photons.

The case of aperiodic design is called “supermirror” as opposed to the
mirrors corresponding to periodic stack and which can give a high reflectivity
at a total reflectance angle for low energy photons. Such a supermirror has
been fabricated for the BESSY II beamline. The results of the mirror tests
are shown in Fig. 3.35. A multilayer mirror with 50 W/Si bilayers of different
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Fig. 3.35. Spectral characteristics of the BESSY “supermirror” measured at two
different grazing incidence angles
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Fig. 3.36. Optical scheme of a multilayer mirror

thickness on a Si substrate has a smooth reflectivity of 12–30% in the whole
energy range from 5 to 25 keV at a grazing incidence angle of 0.5◦ [105].

Reflectance Computations in Multilayer Design

An interesting work on material pairs selection for high reflectance X-ray
multilayers as well as layer-by-layer optimization was done in [106]. In order
to select the best materials one can deduce the relation from the Berning’s
formula according to the scheme in Fig 3.36

Rj =
Sj(1 − SjRj−1) + (Rj−1 − Sj) exp(−iϕj)
1 − SjRj−1 + Sj(Rj−1 − Sj) exp(−iϕj)

(3.80)

with ϕj = 4πnjdj cos θj

λ , Sj are the Fresnel coefficients of an interface between
the vacuum and the jth layer defined by (3.71) according to the polarization
of the light.

Starting from j = 1 with R0 = S0 to j = m one can rewrite (3.80) into

Rj − Sj

1 − SjRj
=
Rj−1 − Sj

1 − SjRj−1
exp(−iϕj). (3.81)

The denominators of this equation represent the contribution of multiple
reflections in the multilayer, which can be ignored in the following considera-
tions, because R, S � 1 holds in the X-ray region. Thus we get

Rj − Sj = Rj−1 − Sj exp(−iϕj). (3.82)

This simplified formula can be used as an optical criterion for selection of
material pairs. The formulas given above are valid in both cases of periodic
and aperiodic design.

For an estimation of a peak reflectance R0 in the case of periodic design
one can use the following simplified equation

R0 =
1 − u
1 + u

, (3.83)
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where

u =

√√√√ 1 − cos2 πγopt

1 +
(

δh−δl
βh−βl

)2

cos2 πγ2
opt

. (3.84)

Imperfection Effects

Three main types of imperfection errors must be considered in the production
of a multilayer mirror.

1. Thickness errors or variations in lattice parameters. This is mainly the case
if all parameters of the deposition process are not perfectly maintained
and controlled during all the time of the multilayer fabrication.

2. Material interdiffusion in interface region or interfaces roughness which
can reduce reflectance dramatically.

3. Inhomogeneities in the mirror layers such as porosity, impurities and local
fluctuation of composition. This type of error is the most complicated
because it can be caused by many technological reasons.

Thickness Errors

For an angle of incidence larger than the critical angle, the thickness errors lead
to Bragg peak widening while the roughness imperfections lead to a decrease of
the efficiency or peak reflectivity of a multilayer. To calculate analytically the
influences of thickness errors one can use an expression introduced by Piecuch
from a kinematical approach. This equation which gives for reflectivity at a
Bragg peak the value [107]

〈R〉 = R0L + 2R1

L−1∑
l=1

(L− 1) exp
{
(−4l

〈
� Φ2

〉
) cos(2lΦp)

}
, (3.85)

where
〈
�Φ2

〉
corresponds to the variance in phase Φ due to the thickness

errors and Φp is the mean phase change through the bilayer

R0 = 2S2
21

[
1 − cos(2Φp) exp(−2

〈
�Φ2

p

〉
)
]

and

R1 = 2S2
21

[
1 − cos(2Φp) exp(2

〈
�Φ2

p

〉
)
]
, (3.86)

where S21 corresponds to the Fresnel coefficient between the two media of the
bilayer.

Interface Roughness

Computations of the influence of an interfacial roughness on multilayer reflect-
ance were published in the classical paper of Beckmann and Spizzichino [108].



142 B. Vidal

In these computations for the visible light photon energy range several as-
sumptions have been made which cannot be easily transformed into X-rays
range. They are

1. The slope of the surface irregularity is small enough to neglect the
influence of polarization of the light due to local variations in the angle of
incidence.

2. The radius of curvature of any surface irregularity is large compared to
the wavelength.

3. Scattering of the bulk media bounding the interface is negligible.

The main mathematical parameters which are involved in the theory are:
the variance s of the interface profile height distribution, which is assumed to
be a Gaussian function and the coherence length lcoh of the variation of the
interface positions. If Ltot is the total length of the sample in the direction
along the x-axis parallel to the surface, one can write the self-correlation
roughness function in the classical form

C(x) =
1
Ltot

Ltot∫
0

z(s)(x+ s) ds, (3.87)

where C(x) is assumed to have an exponential behaviour: C(x) = exp(−x/
lcoh).

In case of specular reflectivity, the theory of Beckmann and Spizzichino
leads to a change of the Fresnel coefficients S12 to

S′
12 = S12 exp

(
−k

2
y1σ

2

2

)
, (3.88)

where ky1 is the z component of the wave vector k0 in the first medium.
Using the Wronskian method, one can find also a variation in the elec-

tric field transfer matrix of (3.64). For the s-polarization corresponding to an
electric field parallel to the surface, one can write a new transfer matrix

[
A
B

]
= 0.5

⎡
⎢⎢⎣
p11 exp

[
−(ζ1 − ζ2)2σ

2

2

]
p12 exp

[
−(ζ1 + ζ2)2

σ2

2

]

p21 exp
[
−(ζ1 + ζ2)2

σ2

2

]
p22 exp

[
−(ζ1 − ζ2)2σ

2

2

]
⎤
⎥⎥⎦×

[
C
D

]
,

(3.89)

where ζ1 and ζ2 have been previously expressed on page 133, equation (3.63).
The theory developed here ignored roughness-induced plasmon waves which
is not quite correct according to the fact that hypothesis β is certainly not
verified.

Approximations of Beckmann’s matrix method [108] lead to the same well-
known expression suggested in crystallography, the so-called Debye–Waller
factor

R = R0 exp
(
−8π2σ2 sin2 θ

λ2

)
,
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where R0 is the reflectivity of a perfect multilayer without roughness at the
interfaces and σ is the root mean square value of effective roughness.

At this step it should be pointed out that all theories developed by the
majority of workers in the X-ray area used several approximations which are
not quite correct because they consider only the specular reflectivity and do
not take into account the self-correlation function of the interface position.
All these approximations are equivalent to the insertion of a transition layer
to which the roughness is attributed.

In practice such models are useful to evaluate the mean roughness of the
layer and not a particular roughness at one layer of the stack. In some cases,
the computations using the transition layer model can lead to an increase
of the reflectance or transmittance value. It is completely in disagreement with
the physical reality. In practice, both transmittance and reflectance values
must be lower than those computed for a perfect multilayer because the light
is scattered in all directions.

3.4.3 HOPG-based Optics

A. Antonov, I. Grigorieva, B. Kanngießer, V. Arkadiev, B. Beckhoff

The Concept of Monochromators

Monochromators nowadays constitute an essential part of many modern set-
ups for X-ray diffractometry and X-ray fluorescence analysis (XRF). They
determine not only the energy and the bandwidth of the beam, but also to a
large extent its spatial and angular characteristics. Monochromators can be
used to modify both the primary and the secondary beams in XRF. In the first
case, monochromators contribute to form a primary beam with the spectral
parameters, which are optimal for a particular problem of material analy-
sis or medical investigation. They eliminate undesirable parts of a continuous
spectrum and disturbing characteristic lines, thus suppressing the background
and increasing the sensitivity of the analytical method. In the second case,
monochromators are applied for collecting and analysing the secondary (flu-
orescence) radiation detected. They are mostly used as dispersive elements
for identifying characteristic lines of the elements, which may be present in a
sample.

Crystal monochromators are based on the phenomenon of X-ray diffrac-
tion. Spectral selective reflection decreases significantly the total intensity
of the beam. First, large parts of a spectrum are drastically reduced. Usually
these parts are considered to be useless or even disturbing for an applica-
tion under consideration and constitute an undesirable background. Second,
the intensity of the line or narrow energetic band to be monochromatized
decreases because the reflection coefficient is always smaller than 100%. To
compensate these losses of the useful radiation, one can utilize a focusing
geometry, which enables obtaining large intensities of monochrochromatized
beams within small focal spots.
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Decisive demands for effective focusing are a high reflectivity and a large
angular acceptance of the optics employed. Perfect crystals usually have
large values of reflection coefficients but they reflect X-rays in a very nar-
row spectral region and have small acceptance angles. High spectral resolution
ΔE/E ∼ 10−4 to 10−5 of these crystals leads to a relatively poor effectiveness
for X-ray focusing. Besides, realizing a focusing geometry with strongly bent
perfect crystals is a nontrivial task. For applications with moderate demands
on monochromatization and high requirements on the intensity of the reflected
radiation mosaic crystals reveal themselves as the most suitable candidate.
Among the known mosaic crystals, highly oriented pyrolytic graphite (HOPG)
crystals, both bent and flat ones, belong to the category most widely used.

Monochromators in XRF

X-ray fluorescence spectroscopy is based on the measurements of fluorescent
radiation emitted by the element, which is excited by X-rays having a pho-
ton energy higher than the corresponding absorption edge of the respective
element. Although qualitative interpretation of the spectra obtained is rather
simple, the reliable quantitative analysis of the elemental concentrations is
often a nonlinear optimization problem due to various mutual absorption
and secondary enhancement effects modifying the fluorescence intensities. In
addition, XRF detection limits (DL) are affected by the shape of spectral
background partially induced by scattered excitation radiation and its inten-
sity depending on the major matrix constituents of the sample.

Monochromatic excitation can drastically decrease the spectral back-
ground below fluorescence lines associated with photon energies consider-
ably lower than that of the excitation radiation. Furthermore, a fundamental
parameter based XRF quantification is, in general, more reliable in the case of
a monochromatic than polychromatic excitation radiation. This is due to the
fact that the shape of the spectral distribution of the excitation radiation is
often not known well enough when X-ray tubes, in particular in conjunction
with nonmonochromatizing optics, are employed. For a given count rate capa-
bility of the energy-dispersive detection system, the sensitivity of XRF can be
improved in the case of a monochromatic excitation if enough primary inten-
sity is available to achieve the highest count rate allowed by the given detector.

In energy-dispersive X-ray fluorescence analysis (EDXRF), the conven-
tional techniques aimed at either a quasimonochromatic excitation or a
reduction of scattered excitation radiation involve the use of secondary tar-
gets, selective filtration of the source primary radiation or the production of
polarized primary radiation by means of Barkla scattering. However, all these
approaches substantially decrease the intensity of primary X-ray tube radia-
tion by several orders of magnitude, thus considerably reducing the sensitivity
of EDXRF analysis.

An alternate way to modify the spectrum of the primary radiation is
offered by diffraction-based X-ray optics that selectively reflects a narrow
band of the beam spectrum. Especially important for XRF is the fact that
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Bragg-reflection monochromators are meanwhile available as doubly curved
crystals with an application-adapted geometry and permit to compensate the
reflection-caused losses of the useful radiation by collecting the primary radi-
ation within a large solid angle of acceptance. Besides, such monochromators
can focus radiation onto a small spot on a sample, thus increasing both the
spatial resolution and enhancing the absolute sensitivity of the EDXRF analy-
sis by modifying the characteristics of the excitation channel.

In the detection channel, singly and doubly curved monochromators can
enhance the solid angle of detection and modify the spectral distribution of the
fluorescence radiation detected in favour of the lines of interest. This selection
of a particular energetic region of interest reduces the burden on the detection
system and permits to enhance the count rate of fluorescence line detected by
increasing the excitation intensity. The focusing ability of the crystal allows
for the use of a small-area X-ray detector possibly associated with both an
improved peak-to-background ratio and an improved energy resolution.

HOPG Crystals

HOPG is an artificial crystalline structure with unique X-ray reflection prop-
erties. HOPG crystals reveal a good peak reflectivity of 40% to 50% in the
energy region of 10 keV to 30 keV. However, their most distinguishing feature is
a large mosaicity with a typical value of about 0.4◦, which leads to the largest
integral reflectivity among all known crystals. For example, the integrated
reflectivity of the main 002 reflection of a HOPG crystal is almost an order
of magnitude higher than that of other crystals and can achieve approxi-
mately 1.3× 10−2 rad. Even the second order 004 reflection has an integrated
reflectivity comparable with that of the first order reflection of many crystals,
providing practically the same high intensities (Rint = 2×10−3 rad) as lithium
fluorite and silicon [109, 110].

HOPG is formed by thermocracking of hydrocarbon gas on a heated sub-
strate and subsequent high temperature annealing. HOPG has a very high
thermoconductivity along the CC plane (about 1600 to 1800 Wm−1K−1), as
well as excellent thermo- and radioactive stability. HOPG consists of carbon
having a purity of about 99.99%.

The deposited material named pyrocarbon (PC) has a turbostrate struc-
ture with the interlayer distance of 3.44 Å. Annealing of the deposit under
pressure at a temperature of over 2,800◦ C results in formation of HOPG
possessing a 3-dimensional highly anisotropic laminar structure with the
interlayer distance of 3.354 Å. Although the material remains polycrystalline
in its base plane, it becomes almost monocrystalline in the perpendicular
direction. The angular distribution of the c-axes of crystallites called mosaic
spread decreases during annealing under pressure from 30◦ for pyrocarbon to
less then 1◦ for HOPG [111].

Early studies reported HOPG to be an ideal mosaic crystal, but later it
was discovered, that HOPG has a more complex, two-level mosaic structure
[112–114]. Relatively large blocks are disoriented relative to each other
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(a) (b)

Fig. 3.37. HOPG block structure: (a) in the plane of CC net, size 1 mm ×1 mm,
125 μm under the surface; acoustic microscopy; (b) in perpendicular direction; elec-
tron microscopy after laser etching

according to a certain distribution, which determines the HOPG mosaic
spread. These blocks contain a second, small-scale mosaic structure with a
smaller mosaic spread. Mosaic spread of crystallites within individual blocks
can be as low as 0.1◦. The form of the HOPG blocks is very anisotropic: their
length along the CC plane is about two orders larger than in the perpendicu-
lar direction. Block structure can be visualized by acoustical microscopy [115]
and by laser etching (Fig. 3.37a and b). It causes irregularities of the inten-
sity, shape and symmetry of the diffraction patterns when a HOPG plate is
scanned with a collimated X-ray beam.

Bent HOPG Crystals

The traditional technology of manufacturing bent HOPG crystals includes
the process of annealing under pressure on concave or convex pistons [111].
However, the anisotropy of thermal expansion and the laminar structure are
impediments to obtaining the required profiles with a proper accuracy, espe-
cially when the shape is significantly more complicated than a simple cylinder,
and the curvature radii are smaller than 100 mm. Here, process difficulties can
lead to a drastic increase of the production costs. As a result, the first exper-
iments with bent crystals used HOPG cylinders [116] or toroids assembled
from a set of flat or singly curved HOPG crystals [117, 118]. To a certain
extent, this approach involved both deviations of the shape obtained from the
shape required and decreased reflectivities at the edges of separate crystals
due to some damage during cutting. Some of these principle difficulties that
arose during assembly restricted the range of applications of bent HOPG in
analytical instrumentation.
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The difficulties of this traditional approach to produce bent crystal initi-
ated dedicated investigations aimed at a way to modify flat HOPG crystals
into a bent form under chemical and thermomechanical treatment. The main
difficulty was that such a treatment (e.g., intercalation by strong oxidizing
agents [119]) led to a destruction of the material structure and a dramatic
deterioration of the crystal mosaicity.

Dedicated investigations of the HOPG structure [115] resulted in the mod-
ification procedure [120] offering HOPG with both an excellent flexibility and
an improved mosaic spread. The flexible HOPG can be easily stacked and
mounted on a substrate of any form at room temperature [120]. In many
cases, the crystals can be fixed on a substrate due to adhesion even without
glue, if the substrate surface is smooth enough (e.g., polished). The method
allows the creation of a wide range of crystal geometries ranging from conical
and cylindrical [119], toroidal [121], paraboloidal [122] to spherical ones [123].
The crystal curvature radius can be as small as 5 mm. The mosaic spread
depends on the film thickness. It varies from 0.1◦ for 10 μm thick films up to
0.4◦ ± 0.1◦ for the 200 to 400 μm thick HOPG layers mostly used in focusing
optics [124].

Another advantage of the new technology refers to the relatively low pro-
duction costs of these HOPG crystals. Usually, the costs of a flexible HOPG
in an X-ray device does not exceed those of a similar standard flat HOPG cry-
stal of a high quality and is notably smaller than the cost of an analogous
standard bent HOPG crystal. Figure 3.38 shows a set of cylindrically bent
HOPG crystals with different curvature radii from 5 to 20 mm [120].

Fig. 3.38. Cylindrically bent HOPG crystals (radii from 5 to 20 mm) on aluminum
substrates
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Main Physical and Geometrical Relations

The diffraction condition for an X-ray beam impinging on a crystal under the
incidence angle θ is described by the well-known Bragg equation

2d sin θ = nλ,

where d is a crystal interplanar spacing for a given lattice plane, λ is the
radiation wavelength and n is the order of the reflection. The maximum value
of the wavelength, at which this relation can still remain valid, is determined
by the condition λmax = 2d.

HOPG crystals have a hexagonal structure with the lattice constant
d = 3.354 Å for the 002 lattice planes. Therefore, the maximum wavelength,
which can meet the Bragg equation, amounts to 6.708 Å and the diffraction
is possible only for photon energies above approximately 1.85 keV.

HOPG crystals can be operated in a broad energy range (Fig. 3.39). Al-
though the peak reflectivity reaches its maximum at about 17 to 20 keV, it
preserves relatively large values up to very high energies where other optical
elements (e.g., multilayers, capillaries, etc.) lose their efficiency drastically.
Therefore, HOPG crystals can be also used for hard x-radiation in applica-
tions such as medicine and X-ray astronomy.

Focusing with bent crystals should meet normally two conflicting require-
ments: the Bragg condition and the condition of geometrical focusing which
imply different meridional curvature radii of the lattice planes involved and of
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Fig. 3.39. Calculated reflectivity of a thick HOPG crystal (mosaic spread 0.4◦)
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the crystal surface. It is well known that the curvature radius RF for optimum
focusing should be twice the Bragg radius RB. Application of the Johansson
scheme, which is the best solution for single crystals, is not directly possi-
ble for the mosaic case. However, one can use the crystal with the curvature
radius RF for optimum focusing. Small angular deviations from the exact
Bragg condition are mostly compensated by the mosaic spread of individual
blocks.

The best results can be obtained with doubly bent crystals, when focusing
takes place in both meridional and sagittal planes. The relationship for the
meridional R1 and sagittal R2 curvature radii can be established geometrically
(see Fig. 3.40) as

R1 = D/2 sin θB, R2 = D sin θB,

where D is the distance between the point source and the crystal centre
(≡distance between the focus and the crystal centre); θB is the Bragg angle.

The condition R1 = R2 (spherical shape) is valid only for θB = 45◦,
which corresponds to E = 2.61 keV. In a general situation R1 �= R2, and the
ellipsoidal shape could be offered as the most suitable one.

Being a mosaic crystal, HOPG has some peculiarities that should be taken
into account while designing X-ray optics. First, there is a spatial beam smear-
ing induced by the deep penetration of the reflected beam into the bulk of
the mosaic crystal [125] aggravated by the fact that HOPG consists of light
carbon. Two main effects determine the penetration depth of the X-ray ra-
diation into a crystal: true absorption and interference extinction [125, 126].
In ideal crystals extinction due to interference is very strong because of a
perfect arrangement of reflecting crystal lattices. As a result, one can assume
that Bragg reflection takes place practically on a surface of an ideal crystal.
This is not the case for mosaic crystals. Although extinction in HOPG dom-
inates over true absorption, it is not so strong as in ideal crystals due to the
spread of mosaic blocks [126]. Typical values of the total penetration depth
lie in the interval 20–100 μm for the energies 6–30 keV and increase further
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Fig. 3.40. Principles of meridional (a) and sagittal (b) focusing
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Beam profile

HOPG

Fig. 3.41. Spatial broadening of the beam after reflection

with the raise of the energy. This fact has two simple consequences. First, a
well-collimated beam becomes wider after the Bragg reflection (Fig. 3.41).

This effect limits the possibility of exact focusing with HOPG crystals
and should be always taken into account when estimating the spot size on a
sample. Second, the thickness of standard HOPG crystals (usually 1–2 mm) is
superfluous for forming a diffracted beam of the highest intensity. In practice
the thickness of 2–3 times larger than the penetration depth for a given energy
is already sufficient for a strong diffraction. Therefore flexible HOPG foils with
a thickness optimized for a high effective reflectivity or for a spatially narrow
reflected beam can be successfully employed offering the respective advantages
in comparison to standard thick crystals.

The second effect, which is characteristic for HOPG crystals and can be
named as mosaic focusing, is illustrated in Fig. 3.42. A beam can be reflected
even when its incidence angle has a certain deviation from the exact value
determined by the Bragg condition. Such a beam penetrates into a crystal
and somewhere in the depth meets a mosaic block with the necessary orien-
tation. As a result, a flat mosaic crystal focuses incident radiation with the
same energy into a spot. The angular aperture of mosaic focusing amounts
approximately to the value of the mosaic spread of the crystal.

Source Image

Fig. 3.42. The effect of mosaic focusing with HOPG
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Designing HOPG optics consists in optimizing both the crystal form and
local thickness for a given application involving specific constraints such as
the source size, angular emission characteristics, desirable distance to the
optics as well as the conflicting requirements (size, effective intensity gain,
and energetic resolving power) with respect to the image focal spot. This
optimization procedure can be performed best by a ray-tracing computer sim-
ulation [109, 126–128] involving all constraints and focal spot requirements.

Applications in XRF: Excitation Mode

The use of HOPG monochromators for the primary beam in XRF, i.e., in
the excitation channel, allows solving several problems at once. First, the
background in the most interesting parts of a fluorescence spectrum can be
significantly reduced due to the monochromatization, mostly due to eliminat-
ing bremsstrahlung contributions originating from the source and preserving
only a strong characteristic line of the primary beam. Besides, employing
a focusing device in the excitation channel can considerably increase the
intensity of the excitation line due to a larger angular acceptance. In addition,
focusing primary radiation onto a small spot enables performing local analysis
with a high spatial resolution or to improve absolute detection limits, which
is of particular interest in case of inhomogeneous contaminants.

Thus the use of focusing HOPG optics can also contribute to an improved
analysability of small-sized specimens by EDXRF. Of decisive importance is
a very high angular acceptance of focusing HOPG crystals for the incident
radiation in order to ensure the highest possible intensity of the reflected
beam. This requirement is due to the fact that as long as the absolute count
rate capacity of the detection system is not saturated, i.e., mainly in the case
of thin specimens, an intensity as high as possible in the fluorescence lines is
of first priority for the minimum detection limits according to [129] and [130].
Only in the second place one can profit by a reduced background count rate.

Both requirements can be met by applying monochromatic exciting radia-
tion with a high intensity. Reducing the spatial size of a specimen spot on any
kind of backing, combined with a corresponding reduction of beam diameter,
will also contribute to decrease the background, because the scattering at the
backing is decreased.

A systematic selection among 55 single crystals undertaken in [131]
revealed HOPG crystals to be superior candidates for the characteristic Kα
line of a Mo tube yielding the highest intensities. Another important result of
this work consists in experimental proof that even singly curved HOPG crys-
tals (either sagitally or meridionally bent) give a remarkable intensity gain
of the reflected beam in comparison with flat crystals. The intensity gains of
2–10 times for HOPG cylinders compared with flat HOPG was obtained also
in [120]. Using doubly bent toroidally shaped HOPG crystals [109, 121], it was
possible to concentrate the characteristic radiation of a Mo tube onto a small
focal spot of about 1 mm, achieving an intensity gain of 6.2 relative to the
corresponding intensity of the Mo Kα line of the radiation passing directly.
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Table 3.4. EDXRF analysis of an aerosol loaded filter and detection limits (DL)
for different excitation modes

DL for Sn DL for DL for HOPG
Line Relative secondary direct tube focused tube

Fluorescence energy concentration target excit. excitation radiation
line (keV) (μg cm−2) (ng cm−2) (ng cm−2) (ng cm−2)

Ti Kα 4.51 3.38 ± 0.20 301.0 ± 19.3 36.4 ± 2.2 26.9 ± 1.6
Mn Kα 5.89 36.73 ± 1.36 163.6 ± 6.4 39.7 ± 1.6 22.6 ± 1.0
Fe Kα 6.40 78.93 ± 2.68 134.7 ± 4.9 39.6 ± 1.5 20.1 ± 0.8
Cu Kα 8.04 1.06 ± 0.06 63.1 ± 4.2 27.5 ± 1.7 15.9 ± 1.0
Zn Kα 8.63 22.03 ± 0.79 52.8 ± 2.2 39.3 ± 1.4 12.7 ± 0.7
Pb Kα 10.55 2.65 ± 0.12 58.9 ± 3.0 72.5 ± 3.4 19.1 ± 1.1
Br Kα 11.91 3.30 ± 0.14 25.3 ± 1.2 35.2 ± 1.8 13.8 ± 1.0
Rb Kα 13.38 0.58 ± 0.03 18.7 ± 1.1 30.9 ± 1.7 8.0 ± 0.6
Zr Kα 15.75 0.33 ± 0.02 13.7 ± 0.9
Nb Kα 15.75 0.07 ± 0.01 13.1 ± 1.2
Mo Kα 17.44 0.04 ± 0.01 12.7 ± 1.3

A comparison of various excitation methods for aerosol-loaded filter spec-
imens [109] revealed an enhancement of the detection sensitivity by a factor
of 2 to 11 when implying a focusing HOPG toroid in comparison with the
direct beam excitation or with the secondary fluorescence (Sn Kα) target
excitation (see Table 3.4.) For the Bragg reflected Mo Kα radiation focused
by the HOPG toroid the X-ray tube could be operated at a current being 25
times lower (i.e., 2 mA instead of 50 mA) than in a routine set-up with the Sn
target, still using the full count-rate capacity of the detection system.

Optimization of the crystal thickness together with the crystal geometry
can lead to the reduction of a focal spot size. A spot size of 150 μm× 250 μm
was reported for thin HOPG toroids with fine focus tubes at Cr Kα and Rh Lα
lines [132].

The results obtained demonstrate the possibility to simultaneously mono-
chromatize and focus primary radiation onto small spots by means of doubly
bent HOPG crystals, thus enabling local XRF analysis with a sub-mm reso-
lution and improving absolute detection limits.

Applications in XRF: Detection Mode

In the detection mode the HOPG optics can be used as a broadband filter or
as a radiation collector between a specimen and a detector. The cylindrical
geometry is the most commonly used geometry for dispersion filters. Varying
the detector-to-sample distance and the size of the beam-stop, one can tune
the position and the width of the energy window. The advantages of the use
of a cylindrically bent HOPG in the detection channel of an EDXRF set-
up consist mainly in the possibility of modifying the spectral distribution to
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enhance the fluorescence lines of interest. Furthermore, the high burden on
the capacity of the detection system by scattered radiation can be reduced
correspondingly.

Application of such types of dispersion filters is of special interest for
samples with a heavy or radioactive matrix. The analysis of the group of light
platinoid metals (Ru, Ro, Pd) and Ag in the presence of massive amount of Cu
and Ni with a HOPG cylinder as a dispersion filter indicated the possibility to
detect a 20 times smaller content of trace elements than in the conventional
scheme (2×10−9 g g−1 for SR source) [133]. Similar improvement of sensitivity
was obtained by Chevalier at SR source [134] and by Beckhoff with Mo Kα
radiation of an X-ray tube (60 kV, 50 μA) [109].

By varying both the local curvature radii and the crystal thickness
employing a Monte Carlo ray-tracing method [109] a HOPG focusing optics
[135] was designed to ensure a quasi-rectangular bandpass shape in the energy
range from 9 to 16 keV. This device leads in an EDXRF arrangement with
Mo Kα excitation to a drastic modification of the detected spectral distribu-
tion. Thus, both Rayleigh and Compton scattered excitation radiation and the
fluorescence radiation of matrix elements having photon energy below 9 keV
are drastically reduced while the fluorescence lines between 9 and 16 keV are
enhanced correspondingly. The XRF detection sensitivities of the latter ele-
ments of interest are improved considerably.

In the second approach, a HOPG monochromator is adjusted to enhance
a particular fluorescence line of interest collecting as much its intensity as
possible. One of the best forms of the crystal for this task is a logarithmic
spiral of revolution. As it is known, a logarithmic spiral has the remarkable
property that all the rays coming from a certain point meet its surface under
the same angle. Therefore, such a spiral can collect very effectively a particular
fluorescence line from a small spot on a sample within a large capture angle
and direct it towards a detector. In this case a detector without high spectral
resolution can be used (e.g., an ion chamber, a photo diode or a PIN diode).
However, its window and entrance apertures should be large enough to accept
all the collected radiation because a log spiral does not provide point-to-point
focusing. Realization of such an idea would be completely impossible without
flexible HOPG crystals, because other known crystals could hardly be shaped
in the form of a logarithmic spiral of revolution.

Pease et al. [136] have reported the first successful use of a log spiral
HOPG for investigating the fluorescence X-ray absorption edge fine structure
(XAFS). With the HOPG form optimized for the Cr Kα line, the Cr X-ray
absorption fine structure was investigated in an alloy of 1% Cr in a V matrix.
The results showed a significant improvement of data quality due to the drastic
suppression of the scattering background and the fluorescence radiation from
the matrix.

A log spiral HOPG optimized for Au Lα1 line was used recently for
enhancing the fluorescence microprobe sensitivity for precious metals [137].
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The results reveal an enhancement of the Au signal, a rejection of close inter-
faces (As) and both relatively easy alignment and exploitation.

Applications in XRF: Combined Mode

The above-mentioned merits of the primary and secondary monochromati-
zation can be combined by the simultaneous use of two monochromators in
the excitation and detection channels correspondingly which may lead to the
development of a new type of the X-ray analytical instrumentation [138].

One of the first applications of HOPG crystals within this approach was
presented in [109] where detection limits of the scheme using a HOPG toroid
in the excitation line and a cylindrical HOPG crystal for collecting the sec-
ondary radiation were estimated. Improvement of the detection limits by the
factor of about 5 compared to the data in Table 3.4 was reported. It was
pointed out that further optimization and improvement of the detection lim-
its could enhance the sensitivity of the EDXRF analysis up to the level of
PIXE analysis.

The scheme employing two HOPG toroids in excitation and detection
channels, respectively (Fig. 3.43) was realized for the geochemical analysis
of Rb, Sr, I, Zr and Nb in separate grains of clinopyroxene [139]. An X-ray
tube with an Ag anode was operated at 50 kV high voltage and 30 mA cur-
rent. It was reported that the primary toroidal HOPG monochromator gave
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Fig. 3.43. X-ray optic scheme of the EDXRF spectrometer equipped with a focus-
ing toroidal monochromator and a dispersion HOPG Johann filter [139] (1 – x-ray
tube; 2 – Pb diaphragm; 3 – primary monochromator; 4 – sample; 5 – secondary
monochromator; 6 – semiconductor Si(Li) detector)



X-Ray Optics 155

Table 3.5. DL for five elements in a BCR-1 basalt sample [139]

Optical Total intensity,

scheme Parameter Rb Sr Y Zr Nb counts

Flat Ip, counts 5,477 49,950 5,604 38,076 2,109

HOPG in Ib, counts 1,622 1,550 1,684 2,237 2,386 270,9447

excitation DL 1.04 0.77 0.85 0.71 0.97

mode

HOPG toroids Ip, counts 65,227 902,038 12,339 589,056 22,721

in excitation Ib, counts 8,627 12, 339 14,153 14,633 12,548 2,766,383

and detection DL 0.20 0.12 0.11 0.12 0.21

mode

an intensity gain of 20 relative to a primary flat HOPG monochromator.
Under these conditions the count rate of the secondary radiation reached
5 × 104 count s−1, which exceeded the maximum count rate of the detector
used. Therefore the secondary toroidal HOPG monochromator was installed
as a broadband filter offering a passband of about 4 keV. In this way the
detector load was reduced to an acceptable level due to suppressing scattered
radiation and some disturbing lines (e.g., Fe). The passband realized allowed
the simultaneous registration of at least five elements. Detection limits of the
order of 0.1 ppm are reported (see Table 3.5, where Ip is the intensity of the
peak; Ib is the background intensity), which is almost an order of magni-
tude better than in the case of a flat HOPG monochromator in the excitation
channel.

It is worth mentioning that usually for mineral samples with volumetric
weight in the range of 0.1–10 mg only a few methods meet the analytical
requirements: ionic microprobe methods, inductively coupled plasma mass
spectrometry (ICP-MS) and EDXRS with synchrotron radiation. The spec-
trometer presented in [139] is a simple realization of EDXRF with conventional
X-ray tubes and HOPG monochromators.

Other Applications

The possibility of realizing Bragg optics with arbitrary geometry offered by
flexible HOPG crystals revives a new interest in old classical schemes, based
on strongly bent crystals. A typical example is a von Hamos spectrometer
[140–143] with a cylindrically bent crystal. Up to now nearly the only suit-
able candidate for realizing small curvature radii has been mica. With flexible
HOPG manufacturing cylindrical reflectors with any dimension and any cur-
vature (above 5 mm radii) is no longer a problem. Due to the effect of mosaic
focusing one can expect significantly larger intensities with HOPG crystals rel-
ative to the ones achievable with mica. Two von Hamos spectrometers with
mica and HOPG correspondingly (20 mm radius, see Fig. 3.44) were built up
and tested at a wavelength of 2 Å using a 55Fe source [144].
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Fig. 3.44. HOPG cylindrical crystal (20 mm radius) and the scheme of von Hamos
spectrometer [144]

As expected, the HOPG-based spectrometer revealed 70 times larger in-
tensity than the mica-based spectrometer. Used for determination of sulfur in
oil (7.5 W tube, PIN diode detector), the HOPG spectrometer demonstrated
detection limits of 2 ppm in comparison with 14 ppm for mica [145]. A very
important conclusion consists also in the fact that the energy resolution of a
HOPG spectrometer is much higher than one could expect from the typical
mosaic spread of HOPG (0.3–0.4◦). In [146] the energy resolution better than
15 eV is reported, which enables to resolve clearly Cu Kα1 and Kα2 lines.

Recent investigations showed the applicability of HOPG optics for ultrafast
time resolved X-ray measurements [147]. An ellipsoidally bent HOPG crystal
was used for focusing monochromatic X-rays having a photon energy of 4.5 keV
(Ti Kα-line) with an efficiency 30 times larger than that of the previously used
bent crystals (Fig. 3.45) The main aim of the investigation was to maximize
the available photon flux while keeping the focal spot size well below 1 mm.
The spot size measured proved to be below 500 μm. The crystal was designed
for a plasma X-ray source induced by a femtosecond laser. The layer thickness
was only 50 μm to minimize a temporal spread of an ultrashort impulse. The
temporal resolution was theoretically estimated as 300 fs, which (together with
the high intensity) renders HOPG optics attractive for ultrafast time resolved

Ellipsoidal HOPG Detector
(film,cooled
Si diode)

Beam
stop

Ti foil

Lead pinhole
Brems-
strahlung

Fig. 3.45. Ellipsoidal HOPG crystal and the optical test scheme using Ti Kα radi-
ation [147]
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experiments. Although in this particular case the main application in mind
was femtosecond X-ray diffraction recording many simultaneous reflections
[148], the same scheme of focusing with a HOPG ellipsoid in the primary
beam seems to be promising for performing μ-XRF. Depending on both the
source diameter employed and the optics design, focal spot sizes of 150–300 μm
are expected to be quite realistic.

Conclusions

HOPG optics can provide monochromatic or quasimonochromatic beams with
the required spectral properties, divergence and dimensions. Suppressing con-
tinuous background contributions leads to a significant enhancement of the
sensitivity of various analytical methods.

Focusing HOPG optics can find its main application in material analysis.
In combination with low-power X-ray tubes it enables obtaining on a sample
photon fluxes normally achieved only with high-power sources. As a result
compact and sensitive spectrometers can be designed.

The development of HOPG-based focusing optics follows the modern trend
towards miniaturization of X-ray analytical devices, which dominates nowa-
days in scientific instrumentation. Especially promising is the realization of
different focusing geometries on the basis of strongly bent crystals. Such
schemes of focusing were completely impossible before. One should expect
that the application of these new schemes will contribute to the further de-
velopment and improvement of different analytical methods.

3.4.4 Laterally Graded SiGe Crystals

A. Erko

In this chapter, the results of our investigations of laterally graded crystals on
the basis of the Si1−xGex alloy are presented. This work began in 1995 with
the goal to develop a new monochromator for the BESSY II facility [149]. The
gradient was produced during the crystal growth due to the different concen-
tration of the Ge component in a Si matrix. The specially optimized laterally
graded crystals with a d-spacing gradient along the dispersion direction have
been used in an X-ray monochromator in a divergent beam for an improved
spectral reflectance. The Si1−xGex graded crystals were also successfully used
at HASYLAB (Hamburg) for the energy range higher than 100 keV to enhance
the integral flux through a monochromator [150].

Crystal Monochromator Energy Resolution

As is well known from the basic principles of crystal optics, the energy reso-
lution of a double crystal monochromator with symmetrical Bragg reflection
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depends on the Bragg angle and divergence of the incident radiation

� E/E ≈ � θ 1
tan θB

(3.90)

with E, photon energy, θB, Bragg angle, �θ, incoming beam divergence. For
a divergent incident beam, the approximated expression for �θ is as follows

�θ =
√

(�θn)2 + ψ2 (3.91)

with ψ, the beam divergence in the plane of diffraction, vertical divergence,
� θn, the Darwin width of a perfect crystal, which depends on the material,
energy and crystal orientation.

For realistic situations the influence of the horizontal beam divergence can
normally be neglected. This is however not the case in the vertical direction.

Figure 3.46 represents a comparison of the effective angular acceptance of
the natural opening angle for BESSY II dipole radiation (electron energy:
1.7 GeV, critical energy: 2.5 keV) and the Darwin widths of perfect Si crystals
in (111) and (220) directions.

According to (3.90) and (3.91) crystal limited resolution can only be
achieved for parallel incident light. Thus the energy resolution of a symmetri-
cal crystal monochromator strongly depends on the incident beam divergence.
Except for the lowest photon energies the resolution is dominated by the
divergence, if no collimating pre-mirror is used.

Diffraction by a Laterally Graded Crystal

Whenever the crystal has a variation of the lattice parameter along its surface
in dispersion direction d(z), the influence of the incident beam divergence on
the energy resolution can be avoided. The condition to be fulfilled according
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to the Bragg-equation is
�θ = d(z) sin(θB). (3.92)

In other words, the change of the Bragg angle along the crystal must be
compensated for by a corresponding change in its d-spacing. This simple idea
can now be realized on the basis of Si1−xGex single crystals [151].

As is well known, silicon and germanium form a continuous series of solid
solutions with gradually varying properties. The variation of the lattice para-
meter going from pure Ge to pure Si is shown according to references [152].
Evidently, a significant variation can be obtained with a very low concentra-
tion of Ge in Si. In the first approximation this curve can be approximated
linearly by the following equation, Vegard’s law

� d
dsi

= JC, (3.93)

where C is concentration of Ge in atomic % and the coefficient J is derived
from data given in Fig. 3.47.

To adapt a real crystal to the beamline monochromator, one needs to
measure precisely the dependence between the lattice parameter and Ge con-
centration in a defined concentration region [153]. From the basic Bragg
formula with optimum lattice parameter

λ = 2d (1+ �d/d) sin (θB− �) (3.94)

one can easily calculate the optimum lattice parameter variation along the
crystal and the energy resolution

�E/E = (1+ �d/d) sin (θB) / sin (θB− �) − 1. (3.95)

According to (3.95) the energy resolution can be optimized for a given energy
E0 with Bragg angle θB0 , assuming a linear Ge concentration gradient along
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the surface of the crystal z with total length L according to

d(l) = dSi(1 + lz). (3.96)

Here l is a linear gradient of lattice parameter and using (3.93)

� = J
(C1 − C2)

L
, (3.97)

where C1 and C2 are minimum and maximum Ge concentrations on the dis-
tance L along the crystal. Then the energy resolution becomes

�E/E =
L (�R− cos (θB0))
R+ L cos (θB0)

+ (�E/E)n (3.98)

within (�E/E)n being the natural energy resolution corresponding to the
Darwin width. This term will be minimized, if

� =
cos (θB0)
R

(3.99)

R is the source to crystal distance. So, the optimum concentration gradient
corresponds to

C1 − C2

L
=

cos θB
R

. (3.100)

The optimum concentration gradient is plotted as function of photon energy
(3.99) in Fig. 3.48 for two different reflections: (111), (220) assuming a distance
of 20 m between source and crystal.

Using these data one can effectively minimize the bandpass for one given
energy E0. For all energies the resolution is given by the equation

�E/E =
� [cos (θB0) − cos (θB)]

sin (θB)
+ (�E/E)n . (3.101)
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Fig. 3.49. Single crystal energy resolution as function of photon energy for: 1 pure
Si crystal in a divergent beam; 2 gradient crystal optimized for 10 keV; 3 gradient
crystal optimized for 20 keV. All calculations are for BESSY II dipole radiation

It is clearly seen that for all energies away from the optimized energy the
resolution is also considerably improved. In Fig. 3.49 the calculated energy res-
olution for two different gradient crystals optimized for two different energies
is shown in comparison with a pure Si crystal. The calculations were done for
a single crystal at a distance of 20 m accepting the divergent BESSY II dipole
radiation.

In addition to the improvement in energy resolution a gradient crystal gives
much higher spectral reflectance. The integral reflectance does not change, but
the flux is concentrated in a smaller energy range. The gain in the spectral flux
is approximately given by the ratio of the vertical divergence of the radiation
accepted by the crystal and the Darwin width of the crystal

G ≈ ψ

Δθn
(3.102)

The Real Parameters of SiGe Crystals

The Czochralski (Cz) technique was used for the growth of Si1−xGex gradient
single crystals. There are two possibilities to change the crystal composition
during the growth: passive – using the natural segregation of one of the com-
ponents and active – using the melt replenishment with one of the component.
The last method was used to grow the Ge-rich Ge1−xSix gradient single crys-
tals by continuous feeding a melt with a number of Si rods [154, 155]. The
application of such feeding technique for the growth of Si-rich crystals is more
complicated, therefore the conventional Czochralski technique was chosen.

The measurements of the crystals were done in several laboratories [156–
158]. According to Vegard’s law ((3.93) and Fig. 3.47) the lattice parameter
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increases linearly with Ge concentration. At a rough estimate, this is a suitable
approach. However, measurements on the lattice parameter revealed devia-
tions from Vegard’s law. For the measurements of the absolute lattice parame-
ter variation was used, the Bond method in combination with two-dimensional
scanning X-ray diffractometry [159]. Measurements of the lattice parameter
done on the test samples with the known Ge concentration are shown in
Fig. 3.50a. A similar result was published in [160]. One can see very clearly
a difference between the linear dependence (Vegard’s law) and experimental
value. The dependence of the coefficient J (3.93) from the Ge concentration
can be derived by the empirical formula

J ≈ 3.67 · 10−4 + 1 · 10−6C (3.103)

and is shown in Fig. 3.50b. Here C is the Ge concentration in at.%.
A scanning double-crystal X-ray diffractometer was used at BESSY for

two-dimensional local lattice parameter measurements. The beam size in
diffraction plane was about 100 μm. The sample holder can be translated
automatically parallel and perpendicular to the incident beam in the range of
±50 mm in horizontal and ±10 mm in vertical-direction with a linear repro-
ducibility of 10 μm. Using this diffractometer it was possible to measure the
Bragg angle variation at different points on the sample. The Ge-concentration
was derived from the experimental diffraction data for the Si1−xGex-samples
with (111) and (220) reflecting planes orientations. Furthermore, the width of
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the peak permits some conclusions about the quality of the sample-crystal in
comparison to Si-reference crystals. In addition, the absolute reflectance of the
specimen can be measured, providing further information about the quality
and the homogeneity of the crystal. In Fig. 3.51a a two-dimension scan of the
Si1−xGex sample is shown. The grey scale variation in this figure corresponds
to a different value of the lattice parameter in the sample.

From only one experiment we obtained information simultaneously about
the Ge distribution and the sample curvature. The same procedure was used
for the calculations of Si (111) and Si (333) reflections. Figure 3.51b shows a
comparison of an infrared spectroscopy method [161] and diffraction measure-
ments of a sample with <111> surface orientation for the horizontal dash line
shown in Fig. 3.51a.

All results obtained with graded samples were compared with reference sil-
icon single-crystal diffraction curves at the same experimental conditions. For
the rocking curve measurements Si1−xGex samples with uniform Ge surface
concentrations of 1.5–7 at.% were examined. The surface orientation of those
crystals was <110>. The rocking curve width of a Si1−xGex crystal with a
different Ge concentration is identical to a pure Si crystal. Both crystals show
full width of half maximum (FWHM) of 4.5 arcsec, which is only slightly above
the theoretical predicted width of 4.2 arcsec for this configuration for a perfect
crystal. The intensity of the beam reflected by the sample was normalized to
the flux from the crystal monochromator.

The measurements were performed at a fixed Bragg angle and with variable
beam energies [162]. Energy scans were made by the double-crystal monochro-
mator with two perfect Si (111) crystals. The energy spectra with a small beam
divergence (∼ 1 arcsec in both directions) and large divergence (> 50 arcsec in
horizontal and 1 arcsec vertical directions) were compared. We also compared
the energy resolution from a reference Si (220) crystal.

The experimental results are shown in Fig. 3.52a,b. One can see the sim-
ilar energy resolution of the Si1−xGex and Si crystals for a beam with the
divergence less than intrinsic rocking curve width. In case of high-beam diver-
gence the energy resolution is very different. For the graded crystal angular
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the Ge concentration along the X-axis (b) measured with two different methods
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zontal plane. (a) Beam divergence 1 arcsec, (b) beam divergence 40–59 arcsec

divergence is compensated by the lattice parameter variation along the crystal
surface. Energy resolution of the graded crystal is the same, as for Si reference
crystal in a parallel beam.

Beam Collimation and Focusing by a Graded Crystal

It was found experimentally that the Ge concentration gradient is always
followed by the lattice plane bending. Depending on the cut orientation, the
average Ge concentration and the value of the Ge gradient one can choose
optimal crystal parameters: gradient and crystal plane curvature for a partic-
ular beamline geometry.

One can find predictions of this effect in the literature [163]. The mea-
sured linear gradient of Ge concentration of 0.8 at.%/cm followed a curvature
of the lattice plane with a radius of 102 m. Such crystal parameters fulfil the
conditions of an effective compensation of a natural synchrotron beam diver-
gence at a distance of 22 m from the source. For the crystals chosen we found
perfect beam collimation at the energy of about 8 keV using simultaneously a
linear lattice parameter gradient and a bent lattice structure. Double-crystal
diffractometer measurements of the divergence of the beam diffracted from
the graded crystal at 8 keV photon energy are shown in Fig. 3.53.

Here is plotted the angular variation of the diffracted beam measured with
the beam directed along the concentration gradient (1) and anti-parallel to the
gradient (2). The monochromatic parallel beam with a divergence of less than
1 arcsec and cross-section of 0.1 × 0.1 mm2 was used as the input beam in
this experiment. Diffraction angle variations were measured by scans over the
entire crystal surface with 1 mm steps. One can see no variation of the Bragg
angle for the beam coming anti-parallel to the gradient direction along the
crystal surface.

For energies lower than 8 keV, due to the larger Bragg angle, the dif-
fracted beam becomes slightly divergent. For energies higher than 8 keV, the
diffracted beam is convergent and focused at the corresponding distance. The
effect of this convergence/divergence gives us an additional, very important
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Fig. 3.53. X-ray beam collimation by a graded SiGe crystal: Optical arrangement
(a) and Bragg angle variation in parallel (1) and anti-parallel (2) incident beam
directions (b)

advantage. For a crystal with a linear parallel lattice and a parameter gradi-
ent, the theory predicts a very sharp energy of maximum energy resolution,
especially for the higher indices of reflection (3.101). In the case of a bent
lattice this range becomes relatively broad, as is shown experimentally in this
paper. The broadening of the “resonant” curve is produced by a combination
of the lattice parameter gradient and bent lattice planes.

Double-Crystal Monochromator Performance

The graded crystals were mounted in a double-crystal monochromator at
the BESSY KMC-2 beamline. Carefully polished crystals with (220) orien-
tation were placed in positions according to the calculations as it is shown in
Fig. 3.54.

Crystal 2
SiGe (220)

X-ray beam

Graded crystal 1
SiGe (220)

Fig. 3.54. Optical scheme of the KMC-2 monochromator with a graded SiGe crystal
as the first element. The second crystal is SiGe without gradient



166 A. Erko

The first graded crystal has curved lattice planes in addition to the lat-
tice parameter gradient. The gradient direction is shown in Fig. 3.54 by an
arrow. Thus diffraction focusing takes place in the meridional direction and
changes the beam divergence. A monochromatic beam, slightly divergent or
convergent depending on the energy is reflected by the second crystal. To keep
the same direction of the output beam, a SiGe crystal with uniform Ge con-
centration distribution was used as the second crystal in a monochromator.
Beam divergence, photon flux and energy resolution were first calculated and
optimized using the ray-tracing program RAY [164].

The measurements of the energy resolution of the double-crystal graded
monochromator were done in the energy range from 5,930 up to 15,000 eV. For
lower energies (5,931 and 7,908 eV) a normal incidence PIN diode produced on
a Si (111) single crystal substrate was used. The diode area (20mm× 10 mm)
allows to accept the full beam aperture and to measure its spectral band.
Reflection of a part of the incoming beam by the substrate lattice under
Bragg conditions is the cause of the minimum in the photocurrent of the PIN
diode. In comparison with expected monochromator energy band the energy
range of this reflection is very narrow in the order of 50 mV. We have a change
in current of the order of 5–10%. Similar measurements were made at energies
corresponding to the Si (333), Si (220), Si (555) and Si (880) reflections at nor-
mal incidence. A calibrated GaAs photodiode was used to measure the photon
flux density as for Si (220) and SiGe (220) graded monochromator. The com-
parison of both measurements is shown in Fig. 3.55. In spite of the fact that a
lower photon flux density in the case of a graded crystal (220) monochromator
the spectral flux density in the case of graded monochromator is higher due to
better resolution and lower reflection coefficient. Simultaneously, we obtained
an energy resolution, E/ΔE, on the order of 10,000 over the entire energy
range from 5 to 15 keV which is comparable with an intrinsic Darwin width
of a perfect Si crystal. For most applications the increase of the spectral flux
density is of great importance. The graded crystal monochromator allows one
to obtain experimentally up to six times higher spectral flux density than with
a normal crystal.

The maximum of the spectral intensity enhancement curve is at 12,000 eV
and corresponds to the value of the Ge concentration gradient (0.8 at.%) and
the lattice radius of curvature of 102 m. Maximum spectral flux performance
can be optimized by variation of the gradient value. It is important that the
low average concentration of Ge of about 3 at.% is not the cause of the decrease
of crystal reflectance around the Ge absorption K-edge. We did not observe
any decrease of monochromator intensity in the region of this energy.

Physical principles of the lateral changes of the crystal lattice parameter
were discussed. The application of laterally graded crystals was a subject of
several works [165]. A high-resolution monochromator system for synchrotron
radiation with a lateral gradient of the d-spacing produced by a thermal gra-
dient has been suggested [166]. In several papers it was suggested to apply
crystals with a lattice space gradient as focusing elements in X-ray and neu-
tron optics [167]. Successful attempts to grow KCl–RbCl laterally graded



X-Ray Optics 167

6 8 10 12 14

103

104

 SiGe (220)

 Si (220)

 Si (111)

(a)

E
ne

rg
y 

re
so

lu
tio

n 
E

/ —
E

Energy (keV)

6 8 10 12 14

3.5

4.0

4.5

5.0

5.5

6.0

(b)

S
pe

ct
ra

l I
nt

en
si

ty
 g

ai
n

Energy (eV)

Fig. 3.55. Energy resolution (a) and spectral flux enhancement (b) of the graded
SiGe monochromator in comparison with double Si (220) monochromator

crystals were also reported [168, 169]. The idea of a focusing device on the
basis of a laterally graded asymmetric crystal was published [167].

3.5 Focusing Diffraction Optics

A. Erko

3.5.1 Zone Plates

Zone Plate as an Imaging System

The principles of 3-D diffraction focusing optics can be described using the
simple scheme of a transmission zone plate shown in Fig. 3.56.
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Fig. 3.56. Three-dimensional zone-structure of an “on-axis” transmission zone
plate. The volume cross-section of the ellipsoids of revolution (left) is represented
perpendicular to optical axis projection (right)

Shown here is an interference pattern produced upon the interaction of two
spherical waves irradiated in points A1 and A2. Each rotational ellipsoid in
Fig. 3.56 corresponds to a surface of equal phase, according to the fundamental
property of an ellipsoid: the equal sum of the paths R1 + R2 for each point
of the ellipsoidal surface. In Fig. 3.56 the path difference for the different
surfaces corresponds to phase shift, π, of nλ/2. A cross-section of this system
of ellipsoids perpendicular to the optical axis represents a zone plate. A real
zone plate has a finite thickness, which increases with X-ray energy. Therefore,
according to Fig. 3.56 a zone plate is a 3-D object with an ellipsoidal shape of
the outer zones. Each zone is a volume section of equal phase surfaces, which
lie on rotational ellipsoids.

If point A1 is at infinity, the rotational ellipsoid degenerates into rotational
paraboloid. Any scattering point C on a given ellipsoid surface forms the same
wave phase at observation in point A2 if point A1 is a radiation source. The
phase difference between the ellipsoidal surfaces is chosen to be π, so the
optical path difference:

(Rn1 +Rn2) − (R01 +R02) =
nλ

2
, (3.104)

where (R01 +R02) is the distance between A1 and A2 along the axis.
If rays penetrate the screen at appropriate points one can obtain an on-

axis Fresnel zone plate. In this case only those regions of the screen are opened
that contribute to the image of point A2 with the same phase sign. This is a
transparent Fresnel zone plate, characterized by the Fresnel zone radii rn and
thickness t. The Fresnel n-zone radius is determined by the equation:

rn =
√
nR01R02λ

R01 +R02
, (3.105)
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where n is the zone number. Here R1 and R2 are the corresponding distances
from the screen to radiation source and the image. Using the thin lens formula
(1/R01) + (1/R02) = 1/F , (3.105) gs written as:

rn =
√
Fnλ (3.106)

with F denoting the focal distance.

Zone Plate Aberrations

The aberrations of optical elements are conventionally analysed in terms of
ΔL: the optical path difference:

ΔL =
√
R2

1 + r2n +
√
R2

2 + r2n −
√
R2

1 +R2
2. (3.107)

These aberrations become noticeable when the term ΔL is comparable
with λ/4.

(a) Spherical aberrations:
For the regular zone plate constructed in accordance with (3.105), the term
responsible for the spherical aberration is:

1
8
n2λ2

[
1 − R3

1 +R3
2

R1 +R2

]
<
λ

4
. (3.108)

One finds that the spherical aberration is a maximum for R1 = 2F , i.e., for the
unit magnification. The maximum zone number N is limited by the value of:

N <

√
8F
3λ
. (3.109)

(b) Chromatic aberrations
Since the focal length of a zone plate is a function of wavelength, the chro-
matic aberrations are very strong. In some schemes of X-ray microscopes [170]
holographically made zone plates in combination with pinhole in focal plane
are used as the monochromators. Chromatic aberration is significant for:

ΔL =
nλ

2
± λ

4
. (3.110)

The maximum number of zones for which chromatic aberration can still be
neglected is given by:

N <
λ

Δλ
. (3.111)

This equation is also valid for the calculation of an energy resolution when
the pinhole of the diffraction-limited size β is used in a focal plane.

(c) Off-axis aberrations
These aberrations arise due to off-axis source position or ellipticity in zone-
plate structure. If the primary beam is parallel and α is a beam incidence



170 A. Erko

angle (angle to the optical axes), then the optical pass difference will have
aberration terms, as:

ΔL =
r3nα

4F 2
− 3r2na

2

4F
+
nλ

2
. (3.112)

Using (3.112), one can estimate tolerance on zone plate orientation for the
definite resolution in microprobe application. The first term in (3.112) is
responsible for the coma aberration and second for the astigmatism and field
curvature. Applying the λ/4 criteria for the above mentioned equation, one
can write alignment requirements. In case of a zone plate with a number of
zones N > 100, coma is the main aberration:

-coma: α < N−1.5

√
F

λ
. (3.113)

In case of a zone plate with a number of zones N < 100, astigmatism and
field curvature are the main aberrations:

-astigmatism and field curvature: α ≤ 1√
3N
. (3.114)

In comparison with a conventional lens a zone plate forms a distortion-
free image.

Another technological requirement to the optics designed for high-
resolution image transmission is that it should be free of wave-front phase
distortions caused by zone plate surface roughness and refraction index fluc-
tuations within the medium. The approximate maximum value of the surface
roughness could be roughly estimated by equation:

ς < 0.1topt. (3.115)

For example, the surface distortions for transparent silicon zone plates can
practically reach ς = 0.1–0.3 μm without affecting the image quality
substantially.

Intensity Gain

Intensity gain is defined as the ratio of the intensity in the focal spot of an
optical element and the intensity behind a pinhole of size equals the spot size
of the lens. Using the thin lens approximation, one can define the intensity
gain Gzp as:

Gzp = ε(2r(R1 − F )/bsF )2, (3.116)

where bs is the source diameter, 2r is the lens aperture and ε is the lens
efficiency.
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Zone Plate Aperture and Depth of Focus

The zone plate aperture can be easily calculated from (3.106). Thus, the
opening aperture is equal to:

2r =
Fλ

(δr)
, (3.117)

where (δr) is the minimum zone width. The focus depth of a zone plate also
has a strong wavelength dependence:

ΔF = ±2
(δr)2

λ
. (3.118)

It can be introduced for another definition of focus depth using a numerical
aperture (NA):

ΔF = ± λ

2(NA)2
, where NA =

λ

2(δr)
. (3.119)

Integral Diffraction Efficiencies

Consider a zone plate in which odd zones are transparent and even zones are
covered by a material with a rectangular form of grooves (phase-amplitude
zone plate). The phase shift and the amplitude attenuation of the input light
in the even zones analogous to transmission diffraction gratings is given by
the (3.41–3.52) [7].

Diffraction Limited Resolution

Although the above analysis indicates the positions and diffraction efficiency
of the foci of a zone plate, it does not give the form of diffraction maxima,
which can be obtained using the Fresnel–Kirchhoff diffraction integral.

The solution of the two-dimensional Fresnel–Kirchhoff diffraction integral
can be found in a form of the Bessel or sin(x)/(x) function of first order with
an argument:

νm − rNk r
′

Fm
, (3.120)

where r′ =
√
x′2 + y′2, the radial distance between the optical axis and an

arbitrary point in the image plane 2rN is the aperture of a zone plate.
The radial intensity distribution at the focus of a circular zone plate is

well described by an Airy pattern analogous to a perfect thin lens:

I ′m(νm) =
[
2J(νm)
νm

]2

. (3.121)
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The solution of the one-dimensional diffraction integral can be found in a form
of the sinus function of first order with an argument:

νm = xNk
x′

Fm
, (3.122)

where x′ or y′ are the linear distance between the optical axis and an arbitrary
point in the image plane.

The linear intensity distribution at the focus of a linear zone plate is well
described by a pattern analogous to a perfect thin lens:

I ′m(νm) =
[
2 sin(νm)
νm

]2

. (3.123)

There is, however, a significant difference in the intensity distribution at the
focus of a zone plate compared to the focus of a perfect refractive lens, which
is not shown up by (3.121) and (3.123). For a zone plate there is always
a low-intensity background caused by the zero order and high-diffraction
orders.

Thickness-limited Resolution of a Real 3-D Zone Plate

High-resolution transmission zone plates widely used as focusing X-ray opti-
cal elements have reached the theoretical limit of spatial resolution of about
15 nm [6]. This limit is defined not only by technological possibilities to pro-
duce small outer zone widths or continuous thin layers, but by the effects
of volume diffraction/refraction in the structure of the optical element. The
spatial resolution Δ of a standard zone plate is estimated in scalar diffraction
theory by the Rayleigh criterion [50] which leads to:

Δ =
1.22(δr)
m

, (3.124)

where (δr) is the width of the outermost zone and m is the diffraction order.
The resolution can be further improved by using curved zone profiles [171], but
in practice even if zone plates with very small outer zone widths (say ∼ 10 nm)
could be fabricated, it will be not possible to reach the resolution expected
from (3.124) even by using a high-diffraction order. In a real zone plate the
thickness of material limits the validity of the (3.124) through, as in the case of
waveguides, a volume diffraction phenomenon. To produce an optimum phase-
shift of ΔΦopt between adjacent zones (to ensure the maximum diffraction
efficiency) requires a structure with thickness topt, (3.41).

Unfortunately, for X-rays with wavelengths less than ∼ 0.2 nm the value
of optimal thickness topt is of the order of several μm for all materials. Thus,
zone plate technology in this energy range is complicated even at a sub-μm
spatial resolution, due to the high-aspect ratios (line height/width) required.
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An expression for the minimum possible zone width, introduced as the validity
criterion of scalar diffraction theory is [7]:

(δr)min =
√
m λtopt. (3.125)

This approximation is in good agreement with the rigorous electromagnetic
theory and with the theory of volume holograms [172]. For zones with spacings
less than (δr)min the scalar diffraction theory is not valid due to multiple
diffraction of radiation at the zone plate structure. For high-energy X-rays
greater than 1000 eV, the value of topt is of the order of several microns.
A small focal spot size down to 0.1 μm × 0.1 μm can be achieved at a focal
distance of 10–100 mm using a so-called modified zone plate [173] exploiting
the first and higher orders of diffraction simultaneously.

Ray-Tracing Model of a Zone Plate

Ray tracing is an indispensable tool for the design of optical systems for syn-
chrotron radiation sources, and various programs have been developed during
the last decades [174, 175]. By using a general-purpose ray-trace program, it
is possible to obtain detailed information about the overall performance of
the beamline optical system. Usually, the optical elements that are treated
by a ray-trace program are slits and screens, mirrors and gratings, Bragg
crystals and multilayers. Modifications of the wave front of light produced by
these optical elements are described in the frame of geometrical optics and
analytical equations rather well. However, the weak point of the ray optics is
microfocusing with diffraction limited imaging.

In the paper [176], a ray-tracing code for zone plates incorporated into
the program RAY [164] which is extensively used for beamline performance
calculations at BESSY is described. The mathematical model allows one to
follow a chromatic blurring of the focal spot as well as the smearing of the focus
due to unevenness of the incident wave front (described by rays). Another
advantage of the model is that it gives an intensity distribution, including
auxiliary maxima and background radiation in the focal position.

The intensity distribution in the focal plane of a zone plate for a point
source can be calculated analytically. Supposing a non-coherent irradiation,
that is valid for all existing X-ray sources, one can reconstruct the image as
a superposition of the images of the point sources, distributed in the object
plane. Each point source will be transferred through a zone plate with a res-
olution defined by the zone plate aperture, the so-called diffraction limited
resolution. At this step one can replace a wave front presentation with a
ray-presentation. In the case of ray transmittance, each point of the source
(or preceding element on an optical arrangement) produces a ray with defined
parameters: spatial coordinates and energy. After interaction with a zone plate
the ray angular coordinates are changed according to the defined probability.
The probability distribution can be calculated using analytical formulas, rep-
resented in the following parts of the paper.
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Ray Propagation Probabilities

Tracing the zone plate, the program first solves the standard ray-tracing task
of the ray surviving probability. The ray, which falls into the aperture of
the zone plate, is considered to be partially absorbed by zone plate mater-
ial. Together with the rays diffracted to negative (m < 0) and high (m > 5)
orders, this ray is considered as “lost” because its intensity at the first order
focus is infinitesimally weak. So, the ray must be thrown away with the
probability:

Elost = Eabs +
m=−1∑
m=−∞

Em +
m=∞∑
m=5

Em (3.126)

for all m < 0 and m > 5.
If the ray is still considered a survived one, then its destiny has also two

ways:

1. A ray is not diffracted (zero order) and its angle ξ to the optical axis
remain unchanged with the probability of E0.

2. The remaining probabilities for the ray to be diffracted into first, third
and fifth positive orders according to (3.126) are: E1, E3, E5.

Diffraction Limited Resolution

For the diffracted ray the probability to be deflected by the diffraction angles
δϕ, δψ and δξ to the X, Y and Z axis respectively, is defined by I ′m(νm) and
calculated by the (3.120–3.123). The definition of the RAY coordinate system
is shown in Fig. 3.57.

r

Circle of the angular radius dx

Y

X

Z

F

Y�

X�

Foca
l p

laneZone plate

dx

dj

dy

Fig. 3.57. The reference frame of the program, the angles of diffraction of a ray
and the circle of the angular radius δξ at the position of the first order maximum of
a zone plate
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The ray is deflected randomly by the angle of 0 ≤ δξ ≤ δξmax . According
to Fig. 3.57 the values of the diffraction angle δϕ and δψ are defined in small
angle approximation by the expression:

(δξ)2 = (δξ)2 + (δϕ)2. (3.127)

For each ray the values δψ and δϕ are randomly selected within the angular
range of 0 ≤ δψ, δϕ ≤ 0.707 δξmax. Than values of δξ calculated according to
(3.127) pass through the probability generator in accordance to (3.121) and
(3.123). Only those values of angles which passed the filter and have a Bessel
function like probability distribution are used in the further procedure. With
respect to the real intersection point of the ray with the zone plate, the real
angles of its deflection are calculated as follows:

Δψ = δψ − xzp

Fm
and Δϕ = Δϕ− yzp

Fm
, (3.128)

where yzp and xzp are the coordinates, where the ray hits the zone plate.

Examples of Ray-tracing Calculations

Diffraction limited resolution has been checked using a point source and a
divergent beam. An image aperture was placed in a distance, corresponding
to the image plane calculated by the thin-lens formula. The results, obtained
with the RAY program are shown in Fig. 3.58 for a linear (left) and circular
(right) zone plate, respectively. The same zone plate was calculated by means
of the diffraction program used for the calculation of X-ray holograms. The
results were found to be identical.

The calculations were performed for a monochromatic point source with
the energy of 100 eV, located on the optical axes of the zone plate. The zone
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Fig. 3.58. Diffraction limited resolution for a linear (left) and a circular (right)
zone plate
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Fig. 3.59. The number of rays per channel (a) and the flux density (b) in the focal
plane of a zone plate made of different materials (bottom scale). Here is also shown
the direct beam flux (a) and flux density (b) on a zone plate (top scale). The total
number of rays is 108.

plate material was carbon with an optimal thickness of 171 nm. The two-
dimensional intensity profile in the focal plane for the zone plates, shown in
Fig. 3.58 , was obtained by ray-tracing of 108 rays. The integral efficiency of
zone plates made of different materials is shown in Fig. 3.59.

In this case, to demonstrate the RAY performance in different energy
ranges, a parallel beam with photon energy of 8,500 eV has been chosen. The
linear zone plate focuses in horizontal (X) direction. The outer zone width is
equal to 0.3 μm. At the focal distance of 1,000 mm the corresponding lens aper-
ture is 500 μm. Three materials were chosen: gold with an optimum thickness
of 1629.5 nm, carbon with optimum thickness of 11.1 μm and finally a non-
transparent material for the simulation of an amplitude zone plate. Parameters
of zone plates are shown in Table 3.6.

RAY presents the results in the form of a 100 × 100 pixel array of a
multi-channel analyser. The size of each channel depends on the aperture,
covered with scattered rays. This aperture can be defined by a slit placed in
the image plane, as was done for calculations shown in Fig. 3.59. Figure 3.59a
represents the number of rays, collected in channels in X direction, integrated
vertically, for three-zone plate materials (bottom scale). The slit is placed in

Table 3.6. Parameters of zone plates used for the integral efficiency calculations.
Zone plate type: linear; first order focal length F1=1,000 mm; aperture: 500 μm ×
500 μm

Zone plate Flux density gain, First order integral
material/thickness rays/μm2 efficiency (%)

Carbon/11.11 μm 507 40
Gold/1.63 μm 416 31
Absorbing material 131 10.1
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the focal plane, the corresponding width of the channel is 0.03 μm. Shown also
is the direct beam, measured in the plane of the optical element (upper scale).
Zone plate aperture is 500 μm and the corresponding width of each channel
in horizontal (X) direction is 6.05 μm. The area covered by each curve in
Fig. 3.59a corresponds to the integral diffraction efficiency. In Table 3.6 these
areas are normalized to the incident number of rays of 108. In Fig. 3.59b
the corresponding flux density in rays/μm2 is shown. A flux density gain in
rays/μm2 can be obtained using the data in Fig. 3.59b.

Image transfer has been examined using an object consisting of four square
frames 1 μm× 1 μm in size (Fig. 3.60a). The object is located at a distance of
2,000 mm from the zone plate. The focal length of the zone plate is 1,000 mm
and the minimum zone width is 0.3 μm.

Angular Spectral Analysis of a Zone Plate

Conventional zone plate as well as reflection or Bragg–Fresnel zone plate can
be described as a superposition of diffraction gratings with different periods
(spatial frequencies). This model is very common in mathematical analysis of
holograms and diffraction images [7]. An illustration of this model is shown
in Fig. 3.61.

A zone plate irradiated with a parallel beam produces diffracted limited
images of different orders F1 F3 F5, etc. at the distances of F1, F2, F3 from
the optical element. Each grating, located on the radius ri from the optical
axis has a local period of d and directed the diffraction orders to point Fn.
In Fig. 3.61 are shown three periods d1, d2 and d3, but in reality we have a
continuous change of period within the zone plate radius.
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Fig. 3.60. An object consisting of four square frames with the size of 1 μm ×
1 μm (a) and its ray-tracing image obtained with a gold zone plate at a distance of
2,000 mm (b)



178 A. Erko

Slit

F1
F3F5

d1

d2

d3

r2
r1

r3

Fig. 3.61. Presentation of a zone plate as a superposition of diffraction gratings
with variable period

Using a ray-tracing presentation, one can define each direction of diffrac-
tion as a ray, deflected by the optical element toward the focal points of the
diffraction orders. Therefore the angular spectra of these rays will correspond
to the angular spectra of diffracted beams in diffraction theory. According to
general principles of diffraction optics analysis this spectra can be used for the
calculation of focal spot size by Fourier transform of the angular distribution.
In Fig. 3.62 is shown an angular spectrum calculated by the RAY program for
the zone plate parameters listed in Table 3.6.
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Fig. 3.62. The angular spectrum, calculated just behind a ZP (solid line) and in
the focal plane limited by a slit of 10 μm (dashed line)
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The ray-trace program RAY for a zone plate was used for the development
of a practical method for measurements of zone plate parameters: efficiency
and resolution. In Fig. 3.62 is shown an angular spectrum of the rays, dif-
fracted on a zone plate and calculated just behind an optical element. One
can evidently see different angular regions, responsible for focusing in different
diffraction orders: +1; +3; +5. These spectra can be used for direct measure-
ments of a zone plate resolution and efficiency. With the help of the Fast
Fourier Transform program this spatial frequency spectrum can be converted
into an intensity distribution in a focal plane of a zone plate. Our calculations
show identical results obtained by Fourier transformation of the spectra and
ray-tracing. The parameters measured by this method are free from experi-
mental errors, arising from the source size and quality of the optics, placed
in front of a zone plate. A parallel beam, spatially filtered through a pinhole
can be used as a source in this experiment.

3.5.2 Reflection Zone Plate and Bragg–Fresnel Optics

Reflection Zone Plate Principle

Here the possibility of using a reflection zone plate is discussed. This consists
of a reflector with an elliptical phase-shifting Fresnel structure on the surface
(Fig. 3.63). A Bragg reflector on a crystal or multilayer structure or a total

Bragg angle

Sagittal diffractionMeridional diffraction

Axis direction

Focal plane

topt

Fig. 3.63. Diffraction on the meridional (a) and sagittal (b) directions for reflection
zone plates with optimum thickness topt
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external reflector on a super-polished surface can be used as reflective sub-
strate. The optical path, l, of the beam in the phase-shifting material must be
the same for both reflection zone plates and transmission zone plates. Con-
sequently, the zone thickness required to give the optimum phase shift for
reflection zone plates is smaller than for transmission zone plates since the
radiation passes twice through the zone material at an angle.

Unlike for the previously reported Bragg–Fresnel lenses [177] the Fresnel
structure is evaporated or sputtered onto the surface of a reflector. The struc-
ture is approximated by the formulae:[

xn +
nλ cos θB
2ν sin θB

]2

+
y2n

sin2 θB
=

Fnλ

sin2 θB
(3.129)

with

ν =
R1/R2 + 1
R1/R2 − 1

, (3.130)

where xn and yn are the coordinates of the nth elliptical zone on the surface,
θB is the Bragg or grazing incidence angle, F is the focal distance and R1 and
R2 are the source to lens and source to image distances respectively.

For a reflection zone plate the optimum thickness of material is defined by
the equation

topt =
Φoptλ sin θB

4πδ
(3.131)

and the beam is transmitted twice through the thickness topt at the angle
θB. In comparison with a transmission zone plate at normal incidence topt is
reduced by a factor of 0.5 sin θB.

According to (3.131) a reflection zone plate the resolution limit is

Δmer = 1.22λ

√
Φopt sin θB

4πδ
. (3.132)

The improvement in resolution is best for high energies and/or small angles
of incidence. A comparison of the theoretical limits of spatial resolution for
three types of gold zone plates is shown in Fig. 3.64. For the reflection zone
plate substrates a Si (111) crystal with lattice period 0.313 nm and a multilayer
mirror with a period of 3 nm have been assumed.

The values of Φopt were calculated from the non-trivial solutions of (3.49)
[178] using tabulated values of the refractive index decrement and absorption
index [49]. Due to the decrease of the Bragg angle at higher energies, the
optimum thickness for the reflection zone plate remains constant for all the
energies higher than about 2 keV, which also demonstrates the dramatically
lower optimum thickness, and hence aspect ratios, for reflection zone plates.
The resolution limit in the first diffraction order for energies higher than
15 keV can reach nanometer values, especially for small grazing angles on a
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Fig. 3.64. Theoretical resolution limits for a transmission zone plate and reflection
zone plates (RZP) on Si (111) crystal and 3 nm period multilayer substrates with
optimum thickness gold zones

multilayer substrate and for larger period multilayers than in the example
here [179].

Reflection Zone Plate Aberrations

To analyse the off-axis aberrations, one can use an optical path difference
assuming a rectangular groove profile. Using the optical path representa-
tion it is possible to find the analytical expression for main off-axis aber-
rations: coma, astigmatism and field curvature. According to the Rayleigh
criterion, angle of view, limited by coma, astigmatism and field curvature are
equal to:

αcoma =
(δr)2

λF

⎧⎪⎨
⎪⎩

λ

4(δr)
[
1 + λ

2(δr)
cot(θB)

]3
+

cot(θB)

1 + λ
2(δr)

cot(θB)

⎫⎪⎬
⎪⎭

−1

(3.133)

αast., f.cur =

√√√√√√ (δr)

F

⎧⎪⎨
⎪⎩

3λ

4(δr)
[
1 + λ

2(δr)
cot(θB)

]3
+

cot(θB)

1 + λ
2(δr)

cot(θB)

⎫⎪⎬
⎪⎭

−1

, (3.134)

where (δr) is the minimum zone size; F is the focal length; θB is the Bragg
angle.

As an example, the field of view of the off-axes lens at the grazing angle of
1◦ is about 12 μrad in the plane of reflection. Those parameters were chosen
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to demonstrate the importance of coma aberration at small angles and field
curvature domination close to normal incidence. All other properties of a
reflection zone plate are similar to those of on-axes zone plates.

Bragg–Fresnel Lens Structure

Natural crystals or multilayer X-ray mirrors comprising alternating layers
with different atomic numbers are extensively used as X-ray optics elements.
X-ray radiation incident on the crystal or multilayer structure under a certain
angle diffracts reflecting in a narrow spectral and angle range according to
the Bragg law.

A reflection zone plate on a reflecting crystalline or multilayer substrate
according to (3.129–3.130) enables simultaneous monochromatization and
focusing of incident radiation. Optical elements of this type are known as
Bragg–Fresnel lens [180]. In a general case the form of zone plates on a mul-
tilayer mirror surface was found to be rather complicated also in depth of the
structure. The BFL structure fully replicates the interference pattern profile
of reflection volume holograms. The layer structure intersects volume Fres-
nel zones and forms the BFL volume structure. Fabrication of such elements
requires development of a spatial zone profile. Calculations require algorithms
written in ellipsoidal coordinates [7].

Moreover, in the case of a crystal substrate the properties of a Bragg–
Fresnel lens cannot be described in kinematic approximation and should be
calculated with regard to the effects of multiple reflections involving several
thousands of reflection layers. Due to this theoretical and technological com-
plexity, crystal Bragg–Fresnel lens were realized only in a linear or back-
scattered geometry, where a simple circular structure is used [27]. In the case
of a multilayer substrate the task is much easier. In the medium X-ray energy
range the optimal number of layers of a Bragg–Fresnel multilayer lens struc-
ture does not exceed hundred layers. Therefore, the kinematic approximation
may be used for qualitative description of the diffraction processes.

Bragg–Fresnel Lens Efficiency

Focusing properties of a Bragg–Fresnel lens are the same as for off-axes reflec-
tion zone plates, excluding chromatic aberration, which is very limited due to
the energy selection of the crystal or multilayer substrate. Due to the volume
structure of a Bragg–Fresnel lens a 2-D focal spot with submicron size can be
obtained only in one position in space at one fixed energy [181].

There are two possible methods of the Bragg–Fresnel lens fabrication:
etching of the diffraction structure in crystal or multilayer material or masking
of a part of the substrate surface by a phase-shifting material, e.g., gold, to
produce a proper zone structure. In the first case, a Bragg–Fresnel zone plate
achieves high efficiency, but needs a very large depth of the profile, for a crystal
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on the order of several μm. In the second case, the structure thickness can be
small and a much higher spatial resolution is obtained.

Etched Bragg–Fresnel lenses on a multilayer substrate can be used success-
fully at small Bragg angles (∼ 1◦), because the depth of the profile for such
lenses is of the order of 0.1 μm and the shadowing effect is not very strong.
The etched Bragg–Fresnel lenses on a crystal substrate can be used only at
the normal incidence geometry, because the needed depth of profile is of the
order of several microns.

Evaporated Bragg–Fresnel lenses have a much smaller thickness but a dif-
ferent efficiency in different diffraction directions. The efficiency can be cal-
culated using the equations for the sagittal and meridional Bragg–Fresnel
gratings.

Reflection Zone Plate Resolution Enhancement

According to (3.132) the Bragg–Fresnel lens has higher spatial resolution
in comparison with a transmission zone plate with the same outer zone
width. This fact was demonstrated by measurements of the angular spec-
tra of a meridional Bragg–Fresnel lens [182]. A monochromatic beam with
λ/Δλ ∼ 5, 000 was collimated by a toroidal mirror and filtered by a pinhole
of 100 μm in diameter. An angular spectrum of a zone plate was measured
at the distance of ∼ 1, 000 mm with one-crystal Si [111] Bragg spectrome-
ter in non-dispersive geometry. An input beam divergence after the pinhole,
measured with a crystal spectrometer, was of the order of 4.5 arcsec.

Due to the small beam size the sample was scanned along the beam by a
translation stage. The spectra from the different parts of the zone plate have
been measured and composed on the same graph to build a complete angular
spectrum of the Bragg–Fresnel lens. The reflection at the crystal surface free
from the lens has also been measured to produce a reference spectrum of the
direct beam.

The diffraction spectrum of the lens is shown in Fig. 3.65. All the measured
spectra were superimposed in one graph and normalized to the reflection from
the free crystal surface. On the same figure is shown the calculated spectrum,
obtained by ray-tracing the zone plate with an input beam divergence of
4.5 arcsec. A minimum zone width for the best fit was found at 0.34 μm and
a gold thickness of 1,350 nm. These values are in good agreement with the
effective outer zone width and thickness of the BFL.

To prove the possible resolution in the meridional direction the perfor-
mance of a meridional Bragg–Fresnel grating has been measured. A 2-μm
period, 20-nm thick nickel grating was evaporated on the surface of an asym-
metrically cut Si (111) crystal with an asymmetry angle of 13◦. A diffraction
efficiency of 1% was obtained at the energy of 8.45 keV at a grazing angle of
0.48◦, corresponding to an effective period for a transmission grating at nor-
mal incidence of 16.8 nm or, for a zone plate, an outer zone width of 8.4 nm.
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Fig. 3.65. The measured angular diffraction spectra in comparison with ray-tracing
calculations (left) and a reconstructed flux distribution in a focal plane (right)

In Fig. 3.65 (right) is shown a reconstructed flux distribution in a focal
plane obtained by Fourier transformation of the calculated ray-tracing spectra
and the shape of the experimental spectra. Both curves have the same Full
Width of Half Maximum (FWHM) of 0.3 μm.

Analysis of an angular distribution of diffracted rays leads to the possibility
to fit experimental spectra and find zone plate characteristics, such as outer
zone width and thickness of a phase-shift layer. These characteristics can
be obtained almost independently from the experimental conditions, taking
into account only beam divergence. Using this method considerable resolution
improvement has been demonstrated for the meridional Bragg–Fresnel lens
in comparison with a normal-incidence zone plate with the same outer zone
width. The resolution enhancement of 4.3 times was measured experimentally.
The measured efficiency of the Bragg–Fresnel zone plate with a thickness
of 190 nm corresponds to the efficiency of a transmission zone plate with a
thickness of 1,350 nm.

Bragg–Fresnel Optics Applications

At the new-designed BESSY Microfocus Beamline, the horizontal beam focus-
ing is achieved with the help of a sagittal Bragg–Fresnel lens for micro small
angle X-ray scattering (μSAXS) experiments (Fig. 3.66).

Several Bragg–Fresnel lenses are placed on the second monochromator
crystal, in our case Ge (111), which provides about 30% higher flux in com-
parison with a Si (111) crystal.

A linear Bragg–Fresnel lens on a crystal substrate was suggested and tested
several years ago [183]. The first tests were done on the structures etched in
a Si crystal to produce a π phase shift, necessary for an effective diffraction
focusing. The main problem in using such a structure for microfocusing was
a very large depth of profile necessary to achieve the optimal phase shift. For
Ge (111) at 10 keV the depth reaches 0.6 μm. One needs to use an etching
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Fig. 3.66. Small Angle X-Ray Scattering focusing system employing a Bragg–
Fresnel lens and bimorph mirror at BESSY

technology with a very high aspect ratio to obtain a reasonable lens aper-
ture, which is defined by the minimum zone width. Several attempts were
made to produce a special “incline” profile to improve zone plate acceptance
and resolution. Recently this problem has been solved using metal coating
technology.

A Fresnel structure was fabricated using a metal coating on a perfect Si
(111) crystal in the shape of a Fresnel zone plate. In the case of such a coated
zone plate the beam is transmitted twice through the thickness of a metal
coating at the Bragg grazing angle θB. In comparison with transmission zone
plates the value of the optimal thickness is reduced by the factor of 0.5 sin(θB).

The difference in optimal thickness is increased for high energies. A com-
parison of the theoretical value of the optimal thickness for the transmission
zone plate and two types of Bragg–Fresnel lens is shown in Fig. 3.23. As the
Bragg–Fresnel lens substrate we chose a Si (111) crystal with the lattice period
of 0.31 nm and a multilayer mirror with a period of 3 nm. Even with the tech-
nology with an aspect ratio of about 1:1 (layer thickness equal to a groove
width) an outer zone width of the Bragg–Fresnel lens at 30 keV can reach
0.2 μm. It can be easily fabricated for photon energies as high as 100–200 keV,
which is a great problem for conventional zone plates due to the very high
material thickness required.

The combination of the linear Bragg–Fresnel lens and a bimorph mirror in
meridional direction allows a small-range energy scan without loss in spatial
resolution. Several lenses fabricated on the same substrate will cover the entire
operational energy range of the beamline. Special attention must be paid to
beam position stabilization for the microfocus experiments.

3.5.3 Bragg–Fresnel Holographic Optics

In 1948, the Nobel Prize Laureate Denis Gabor proposed his famous “method
of wave-front reconstruction” which began the era of holography [184]. In the
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1960s with the development of optical lasers, E.N. Leith and J. Upatnieks,
demonstrated the first wave-front reconstruction by a hologram with a ref-
erence beam [185]. Since this first successful hologram demonstration the
method of holographic reconstruction has found applications in many different
fields of art, science and technology. The possibility of creating holograms in
the X-ray range has also been discussed in a number of works. However, such
holograms have neither been fabricated nor tested until now except in the case
of simple holograms (focusing zone plates). Due to the absence of sensitive and
high-resolution materials for X-ray holography, it seems to be more effective
to use X-rays only in the reconstruction stage to produce images with micron
resolution. A so-called synthetic hologram [186] can be generated by computer
and transferred into material using modern methods of microelectronics tech-
nology [187]. The holographic optics is becoming even more important with
the construction of X-ray lasers in Germany and USA. The first successful
reconstruction of a synthetic X-ray hologram was reported in 2001 [32].

A hologram structure can be calculated using specially developed com-
puter software and fabricated on the surface of Si (111) monocrystal using
e-beam lithography and a metal coating technique. A “white” broad-band
synchrotron radiation beam from the BESSY bending magnet source was
used for the hologram reconstruction.

The computer hologram generation comprises iterative calculations of the
hologram phase distribution under the condition of constant value of inten-
sity of the complex amplitude A (x, y) in the hologram plane using direct
Fourier transformations for definition of the image amplitude to be “as close
as possible” to the demanded image.

For the hologram fabrication we employ the principle proposed for Bragg–
Fresnel optical elements: a combination of Bragg diffraction on a single crystal
and Fresnel focusing on a surface profile. The synthetic hologram has been
designed as a phase shift mask placed on a polished surface of a Si (111)
crystal (Fig. 3.67).

An initial hologram structure on resist was fabricated by electron-beam
lithography. The synthetic hologram is fabricated assuming an ideal coherent
source. The only limitation on spatial resolution is the minimum structure
period of the e-beam writing process. The resolution of a synthetic hologram

Fig. 3.67. Synthetic hologram structure of Ni layer on a Si 111 substrate. The
minimum diffraction feature on the hologram is equal to 0.3 μm.
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10 mm

Fig. 3.68. Reconstructed holographic image with an aperture of 239 μm. The image
resolution is of the order of 0.5 μm vertically and 2.4 μm horizontally

reconstruction can be estimated to be similar to the resolution of an X-ray
Fresnel zone plate in partially coherent illumination. Each point of the source
reconstructs the whole hologram image with a resolution defined by the size
of the emitting source area.

The first experimental results of a new method of high-resolution imaging
in the X-ray energy range, namely synthetic X-ray holography are shown in
Fig. 3.68. The transverse and longitudinal spatial resolution of ∼ 2.5 μm was
experimentally measured. The resolution limitations appear due to the source
size and angular reflection range of the mono-crystalline substrate of the BFL.

Extrapolations for X-ray laser sources give us a possible resolution limit
of a few tenths of micrometers. This method should find applications in high-
energy lithography (LIGA technology), for projection printing of micron size
structures in very deep resists layers as well as in microobjects imaging,
material diagnostics (e.g., in X-ray differential phase contrast microscopy)
of solid-state and biological samples building X-ray optical systems with very
special intensity and phase distribution in a focal spot of special form.

3.6 Refraction X-Ray Optics

A. Erko

3.6.1 Compound Refractive Lens

All the techniques of X-ray high-resolution optics mentioned above are based
on total reflection or (and) diffraction. Focusing by refractive multiple lenses
are based on refraction of X-ray beam on spherical or elliptical-shaped holes
made inside of solids. One can obtain a convergent beam after propagation
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Fig. 3.69. Compound refractive lens with linear array of holes

through such a structure due to the fact that the real part (1-δ) of the optical
index is smaller than 1. Since the value of δ is of the order of 10−6, one has
to use a series of holes to obtain a high enough optical phase shift, as shown
in Fig. 3.69.

The focal length of a compound refractive lens (CRL) with N individual
lenses is:

F =
r

2δNholes
, (3.135)

where r is the radius of cylindrical holes or the radius of curvature at the
tip of a parabola for a rotational paraboloid. Parabolic lenses are more diffi-
cult in fabrication, but show no spherical aberration. The total length of the
compound lens with the space d between the holes is:

for cylindrical holes Lcyl = Nholes(2r + d)

for parabolic holes Lpar = Nholes

(
r2
0

2r + d
) (3.136)

where 2r0 is the parabolic lens aperture or slit size in front of cylindrical lens.

Compound Refractive Lens Efficiency

According to the model, developed in [188] the overall transmission εcyl and
εpar of a linear array of cylindrical and parabolic lenses respectively is:

εcyl = 0.5
√

π
μNholesr

(
r
r0

)
exp(−μNholesd)

εpar =
(

r
μNholesr2

0

) [
1 − exp

(
−μNholesr

2
0

r

)]
exp(−μNholesd),

(3.137)

where μ (μm−1) is the linear absorption coefficient.
The gain of intensity in the focus of cylindrical Gcyl and parabolic Gpar

linear lens arrays can be evaluated using (3.137) as follows:

Gcyl,par = εcyl,par
2r0(R1 − F )

bνF
. (3.138)
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For focusing in two dimensions (2-D) crossed cylindrical lenses can be used.
In this case transmission and gain can be calculated as follows:

ε2D
cyl,par = (εcyl,par)2 (3.139)

G2D
cyl,par = (εcyl,par)2

(
2r0(R1 − F )

F

)2 1
bνbh

, (3.140)

where the indexes <cyl> and <par> correspond to cylindrical and parabolic
lenses and bv, bh are vertical and horizontal source sizes.

Absorption is the most important limiting factor for the refractive lens.
One can define an effective aperture of the parabolic refractive lens, similarly
to the one defined for a zone plate, using the following equation:

2reff = 2

√
r

μNholesr20

[
1 − exp

(
−μNholesr20

r

)]
. (3.141)

Compound Refractive Lens Aberrations

As a conventional refractive lens, an X-ray compound lens has strong aberra-
tion, which can be minimized by a special form of the lens profile. The simplest
cylindrical lens has a very strong spherical aberration, which strongly limits
the lens aperture. All these values can be calculated using optical lens theory.
As it was shown using a parabolic or an even more complicated profile the
lens aperture could be considerably increased. The compound refractive lens
has one considerable advantage, in comparison with the Bragg–Fresnel lens,
namely the possibility of a chromatic aberration correction using two lenses
of the same material and different focal lengths F1 and F2 separated by a
distance d [189]. Chromatic aberration compensation could be achieved by
letting:

d = 0.5[F1(λ) + F2(λ)]. (3.142)

Off-axes misalignment of parabolic lenses does not alter considerably the
focusing properties of the compound lens.

Compound Refractive Lens Technology

For the CRL fabrication a number of different materials can be used.
Depending on the photon energy range Be, Al, Si, etc. lenses can be fab-
ricated. For example in the energy range of 10–60 keV the Al lens was found
to be a “genuine imaging device” like a glass lens in visible light. A proposed
modular system of a CRL allows one to assemble lenses to meet the specific
requirements of a given experiment. Microbeams from several 10 μm down to
0.5 μm can be routinely produced [190]. In this case the lenses were made of
polycrystalline aluminum.



190 References

References

1. Bradaczek H, Hildebrandt G, Uebach W, Abstracts XII ECM, Moscow, 1, 304
(1989)

2. Bradaczek H, Hildebrandt G, Uebach W, Acta Cryst A49, Suppl 374 (1993)
3. Erko A, Abrosimov NV, Alex V, Laterally-graded SiGe crystals for high reso-

lution synchrotron optics, Cryst Res Technol, 37(7), 685–704 (2002)
4. Erko A, Packe I, Gudat W, Abrosimov N, Firsov A, The crystal monochroma-

tor based on graded SiGe crystals, Nucl Instrum Methods Phys Res A467–
468, 358–361 (2001)

5. Dhez D, Soft X-Ray optics and technology, SPIE Proc 733, 308 (1986)
6. Chao W, Harteneck BD, Liddle JA, Anderson EH, Attwood DT, Nature 435,

1210–1213, (2005)
7. Erko AI, Aristov VV, Vidal B, Diffraction X-Ray Optics, IOP Publishing,

Bristol 150 (1996)
8. Duevel A, Rudolph D, Schmahl G, XRM-99, AIP Conf Proc 507, 607–614

(1999)
9. Susuni J, Barret R, Kaulich B, Oestreich S, Salome M, XRM-99, AIP Conf

Proc 507, 19–26 (1999)
10. Drakopoulos M, Snigireva I, Snigirev A, Castelnau O, Chauveau T, Bacroix B,

Schroer C, Ungar T, XRM-99, AIP Conf Proc 507, 263–268 (1999)
11. Yun W, Howels MR, Feng J, Celestre R, Chang C-H, MacDowell AA, Padmore

HA, Spence J, XRM-99, AIP Conf Proc 507, 529–534 (1999)
12. Kemner KM, Lai B, Maser J, Schneegurt A, Cai Z, Ilinski PP, Kulpa CF,

Legnini DG, Nealson KH, Pratt ST, Rodriges W, Lee Tischler M, Yun W,
XRM-99, AIP Conf Proc 507, 319–322 (1999)

13. Di Fabrizio E, Gentili M, Romanato F, XRM-99, AIP Conf Proc 507, 635–640
(1999)

14. Yun W, Lay B, Cai Z, Maser J, Legnini D, Gluskin E, Chen Z, Krasnoperova
AA, Vladimirsky Y, Cerrina F, Di Fabrizio E, Gentili M, Rev Sci Instr 70,
2238 (1999)

15. Peuker M, XRM-99, AIP Conf Proc 507, 682–687 (1999)
16. Kagoshima Y, Takai K, Ibuki T, Yokoyama K, Takeda S, Urakawa M, Tsusaka

Y, Matsui J, XRM-99, AIP Conf Proc 507, 668–671 (1999)
17. Davydov AV, Panchenko LA, Erko AI, Pis’ma Zh Tech Fiz 13, 1017–1020

(1987)
18. Rehbein S, Doak RB, Grisenti RE, Schmahl G, Toennies JP, Woell Ch, XRM-

99, AIP Conf Proc
19. Suzuki Y, Awaji M, Kohmura Y, Takeuchi A, Kamijo N, Tamura S, Handa K,

XRM-99, AIP Conf Proc 507, 535–538 (1999)
20. Barbee Jr, T W, SPIE Proc 911, 169 (1988)
21. Aristov VV, Snigirev AA, Basov YuA, Nikulin AYu, AIP Conf Proc 147, 253

(1986)
22. Aristov VV, Gaponov SV, Genkin VM, Gorbatov YuA, Erko AI,

Martynov VV, Matveeva LA, Salaschenko NN, JETP Lett 44(4), 265–267
(1986)
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151. Erko A, Schäfers F, Gudat W, Abrosimov NV, Rossolenko SN, Alex W, Groth
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4

X-Ray Detectors and XRF Detection Channels

4.1 Introduction

F. Scholze

The discovery of X-rays by Wilhelm Conrad Röntgen was based on the
observation of fluorescence in materials well away from his tube. Soon it was
recognized that photographic plates and gas-filled ionization chambers (elec-
trometers) are also sensitive to X-rays. With these principles the basis for
X-ray detection was laid almost 100 years ago. After the initial observation
of X-ray and γ-ray with photographic plates the development of gas filled
counters [1] enabled the instantaneous detection of radiation. Proportional
counters provided the capability to measure the photon energy of X-rays.

Although proportional counters have been in use for almost 100 years, they
are still valuable detectors, which offer strong advantages. First, they are cheap
and easy to operate because the internal gas-amplification yields a high charge
output, which can be quickly and easily processed by the following electronics.
These detectors are specifically insensitive to electronic interference and thus
suited for harsh environments. Gas detectors are also a good choice if large
areas are needed for detection, and they are capable of spatial resolution if,
e.g. a resistive anode is used. More sophisticated, though still easy to produce,
structures like multiwire or multistrip anode designs allow for simultaneous
spatial and energy resolution over large areas [2]. The main disadvantage of
gas detectors is their low density that results in a low efficiency for X-ray
detection unless the detectors are made rather large.

An alternative with much higher detection efficiency for high energy pho-
tons is the scintillation detector. While early observations of ionizing radiation
were made by looking at fluorescence screens in darkened laboratories, state-
of-the-art scintillation detectors use a scintillating material coupled to photo
multipliers, photodiodes or CCDs for the detection of fluorescence light. The
benefit of these detectors is that they can be made very small and effective for
hard X-rays by using scintillating crystals of heavy elements. Depending on
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the scintillator, the speed of these detectors can also be increased. When large
areas of scintillating material are coupled to a large number of light detec-
tors, a high-efficiency imaging detector is obtained which can be used for, e.g.
medical applications. The disadvantage of scintillation detectors is their poor
energy resolution.

Therefore, there has constantly been a search for a way to realize the prin-
ciple of the ionization chamber with a high-density material. Consequently,
shortly after high-purity germanium and silicon became available, the first
Ge(Li) [3] and Si(Li) detectors were produced in the early 1960s. These detec-
tors offered a much higher resolution than the gas detectors and scintillators.
The reason is that the mean energy needed to create one primary elementary
charge is about 20 to 30 eV for gases while for semiconductors it is only a
few eVs. Thus, a ten times higher number of primary charge carriers is pro-
duced reducing the statistical fluctuations by about a factor of 3. Furthermore,
the higher charge generated allows for the direct measurement by low-noise
electronics. For the proportional counters, the gas amplification process adds
additional noise.

The planar Si(Li) and Ge(Li) detectors are the semiconductor analogue
to the ionization chamber. In principle a solid-state proportional counter, the
avalanche diode also exists. Due to the high noise of the avalanche process,
however, it is not used for high-resolution applications. The search for a solid-
state analogue to the multiwire chambers, resulted in a versatile device – the
silicon drift detector (SDD). Originally introduced for spatially resolving
detectors for high-energy particle detection, the device became one of the
most promising new X-ray detectors.

One of the main disadvantages of the planar Si(Li) and Ge(Li) detectors
is the need for liquid nitrogen cooling. The vacuum-isolated cryostats make
these detection systems rather large and difficult to handle. The reason for
the cooling is the high leakage current at room temperature combined with
a rather high read-out capacitance, because these detectors form a plate con-
denser with the capacitance proportional to the area. The high capacitance
results in a high contribution of the serial noise component that requires longer
shaping time. For long shaping time, however, the shot-noise contribution from
the leakage current increases. In the SDD, the charge is drifted from a large
area into a small read-out node with low capacitance. Thus, the serial noise
decreases and shorter shaping time can be used. This offers two advantages:
first faster counting is enabled and at the same time, higher leakage current
can be accepted, drastically reducing the need for cooling. Presently, SDD at
room temperature achieves an energy resolution of the order of 180 eV [4],
comparable to the early liquid nitrogen cooled systems, with shaping times of
250 ns. A detailed discussion of these detectors is given in the first section of
the chapter. In the second section, the perspective of a combination of energy
and spatial resolution using silicon detectors is discussed.

A consequent next step on the path to higher energy resolution was the
search for “materials” with even lower “ionization” energy. The electrons
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of superconductors bound in Cooper pairs are such a material. The bind-
ing energy of the Cooper pairs is of the order of a few meVs. Thus about
1,000 times more charge is generated per absorbed energy. This charge can
be detected with a superconducting tunnel junction (STJ), a Josephson con-
tact where the super conducting Josephson current is suppressed by a mag-
netic field. Potentially, the resolution limit should be about 30 times lower as
compared to semiconductor detectors. An energy resolution in the range of
12 eV for manganese X-rays (6 keV photon energy) has, indeed, been demon-
strated [5]. Even more impressive, the energy dispersive spectra of optical
photons recorded with these detectors which look very much like the spectra
of few-keVs X-ray photons measured with a Si(Li) detector [6]. The price to
be paid is to go to an even lower temperature. Si(Li) detectors are operated at
about 100 K and STJs below a few 100 mK. If detectors are cooled to about
100 mK or below, the heat capacitance becomes low enough so that single
photons create a measurable increase of the detector temperature. The best
energy resolution demonstrated so far, 4.5 eV for Mn Kα, was performed with
the so-called micro-bolometer [7]. A micro-bolometer consists of an absorber
at low temperature coupled to a heat sink and a thermometer to measure
the temperature change. A large variety of possibilities [8] exists for the real-
ization of either the absorber or the thermometer, and further subgroups of
detectors can be defined in terms of whether the signal detected corresponds
to thermal equilibrium (classical bolometer) or nonequilibrium excitations,
e.g. hot electrons or phonons which are detected. Based on such indirect de-
tection schemes, spatially resolving devices have also been demonstrated for
low-temperature detectors [9]. Although mK-operation sounds difficult, as liq-
uid nitrogen already poses a disadvantage for many applications, these sys-
tems are no longer exotic. The first low-temperature detectors of the STJ and
bolometer type are already being operated at scanning electron microscopes
and there is an increasing number of commercial suppliers. A comprehensive
overview of the recent achievements of low-temperature detectors for X-ray
spectroscopy was presented in a paper by M. Frank et al. [10].

This is a short summary of the means to ever better energy resolu-
tion. There are, however, other criteria that are even more important for
many applications. A main issue for all detectors is the purity of the spec-
tra recorded. X-ray fluorescence spectroscopy is based on the excitation with
higher energy X-rays and the detection of the lower energy fluorescence X-rays.
If monochromatic X-rays are used for excitation, low detection limits are prin-
cipally possible because there is no background radiation at the fluorescence
line energies. On the other hand, for some of the detected X-rays, energy
loss processes in the detector can occur, leading to a shift in the measured
energy toward a lower energy. These events create an artificial low energy
background in the energy region of the fluorescence lines. Especially for total
reflection X-ray fluorescence, this low-energy background from higher-energy
photons incident at the detector deteriorates the detection limits of trace
elements. Therefore, for many applications the so-called peak-to-background
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ratio, which defines the relative height of the full-energy peak in a spectrum
relative to the low energy background, is very important. An unavoidable
effect, which causes an energy loss, is that caused by the escape of photoelec-
trons or Auger electrons from the active detector volume. X-rays are indirectly
ionizing, i.e. after absorption of an X-ray the energy is either fully or partially
transferred to a Compton electron or photoelectron, respectively. These elec-
trons create the charge carriers that are subsequently detected by scattering
processes during their slowdown. During this process, the electrons travel a
certain distance depending on their initial energy. If such an electron is created
close to the boundary of the active detector volume it might escape from the
detector and a corresponding part of the initial energy would be lost. There
is also the possibility for the opposite process, that is, energy from photons
absorbed close to the active detector volume is partially transferred into the
detector. It is obvious that the probability of these processes scales with the
ratio of the active detector volume to the surface. This effect strongly com-
promises its practical use, especially for the small low-energy detectors. This
is especially true for the pure STJ detectors, which are made of thin layers
of superconductors serving also as the absorber. For photon energies above
about 1 keV, the majority of pulses detected with such a device are back-
ground pulses most often originating from photons absorbed in the substrate
close to the active region [11]. Therefore, advanced designs use an absorber
made of a different material from where the energy is transferred to the STJ
junction where it is detected [5]. If several junctions are used for reading the
signal, spatial resolution is also achieved [9].

Besides these intrinsic unavoidable effects, there are several others which
cause partial detection of the charge generated. For semiconductor detectors,
field distortions might force the charge to drift to inactive regions. This was
a problem for the early Ge(Li) and Si(Li) detectors caused by a charging
of the side-walls of the crystal. Improved passivation techniques solved this
problem, and Si(Li) detectors with a Ni-front contact achieve the best peak-to-
background ratios. Basically, SDDs could also achieve approximately the same
performance. The background in the present SDDs is not caused by processes
at the front side but by charges that have partially drifted to the outer region
and an inactive region around the integrated read-out transistor. New designs
with the transistor shifted to the outer region of the detector significantly
reduced the background [12]. Using small collimated photon beams in the
area well away from the edge of the active region, a background comparable
to Si(Li) detectors is demonstrated for SDD.

For some applications, however, it might also be advantageous to filter
the spectrum before detection. So, the high energy photons of a high rate
(e.g., scattered excitation radiation or intense fluorescence of the main matrix
elements) which do not need to be analysed, can be removed from the spec-
trum to reduce the total count rate, thus enabling higher count rates for the
analysed elements. Such pre-dispersion can be done using mirrors or broad-
band synthetic crystals or multilayer reflectors.
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A consequent application of such pre-dispersion approaches leads back to
the so-called wavelength-dispersive analysis (WDX), covered in the last section
of this chapter. The classical set-up of WDX uses a crystal that disperses the
X-rays and a detector, which is placed at the position where the respective
energy is diffracted, to count the photons. In most cases, proportional counters
or scintillators are used for this purpose. Two obvious ways of obtaining more
sophisticated solutions are the following. First, the dispersing crystal could be
replaced by a broader bandpass filter; for example, the multilayer mirrors or
mosaic crystals such as highly orientated pyrolytic graphite (HOPG) can be
used. Both of these solutions also offer the opportunity to use focusing optics,
increasing the collection angle for the fluorescence radiation originating from
the sample. Second, the detector could be replaced by e.g. a spatially resolving
device for performing multichannel WDX, or a detector with higher energy
resolution could be used to detect diffusely scattered background radiation
and higher diffraction orders.

This chapter provides an overview of the vast variety of X-ray detectors and
wavelength-dispersive arrangements which could be used as building blocks
for intelligent solutions adapted to the specific needs of an application.

4.2 X-Ray Detectors and Signal Processing

A. Longoni and C. Fiorini

4.2.1 Introduction

The aim of this Section 4.2 is to introduce briefly the main detector types
used in X-ray fluorescence analysis, present their principles of operation and
performances, and discuss how to read out and process their signals in order
to measure “at the best” the energy of the X-ray photons. Emphasis is given
to semiconductor detectors and, in particular, to the silicon drift detector
(SDD), successfully introduced in an increasing number of X-ray fluorescence
applications. The theoretical bases of the signal processing of detectors as well
as practical considerations about the electronic acquisition and processing
systems are given.

4.2.2 Basic Properties of X-Ray Detectors

An X-ray detector is used to convert the energy released by an X-ray photon
in the detector material into an electric signal. The readout and processing of
this electric signal by means of a suitable electronics chain is used to measure
the energy released by the photon and the arrival time of the event.



204 A. Longoni and C. Fiorini

Radiation Interaction, Signal Generation

The interaction of X-rays in the detector material is mainly determined
by Photoelectric effect, Compton scattering, and Rayleigh scattering. For a
detailed description of these effects, the reader could refer to chapter 5 of this
book. For most of the detector materials, the Photoelectric effect is dominant
for photon energies up to 100 keV. The photoelectric absorption coefficient
can be roughly approximated as const ×Zn/E3.5 (n ∼4–5). This relationship
explains therefore the high efficiency of high-Z detectors. Compton scattering
is significant in radiation absorption at high energy (> 100 keV) and increases
linearly with Z. Rayleigh scattering does not usually exceed 10–20% of the
total absorption probability and it is higher than Compton at low energies
(up to 20–50 keV, depending on the atomic number). In Fig. 4.1, the relative
contribution of the three absorption effects versus the photon energy for three
typical detector materials like Ar, Si, and Ge is reported [13]. The absorp-
tion factors are expressed in terms of mass absorption coefficients, defined in
Section “Detection Efficiency”.

The energy released in the detector material during the radiation interac-
tion is converted into an electrical signal by means of a direct or an indirect
process and with a conversion factor which depends on the specific type of
detector considered. In semiconductor and gas-filled detectors, the energy is
directly converted in a certain amount of charge which is then suitably col-
lected at an output electrode of the device. In scintillation detectors, the
interaction occurs in a scintillation crystal where the radiation energy is con-
verted into a shower of optical photons. These photons are then collected and
converted in charges by means of a photodetector (a photomultiplier tube or
silicon photodetector). According to this “two-steps” conversion mechanism,
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Fig. 4.1. Mass attenuation coefficients for Argon, Silicon, and Germanium. The
photoelectric, Compton, and Rayleigh components of the total attenuation are also
indicated in the graphs
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scintillator-based detectors are called indirect detectors. In cryogenic detec-
tors, the energy of the radiation is converted into (a) heat (phonons) and
measured by coupling a suitable thermometer (thermistor, superconducting
strip) to the absorbing material, (b) quasiparticles in a superconductor mate-
rial and measured with a superconducting tunnel junction (STJ).

In most X-ray detectors, the charge collected at the output electrode of
the device represents the basic electrical signal available for further processing.
The amount of charge Q is proportional to the photon energy E by:

Q = E/ε. (4.1)

The conversion factor ε differs considerably among different detectors,
according to the specific physics mechanisms involved in the charge gener-
ation. Typical values for ε are 26 eV per each ion–electron pair generated in
argon-filled detectors, 3.6 eV per electron–hole pair in silicon, of the order
of 25 eV per collected electron in a CsI(Tl) scintillator coupled to a silicon
photodetector and ∼1 meV per quasiparticle produced in a superconduct-
ing detector. The statistical deviations from the average value expressed by
(4.1) depend also on the specific interaction process, as discussed later in this
chapter.

The generation time of the carriers ranges from a few ps in semiconductors
up to a few μs for the photon emission of some inorganic scintillators. In
most detectors, like gas-filled or semiconductor detectors, suitable electric
fields are applied in order to separate electrons from positive charges (ions or
holes) and to collect the carriers at the output of the device. The collection
time depends on the mobility of the carriers in the detector material, on the
travelling distances and on the applied fields and could range from a few
nanoseconds in conventional silicon detectors up to several microseconds in
gas-filled detectors. The signal shape at the output of the detector could be
therefore represented as a current pulse, whose integral is equal to charge Q
and width equal to the collection time, supposing negligible, as in most cases,
generation time. The pulse width is smaller than the charge collection time in
those detectors, like the SDDs (described later in this Section 4.2), where the
signal is induced at the output electrode only when the charge, in its path, is
in the proximity of this electrode.

Statistical fluctuations on the shape of the signal and the collection time
contribute to limiting the timing resolution of the detection system. However,
the analysis of the timing properties of X-ray detectors is beyond the purpose
of the present Section 4.2 and will not be considered here.

Detection Efficiency

The detection efficiency is defined as the fraction of the total number of pho-
tons emitted by the source, which actually interacts in the detector volume
and is completely absorbed. A first limitation to the detection efficiency
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arises from the limited active area of the detector and from the distance
with respect to the source (geometrical efficiency). Moreover, the specific
absorption coefficient of the detector material at a given photon energy and its
thickness limit the number of photons which are actually absorbed (intrinsic
efficiency). Finally, events that deposit only part of their energy in the de-
tector (by Compton scattering, escape events), do not contribute to the full
energy peak in the spectrum (photopeak efficiency).

The geometrical efficiency is the fraction of the photons emitted by the
source which enter the detector volume. It can be calculated, in the case of a
point source, as:

ηG = Ω/4π, (4.2)

where Ω is the solid angle under which the detector is seen from the source. In
the case of a thin cylindrical detector, with the axis passing through the point
source, Ω = S/h2 where S is the detector cross-section and h the source–
detector distance.

The intrinsic efficiency is the fraction of the number of photons entering
the detector which interact in the detector material. The intrinsic efficiency
depends on the absorption properties of the detector material and on the
thickness according to the well-known formula:

ηi = 1 − exp(−μρx), (4.3)

where μ is the mass attenuation coefficient (cm2 g−1) at the given photon
energy, ρ is the density (g cm−3) of the material, and x is the detector thick-
ness (cm). In Fig. 4.2, the linear attenuation coefficient (cm−1), defined as μρ,
for some common detector materials is plotted in the energy range 1–120 keV.
The graphs show clearly that high-Z materials like Ge or CsI have higher
absorption capabilities with respect to Si and especially, to Ar. For a given
detector material, the intrinsic efficiency depends also on the detector thick-
ness, according to (4.3). As an example, in Fig. 4.3, the intrinsic efficiency for
Ar, Si, and Ge detectors of different thicknesses are compared.

The photopeak efficiency is the fraction of the photons interacting in the
detector, which deposit their full energy in the material. For X-ray energies up
to 100 keV, photoelectric process is dominant with respect to Compton effect
and the probability of re-absorption of the Compton scattered photon in the
detector itself is also rather high. When distinguished from other background
components (e.g. tails of fluorescence peaks) in the X-ray fluorescence spec-
trum, a Compton continuum extends from 0 up to 2Eα/( 1 + 2α). This last
value corresponds to the maximum energy released to the scattered electron
(α = E/m0c

2, where m0c
2 is the rest-mass energy of the electron (511 keV)

and E is the primary X-ray energy).
A second limitation to the photopeak efficiency arises from the escape

process. When an external electron fills the vacancy left in an atom as a
consequence of the absorption of an X-ray photon, another X-ray photon of an
energy equal to the energy difference between the two levels involved could be
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Fig. 4.2. Linear absorption coefficient for Ar (gas, 1 atm), Si, Ge, and CsI detector
materials

emitted. This photon has a high probability to be re-absorbed in the material
itself leading to a full-energy absorption of the primary photon. However,
when the incoming X-ray photon is absorbed close to the detector surface (as
in the case of low-energy X-rays), there is a not negligible probability that
the re-emitted photon escapes from the detector without being absorbed. The
consequence of this effect is the presence of an escape peak in the spectrum
whose energy is equal to the difference between the energy of the primary
photon E and the energy of the escaping photon Ef . Typical values for Ef

are 3 keV in Ar, 1.74 keV in Si, 9.9 keV in Ge, 23 keV (Cd Kα) and 27.5 keV
(Te Kα) in CdTe, 28.6 keV (I Kα) and 31.0 keV (Cs Kα) in CsI. The escape
effect reduces the amount of primary photons counted in the full-energy peak
more or less significantly, according to the specific detector material and the
primary photon energy. In Fig. 4.4, the ratio between escape peak and full-
energy peak calculated for different detectors and for energies up to 30 keV is
reported. The experimental data measured with a silicon drift detector 300 μm
thick are also reported [14].
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In the low X-ray energy range (100 eV–1 keV), the detection efficiency is
generally limited by: (a) the absorption in the window material, when used
in front of the detector, (b) the absorption in a dead layer of the detector
material itself.

The probability of absorption in the detection module entrance window
can be expressed as exp(-μρs) where μ, ρ, and s are, respectively, the mass
attenuation coefficient, the density, and the thickness of the window mater-
ial. Beryllium is a very common material used for windows. In Fig. 4.5, the
transmission probability versus the energy for different Be window thickness
is plotted, while in Fig. 4.6 the high transmission capability of an ultra-thin
polymer window (from MOXTEK) is reported [15].

For “window-less” detection modules, the detection efficiency in the low
energy range is limited by the unavoidable presence of a dead layer in the radi-
ation entrance region of the detector itself. This limitation involves especially
semiconductor detectors where the presence of an electrode deposited or
implanted on the detector surface determines a thin region which could absorb
the photon with a partial or incomplete release of signal charge. A model
for the entrance window for silicon X-ray detectors is presented in [16]. An
example of quantum efficiency measured in the low energy range for a silicon
detector is shown in Fig. 4.20. on p. 227.

Energy Resolution

In most X-ray fluorescence applications an accurate energy distribution of the
incident photons has to be measured. The energy resolution ΔE of a spec-
troscopy system (detector + readout electronics) represents the capability of
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the system to distinguish photons closely separated in energy. As shown in
Fig. 4.7, the pulse height distribution in a typical measurement of photons
of energy E0 is broadened with respect to an ideal Dirac-δ-like distribution
due to several sources of statistical fluctuation affecting the measurement.
The energy resolution is commonly expressed as full-width-at-half-maximum
(FWHM) of the measured distribution. The larger the FWHM, the more dif-
ficult will be the identification of peaks corresponding to photons of close
energies. Alternatively, the energy resolution can be expressed also as per-
centage R, defined as the ratio between the FWHM and the centroid value of
the distribution:

R = ΔEFWHM/E0. (4.4)

Very often, the measured distribution can be described by means of a
Gaussian function, whose expression is given by:

G(E) =
N0

σ
√

2π
exp

(
− (E − E0)2

2σ2

)
, (4.5)

where σ is the standard deviation,N0 is peak area, and E0 is the peak centroid.
For the Gaussian distribution the FWHM results related to the σ as FWHM =
2.35σ.

Different sources of statistical fluctuation limit the energy resolution
ΔEmeas of a detection system, as indicated in the following expression:

ΔE2
meas = ΔE2

statistical + ΔE2
el.noise + ΔE2

multiplication + ΔE2
collection. (4.6)
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Fig. 4.7. Statistical broadening of the energy peak centred at E0 measured by a
detection system. The FWHM of the peak is commonly used as indication of the
energy resolution of the system

The statistical resolution ΔEstatistical is related to the statistical fluctua-
tions in the conversion process of the photon energy into charge carriers.
This contribution is unavoidable and cannot be reduced with any refine-
ment of the detection system, for a given detector material. It is gener-
ally characterized by a variance (σ2

E) proportional to the number of car-
riers generated in the detector. For detectors like scintillation-based detec-
tors, Poisson statistics well applies, leading to a variance σ2

n in the num-
ber of generated carriers equal to the average number of these carriers n̄
(standard deviation σn =

√
n̄). For a given conversion factor ε from energy

to number of carriers, the standard deviation of carriers is σn =
√

(E/ε),
the resolution ΔEstatistical(FWHM) = 2.35σE = 2.35εσn = 2.35

√
(Eε), and

R = 2.35 × 1/
√

(E/ε).
For detectors like semiconductor detectors and gas proportional counters

the variance of the generated charge is smaller with respect to that predicted
by pure Poisson statistics, because of the correlation in the processes of gener-
ation of the individual carriers. The deviation from Poisson statistics is taken
into account by introducing the Fano factor (from Fano who first proposed a
theory in 1947 [17]) as follows:

σ = Fn̄. (4.7)

The corresponding expressions for the energy resolution are ΔEstatistical

(FWHM) = 2.35
√

(FEε) and R = 2.35 × √
F/

√
(E/ε). Measurements of
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the Fano factors have been carried out for different materials by several au-
thors. Values of 0.11 for Si and 0.08 for Ge can be considered as good reference
values.

The second term in (4.6) ΔEel.noise is the contribution to the energy resolu-
tion of the electronics noise of the detector–amplifier system. The electronics
noise of a detection system (described later in Section 4.2.6 (pp. 235–249)) is
expressed in most of the cases by equivalent noise charge (ENC), defined as
the charge delivered by the detector which produces at the end of the elec-
tronic chain a pulse amplitude equal to the noise rms value (signal-to-noise
ratio S/N = 1). Once the value of ENC for a given detector–amplifier system
is known, the ΔEel.noise can be determined as:

ΔEel.noise = 2.35εENC/q, (4.8)

where q is the electron charge.
In the case of detectors with internal multiplication gain M , like gas pro-

portional counters, photomultiplier tubes or silicon avalanche photodiodes,
the effect of the electronics noise on the energy resolution is reduced by a fac-
tor M , ENC/M being the number of noise electrons to be compared with the
number of primary carriers generated in the detector before multiplication.
However, for detectors with internal multiplication, a broadening contribu-
tion ΔEmultiplication due to the statistics of the multiplication process has to
be included, according to the specific multiplication process involved. Finally,
among other sources of statistical fluctuation, ΔEcollection is related to the
partial collection of the signal charge, and its contribution could be relevant
especially for semiconductor detectors.

In X-ray fluorescence spectroscopy, the energy resolution offered by the
detection system should allow a satisfactory identification of characteristic
fluorescence lines in the spectrum. This is required, for instance, in the qual-
itative/quantitative determination of the elements contained in a sample by
means of the X-ray fluorescence (XRF) analysis technique. In Fig. 4.8, a main
limitation for the identification of characteristic X-ray fluorescence lines is
shown. The fluorescence peak of interest (centred at Ef1) could be partially
overlapped by a contiguous peak (centred at Ef2). The overlapping between
the two peaks introduces both a systematic and a statistical error in the
determination of the peak area or could even prevent the identification of
the peak in the spectrum.

Let us consider the case of two partially overlapped fluorescence peaks
at the energies Ef1 and Ef2 and with areas Nf1 and Nf2, respectively. If we
consider, for simplicity, the same energy resolution ΔEmeas (FWHM) for both
peaks (we suppose that the resolution does not change significantly for con-
tiguous peaks), the ratio between the number of counts nf1 of the first peak
within an energy window centred at Ef1 and large ΔEmeas (see Fig. 4.8)
and the number of counts nf2 of the second peak within the same window is
equal to:
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Fig. 4.8. Partial overlapping between two contiguous lines in the X-ray spectrum.
ΔEmeas represents an energy window centred at the first peak (Ef1) and having
the same width of the energy resolution (FWHM) of the detection system. The
quantities nf1 and nf2 are the number of counts in the spectrum, respectively of the
peak Ef1 and the peak Ef2, within the interval ΔEmeas
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(4.9)

If the energies Ef2 and Ef1 and the ratio between the peak areas Nf1/Nf2

(which are related to the concentrations of the corresponding elements) are
known, the necessary energy resolution ΔEmeas of the detection system could
be estimated by means of (4.9) for a required ratio nf1/nf2. This ratio has to
be chosen according to the requirements of the specific application. In Fig. 4.9,
the energy resolution ΔEmeas is plotted versus the energy difference Ef2−Ef1

for different values of Nf2/Nf1, supposing nf1 = 3nf2. Just as an example, in
the same plot, the energy difference between the Kα lines of a few couples
of contiguous elements (C–B, Cl–S, Mn–Fe and Ag–Pd) are reported. For a
given couple of peaks to be distinguished, the required energy resolution can
be determined from the graph, for different intensity ratios Nf2/Nf1.
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Fig. 4.9. Energy resolution required to suitably distinguish two fluorescence lines
centred at Ef1 and Ef2, calculated with respect to the energy difference Ef2 − Ef1

and for different ratios Nf2/Nf1 of the total areas of the two peaks. In this
example, as a criterion for the separation of the two peaks, the number of counts
nf1 of the first peak within an energy window ΔEmeas centred at Ef1 has been
required to be three times the number of counts nf2 of the second peak within the
same window

Other Factors Affecting the Energy Spectrum

An additional limitation for the identification of characteristic X-ray fluo-
rescence lines is shown in Fig. 4.10. The tail of an intense peak at higher
energy (Ef2) in the spectrum could significantly cover the peak of interest
(Ef1). A limited peak-to-valley ratio of the detector could therefore prevent
the identification of weak fluorescence lines in a spectrum containing one or
several intense lines at higher energy. This problem is crucial, for instance, in
the quantitative analysis of elements at very low concentrations (e.g. tens of
ppm) or in X-ray Absorption Fine Structure (XAFS) measurements in fluo-
rescence mode on diluted sample where the tail of the intense scattering peak
from the primary beam could overcome the weak fluorescence line of interest.

Similar to the evaluation of the required energy resolution, the effect on
a XRF measurement due to a peak-tail background in the spectrum can be
estimated (see Fig. 4.10). Although models for peak tailing for semiconductor
detectors can be found in literature [18], we consider, as a first approximation,
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Fig. 4.10. Effect of the superposition of the tail of a peak at energy Ef2 on a peak
at lower energy Ef1. The quantities nf1 and nB are the number of counts in the
spectrum, respectively of the peak Ef1 and of the tail of the peak Ef2, within the
interval ΔEmeas

that the total number of counts in the tail NB2 is proportional to the peak
area Nf2 by a factor ρ(Ef2), dependent on the peak energy Ef2 (physical phe-
nomena leading to tailing of the peak, e.g. incomplete collection of the signal
charge generated close to the entrance window in a semiconductor detector,
are energy-dependent):

NB2 = ρ(Ef2)Nf2. (4.10)

Correspondingly, the background level (counts/eV) in the energy spectrum is
given by:

Nf2ρ(Ef2)/Ef2 (4.11)

and the number of counts in the window centred at Ef1 and with width ΔEmeas

is:

nB = Nf2ρ(Ef2)/Ef2 × ΔEmeas. (4.12)

It has to be observed here that in this simple model the number of background
counts nB within the window of interest centred at Ef1 depends on both
the peak-tailing limitation of the detector, through ρ(Ef2), and on the energy
resolution of the detector, through ΔEmeas. To achieve a required ratio nf1/nB

for a satisfactory identification of a peak at Ef1 of a given intensity Nf1, both
peak-tailing and energy resolution of the detector have therefore to be properly
chosen.
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The previously described effect of the escaping process in the detector
could also be the reason of misunderstanding in the interpretation of an XRF
spectrum. In fact, escape peaks which could have a not-negligible intensity
especially in the soft X-ray region of the spectrum could appear at energies
where possible fluorescence lines of interest are located.

When Compton interactions take place in the detector material, a con-
tinuum background could also be present in the spectrum. However, in most
detector materials, this effect takes place with a much lower probability than
the one of the photoelectric effect for photon energies below 100 keV. Further-
more, it can be reduced by a suitable choice of the detector size and shape
in order to increase the photoelectric absorption, also with respect to the
Compton scattered photons.

Another source of misunderstanding in the analysis of an XRF spectrum
could be represented by spurious fluorescence lines due to the excitation of
materials contained in the detector head or in the collimator for the radiation.

4.2.3 Classification of the Most Commonly Used X-Ray Detectors

In X-ray fluorescence techniques, different types of detectors can be employed
like gas proportional counters, scintillation detectors and nitrogen-cooled or
Peltier-cooled semiconductor detectors. We will limit ourselves here to a
short description of the general features of the main detector classes, only
in sufficient detail, to understand their different performances and operating
characteristics. In Sect. 4.2.4, we will describe in some more detail the most
commonly used semiconductor detector and, finally, we will dedicate a com-
plete section to a particular kind of silicon detector, the SDD, which has been
recently introduced successfully in an increasing number of X-ray fluorescence
applications.

Many X-ray detectors are also used to detect electrons and heavy charged
particles, but we will limit our discussion to their use as photon detectors. For
a more extensive description of detector characteristics we would recommend
the book by Knoll [19].

The gas proportional counters are X-ray detectors characterized by mod-
erate energy resolution, room temperature operation, large detection areas,
and high counting rates capability. A gas proportional counter consists of a
volume of gas with an electric field applied across it. Typically, the container
of the gas is cylindrical with one electrode being the outside surface (cathode)
and the other a wire along the axis of the cylinder (anode), positively biased
with respect to the cathode. The electrons produced in the gas under irradia-
tion with X-rays, mainly by photoelectric effect, are accelerated on their way
to the anode by a suitable voltage difference applied between the two elec-
trodes (proportional regime of a gas detector), producing ionization by their
collision with atoms of the gas. The amplitude of the resulting signal is there-
fore proportional to the energy of the incoming photon (and to the applied
voltage) by means of the number of electrons generated by the ionization and
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a multiplication factor M for these electrons. The most commonly used gases
are high purity argon, xenon, neon, and krypton. Typical values for ε (see
(4.1)) range from 25 to 35 eV/ion pair while M could range from 10 to 104.

A typical proportional counter diameter ranges between 2 and 5 cm. The
low density of the gas and the relatively small thickness of these detectors
lead to a rather small efficiency for X-rays of medium and high energies, if
compared with other detectors (see Fig. 4.3). For instance, in a counter of 5 cm
thickness, a transmission of 50% of the incoming photons is reached at about
10 keV, using Ar, and 40 keV, using Xe, both at atmospheric temperature. The
energy resolution of these detectors is intermediate between the high resolution
offered by the semiconductor detectors and the poor resolution offered by the
scintillation detectors. The energy resolution of a gas proportional is of the
order of 12% at 5.9 keV.

The gas proportional scintillation counters (GPSC) represent also an
attractive solution for energy-dispersive X-ray fluorescence analysis [20]. In a
GPSC, the applied electric field allows the primary electrons to excite but not
ionize the gas atoms (as occurs in a conventional gas proportional counter),
producing a light pulse as a result of the gas atoms de-excitation. These sec-
ondary scintillation photons are then collected by a suitable photodetector,
like a photomultiplier tube or an avalanche photodiode. The signal amplifica-
tion is therefore achieved without spatial charge accumulation effects due to
the generation of electron–ion pairs, as occurs in gas proportional counters.
GPSCs have shown to reach remarkable performances for large detection ar-
eas in a 0.1–100 keV X-ray energy range. The energy resolution amounts 7.8%
at 6 keV. For X-ray energies below 2 keV the energy resolution of GPSCs can
even approach values which are obtained with nitrogen-cooled semiconductor
detectors, such as Si(Li) and HPGe detectors (see Section 4.2.4 pp. 218–222).
An example of spectra recorded in the soft X-ray region is shown in Fig. 4.11.

In scintillation detectors a considerable number of visible light photons
is generated during interaction of X-rays with crystal scintillators, such as
NaI(Tl) or CsI(Tl), and the following de-excitation process. These photons
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Fig. 4.11. Typical X-ray fluorescence spectra of andalusite (a) and anthracite
(b) measured with a Gas Proportional Scintillation Counter (figure from Ref. [20])
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are converted into electrons by means of a photodetector, typically a photo-
multiplier tube. In comparison to the gas detectors, the scintillation detectors
are based on a higher Z material with a higher density and often they have
a larger thickness. This means that they have a high probability of detecting
photons in a wider X-ray energy range. However, the energy resolution offered
by this detector is the poorest among X-ray detectors, especially in the low
energy range. When separated from the noise, a 5.9 keV peak can be measured
with a resolution of the order of 30%. They are mostly used for low- resolution
applications in an energy range from a few tens of keV up to hundreds of keV
or a few MeVs.

In semiconductor detectors, electron–hole pairs are generated by direct
interaction of the photon inside the detector material, similar to the primary
electron–ion pairs generation in a gas proportional counter. In contrast, the
output signal is generated by the collection of this primary charge without
any multiplication process (except in the silicon avalanche photodiode). With
respect to gas detectors, semiconductor detectors have higher density and Z.
Moreover, in a semiconductor material the average energy required to pro-
duce a charge–carrier pair is of few electron-volts (3.62 eV for Si, 2.96 eV
for Ge) while for gases this quantity is about 30 eV and for a scintillator-
photodetector system could be, at best, of the order of 25 eV. According to
these energy/charge conversion factors, the number of charge carriers gener-
ated for a given energy is higher for semiconductor detectors than for gases,
leading to a much smaller statistical broadening of the peaks produced in
the X-ray spectrum. For this reason, semiconductor detectors are nowadays
the most preferred detectors in X-ray spectroscopy, especially when energy
resolution is of primary concern.

Energy resolutions much better than the ones achievable even by the
best nitrogen-cooled semiconductor detectors can be provided by cryogenic
detectors.

4.2.4 Semiconductor Detectors

In this section, we will briefly discuss the main characteristics and perfor-
mances of semiconductor detectors, with special focus on Si and Ge detectors.
Within the scope of this presentation, we cannot discuss in depth the funda-
mental solid-state physics of these detectors. Interested readers could refer to
specialized books, such as those of Knoll [19] and Lutz [21].

In a single crystal of semiconductor material such as silicon or germanium,
the sharply defined atomic electron states are broadened into bands of energy
states. The outer electrons are kept in the valence band while the next higher
states lie in the conduction band, separated from the valence band by an
energy gap (Fig. 4.12). The band gaps are 1.12 eV and 0.74 eV, respectively,
in silicon and germanium. In pure semiconductors without impurities the gap
contains forbidden states. An electron can be promoted from the valence band
to the conduction band if it receives an energy at least equal to that of the
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Fig. 4.12. Band structure of a semiconductor material

band gap. Once promoted in the conduction band, an electron can move un-
der the influence of an externally applied electric field and can be collected
at an electrode. The vacancy or hole left in the valence band by the pro-
moted electron can also move by the applied field in the opposite direction
of the electron. The velocities of electrons and holes are different according
to their different mobilities in the crystal (e.g. 1450 cm2 V−1 s−1 for electrons
and 505 cm2 V−1 s−1 for holes in silicon at room temperature [22]).

When an X-ray photon interacts in the crystal, the primary electron cre-
ated by the ionization process excites bound electrons to the conduction band.
These secondary electrons, if sufficiently energetic, can further create addi-
tional electrons by a cascading process which finally leads to a large number
of electron–hole pairs that can be collected at the electrodes of the device.

Impurity-free Si and Ge materials are called intrinsic semiconductors.
When dopants are added to an intrinsic semiconductor, the conduction prop-
erties of the material can be modified. Adding pentavalent dopants like P or
As into a tetravalent Si (or Ge) semiconductor will increase the conductivity of
the material because only four electrons of the pentavalent atom are involved
in binding it with the Si (or Ge) atoms and therefore the fifth electron can
easily be promoted to the conduction band with just a small amount of energy.
Dopants of this kind are called donors because they introduce free electrons,
and the doped semiconductor is referred to as n-type material. On the con-
trary, trivalent dopands like B, called acceptors, provide free holes, increasing
the conductivity of the material. Semiconductors doped with acceptors are
called p-type materials.

The basic principle of a simple Si diode detector based on a junction
between two p and n semiconductor materials is shown in Fig. 4.13. When
the pn diode is reverse biased, the bulk material (n-type in our example) is
depleted from the free charge and the carriers produced by the interaction
of photon in the bulk can be suitably collected at the electrodes by means
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Fig. 4.13. Working principle of a pn diode detector. The same voltage applied
to the device provides the depletion of the semiconductor bulk and the drift field ε
responsible for the collection of the charge carriers, created by the ionizing radiation,
by the electrodes

of the applied field. A continuous flow of charge thermally generated within
the bulk material (dark current) is also collected at the detector electrodes,
contributing to a statistical spread in the measurement of the signal charge.
However, the dark current value can be highly reduced by suitably cooling
the detector. The contribution of the various parameters of the detector to
the overall electronics noise of the detector–amplifier system will be discussed
in detail in Section 4.2.6 (pp. 235–249)

The depletion depth that can be achieved by reverse biasing a conventional
silicon pn detector is usually limited to 0.3–1 mm. Thicker depletion depths
(5–10 mm) can be reached by means of the lithium drifting process. In a
lithium-drifted silicon detector or Si(Li), lithium ions, which act as donors,
are driven through a large volume of a high purity silicon crystal, which tends
to be p-type, in order to obtain an “intrinsic”-like bulk material by means of
the compensation of the donors and acceptors impurities concentrations. The
excess lithium on the surface of deposition on the crystal results in a highly
doped n+ layer which acts as an electrical contact, while the uncompensated
p region on the opposite is contacted by either a metallic contact or a thin
p+ layer. In a Si(Li) detector, the lithium continues to drift significantly at
room temperature. Therefore, in order to prevent an undesired redistribution
of the lithium dopants, the detector must always be kept cold (usually at
liquid nitrogen temperature), even when not operated. The Si(Li) detector
is currently the most popular X-ray detector in the energy range from a few
hundreds eV up to about 40 keV. The typical energy resolution of commercial
detectors is of the order of 135 eV at 6 keV. An energy resolution of 128 eV
has been measured by using a Pentafet front-end transistor [23].
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Nitrogen-cooled high purity germanium HPGe detectors can be also used
for high-resolution X-ray detection. Unlike Si(Li) detectors, Ge detectors need
not be cooled permanently, but only when they are operated. With respect
to Si, Ge is characterized by a better detection efficiency for higher energy
photons, because of both higher Z (32 for Ge, 14 for Si) and higher density
(2.33 g cm−3 for Ge, 5.46 g cm−3 for Si). For a given thickness, the better
efficiency of a Ge detector with respect to a Si detector is shown in Fig. 4.3.

HPGe detectors exhibit superior statistical energy resolution (ΔEstatistical

in (4.6)) compared with Si(Li) detectors of the same geometry. The two factors
which contribute to the superior statistical contribution to the energy resolu-
tion are the lower values respectively of mean energy required for an electron–
hole pair generation (2.96 eV with respect to 3.62 eV for Si) and of Fano factor
(0.08 with respect to 0.11 for Si). The statistical term in the energy resolution,
typically dominating at high energies (> 10 keV) with respect to the electron-
ics noise contribution, is then about 25% better for a Ge detector than for a
Si detector. Moreover, the possibility of fabricating thicker HPGe detectors,
compared with Si(Li), translates directly into a smaller output capacitance for
the former ones with a correspondingly smaller electronics noise and higher
energy resolution.

However, other factors limit the spectroscopic performances of HPGe
detectors with respct to Si(Li) especially in X-ray detection lower than about
20 keV. In the low energy range (< 3 keV), the X-ray spectrum measured with
a Ge detector can be affected by distortions and higher background resulting
from the thicker entrance window with respect to Si(Li) detectors. In the
energy region above the Ge K-absorption edge at 11.1 keV, a complex X-ray
spectrum can be significantly disturbed by the presence of escape peaks which
are much more intense in Ge detectors, compared to Si detectors. The higher
escape/photopeak ratio for Ge than for Si (shown in Fig. 4.4) is due to the
smaller average penetration distance of the incident radiation in the detector,
the higher fluorescence yield, and the higher escape probability of the more
energetic Ge-K fluorescence lines (9.9 and 11 keV). Escape peaks in spectra
measured with Si(Li) detectors are observed at lower energies (> 1.84 keV,
Si K-absorption edge) with respect to Ge. However, they are much less in-
tense and therefore overlap only very weak photopeaks. The presence of the
escape peaks on a 241Am spectrum measured with HPGe detector is shown
in Fig. 4.14, where, for comparison, the spectrum of the same source mea-
sured with a Si(Li) detector is also reported. A more detailed comparison
between Ge and Si(Li) detectors in the 2–20 keV energy range is presented by
Rossington et al. [24].

In some applications, like portable X-ray spectrometers, the difficulties
arising from the use of a liquid nitrogen cryostat (large size of the cryostat,
nitrogen refill) can be overcome by the use of a Peltier-cooled silicon detector.
Si-PIN diodes from AMPTEK (25 mm2 active area, 500 μm thickness) [25],
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Fig. 4.14. 241Am spectrum measured with an HPGe detector (left) and a Si(Li)
detector (right) (figure from [24])

cooled at about −30◦, offer an energy resolution of the order of 250 eV at
6 keV at 20 μs shaping time. Smaller devices (5 mm2, 500 μm thickness) have
recently reached energy resolutions as good as 158 eV FWHM at 6 keV at
20 μs shaping time. Also Peltier-cooled SDDs, described in Section 4.2.5, have
reached resolutions not far from the best ones of Si(Li) and Ge detectors, with
a shaping time of the order of 1 μs.

Room temperature or Peltier-cooled high-Z semiconductor detectors like
HgI2 [26], CdTe [27], CdZnTe (CZT) [28], GaAs [29] can also be used for X-ray
detection without the need for liquid nitrogen cryostat. Due to the high mean
atomic number, a thickness of a few mm is sufficient for these detectors to
provide a good efficiency in a wide X-ray energy range, up to a few hundred
keV.

4.2.5 Silicon Drift Detectors

The Working Principle

The Silicon Drift Detector (SDD), introduced by E. Gatti and P. Rehak in
1983, is a detector of ionizing radiation characterized by a very low capacitance
of the electrode collecting the signal charge. This capacitance is, moreover,
independent of the active area of the device. This feature allows to achieve
a low electronics noise, obtained, moreover, by using short shaping times, as
it will be shown in Section “SDDs for X-Ray Spectroscopy” (p. 225). Since
its invention, the SDD has been developed in a large variety of topologies
for applications in the field of high-energy physics and in the field of X-ray
spectroscopy.

The working principle of this device can be understood starting from the
sideward depletion concept shown in Fig. 4.15 [30]. With respect to a conven-
tional p-n diode detector (Fig. 4.15a), where the ohmic n+ contact extends
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Fig. 4.15. Sideward depletion concept

over the full area on one wafer side, in the structure shown in Fig. 4.15b the
depletion of the bulk can be also achieved by positively biasing a small n+
electrode with respect to p+ electrodes covering both sides of the wafer. When
the n+ voltage is high enough, the two space-charge regions separated by the
undepleted bulk shown in Fig. 4.2.15b touch each other (Fig. 4.15c), leading to
a small undepleted bulk region only close to the n+ electrode. The depletion
of the bulk is achieved in this way with an applied voltage which is four times
lower with respect to the voltage needed for a conventional diode of the same
thickness. According to the biasing mechanism described, the diagram of the
electron potential energy perpendicular to the wafer surface has a parabolic
shape, with a minimum located in the middle of the wafer.

In the SDD, based on the principle of the sideward depletion described
above, an additional electric field parallel to the surface of the wafer is added
in order to force the electrons in the energy potential minimum to drift towards
the n+ anode. This is achieved by implanting two arrays of p+ electrodes on
both sides of the wafer (Fig. 4.16), instead of the single p+ implants shown
in Fig. 4.15b. These electrodes are suitably biased with a voltage gradient in
order to provide an electric field parallel to the surface. A drawing of the
potential energy in the drifting region is shown in Fig. 4.17a. Once gener-
ated by the ionizing radiation, the electrons are focused in the bottom of the
potential channel and driven towards the anode region of the detector while
the holes, driven by the depletion field, are quickly collected by the nearest p+
electrodes. In the region close to the collecting anode (Fig. 4.17b), the bottom
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Fig. 4.17. Electron energy potential diagrams in the drifting region of the SDD (a),
and in the region close to the anode where the potential valley is directed towards
the surface (b)

of the potential channel is shifted towards the surface where the anode is
placed, by suitably biasing the electrodes on the opposite side.

The cloud of electrons induces to the anode an output pulse only when
the electrons arrive close to it because of the electrostatic shield of the p+
electrodes. The drift time of the electrons may be used to measure one of
the interaction coordinates while the collected charge allows to measure the
energy released by the incident ionizing event [31].

The main advantage of an SDD with respect to a conventional p-n diode
of equivalent active area and thickness is the low value of the capacitance of
the collecting anode, which is of the order of 100 fF. This value is moreover
independent of the active area of the device. As will be shown later in the
section describing the electronics noise of a detector-preamplifier system, this
feature allows to reduce both the electronics noise and the value of the shaping
time to be used for the processing of the signal.

Originally, the SDD was designed to be used as a position sensitive detector
for high-energy physics experiments, by using the measurement of the signal
electrons’ drift time to reconstruct one coordinate of the particle’s interac-
tion point. The second coordinate is given by a suitable segmentation of the
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collecting anode. For instance, two-dimensional (x,y) position detectors with
an active area of 6.3× 6.3 cm2 and a row of 240 anodes with a pitch of 250 μm
have been produced [32] as well as a cylindrical (r, ϕ) position detector with
a diameter of 10 cm and an angular resolution of 1◦, realized by a radial drift
field and 360 anodes placed along the edge of a 4-in. wafer [33].

SDDs for X-Ray Spectroscopy

The low electronics noise achievable with an SDD, thanks to the low value of
output capacitance, fully exploited by the integration of the front-end transis-
tor on the detector chip (see Section “The On-chip Electronics”, p. 227), has
made the SDD also an ideal detector for high-resolution X-ray spectroscopy
measurements. For this purpose, in order to enhance the quantum efficiency in
the soft X-ray region (E< 5 keV), particular care has been used in the design
of the radiation entrance window, limiting as much as possible the insensitive
area and optimizing the doping profile to minimize the charge loss.

In a detector of the type shown in Fig. 4.16, the surface areas between
p+ strips are covered by thermally grown SiO2. The fixed positive charges,
always present within the oxide, bend the potential distribution downward
at the detector surface and create local potential minima for electrons which
could collect the signal electrons generated close to the surface [34]. This is
an important limitation for the detection of soft X-rays, which are totally
absorbed within a few μm from the surface.

For soft X-ray detection a suitable topology has been designed with the
radiation entrance window of the detector consisting of a continuous p+
implant without oxide gaps [35]. The schematic view of an SDD for X-ray
spectroscopy based on this design is shown in Fig. 4.18 [36]. By using an
equipotential electrode on the p-side, only the potential on the opposite side
of the detector is varied to provide the drifting field, as shown in Fig. 4.19. As
can be easily understood from the figure, also for this device, as in the case
of the SDD shown previously, wherever the electrons are generated inside the
detector volume, they are driven to the small collecting anode. An integrated
voltage divider can be used to bias the p+ rings by just contacting externally
the first ring next to the anode and the last one at the edge of the detector [37].

In order to reach a good response in the low energy range (a few hundred
eVs) a very shallow implantation of the p+ back contact that acts as radiation
entrance window has been obtained. A careful tailoring of this implantation in
the fabrication technology of the Max Planck Institut (MPI) Halbleiterlabor
has allowed to obtain devices with a pn-junction at the backside located at a
depth of approximately 40 nm [38]. The curve of the quantum efficiency of a
300-μm thick SDD is reported in Fig. 4.20 [39], showing a quantum efficiency
higher than 60% above 200 eV. In Fig. 4.21 [35], the low energy spectrum of
a Macrolon filter containing several light elements, irradiated with an X-ray
beam and measured with an SDD, is shown. The energy resolution in corre-
spondence of the oxygen peak (524.9 eV) is 92 eV FWHM.
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At high energy, the X-ray detection efficiency of the SDDs, limited by the
total thickness of the wafer, typically 300 μm, is about 90% at 10 keV and 50%
at 15 keV.
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The On-chip Electronics

To fully exploit the benefit in terms of energy resolution and short shap-
ing time arising from the low output capacitance typical of the SDD, both
the preamplifier’s input capacitance and stray capacitances of the connection
between detector and preamplifier have to be kept as small as possible. This
goal can be achieved by means of the integration of the front-end transistor
of the amplifying electronics directly on the detector wafer [40–43]. This solu-
tion allows to minimize the stray capacitance of the connections because the
bond wire connecting the detector and an external amplifier is substituted by
a short metal strip on the chip. By a proper design of the input transistor,
also the capacitative matching condition, Cdetector = CFET, can be achieved.
Moreover, the detector–preamplifier sensitivity to microphonic noise (mechan-
ical vibrations) and electrical pickups is highly reduced. To fully exploit this
solution, in addition to the first transistor of the preamplifying electronics,
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all devices required for the discharge of the signal charge and leakage current
have to be integrated on the detector chip [44].

An example of integration of the input transistor in an SDD is shown in
Fig. 4.18. The transistor is a nonconventional n-channel JFET, designed to be
operated on completely depleted high resistivity silicon, placed inside the ring
shaped anode. A narrow metal strip connects the JFET gate to the anode.
A circular deep p implantation, biased through a guard ring, divides the tran-
sistor region from the collecting region of the detector. The transistor works
in a source–follower configuration with an external current supply connected
to the source. The discharge of the leakage current from the detector and the
reset of the signal charge accumulated on the anode are done continuously
by means of the gate-to-drain current of the FET, which is provided by a
weak avalanche mechanism occurring in the high-field region of the transistor
channel [44]. The mechanism is self-adapting to new values of leakage current
avoiding the need of external circuitry.

SDDs with on-chip JFET have allowed to reach state-of-the art energy res-
olutions in X-ray spectroscopy at room temperature or with moderate cooling
by a single-stage Peltier cooler. In Fig. 4.22, two 55Fe spectra measured by
using a selected SDD of 5 mm2 of active area produced at MPI are shown [39].
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The energy resolution at the Mn Kα line (5.898 keV) is 176 eV FWHM at room
temperature and 142 eV FWHM at −10◦C, measured with 0.5 μs shaping time.

The short value of shaping time used to reach the best energy resolution
makes the SDD with on-chip JFET the fastest X-ray spectroscopy detector
when compared with conventional systems (Si(Li), Ge, PIN diode). This fea-
ture, related to the low value of output capacitance (detector + JFET total
capacitance below 250 fF), makes this detector very attractive in those appli-
cations where a good energy resolution is required at high counting rates. In
Fig. 4.23, the plot of the energy resolution of an SDD (5 mm2 of active area)
cooled at about −10◦ is shown as a function of the X-ray (55Fe source) count
rate, at two shaping times, 100 ns and 250 ns [45]. It can be noted that up to
about 100.000 cps no relevant degradation of the energy resolution occurs.

Recently, a new layout of SDDs allows to optimize the peak-to-background
ratio and to further improve the energy resolution [46]. In this new SDD,
named SDD Droplet or SDD3, the anode and the integrated JFET have been
placed at the margin of the active area where they can be shielded from
direct irradiation by the use of a collimator (Fig. 4.24). This feature allows
to eliminate the contribution to a limited peak-to-background ratio due to
the charge created under the JFET region and collected by the transistor
electrodes instead of the anode. The peak-to-background value is enhanced
to values higher than 6,000. This new layout allows, moreover, to design a
readout anode with a smaller area and therefore to reduce the total capaci-
tance to a value of about 120 fF to be compared with the 230 fF of a con-
ventional SDD. The result is an improvement in energy resolution to 128 eV
at −15◦C.
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Anode
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Fig. 4.24. Layout of the SDD Droplet (SDD3) detector. The paths of the signal
electrons towards the anode placed at the border of the detector are shown. The
inner circle in the figure represents the region where the irradiation of the detector
can be shielded to improve the peak-to-background ratio
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Multichannel SDDs

Single SDDs of large area, ranging from a few tens of mm2 up to few cm2,
have also been produced. When cooled, these detectors offer an energy reso-
lution similar to the one achievable with SDD of smaller area, thanks to the
reduction of the leakage current by cooling and to the independence of the
detector capacitance with respect to the active area. However, when a large
active area is required in measurements near room temperature, the contri-
bution of the leakage current to the electronics noise can be still relevant.
In this case, the energy resolution of the detector can still maintain good by
means of a segmentation of the detector area in single smaller units, each one
with its own amplifying chain. This solution offers also two additional advan-
tages. If a single unit (i.e. 5 mm2) can operate without significant degradation
of the energy resolution up to 100.000 cps, a detection system based on ar-
rays of several units could operate with a very high counting rate capability
(2× 106 cps cm−2 in our example). As a second advantage, several single units
can be suitably arranged in almost any kind of shape in one array in order to
match the special geometrical configurations required by specific applications.
In Fig. 4.25, some examples of multicell SDDs are shown [48]. They consist
of several SDDs, each with individual on-chip JFET, monolithically arranged
in a single chip. All units have common voltage supplies, entrance window
and guard ring structure. An array could be used to fill a given area with
a 100% efficiency (a), or to provide a specific two-dimensional shape like a
linear chain (b) or a ring (c). These detectors can be suitably mounted in a
compact module with Peltier cooler for near room temperature applications.

(a) (b) (c)

Fig. 4.25. Examples of Multicell SDD detectors: (a) an array of 19 cells for a total
area of 95 mm2, (b) a linear array of 6 cells for a total area of 30 mm2, (c) a ring-
shaped array of 12 cells for a total area of 60 mm2. All plots show the layout of the
detectors front side with the field strip system and the readout transistor in each
cell’s centre (figure from [48])



232 A. Longoni and C. Fiorini

Fig. 4.26. Photograph of a 7-channel SDD module shown without cover. The
detector chip is glued on and bonded to a ceramic carrier, which is mounted on
the cold side of a Peltier cooler and bonded to the electrical feed-through pins of
the housing (figure from [48])

In Fig. 4.26, a photograph of a seven-cell SDD module (35 mm2 active area)
manufactured by KETEK GmbH (Germany) is shown [48].

Applications of SDDs

SDDs with on-chip JFET cooled by a single-stage Peltier element and mounted
in a standard TO8 package are used in industrial scale for fast elemental
mapping in scanning electron microscopes. Spectrometers based on the SDD
module can measure X-ray fluorescence spectra at about ten times higher
count rates than conventional energy dispersive spectrometers. Spatially
resolved elemental mappings, like the one shown for example in Fig. 4.27,
can be recorded with a high dynamic range (i.e. several hundred grey levels)
and with short measurement times [45].

The high resolution achievable at high counting rates make the SDD an
ideal detector also for X-ray spectroscopy experiments with synchrotron light,
like EXAFS (Extended X-ray Absorption Fine Structure) and X-ray Holog-
raphy, where the measurement times can be also highly reduced with respect
to conventional detectors. Small SDD arrays have been already tested for
EXAFS [49] and for X-ray Holography. A complete sphere composed of more
than 1,000 SDD cells grouped in arrays of 61 units each has been conceived
to detect all fluorescence photons emitted by a sample placed in its centre.
The principle scheme of the system is shown in Fig. 4.28 [48].
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Fig. 4.27. Element imaging performed with an SDD in a ROENTEC XflashTM. The
upper left picture shows the topological image acquired with the scanning electron
microscope. All other pictures are element images, showing the special distribution
of Fe, Mo, Ni, Ca, and Mg. The six pictures were acquired simultaneously, with an
overall measuring time of 10 min and an average output count rate of 250.000 cps
(figure from [45])

The 12-SDDs ring detector shown in Fig. 4.25c is the basic component of a
new XRF spectrometer for material analysis, whose principle scheme is shown
in Fig. 4.29 [50]. The sample is excited by X-rays emitted by a source which is
intensified and focussed by a capillary fibre passing through the central hole
of the detector chip. With this geometrical arrangement, the SDD units of the
array can detect the X-ray fluorescence emitted by the sample covering a large
solid angle. The size of the irradiation spot after the capillary optics could be
as small as a few tens of μm. This system can therefore be employed also
as a table-top instrument for fast elemental mappings. Figure 4.30 shows an
example of elemental mapping obtained with this spectrometer. A 2× 2 mm
area of a nickel wire gauze (the one of the blade of an electric shaver) put
over an iron foil (99.99%) has been scanned with the spectrometer and the
fluorescence has been sampled in 20× 20 points. The measurement at each
point lasted 5 s.
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X -ray beam

Fig. 4.28. Scheme of a spectrometer conceived for X-ray Holography experiments.
The irradiated sample is surrounded by an almost complete sphere of detectors.
Each hexagon of the football like configuration is a 61-channel SDD. The whole
detector system consists of more than 1,000 channels (figure from [48])

Sample Ring detector
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with capillary fiber

10
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10
b

Fig. 4.29. Principle of an X-ray spectrometer based on the 12-SDD ring array. The
use of a capillary optics to irradiate the sample through a hole located in the centre of
the array allows to reach an intense photon flux on the sample and to achieve a high
geometrical efficiency in the detection of the X-ray fluorescence (figure from [50])

A portable spectrometer based on a Peltier-cooled SDD has been devel-
oped for nondestructive analyses on the cultural heritage [51]. With respect
to other portable XRF spectrometers based either on nitrogen-cooled detec-
tors (Si(Li), Ge) or Peltier-cooled PIN diodes, this instrument ensures a high
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measured with the 12-SDDs ring spectrometer

energy resolution achievable with a SDD. Hence a liquid nitrogen cryostat is
no longer required. The spectrometer can be employed for an in situ iden-
tification of chemical elements in pigments, stones, metal alloys and other
materials of artistic and archaeological interest.

Single SDDs and monolithic arrays of SDDs have also been used as pho-
todetectors for the readout of scintillators in hard X-ray and γ-ray detection.
With respect to the conventional photomultiplier tubes, the SDDs are more
compact and are characterized by a higher quantum efficiency for the scintilla-
tion light typical of silicon photodetectors. With respect to conventional PIN
diodes, the SDDs offer a lower electronics noise. When coupled to CsI(Tl)
scintillators, SDDs have shown to achieve both good energy resolution and
low energy threshold in hard X-ray and γ-ray spectroscopy [52] as well as a
sub-mm position resolution in γ-ray imaging [53].

4.2.6 Basics of Signal Electronics

The purpose of the electronic chain is to measure “at the best” the value of
the charge Q delivered by the detector when an ionizing particle interacts
in its active volume. “At the best” means with the maximum accuracy and
precision compatible with many physical and practical constraints [54–57].

The charge Q is supposed to be proportional to the energy released by
the ionizing particle in the detector. We do not consider in this section the
statistical fluctuations in the amount of charge Q delivered by the detector
for a fixed energy E released by the particle in its active volume.

The presence of several unavoidable noise sources in the detector and in the
electronic circuits affects the precision of the measurement of the charge Q.
The precision of the measurement is usually defined in terms of the S/N
(signal-to-noise) ratio. An alternative concept, very often used in the field of
radiation detection, is the equivalent noise charge (ENC). The ENC is, simply,
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the charge delivered by the detector which makes the S/N equal to one. We
will base our presentation on the ENC concept.

Basic Electronics Blocks of an XRF Detection System

An XRF detection system is basically composed of a detector, of a signal
processor and of a unit for storing and analysing the acquired spectra. The
detector can be usually modelled as capacitance in parallel with a current
generator, which delivers a current pulse carrying a charge Q proportional to
the energy E released by the ionizing particle in the detector. The charge Q
is affected by statistical fluctuations considered above in this chapter.

In order to introduce in the simplest way the basic concepts of signal
processing, we will here consider “time-invariant analog signal processors”. By
definition, a time-invariant analog signal processor is a circuit which produces
at its output, when a signal pulse sin(t − t0) is applied at its input, a signal
sout(t−t0) whose shape and amplitude is independent of the value of the time
t0.

A time-invariant analog signal processor for radiation detection is usually
composed of the following basic units: a charge preamplifier, a “pulse shaping
amplifier”, a peak sampler, an analog-to-digital converter and a digital unit
for the storing and processing of the acquired data.

The charge preamplifier usually provides the first level of amplification of
the detector signal. The detector is connected to the virtual ground of the
amplifier and the charge Q is integrated on its feedback capacitance CF. The
preamplifier output signal is a step-like voltage waveform whose amplitude
is proportional to the charge Q delivered by the detector. Alternatively, a
voltage preamplifier can be used. In this case, the charge Q is integrated on a
capacitance CIN which is the sum of the capacitance CD of the detector and
the input capacitance CA of the voltage amplifier. The configuration based
on the charge preamplifier has the main advantage of making the gain of the
input stage insensitive to the variations of the detector capacitance.

The charge preamplifier is followed by the pulse-shaping amplifier, (also
called “filtering amplifier”), whose main duties are a further amplification of
the signal and the improvement of the S/N (and equivalently, of the ENC).
It provides an output voltage pulse whose peak amplitude is proportional to
the amplitude of the step-like waveform provided by the charge preamplifier
(or by the voltage preamplifier).

The electronic stages which follow the pulse-shaping amplifier are related
to the digitalization of its output peak value. A sampler detects the peak value
of the output pulse and provides a stable signal suitable for the operation of
the analog-to-digital converter (ADC). We will here suppose that the sampling
and the digitalization processes do not affect the S/N at the output of the
pulse-shaping amplifier.
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Signal Processing Theory

Preliminary Considerations

Figure 4.31 shows schematically the detection system. The detector and the
input field effect transistor (FET) of the electronic chain are of particular
importance because the resolution of the system is strongly affected by the
noise performances of these two components.

The detector is modelled as a current source, in parallel to the detector
capacitance CD, which delivers an indefinitely short current pulse carrying a
charge Q. This signal is mathematically represented by a delta-like pulse of
area Q.

iD(t) = Qδ(t). (4.13)

The S/N of the measurement is defined as the ratio between the peak
amplitude of the signal and the root mean square value of the noise, both
measured at the output of the pulse shaping amplifier.

S

N
=
vso peak√〈v2no〉

=
QMax[vso uδ(t)]√〈v2no〉

, (4.14)

where vso uδ(t) is the pulse at the output of the shaping amplifier when the
detector delivers a unitary charge.

The ENC (which is, by definition, the charge delivered by the detector
which makes the S/N equal to one) is therefore

ENC =

√〈v2no〉
Max[vso uδ(t)]

. (4.15)

For what concerns the evaluation of the S/N and of the ENC, it can be
shown that the charge-sensitive configuration at the input of the electronic
chain is completely equivalent to the voltage-sensitive one. We will consider in
the following the voltage-sensitive configuration, which leads to a more easy
understanding of the phenomena involved.

is (t ) = Qd(t )
idrain (t ) = gmvG(t ) vout (s) = idrain(s )T (s )

vG (t) =     Q      u(t )

Svw = a

Siw = b

Svf = c /w

CD

CD

CG

CG+

Fig. 4.31. Basic elements of the detection system
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The Noise Sources

Only the noise sources localized at the input of the electronic chain are usually
relevant in the determination of the ENC. In fact, due to the usually large gain
of the input stage, the noise contribution of the sources localized in the latter
stages is negligible. We will therefore here consider only the noise sources
present at the input of the detection chain (see Fig. 4.31).

The noise sources considered are [58, 59]:

– The thermal noise of the FET channel, represented by a voltage generator
placed in series to the gate terminal of the FET, with a white spectral
power densitya

Svw = α
2kT
gm

= α
2kT
CG

1
ωT
, (4.16)

where ωT is its cut-off angular frequency defined as ωT = gm/CG and α
is a constant equal to about 2/3 for Silicon JFET.

– The shot noise associated with the leakage current ID of the detector,
represented by a current generator placed in parallel to the detector, with
a white spectral power density

SiD = qID. (4.17)

– The shot noise associated with the gate leakage current IG of the input
FET, represented by a current generator placed between the gate and the
source terminals of the FET, with a white spectral power density

SiG = qIG. (4.18)

– The thermal noise of any resistor connected to the gate of the FET (for
biasing or feedback purposes) represented by a current generator placed
between the gate and ground

SiR = qIR eq =
2kT
R
. (4.19)

– The 1/f noise of the FET, mainly related to trapping phenomena in the
channel region, represented by a voltage generator placed in series to the
gate terminal of the FET, with a ω−1 spectral power density

Svf (ω) =
1
2
Af

|f | =
πAf

|ω| = α
2kT
CG

ω1

ωT

1
|ω| , (4.20)

where Af is the usual 1/f noise coefficient and ω1 is defined as the angular
frequency at which the 1/f series noise spectrum equals the white series
noise spectrum.

a The mathematical bilateral representation of the noise power spectra is here con-
sidered, with the angular frequency ω ranging from −∞ to +∞.
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The three equivalent noise generators of Fig. 4.32 take into account the
considered noise sources, being

Svw = a = α
2kT
CG

1
ωT

Siw = b = SiD + SiG + SiR = q(ID + IG + IR eq) = qIL (4.21)

Svf(ω) = c/ω = α
2kT
CG

ω1

ωT

1
|ω| .

The ENC of the Detection System

In the following section the way to calculate the ENC will be outlined.
The main results are here presented and discussed. See Appendices 1 and
2 (pp. 256–259) for more details.

It turns out that the squared value of the ENC can be expressed as the
sum of three independent contributions:

ENC2 = (CD + CG)2a
1
τ
A1 + (CD + CG)2cA2 + bτA3. (4.22)

The first contribution is due to the channel thermal noise of the input
FET. The second one is due to the 1/f noise associated with its drain current.
The third contribution is due to the shot noise of the leakage current of the
detector and of the FET and to the thermal noise of any resistor connected to
the gate of the input FET. The noise power spectra a, c, and b (introduced in
Section “The Noise Sources” see (4.21)) correspond, respectively, to the three
equivalent noise generators at the input of the signal processor: the white series
noise generator, the 1/f series noise generator and the white parallel noise
generator. For this reason, the three contributions to the ENC are usually
called respectively white series noise contribution, 1/f series noise contribution
and parallel noise contribution.

The capacitances CD and CG are the detector and the gate to source
capacitance of the transistor, respectivly. It must be noted that any parasitic
capacitance in parallel to the detector must be included in CD (for instance
the parasitic capacitance due to the connection between the detector and gate
of the input transistor). In the case of the charge-preamplifier configuration,
the feedback capacitance has also to be included in CD.

The characteristic time τ represents the width of the output pulse (for
instance τ can be the peaking time, or the time width at half height, or a
time constant of the filter). The characteristic time τ is also called “shaping
time” of the filter.

The coefficients A1, A2, and A3 are constants which depend only on the
“shape” of the output pulse of the filter and not on its “width”. If a different
choice of the characteristic time τ is performed (for instance if the peaking
time instead of the time width at half height is chosen) the value of the
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coefficients A1, A2, and A3 changes. In section 4.2.10 (Appendix 2) it will be
shown that, if τ ′′ = kτ ′, the new set of coefficients is given by

A1(τ ′′) = kA1(τ ′)

A2(τ ′′) = A2(τ ′)

A3(τ ′′) =
1
k
A3(τ ′)

. (4.23)

By using the explicit expressions for the noise power spectra given in (4.21),
(4.22) can be written in the following useful way

ENC2 = A1CD

(√
CD

CG
+
√
CG

CD

)2

α
2kT
ωT

1
τ

+A2CD

(√
CD

CG
+
√
CG

CD

)2

α
2kT
ωT

ω1 +A3qILτ. (4.24)

Figure 4.32 shows the ENC2 versus the shaping time τ and the contributions
of the series, parallel and 1/f noise sources.

Optimization of the ENC

The question now is: how to obtain the best ENC in a given measurement
condition? [55, 56]

10-8
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C
 (
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s) Series Parallel

1/f

ENC (topt)

topt

t (s)

Fig. 4.32. Contributions to the ENC (the ENC is expressed in terms of electrons
rms and it has been evaluated for a Gaussian filter and for CD = 150 fF, CG = 150 fF,
gm = 0.5 mS, Af = 5 × 10−12 V2, ID = 10pA, IG = 10 pA)
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Choice of the Optimum “shaping time”

Let us first suppose that we have chosen a given “shape” of the output pulse
of the filter (or, more practically, let us suppose that only one kind of filtering
amplifier is available for our measurement). In this case, the coefficients A1,
A2, and A3 of the filter are determined. In order to optimize the ENC we have
the freedom to choose the most suitable “shaping time” τ .

By considering (4.24) we can observe that the contribution of the series
noise is inversely proportional to the shaping time τ , while the contribution
of the parallel noise is directly proportional to τ . The contribution of the
1/f noise is independent of τ . The optimum choice for the shaping time τ
is the one for which the series and parallel noise contributions to the ENC2

are equal. Let us call τopt this particular value of the shaping time. By using
(4.24) its value turns out to be

τopt = (CD + CG)
√
a

b

√
A1

A3
=
√
CD

(√
CD

CG
+
√
CG

CD

)√
α

2kT
ωT

1
qIL

√
A1

A3
.

(4.25)

The ENC obtainable at the optimum shaping time is the best one with
the considered shaping amplifier. The squared value of the ENC is given by

ENC2(τopt) = 2(CD + CG)
√
ab
√
A1A3 + (CD + CG)2cA2

= 2
√
CD

(√
CD

CG
+
√
CG

CD

)√
α

2kT
ωT

1
qIL

√
A1A3

+CD

(√
CD

CG
+
√
CG

CD

)2

α
2kT
ωT

ω1A2. (4.26)

The first term represents the sum of the contributions of the white series and
white parallel noise, the second term represents the contribution of the 1/f
noise. If the 1/f noise contribution is negligible, the ratio between the ENC
that can be obtained by choosing any τ and the value that can be obtained
by choosing τopt, is a universal function independent of the choice of the pulse
shape (we use the symbol ENCw for representing the ideal case in which the
1/f noise is absent or negligible):

ENCw(τ)
ENCw(τopt)

=
1√
2

√
τopt

τ
+

τ

τopt
. (4.27)

Figure 4.33 shows a plot of this ratio. It is evident that the ENCw(τ) worsens
only about 10% with respect to ENCw(τopt) in the interval 0.5 τopt < τ <
2 τopt.

In nearly all commercial shaping amplifiers there is a reasonably wide
possibility of choosing a shaping time τ close to the optimum one for the



242 A. Longoni and C. Fiorini

0.25 0.5 1 2 4

1.05

1.1

1.15

1.2

1.25

1.3

1.35

1.4

1.45

1.5

t /topt

E
N

C
(t

)/
E

N
C

(t
op

t)

Fig. 4.33. Ratio of the ENC obtained with any filter type at shaping time τ and
that obtained with the same filter type at the optimum shaping time τopt

considered application. The available shaping times are usually set in such a
way that it will be possible to select a value of τ which lies in the interval
0.5 τopt < τ < 2 τopt.

Detector Capacitance and Detector–Transistor Capacitance Matching

Coming back to the (4.24), we can observe that the white series noise contri-
bution to the ENC and the 1/f series noise contribution depend on the values
of the detector and transistor capacitances CD and CG. The white parallel
noise contribution is, on the contrary, not explicitly dependent on the value
of these parameters.

In order to minimize the white and 1/f series noise contributions the
detector capacitance CD should be as low as possible. In practice, the detector
capacitance is determined by the physical structure of the detector adopted.
In the semiconductor PIN-diode detectors, for instance, the detector sensitive
area is proportional to the detector capacitance. Therefore, the sensitive area
should be kept as small as possible, compatible with the requirement of the
considered application. In the SDD, on the contrary, the output capacitance
is independent of the sensitive area and is moreover very small.

Once the detector capacitance and the cut-off frequency of the transis-
tor have been defined, the gate capacitance of the input FET of the sig-
nal processor should be matched with the detector capacitance in order to
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minimize the white and the 1/f series noise contributions. In fact the fac-
tor M =

(√
CD/CG +

√
CG/CD

)
, called “matching factor”, is minimized for

CG = CD.
In Fig. 4.34 the matching factor is plotted as a function of the ratio CG/CD.

This plot shows the influence of the mismatching between detector and tran-
sistor on the white and 1/f series contributions finally leading to a worsening
of the ENC (comp. (4.24)).

From (4.25) and (4.26) it is evident how the matching of the detector and
transistor capacitances reduces the value of τopt (this is generally an advantage
because it improves the maximum counting rate of the system) and improves
ENC(τopt).

Figure 4.35 shows a comparison of the ENC obtainable with detectors of
different capacitance. The simulation has been carried out by using realistic
parameters for detectors and transistors and by supposing that the matching
condition is satisfied (CG = CD). A PIN diode detector with an active area of
10 mm2 and a thickness of 300 μm having a capacitance of about 3 pF and an
SDD with the same active area and thickness having a capacitance of 150 fF
are considered. A detector leakage current of about 2.5 pA at −10◦C has been
considered for both detectors. In the case of the PIN diode the parameters
of the matched FET are extrapolated from the parameters of typical discrete
FETs (a transconductance gm = 6mS and an Af = 4× 10−15 V2 have been
considered), while for the case of the SDD the matched FET is supposed to
be integrated on the detector wafer (a gm = 0.3 mS and an Af = 5 × 10−12 V2

have been considered). In both cases, the gate current of the FET is supposed
to be equal to that of the detector and the noise of biasing or feedback resistors
has been neglected.

From Fig. 4.35 it is evident that the reduction of the detector capacitance
(in matched conditions) reduces both the τopt and the ENC(τopt). Note that
the two considered transistors have the same ωT and different Af .
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Fig. 4.34. The matching factor M as a function of the ratio CG/CD
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Fig. 4.35. Comparison of the ENC obtainable with detectors of different capacitance
(see text) in matched conditions (solid lines CD = 150 fF, dashed lines CD = 3 pF).
The serial, parallel and 1/f noise contributions are also shown

Transistor Cut-off Frequency

Once the FET capacitance is supposed to be matched to the detector capaci-
tance, other transistor parameters can be considered in order to improve both
τopt and ENC(τopt). In particular, the cut-off frequency ωT of the transistor
appears explicitly in the expression of the ENC given by (4.24) both in the
white series noise contribution and in the 1/f series noise contribution.

For what concerns the white series noise contribution, it is usually an
advantage to have a FET with a high cut-off frequency, because, for a given
CG, a higher ωT means a higher transconductance gm and therefore a lower
series noise. If transistors fabricated with the same technology are considered,
ωT grows by reducing the gate length.

For what concerns the 1/f series noise contribution the critical parameter
is the ratio ω1/ωT (see (4.24)). The angular frequency ω1 is not independent
of ωT. This ratio can be easily written as

ω1

ωT
=
πAfCG

α2kT
. (4.28)

The parameter Hf = AfCG is nearly constant for a given fabrication technol-
ogy of the transistor (in particular it is independent of the gate width) and
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Table 4.1. Value of quality factor Hf

Device Hf(J)

JFET, n-channel, discrete 2 × 10−26

JFET, n-channel, in CMOS process 10−25

MOSFET, p channel, in CMOS process 6 × 10−25

MOSFET, n channel, in CMOS process 2.5 × 10−23

MESFET, GaAs, discrete 10−23

it is considered as a quality parameter of the corresponding transistor class.
It often happens that a transistor with a better ωT has a worse ratio ω1/ωT.
In Table 4.1 the value of the quality factor Hf for different classes of FETs
is reported [60]. From this reference we recall here, for sake of exemplifica-
tion, a few values of Hf . If transistors fabricated with the same technology
are considered, the ratio ω1/ωT is nearly independent of the gate length.

Optimum Signal Processing

A basic question is: which shape of the output pulse is better to choose in
order to improve the ENC? Or, in other words, is there a “shape” of the
output pulse of the filtering amplifier which guarantees the best ENC? This is
the problem of the “optimum signal processing theory”. We will synthetically
report here only the main results of this theory.

It has been shown [55, 56] that, if only the white noise sources (series
and parallel) are present at the input of the detection circuit, the best ENC
can be obtained by using an ideal filtering amplifier which gives at its out-
put, when it is fed by a unitary amplitude step-like pulse, an “infinite cusp”
-shaped pulse:

vso(t) = exp
(
−|t|
τ

)
, (4.29)

with a shaping time τ set equal to the “noise corner” time constant τc. The
“noise corner” time constant τc is, by definition, the reciprocal of the angular
frequency ωc at which the contribution of the white series noise and of the
white parallel noise at the preamplifier input are equal

τc = (CD + CG)
√
a

b
. (4.30)

Figure 4.36 shows the infinite-cusp shaped pulse at the output of the filter-
ing amplifier. This shaper is clearly nonrealistic. The peak value of the output
pulse happens after an infinite time delay from the delta pulse delivered by
the detector and the duration of the pulse is infinite. The ENC that would
be obtained with this ideal shaper is the best obtainable, if only white noise
source is present.
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Fig. 4.36. Optimum shape of the output pulse of the filter with white series and
white parallel noise

The “shape factors” for this filter are

A1 = 1 A2 =
2
π

� 0.64 A3 = 1. (4.31)

From (4.25) it comes out that τc = τopt for this filter.
The ENC that can be obtained in this situation (remember: without 1/f

noise) is the “optimum” one for the considered noise sources. From (4.26) we
have for the “infinite cusp” filter for τ = τopt

ENC2
w opt = ENC2

w(τopt) = 2 (CD + CG)
√
ab. (4.32)

If also the 1/f noise is present, this filter is no more the “optimum” one
[61]. Figure 4.37 shows the shape of the “optimum” filter output pulse when
the 1/f noise is present.

The parameter K of the different curves is given by the following formula
with af = Af/2:

K =
ENC2

1/f(τopt)

ENC2
w(τopt)

= 2 (CD + CG)
af√
ab
, (4.33)

where ENC2
1/f(τopt) is the ENC2 obtainable with the ideal infinite-cusp filter

when only the 1/f noise is present and the shaping time is set according to
the values a and b of the white power spectra considered.
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Figure 4.38 shows the ENC2 obtainable in the presence of 1/f noise if an
optimum filter for each value of the parameter K according to Fig. 4.37, is
used. Figure 4.38 shows also the ENC2 obtainable in the presence of 1/f noise
when the filter optimum for white noise only (the infinite-cusp) is used. The
ENC2 is normalized to the value of ENC2

w opt.
We must observe also that this kind of shaping is nonrealistic, due to the

bilateral infinite width. Nevertheless, the results of the “optimum filtering”
theory are very useful because they represent the limit to be approached by
the practical filters. A discussion about practical filter is given in Section
“Practical Signal Processing”.

Practical Signal Processing

A practical signal processor can only “approach” the optimum ENC obtained
with the ideal optimum filters described in Section “Optimum Signal Process-
ing” (p. 245). for any filter, characterized by the shape factors A1, A2, and
A3, it can be seen from (4.25) and (4.30) that its optimum shaping time τopt

is related to the noise corner time constant τ c (which is the optimum shaping
time for the ideal cusp-shaped filter) by

τopt

τc
=
√
A1

A3
. (4.34)

By comparing (4.26) and (4.32) it is possible to see how worse is the ENC
obtainable with the considered filter with respect to the one obtainable with
an ideal filter. In particular, if only white noise is present, it turns out that

ENC2
w(τopt)

ENC2
w opt

=
√
A1A3. (4.35)

If also 1/f noise is present, the worsening of the ENC with respect to the
ideal case is less direct to see. It can be shown that the ENC obtainable with
the considered filter satisfies the following inequality

ENC2(τopt)
ENC2

w opt

≤ (1 +K)
√
A1A3, (4.36)

where the factor K, which is related to the amount of the 1/f noise present,
has been defined in (4.33).

In the following the shape factors of some practical filters are given. Nowa-
days, the most used filtering amplifier is the “semi-Gaussian” one based on
a constellation of complex poles. Semi-Gaussian filters based on real poles
and CR–RC filters can still be found in many laboratories. An important
filter is the trapezoidal one, which can nowadays be also implemented as a
time-variant parameter circuit. The triangular filter is important for didacti-
cal reasons (it is easy to make mathematics and determine the shape factors
with this filter as well as with CR–RC filter).
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It should be noted that nowadays digital signal processing (DSP) tech-
niques allow practically the implementation of any weighting function, with
any kind of shape constraint (e.g. finite width of the impulse response, flat
top, etc.). See 4.2.11 Appendix 3 (pp. 259–262) for a short introduction to the
digital filtering techniques in X-ray spectroscopy.

4.2.7 Shape Factors of some Filtering Amplifiers

The ENC can be easily evaluated in the case of some practical signal proces-
sors, once the “shape factors” are known. We consider a few typical cases and
the values of the shape factors for each filter are given in Table 4.2.

CR–RC Shaping

The CR–RC filter is the simplest among the shaping amplifiers. Nowadays,
it is very seldom used because other higher order filters giving a better ENC
can be easily implemented. The output pulse of this shaper, fed by a unitary
amplitude step-like pulse, is

vuso(t) =
t

τc
exp

(
− t

τc

)
, (4.37)

where τc = RC. The peak value of the output signal is obtained at τp = τc.

Triangular Shaping

It is interesting from a conceptual point of view. The obtainable resolution
approaches that of the ideal cusp filter, with the advantage of having an output

Table 4.2. Shape factors of filters

Shape Factors A1 A2 A3

√
A1A3

√
A1/A3

Infinite cusp τ 1.00 0.64 1.00 1.00 1.00
Triangular Tbase/2 2.00 0.88 0.67 1.16 1.73
Gaussian σ 0.89 1.00 1.77 1.26 0.71
CR–RC RC 1.85 1.18 1.85 1.85 1.00
CR–RC6 RC 0.40 1.03 4.37 1.35 0.38
CR–RC6 τpeak 2.38 1.03 0.73 1.35 2.26
Semi-Gaussian 7 poles σ 0.92 1.03 1.83 1.30 0.71
Semi-Gaussian 7 poles τpeak 2.70 1.03 0.62 1.30 2.08
Trapezoidal (Tf = 0.5 × Tr) Tr 2.00 1.18 1.16 1.52 1.31
Trapezoidal (Tf = Tr) Tr 2.00 1.38 1.67 1.83 1.09
Trapezoidal (Tf = 2 × Tr) Tr 2.00 1.64 2.67 2.31 0.87
Notes:
• For CR–RC6 filter, τpeak = 6 RC. For semi-Gaussian 7 poles filter, τpeak = 2.93 σ.
• For trapezoidal filter, Tr is the duration of the leading and of the trailing part of
the waveform, while Tf is the duration of the flat top.
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pulse with a finite duration. Nevertheless, a practical realization of the trian-
gular shaping is very difficult, because it requires delay lines in a time-invariant
implementation. On the other hand, a time-variant implementation is usually
affected by synchronization problems between the random occurrence of the
detector pulse and the processing sequence of the filter. Moreover, the ideal
triangular shape of the pulse (completely lacking of a flat top or, at least,
of a top with a zero time-derivative) generates difficulties in the acquisition
of its peak value. The output pulse of this filter, fed by a unitary amplitude
step-like pulse, is an isosceles triangle whose peaking time is τp and whose
base width is equal to 2τp.

Semi-Gaussian Shaper CR–RCn

A semi-Gaussian shaper of the nth order is constituted by an approximated
differentiator of time-constant τc followed by n approximated integrators of
the same time-constant τc. An nth order filter presents n+1 real negative
poles and a single zero at the origin of the complex plane. This kind of filter
was extremely diffused, due to its simplicity of construction and use, but is
nowadays generally substituted by the semi-Gaussian filter based on active
filters characterized by complex poles (see later).

For illustration the output pulse of a sixth order semi-Gaussian shaper fed
by a unitary amplitude step-like pulse is presented by the following formula

vuso=
1

720

(
t

τc

)6

exp
(
− t

τc

)
. (4.38)

The peak value of its output signal is obtained at τp = 6τc.

Semi-Gaussian Shaper with Complex Poles

Nowadays most of the commercial shaping amplifiers are characterized by an
overall transfer function which has a constellation of poles evenly spaced along
a curve in the complex frequency plane. This solution allows the output pulse
to reach a good approximation of the Gaussian shape. Moreover, this constel-
lation of poles allows to reduce the problem of undershoots of the output pulse
due to nonidealities of the components used. In Fig. 4.39, the constellation of
the seven poles used in a semi-Gaussian shaper is shown.

In Fig. 4.40 the output pulse of such a seven-poles semi-Gaussian shaper
is shown and compared with the output pulse of a CR–RC shaper which has
the same amplitude and the same area.

The characteristic time-constant τ of the semi-Gaussian filter is usually
defined as equal to the time constant τc = RC of such a CR–RC filter. It can
be shown that

τc = 0.9221σ, (4.39)
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complex poles (see Fig. 4.39) compared with the output pulse of a CR–RC filter with
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while the peaking time τp is

τp = 2.93σ. (4.40)

Trapezoidal Filter

As for the case of the triangular filter, it can be implemented in a time-
invariant approach with delay lines or it can be implemented in a time-variant
approach. The flat top allows easy acquisition and digitalization of the output
peak value. Recently, a VLSI implementation of a time-variant trapezoidal
filter has been proposed which overcomes synchronization problems [62].

Shape Factors

In Table 4.2, the shape factors A1, A2, and A3 of some filters relevant from
the theoretical or practical point of view are given. In some case, for an easier
comparison of the filters, the shape factors are given for different choices of the
characteristic time τ c of the filter. The factor

√
A1A3 gives the ratio between

the best ENC that can be obtained with the considered filter at its optimum
shaping time and optimum ENC that can be obtained with the ideal cusp filter
(only white noise sources are supposed to be present). The factor

√
A1/A3

gives the ratio between the optimum shaping time of the considered filter and
the time constant of the ideal cusp filter.

4.2.8 Auxiliary Functions

Filtering amplifiers usually provide auxiliary functions that are very often
of great importance for high resolution spectroscopy. We deal here with the
pole-zero compensation, with the baseline restoration and with the pile-up
rejection.

Pole-zero Compensation

The considered shape of the output pulses of the filtering amplifiers is obtained
for an ideal step-like signal at their input. In practice, the signal at the output
of the charge preamplifiers (which is fed to the input of the shaping amplifier)
is usually affected by a long exponential decay

vpa(t) = u(t)exp(−t/τpa), (4.41)

where u(t) is the unitary step function. Generally, this decay is due to the
discharge of the feedback capacitor of the preamplifier through the resistor
enclosed in the feedback network in order to avoid the saturation of the
preamplifier. The time constant of this decay is usually much larger than
the characteristic times of the shaping amplifiers (usually τpa exceeds 50 μs).
The value of the discharge resistor is in fact kept as high as possible in order
to reduce its thermal noise contribution.



X-Ray Detectors and XRF Detection Channels 253

A differentiator stage is always included in the shaping network of a filter-
ing amplifier (at least if it is a constant-parameter analog filter) in order to
avoid its saturation due to the pile-up of the long-lasting preamplifier pulses.
Due to the differentiation, the exponentially decaying preamplifier pulse pro-
duces undershoots at the output of the shaping amplifier (see Fig. 4.41). If a
subsequent pulse arrives during the period in which the undershoot is sensible
(this period lasts a few τpa) the measurement of its peak value is affected by
an error due to the superposition of the tail of the previous pulse. Due to the
random distribution in time of the detected pulses, this phenomenon worsens
the resolution of the detection system, mainly in the case of high detection
rate.

In order to overcome the problem, the differentiator stage is modified with
respect to the simple CR configuration. A differentiator network is used which
introduces a real negative zero and a real negative pole, called pole-zero com-
pensator (P-Z). By means of an external control (usually a potentiometer)
the operator can set the value of the time-constant of the zero to be equal
to the decay time-constant of the preamplifier. In this way the pole of the
preamplifier waveform is cancelled and the signal at the input of the filtering
network can be considered ideally step-like. The pole introduced by the dif-
ferentiator turns out to have necessarily a time-constant shorter than that of
zero. It can be set to the value required by the pole configuration of the filter.
For instance, this pole can be used as the real pole of the constellation of
poles of the semi-Gaussian filter. Care must be spent in compensating exactly
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Fig. 4.41. Output pulse of a shaping amplifier affected by undershoot
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the undershoot. Overcompensation causes a long tail of the same polarity
of the main pulse, which worsens the resolution for the same reasons seen for
the undershoot.

Baseline Restoration

Due to the AC coupling in the filtering network, the average value of the wave-
form at the output of the filtering amplifier must be ideally zero. Therefore, if
the output pulses are unipolar, it must be assumed that the baseline is affected
by a shift of the opposite polarity in order to assure a zero average value of
the whole waveform. Because of the random occurrence of the signal pulses
this shift has a variable amplitude. The measurement of the peak amplitude
of the pulses is therefore affected by an error whose amplitude depends on
the detection rate. Moreover, the baseline of the output waveform can also
be affected by slow drifts due to low frequency noise in the final stages of
the amplifier. All these phenomena worsen the peak position stability and the
resolution of the acquired spectrum. In order to overcome these problems suit-
able time-variant differentiator circuits have been developed (called baseline
restorers, BLR).

The general concept is that the baseline of the output waveform is differ-
entiated with a relatively short time-constant, while the differentiation time-
constant is switched to a very high value (ideally infinite) as soon as a signal
pulse overcomes a suitably set threshold. The baseline is therefore kept to
nearly zero at the output of the BLR, while the signal passes undisturbed.
Figure 4.42 shows the basic principle of the BLR circuits. The drawback of
this circuit is an increase of the output noise of the filtering amplifier, but in
several experimental situations this disadvantage is compensated by a better
stability of the peak positions.

Pile-up Rejection

The pile-up of the output pulses of the filtering amplifier is due to the finite
width of the pulses and to their random distribution in time. This effect is
particularly important at high count rates and it exists also with a perfect
pole/zero compensation. Two coincident events produce a peak in the spec-
trum at an energy which is the sum of that of the two individual events (see
Fig. 4.43 a and b). This ghost peak is not distinguishable from a possible peak
at the same energy. Its intensity increases with the detection rate. Two events
which are not strictly coincident can produce output pulses which partially
superpose each other. In this case, the peak amplitude of each pulse is ran-
domly increased by the presence of the leading or trailing edge of the other
pulse. The shape of the spectrum is therefore distorted (see Fig. 4.43 c and d).

Techniques have been developed capable of rejecting the measurement of
the pulse height if the distance between two contiguous pulses is less than a
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prefixed value. Pile-up rejection circuits are usually included in the filtering
amplifier unit. A very fast auxiliary shaping of the preamplifier signal is usu-
ally adopted in order to detect the time of arrival of the pulses. Logic circuits
control the time interval between successive pulses. Strictly coincident events
cannot be rejected.
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4.2.9 Appendix 1 – The Laplace Transform

The Laplace transform F (s) of a signal f(t) is

F (s) =

+∞∫
−∞

f(t)e−st dt (4.42)

and the signal f(t) can be expressed as

f(t) =
1

2πj

b+j∞∫
b−j∞

F (s)estds. (4.43)

The decomposition of the signals on the basis of the generalized sinusoids

est = eαt · e jωt (4.44)

is of a wider applicability, in handling pulsed signals, than the more com-
mon decomposition on the basis of constant amplitude sinusoids ejωt that is
adopted when using the Fourier transform.

The ratio between the Laplace transforms of the output and input signals
of a linear network defines the transfer function T (s) of the systems in the
domain of the complex frequency s. For instance, if the input signal is a current
and the output signal is a voltage

Vout(s)
Iin(s)

= T (s). (4.45)

If the structure of the linear network is known, the expression of the trans-
fer function T (s) can be easily determined by associating to each reactive
elements its complex impedance (e.g. 1/sC for the capacitor and sL for the
inductor) and performing standard circuit analysis.

When analysing the noise, the transfer function of the network is expressed
in the domain of the physical frequency ω (simply by substituting jω to the
complex frequency s).

The ratio between noise power spectrum at the output of the network
(supposed to be ideally noiseless) and the noise power spectrum at the input
is equal to the squared modulus of the transfer function. For instance, if the
input noise signal is a current and the output noise signal is a voltage

Sv out(ω)
Si in(ω)

= |T (jω)|2 . (4.46)

If several noise sources are present at the input of the network, the total
power spectrum at the output is the sum of the power spectra due to each
noise source, if each one is supposed to be uncorrelated with the others.
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4.2.10 Appendix 2 – Calculation of the ENC

In order to calculate the ENC we will represent the signal in the domain of the
complex frequencies s = α + jω and we will therefore use the mathematical
instrument of the Laplace transform.b The evaluation of the root-mean-square
value of the noise will be performed in the real frequencies domain and we
will therefore use the Fourier transform.

The Signal

The detector is modelled as a current source, in parallel to the detector capac-
itance CD, which delivers an indefinitely short current pulse carrying a charge
Q. This signal is mathematically represented by a delta-like pulse of area Q.

iD(t) = Qδ(t) ID(s) = Q. (4.47)

The charge Q is stored in the parallel of the two capacitances CD and CG,
representing, respectively, the detector capacitance and the gate to source
capacitance of the input FET.

The step voltage VG across the input terminals of the FET modulates its
drain current

iDRAIN(t) =
Q

CD + CG
gmu(t), IDRAIN(s) =

1
s

Q

CD + CG
gm, (4.48)

where gm is the FET transconductance and u(t) is the unitary step function.
The drain current is fed to a linear amplifier (the pulse shaping amplifier)

which provides an output pulse whose amplitude is proportional to the
amplitude of the current step of the drain current of the FET and, there-
fore, to the charge Q delivered by the detector.

Let T (s) be the transfer function of the shaper that is the Laplace trans-
form of the output signal of the shaper to a unitary area delta current pulse
fed at its input. The output voltage pulse is:

vso(t) =
Q

CD + CG
gmL

−1

[
1
s
T (s)

]
Vso(s) =

Q

CD + CG
gm

1
s
T (s), (4.49)

where L−1 represents the inverse Laplace transform operator and L−1[1sT (s)]
represents the output voltage of the pulse shaping amplifier when a unitary
amplitude step-like current waveform is fed at its input. The amplitude of the
maximum of the output pulse is assumed as the measurement of the charge
delivered by the detector.

b The signals in the time domain are here represented by small letters (e.g. iD(t) is
the current waveform at the output of the detector), while the Laplace transforms
of the signals are represented by capital letters (e.g. ID(s) is the Laplace transform
of the current waveform at the output of the detector).
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The Output Noise

The output root mean square noise can be evaluated in the frequency domain.
By taking into account the noise sources considered in Section “The Noise
Sources” on pp. 283–239, the output noise power spectrum is

Sno(ω) =

(
a+

2πaf
|ω| +

b

ω2 (CD + CG)2

)
g2m |T (jω)|2 (4.50)

and the output root mean square noise is

〈
v2no

〉
=

1
2π

+∞∫
−∞

Sno(ω) dω. (4.51)

The ENC

The ENC is therefore

ENC2 =

〈
v2no

〉
Max2 (vso uδ)

=

1
2π

+∞∫
−∞

(
a+ 2πaf

|ω| + b
ω2(CD+CG)2

)
g2m |T (jω)|2 dω

g2
m

(CD+CG)2 Max2
(
L−1

[
1
sT (s)

]) .

(4.52)

The ENC does not depend on the gain of the shaper (it affects both the
signal and the noise in the same way). It is therefore convenient to assume,
in the previous equation, a shaper gain which makes equal to one the term
Max

{
L−1[T (s)/s]

}
. Moreover, the angular frequency ω can be conveniently

normalised to a characteristic frequency ωc = 1/τ , where τ is a characteristic
time which represents the width of the output pulse (for instance the peaking
time, or the time width at half height, or a characteristic time constant of the
filter). The characteristic time τ is also called “shaping time” of the filter. In
this case the Fourier transform of the delta response of the shaper becomes a
function of the a-dimensional variable x = ωτ . The ENC2 can be, in this way,
expressed as

ENC2 = (CD + CG)2a
1
τ

1
2π

+∞∫
−∞

|T (x)|2 dx+ (CD + CG)22πaf
1
2π

×
+∞∫

−∞

1
|x| |T (x)|2 dx+ bτ

1
2π

+∞∫
−∞

1
x2

|T (x)|2 dx. (4.53)
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The values of the three integrals appearing in this equation depend only on
the “shape” of the output pulse of the filter and not on its “width”. The
“shape factors” A1, A2, and A3 of the filter are defined as

A1 = 1
2π

+∞∫
−∞

|T (x)|2 dx

A2 = 1
2π

+∞∫
−∞

1
|x| |T (x)|2 dx

A3 = 1
2π

+∞∫
−∞

1
x2 |T (x)|2 dx

. (4.54)

For a given filter and for a given width of its output pulse, the values
of the three factors A1, A2, and A3 depend on the particular choice of the
characteristic time τ which has been chosen in order to normalize the angular
frequency ω. Clearly, the value of the ENC does not depend on the partic-
ular choice of the characteristic time τ adopted in order to define the pulse
width. If A1(τ ′), A2(τ ′), and A3(τ ′) are the values of the shape factors related
to a given choice of the characteristic time τ ′, it turns out that the values
A1(τ), A2(τ ′′) and A3(τ ′′) related to a different choice τ ′′, with τ ′′ = kτ ′,
are given by

A1(τ ′′) = kA1(τ ′)
A2(τ ′′) = A2(τ ′)

A3(τ ′′) =
1
k
A3(τ ′)

. (4.55)

The ENC2 can be finally written as

ENC2 = (CD + CG)2a
1
τ
A1 + (CD + CG)22πafA2 + bτA3. (4.56)

This is the fundamental equation of the detector signals processing theory. In
this equation, the first term represents the contribution to the ENC2 of the
white series noise, the second one that of the 1/f series noise and the third
that of the parallel noise. It is worth noting that the contribution of the series
noise is inversely proportional to the shaping time τ , while the contribution
of the parallel noise is directly proportional to τ . The contribution of the 1/f
noise is independent of τ .

4.2.11 Appendix 3 – Digital Pulse Processing

It goes beyond the purview of Section 4.2 to deal with the digital filtering
of the detector signals. Nevertheless, the growing diffusion of digital pulse
processing (DPP) in X-ray spectroscopy requires at least a few remarks on
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this technique. For a comprehensive understanding of this subject the reader
should first address one of the textbooks on digital signal processing (DSP) to
learn the basics of this discipline [63], DPP being one of the many applications
of DSP (DSP applies for instance to speech and music filtering, radar pulses
analysis, image processing).

The basic concepts of analog pulse processing (APP) introduced in Sec-
tion 4.2 (impulse response, optimum shaping, ENC, etc.) fully apply also to
DPP. What is different is the starting point. While in APP the processed
signal is a continuous waveform, in DPP the processed signal is a sequence of
samples of the waveform of interest. The value of each sample is (ideally) iden-
tical to the value of the waveform at the corresponding sampling time. The
time interval between samples is usually (but not necessarily) constant. The
sequence of samples allows an unambiguous reconstruction of the waveform if
the conditions set by the “sampling theorem” (also called Nyquist or Shannon
theorem) are satisfied, that is, if the sampling frequency is at least two times
higher than the highest frequency component contained in the spectrum of
the analog waveform. For this reason the waveform to be sampled is “pre-
filtered” in order to cut-off its frequency components higher than one half of
the foreseen sampling frequency (this filter is also called “antialiasing filter”).
The sampled values are then digitized by a suitable analog to digital converter
(ADC) and the sequence of digital data is fed to the DSP. For simplicity we
do not consider in these introductory notes the quantization noise introduced
by the ADC (we can, at least in principle, suppose that this added noise is
negligible with respect to the other noise components present in the input
waveform if the number of quantization bits of the chosen ADC is sufficiently
large).

In a typical APP chain for X-ray spectroscopy only the peak value of the
pulse at the output of the shaping amplifier (SHA), whose amplitude is propor-
tional to the charge delivered by the ionizing event, is sampled and digitized.
The obtained digital value is the measure of the charge delivered by the ioniz-
ing event. In a typical DPP chain for X-ray spectroscopy the full waveform at
the output of the anti-aliasing filter is sampled at a frequency satisfying the
Nyquist theorem; each sample is digitized and the sequence of digital values
is sent to the DSP unit. The DSP unit provides an output pulse whose peak
value is proportional to the charge delivered by the ionizing event. Note that
the output of the DSP unit is a sequence of digital values that can be con-
verted (or not, according to the user needs) in an analog pulse by means of a
digital to analog converter (DAC). In the case of APP the filtering action is
performed analogically by the SHA, while in the case of DPP the filtering is
performed digitally by the DSP unit.

In APP as well as in DPP the noise properties of the detection system
depend on the shape and on the characteristic time of the weighting function
of the filter (the SHA in the former case and the DSP unit in the latter one).
The weighting function of a filter is its impulse response reversed in time.
As is well known, the output waveform xo(t) of an analog filter is given by
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the convolution of the input waveform xi(t) with the impulse response h(t)
of the filter

xo(t) = xi(t)h(t) =

t∫
−∞

xi(τ)h(t− τ)dτ .

In the case of a digital filter, the input and the output signals are sequences
of digitized data xi(i) and xo(i). The impulse response of the DSP unit is a
(usually finite) sequence of M values h(0), . . ., h(M − 1). The output signal
is given by the convolution of the input sequence of data with the sequence
describing the filter response

xo(i) = xi(i)h(i) =
M−1∑
j=0

xi(j)h(i− j)

that is, each sample of the output signal is obtained by weighting the samples
of the input signal and by adding them together. If the input signal is a pulse
of finite duration and the impulse response of the filter is given by a finite
sequence of values, then the output signal has a finite duration. By a proper
design of the sequence of values describing the impulse response of the DSP
unit, performed by taking into account the shape of the waveform at the out-
put of the analog prefilter, it is possible to synthesize any weighting function
for the whole processing chain [64]. The ENC achievable is the same as that
achievable with a fully analog processing chain with the same overall weighting
function. The great advantage of DPP is that “any” weighting function can
be easily synthesized, in particular the weighting function of finite duration
and with flat-tops (e.g. trapezoidal w.f.) with advantages in the reduction of
pile-up and ballistic deficit effects, mainly at high detection rates.

The described DSP filters are time-domain filters of the “convolution
type”. A sometime more efficient way to synthesize the same weighting func-
tion, based on a different algorithm, is the one adopted by the “recursion
type” filters. These filters use also previously calculated values of the output
to calculate each sample of the output signal. A comparison of these proce-
dures can be found in textbooks of DSP. We do not consider here DSP filters
working in the “frequency domain”, based on Fourier analysis of the sampled
values.

A different approach has led to the “optimum” digital processing of detec-
tor signals. This method has been developed [65] for signals known a priori
in shape (the signals at the output of the prefilter), their amplitude and time
of occurrence being unknown and to be determined. In this case, because the
shape of the signal is known, the waveform can be to some extent under-
sampled with respect to the Nyqist criterion without losing the unambiguous
reconstruction capability. The processing is based on the maximum-likelihood
method. The method states that the best estimate of the amplitude A and
of the time of occurrence T of a signal in presence of noise is the one which
maximizes the probability density of the deviations between the set of the
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experimental samples and the shape of the signal, known as a function of the
estimates A and T . This probability is a functional of the values A and T
that can be maximized once the auto-correlation function of the noise at the
output of the prefilter is known.

A general method for synthesizing optimum digital filters with arbi-
trary constraints in shape, time and frequency and with arbitrary noise and
interferences has also been developed [66]. The optimum weighting function
is determined on the basis of the direct measurement of the noise and of any
interference possibly affecting the signal (for instance power supply ripples
or digital interferences). The determination of the optimum weighting func-
tion of the digital filter is quite fast. Therefore, it is possible to track online
slowly varying noises and disturbances and automatically adapt the weighting
function of the digital filter.

4.3 High Resolution Imaging X-Ray CCD Spectrometers

L. Strüder, N. Meidinger and R. Hartmann

4.3.1 Introduction

X-ray astronomy has been pushing for several years the instrumentation for
broadband imaging nondispersive X-ray spectrometers. Since the launch of
the European XMM-Newton satellite in December 1999, reliably operating
X-ray CCDs have been delivering extraordinary images, recorded in a single
photon counting mode, imaged through the largest X-ray telescope ever built.
Related applications in other fields of basic and applied science will equally
be mentioned: X-ray microscopy, quantum optics, X-ray plasma diagnostics
and others. State of the art X-ray pn-CCD detectors with energy, position
and time resolution at high quantum efficiency from the near infrared up to
20 keV are described in detail. They have been developed for astrophysics ex-
periments in space, for material analysis, and for experiments at synchrotron
radiation facilities. The functional principles of the silicon devices are derived
from basic solid state device physics. The spatial resolution, the spectroscopic
performance of the systems, the long-term stability, and the limitations of the
detectors are described in detail. The various fields of application show
the unique utility of silicon radiation detectors.

Imaging of photons is best known in the visible domain, ranging from a
wavelength of 3,500 Å up to 6,000 Å. Optics and detectors are equally well de-
veloped for those applications. But all these imaging systems do not count
the incoming photons individually to measure their position, energy, and
arrival time. The photon information is either integrated in the grains of a
photographic film that is developed chemically afterwards or the photons are
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collected in individual picture cells (pixels) and sequentially read out after a
given time. The photonic or electronic content of each grain or pixel is then
“counted” to measure the intensity of the incident photon flux. Traditionally,
the energy of the photons is determined by an arrangement of various filters,
transparent only for a narrow, well-defined bandwidth of the incoming pho-
tons. In this sense, the image is a static, integrated reconstruction of a local
photon intensity distribution.

Single “optical” photons cannot be counted up to now in a practical man-
ner, i.e., with large arrays. The energy of the photons is too small to detect
them individually with non-cryogenic detectors: it is a fraction of an elec-
tron volt in the near infrared and up to 4 eV for the violet part of the visible
spectrum.1 In gas detectors, more than 20 eV are needed for the ionization
of a detector gas atom, and room temperature silicon detectors need around
1 eV for the generation of an electron–hole pair in the optical range and 3.7 eV
on average for ionizing particles with sufficiently large energy. For a proper
electronic extraction of the very weak signal of one optical photon, readout
electronics should operate below 0.1e− equivalent noise charge (ENC). This is
by far not reached today in the state-of-the-art silicon sensor systems. From
approximately 11,000 Å to 3,000 Å only one electron–hole pair per photon is
generated due to the ionization process and its statistics in silicon. In this
sense, direct spectroscopic information in the optical region is physically not
available from silicon detectors.

The X-ray imaging detector systems that are described below record si-
multaneously the energy, position, and arrival time of each individual X-ray
photon without using selective absorbers. The physical reasons for being able
to make truly energy-dispersive X-ray detectors are the low average electron–
hole pair creation energy of about 3.7 eV in silicon at room temperature
and the very thin radiation entrance windows of only a few tens of partially
insensitive atomic layers of silicon and native SiO2, which can be penetrated
by (even soft) X-rays. For a good quantum efficiency at higher X-ray energies,
only the depleted thickness of silicon (charge collection depth) is of relevance.
At 500 μm sensitive detector thickness, e.g., a fraction of 25% of 25 keV
X-rays is converted in electron–hole pairs and can be collected and detected.
For two-dimensional silicon detectors with high position and energy resolution,
the fabrication by a planar process – comparable to the fabrication in state-
of-the-art microelectronics – is obligatory. Depletion thicknesses of 1,000 μm
are a practical limit for detector fabrication. State-of-the-art imaging silicon
detector systems are an ideal instrument for direct detection in the energy
band between 0.1 keV and 30 keV with high quantum efficiency, position and
energy resolution.

1 Cryogenic detectors are able to perform single photon counting in the near
infrared, visible and soft X-ray domain [67]. The band gap for this kind of detectors
is in the millielectron volt range as compared to 1.1 eV for Si. But cooling down to
the order of 100 mK is required.
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The astrophysical requirements have driven the development of the high
resolution X-ray detectors from 0.1 keV to 10 keV in the last 10 years. The
X-ray multi mirror (XMM) mission of the European Space Agency (ESA)
was successfully launched in a highly eccentric orbit with three large X-ray
telescopes and reflecting grating spectrometers all having specially designed
X-ray charge coupled devices (CCDs) in their focal planes [68, 69]. The
energy dispersive gratings are read out with the more conventional backside
illuminated 30 μm deep depleted MOS CCDs for energies up to 4 keV [70].

The pn-CCD detectors, formed only by rectifying pn-junctions, deliver
excellent position (in the order of tens of microns), energy (about 140 eV
FWHM at 6 keV), and time resolution (below 100 μs in dedicated operating
modes) with high quantum efficiency (above 90%) at soft and medium energy
X-rays from 0.5 keV to 10 keV.

All experimental results shown here are from devices which have been
designed, fabricated and tested at the MPI Halbleiterlabor.

4.3.2 Fully Depleted Backside Illuminated pn-CCDs

Conceptually, the pn-CCD is a derivative of the silicon drift detector [30].
The development of the pn-CCDs started in 1985. In the following years, the
basic concept was simulated, modified, and designed in detail [71]. N-channel
JFET electronics was integrated in 1992 [40, 72] and the first reasonably fine
working devices were produced in 1993. Up to then, all presented devices were
“small” devices, i.e., 3 cm2 in sensitive area [68].

The flight-type large area detectors were produced from 1995 to 1997, with
a sufficiently high yield to equip the X-ray satellite missions ABRIXAS and
XMM [73–75] with defect free focal plane pn-CCDs.

XMM was launched from Kourou in French-Guiana on December 10, 1999.
Commissioning of the scientific payload was completed in the middle of March
2000. In this overview, the basic instrument features as measured on ground
and in orbit will be shown.

The Concept of Fully Depleted, Back Illuminated, Radiation Hard
pn-CCDs

For ESA’s XMM mission, we have developed a 6×6 cm2 large monolithic
X-ray CCD [76] with high detection efficiency up to 15 keV, low noise level
(ENC ≈ 5e−(rms) at an operating temperature of −90◦C) and an ultrafast
readout time of 4.6 ms per 3×1 cm2 large subunit (see Figs. 4.45 and 4.50).
A schematic cross-section, already showing some of the advantages of the
concept, is displayed in Fig. 4.44.

The pn-CCD concept and the fabrication technology allow for an opti-
mum adaption of the pixel size to the X-ray optics, varying from 30 μm up to
300 μm pixel size. Up to now systems with 50–200 μm have been produced. The
XMM telescope performance of 13 arcsec half energy width (HEW) translates
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Fig. 4.44. A schematic cross-section through the pn-CCD along a transfer channel.
The device is back illuminated and fully depleted over 300μm thickness. The electron
potential perpendicular to the wafer surface is shown on the right-hand side

to 470 μm position resolution in the focal plane. The FWHM of the point
spread function (PSF) is about 7 arcsec. A pixel size of 150 μm × 150 μm
was chosen, giving a position resolution of ≤120 μm, resulting in an equiv-
alent spatial resolving capability of ≤3.3 arcsec. This is sufficient to fully
conserve the positional information of the X-rays from the mirrors. The energy
response is higher than 90% at 10 keV because of the sensitive thickness of
300 μm according to the wafer thickness. The low energy response is given
by the very shallow implant of the p+back contact; the effective “dead” layer
is smaller than 200 Å [77]. The excellent time resolution is achieved by the
parallel readout of 64 channels per subunit, 768 channels for the entire cam-
era. A high radiation hardness is built in by avoiding active MOS structures
and by the fast transfer of the charge in a depth of more than 10 μm. The
spatially uniform detector quality over the entire field of view is realized by
the monolithic fabrication of the pn-CCD on a single wafer. For redundancy
reasons, 12 individually operated 3× 1 cm2 large pn-CCDs subunits were
defined. Inhomogeneities were not observed over the entire sensitive area in
the calibration energy band from 0.5 keV up to 8 keV, within the precision of
the measurements limited by Poisson statistics. The insensitive gap in the
vertical separation of the pn-CCDs is about 40 μm, neighboring CCDs in
horizontal direction have insensitive border regions of 190 μm (see Fig. 4.50).

The basic concept of the pn-CCD is shown in Fig. 4.44 and is closely related
to the functional principle of silicon drift detectors (SDDs). A double-sided
polished high resistivity n-type silicon wafer has both surfaces covered with
a rectifying p+-boron implant. On the edge of the schematic device struc-
ture (see Fig. 4.44) an n+-phosphorus implant (readout anode) still keeps an
ohmic connection to the nondepleted bulk of the silicon. A reverse bias is now
applied to both p+ junctions, i.e., a negative voltage is applied with respect
to the n+ anode. For simplicity, let us assume that the silicon bulk is homo-
geneously doped with phosphorus with a concentration of 1× 1012 per cm3.
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Depletion zones in the high ohmic substrate, with a resistivity of about
4 kΩ cm, develop from both surfaces, until they touch in the middle of the
wafer. The potential minimum for electrons is now located in the middle of the
wafer. An additional negative voltage on the p+ back diode shifts the poten-
tial minimum for electrons out from the center toward the surface containing
the pixel structure. Typical depletion voltages on the backside are −150 V. To
make a CCD-type detector, the upper p+ implant must be divided in p+ strips
as shown in Figs. 4.44 and 4.49. Adequate voltages should now be applied to
the three shift registers such that they form local potential minima for e−

in a distance of approximately 10 μm from the surface. Three p+ strips (shift
registers) with the potentials φ1, φ2, and φ3 comprise one pixel. Charges are
collected under φ3, the potential minimum for electrons. A reasonable change
with time of the applied voltages transfers the charges to the new local e−

potential minimum in a discrete way toward the n+ readout node. In reality
the side having the p+ shift registers has an additional phosphorus-doped epi-
taxial layer, 12 μm thick, with a concentration of approximately 1014 donors
per cm3. The interface of the epi-layer and the high resistivity bulk silicon
fixes the electron potential minimum to a distance of about 10 μm below
the surface. As can be seen in Fig. 4.45, one pn-CCD subunit consists of 64
individual transfer channels each terminated by an on-chip JFET amplifier.
Figures 4.46, 4.47 and 4.48 show the charge transfer mechanism in a depth
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Fig. 4.45. One pn-CCD subunit with 64 on-chip amplifiers and a size of 3×1 cm2.
Each of the 64 columns is terminated by an on-chip JFET amplifier
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Fig. 4.47. Negative potential distribution inside the pn-CCD pixel according to
charge transfer sequence. In this operating condition the signal charges are stored
under the registers φ2 and φ3. The electrons now share a larger volume for a short
time. Note that the electrons are still nicely confined in the potential well

of approximately 10 μm below the shift registers. The p+ back contact is not
shown: it expands quite uniformly an additional 260 μm toward a negative
potential of −150 V. The sequence of changing potentials shows nicely the
controlled transfer from register Φ3 to register Φ2, one-third of a pixel.
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Fig. 4.48. Negative potential distribution inside the pn-CCD pixel at next transfer
step. In this operating condition the signal charges are stored under the register φ2

only. The charge was transferred by one-third of the pixel length in approximately
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Fig. 4.49. Inside the pn-CCD. The X-rays hit the device from the back (bottom).
The charges are collected in the pixel well close to the surface having the pixel
structure. After integration, they are transferred to the on-chip amplifier

This concept is seen from a different point of view in Fig. 4.49, seen from
the inside of a pn-CCD: X-rays hit the detector from the back (indicated as
back contact in Fig. 4.49). The positively charged holes move to the negatively
biased back contact, electrons to their local potential minimum in the transfer
channel, located about 10 μm below the surface having the pixel structure. The
electrons are fully collected in the pixels after 5 ns at most, the collection of
holes is completed in no more than 15 ns because of their reduced mobility.
As can be seen in Fig. 4.49, each CCD column is terminated by a readout
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Fig. 4.50. The focal plane of the pn-CCD camera on XMM and ABRIXAS consists
of 12 independent, monolithically integrated pn-CCDs with a total image area of
approximately 60×60 mm2. In total 768 on-chip amplifiers process the signals and
transfer them to a VLSI JFET-CMOS amplifier array. The 12 output nodes of the
CAMEX arrays are fed into four ADCs, i.e., one ADC is dedicated to a quadrant

amplifier. The on-chip single-sided JFET has already been described in the
chapter written by Longoni and Fiorini in this book as the first amplifying
element in the SDD.

The focal plane layout of XMM is depicted in Fig. 4.50. Four individ-
ual quadrants each having three pn-CCD subunits are operated in parallel.
The camera housing and its mechanical, thermal and electrical properties are
described in reference [78].

Limitations of the CCD Performance

The performance of the CCDs is subject to several limitations: physical and
technical. We will treat some of the limitations.

Quantum efficiency. The quantum efficiency at the lowest energies from sev-
eral tens of electron volts to slightly above the Si K edge at 2 keV is determined
by the transmission of insensitive or partially insensitive layers. This directly
leads to incomplete charge collection resulting in an asymmetric signal peak
with a “shoulder” on the low energetic side of the spectrum and a shift of
the peak position. The remedy for this effect is to avoid lattice perturba-
tions which could lead to charge trapping and recombination. Additionally,
electrons from the ionization process in the insensitive layers may reach the
partially or totally sensitive regions and leave their remaining energy there.
Both effects reduce the proper detection of the X-ray energy and worsen the
peak-to-valley ratio.
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The high energy response is simply given by the depleted and thus sensitive
thickness d.

d =

√
2εoεr(NA +ND)

qNDNA
Vbias ≈

√
2εoεr
q

Vbias

ND
for NA � ND . (4.57)

The depleted device thickness d can be increased by using silicon with higher
resistivity, i.e., with small donor concentration ND in the case of n-type
material. Or the reverse bias Vbias must be increased. But for long-term
stable operation Vbias should be kept below, e.g., 500 V with given resistivity
that limits the achievable sensitive thickness. With 4.5 kΩcm n-type silicon
(ND = 1012 donors per cm3), a depletion width of 800 μm can be achieved at
a reverse bias of 500 V. In the above equation, εoεr are the dielectric constants
of silicon, q the charge of one electron and NA the high acceptor concentration
from the boron implant.

Ionization statistics. Once above 50 eV of photon energy, UV and X-rays need
approximately w = 3.7 eV (average) of energy to generate an electron–hole
pair, despite the fact that the band gap of silicon is only 1.1 eV. Most of
the incident energy is converted into phonons, only about 30% goes into the
creation of electron–hole pairs. In addition, the ionization cascade is not an
uncorrelated process, therefore straightforward Poisson statistics does not ap-
ply. The energy response of incident monochromatic X-rays is broadened by
the competing relaxation processes in silicon. The resultant ENC contribution
ENCfano is given by

ENC2
fano =

FE

w
, (4.58)

where E is the photon energy, F the Fano factor and w the electron–hole
pair creation energy. Assuming a material dependent Fano factor F of 0.12
for silicon and a pair creation energy of 3.7 eV, the intrinsic line width of
a photon of 5.9 keV cannot be better than 121 eV (FWHM). According to
Fig. 4.51, the Fano noise is dominant for energies above 1 keV if the electronic
ENC contribution amounts to five electrons. For 1 electron noise (ENCel) this
threshold is lowered to 50 eV only.

Charge transfer noise. In chargeeff coupled devices, where the signal electrons
are transferred over many pixels, the charge shifting mechanism from pixel to
pixel must be excellent. Leaving charges behind during the transfer means a
reduction in signal amplitude. This loss can be corrected, but adds noise to
the signal amplitude measurement.

ENC2
trans ≈

E

w
(1 − CTE)Ntrans. (4.59)

In a simple model, the lost charges can be parametrized according to (4.59),
where the left behinds can be considered as a backward flow loss of electrons.
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As the loss process is of statistical nature, it is treated similar to a signal
leakage current. Ntrans denotes the number of pixel transfers in the CCD
and CTE is the charge transfer efficiency – a number close to one, so that
(1−CTE) is in the order of 10−5, depending on CCD type, radiation damage,
temperature, etc.

Electronic noise. The origin of electronic noise and the processing of signals
have already been treated in detail in the Sect. 4.2 “X-ray Detectors and Signal
Processing” of Longoni and Fiorini. As the on-chip JFET is almost identical
to the one described in a previous chapter, we simply summarize the result:

ENC2
el = (α

2kT
gm

C2
totA1)

1
τ

+ series noise

+ [(2πafC2
tot +

bf
2π

)A2]+ low frequency noise

+A3(qIl +
2kT
Rf

)τ parallel noise. (4.60)

Ctot is the total input capacitance, kT Boltzmann’s constant and absolute
temperature, τ is the shaping time constant, Il the leakage current and Rf

the feedback resistor of the charge-sensitive amplifier, af and bf parametrize
the low frequency 1/f noise. A1, A2 and A3 are constants depending on the
shaper’s filter function.

For the pn-CCD (as any other silicon drift detector type system) the elec-
tronic noise can be reduced by reducing the readnode capacitance, by lowering
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the leakage current and the 1/f noise constants and by optimizing the shap-
ing time constant τ . The total read noise, if not correlated, can be added
quadratically and delivers the total ENC:

ENC2
tot = ENC2

el + ENC2
fano + ENC2

trans + · · · . (4.61)

State-of-the-art systems of today exhibit electronic noise figures around three
electrons and a readout speed of more than one pixel per μs and operating
temperatures higher than −90◦C .

In pixellated detectors, the signal charges of one single X-ray photon will
not always be collected in a single pixel, so the electronic content of several
pixels must be added. This increases for the so-called split events, the elec-
tronic noise floor by

√
N , with N as the number of pixels involved.

Detector Performance (on Ground and in Orbit)

The best value for the readout noise of the on-chip electronics is 2e− rms
at −90◦C for the most recent devices, whereas typical values scatter around
5e− rms, e.g., for the XMM system. This includes all noise contributions
described in (4.60). The charge transfer properties of the pn-CCDs on XMM
are reasonably good, in the order of a several % signal loss from the last
to the first pixel over a distance of 3cm charge transfer. As the charge
transfer losses describe the position dependent energy resolution, it is one
of the key parameters for the spectroscopic performance, especially after
radiation damage may have occurred. Figure 4.55 shows a 55Fe spectrum of
a pn-CCD in a flat field measurement resulting in a typical energy resolution
of 130 eV at an operating temperature of −120◦C [68]. The XMM flight cam-
era was operated at −90◦C during calibration on ground with a resolution
of about 145 eV (FWHM) over the entire area of 36 cm2. The main effect on
the degradation of energy resolution was the reduction of the charge trans-
fer efficiency at warmer temperatures. Leakage currents and on-chip JFET
properties only played a minor role. The impact of the material properties
of silicon and related impurities and their consequences for the operation of
scientific grade X-ray pn-CCDs including the effects of radiation damage, are
treated in detail in the references [79, 80]. The radiation damage accumulated
over the expected life time of XMM is equivalent to a 10 MeV proton fluence
of 4 – 5× 108 p/cm2. Figures 4.52 and 4.53 show the results of the irradia-
tion tests with 10 MeV protons: the expected decrease of energy resolution
over the 10-year dose is from 146 eV to 164 eV at an operating temperature of
−100◦C. At the actual operating temperature of −90◦C , the expected effect
of trapping and detrapping at A-centers, generated by the radiation, is even
more reduced.

In a single photon counting mode the quantum efficiency was measured
with respect to a calibrated solid state detector. Figure 4.54 shows measure-
ments from the synchrotron radiation facilities in Berlin and Orsay. At 525 eV,
a 5% dip can be seen due to the absorption at the oxygen edge in the SiO2
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Fig. 4.52. Energy spectrum from an Fe55 source after different 10 MeV proton flu-
ences of 0 p/cm2 (dotted line), 4.1× 108 p/cm2 (solid line), 6.1× 108 p/cm2 (dashed
line), measured at the low (and after irradiation unfavorable) temperature of 142 K.
The expected dose for the pn-CCD aboard XMM over a life time of 10 years is
5× 108 10 MeV p/cm2

layers. The same happens at the Si K edge at 1840 eV showing the fine struc-
ture of a typical XAFS spectrum (see insert of Fig. 4.54). For all energies the
quantum efficiency is nicely represented by a model using the photo absorp-
tion coefficients from the atomic data tables. The quantum efficiency on the
low energy side can be further improved with respect to the measurements
shown in Fig. 4.54, by increasing the drift field at the p+- junction entrance
window [77] and by using < 100 > silicon instead of < 111 > silicon. The
useful dynamic range of the pn-CCD camera on XMM was adjusted to the
energy band from 100 eV to 15 keV (see Fig. 4.56).

Split events, i.e., events with electrons in more than one pixel, originating
from one single photon, were reconstructed and summed to one photon event.
In total, about 70% of all events are single pixel events, 28% are two pixel
events and 2% are events with three and four pixels involved. In the case of
the XMM pn-CCDs, one single X-ray photon spreads the generated signal
charge never over more than four pixels.

The readout electronics of the pn-CCD system is described in references
[76, 81]. A charge sensing amplifier followed by a multicorrelated sampling
stage, multiplexer and output amplifier (CAMEX64B JFET/CMOS ASIC
chip) guide the pn-CCD pixel content as a voltage signal to a 10 MHz 12-bit
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Fig. 4.54. Quantum efficiency of the pn-CCD as a function of the incident photon
energy. The energy scale ranges from 0.15 keV to 30 keV. The solid line represents
a 300μm thick sensitive volume, the dotted line 500 μm

flash ADC system. The whole system, i.e., CCD and CAMEX64B amplifier
array dissipates a power of 0.7 W for the entire camera (768 readout channels),
a value which is acceptable in terms of thermal budget on XMM realized
through passive cooling. A further increase of the readout speed can be made
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Fig. 4.56. Calibration spectrum measured with the pn-CCD on XMM in orbit. The
spectrum is composed of the X-rays from the internal radioactive source and the
instrument background as the filter wheel is moved to closed position. The contin-
uous background below the Mn lines arises mainly from photoelectrons stimulated
from the 55Fe source in the Al target. The iron Kα line between Mn Kα and Mn Kβ

is not resolved. The additional lines are due to X-ray fluorescent background from
the camera structure
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only at the expense of further increase of power, or a degradation of the noise
performance.

The charge handling capacity of the individual pixels was tested with
the 5.5 MeV alpha particles from a radioactive 241Am-source. Around 106

electrons can be properly transferred in every pixel. The spatial resolution was
intensively tested in the PANTER facility with the flight mirror module in
front of the focal plane. The first light image of the Large Magellanic Cloud in
Fig. 4.57, as well as the quantitative analysis of the point spread function have
shown a perfect alignment of the telescope system as on ground; the spatial
resolution of the entire telescope system measured on ground corresponds
exactly to the performance in orbit.

The operating temperature of the pn-CCD on XMM in orbit is −90◦C.
This temperature optimizes on one side the requirement of “warm” operating

XMM
EPIC pn

LMC
30 Dor

MPE
offline analysis

KD / 28-Apr-2000

X-ray colours

0.3 - 5.0 keV

Fig. 4.57. The Large Magellanic Cloud in X-rays. It shows the first light image
of the pn-CCD camera on XMM. This data set comprises the time dependent,
spatially resolved spectroscopic X-ray emission within a field of view of 30 arcmin.
This corresponds approximately to our perception of the size of the moon. The
image shows the area of 30 Doradus, a supernova remnant as an extended source of
X-rays. The ‘north-east’ of 30 Dor shows an emission of X-rays up to 5 keV, while
the ‘south-west’ rims appears much softer in X-rays. The supernova 1987A is the
bright source ‘south-east’ of 30 Dor. About 40 new X-ray objects have been found
in this exposure. The exposure time was about 10 h.
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conditions to avoid contamination and to relax stress to the mechanical
structures. On the other side, it matches the need of “cold” temperatures
because of leakage current reduction and efficient charge transfer.

Up to now, more than 6 years after launch, no instrumentational surprise
has occurred, the energy resolution is almost equal to the ground measure-
ments as is the case for the charge transfer efficiency [82]. To date, the elec-
trical stability of the instrument is perfect. The first light image in Fig. 4.57
qualitatively summarizes the above enthusiastic statements.

4.3.3 Frame Store pn-CCDs for ROSITA, and XEUS

Future missions and other applications require pn-CCDs with smaller pixels
and even faster readout. Potential applications are the German/
European ROSITA mission and ESA’s XEUS mission (Table 4.3). The first
two missions shall be launched at the end of this decade, and the XEUS
satellite around 2015.

As in conventional CCDs, pn-CCDs equally can be designed in a frame
store format. This optimizes the ratio of exposure to transfer time, but requires
more space on a chip because the store area does not serve as active area but
as an analog storage region (see Figs. 4.58 and 4.59).

The area to be processed in a quasi defect-free manner increases by
the size of the store area. A 7.5×7.5 cm2 large image area can be realized
monolithically on a 6-in. wafer (see Fig. 4.58). By that technique the whole
field of view of XEUS could be covered with a minimum of insensitive gaps
between adjacent devices. The central part, the inner diameter of 7 cm, would
be homogeneously sensitive.

Table 4.3.

Property XMM ROSITA XEUS

Status Operating Prototyping Research

Type Full frame Frame store Frame store or APS

Format 400× 384 256× 256 1024 × 1024

Pixel size 150× 150 μm2 75× 75 μm2 50× 50 μm2 or 75× 75 μm2

Readout noise 5 electrons 3 electrons 1 electron

Sensitive thickness 300 μm 450 μm 450 μm

Frame rate 14 frames/s 20 frames/s 200–1000 frames/s

Readout speed 360 ns/pix 100 ns/pix 50 ns/pix

Output nodes per CCD 12 2 32

Energy resolutiona at Mn Kα 140 eV 130 eV 125 eV

Energy resolutiona at CKα 130 eV 80 eV 45 eV

Energy range 0.15–15 keV 0.1–20 keV 0.05–20 keV

a The energy resolution (FWHM) refers to incident X-rays of the Mn Kα line at 5.9 keV

and C Kα at 277 eV measured at temperatures around −100◦C
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Fig. 4.59. Frame store pn-CCD for the ROSITA mission, having a format of
256 × 256 pixels in the imaging area. The pixel size there is 75× 75 μm2, while
it is 75× 51 μm2 in the store area

As will be shown later, we expect to get a frame rate of the whole camera
of at least 200 images per s. That will lead to a count rate capability of
more than 200 counts per s and half energy width. An alternative approach
are active pixel sensors (APS) where every pixel has its own amplifier [83].
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Conceptually, they do not need an analog store area, i.e., no charge transfer,
leading potentially to an even higher readout speed.

As the pixel size shrinks, the number of read nodes and transfers increases
for the pn-CCD. At the same time, the system will be requiring more readout
time and being more sensitive to radiation damage due to the higher number of
transfers. If spreading of signal charges over more than one pixel is needed for
the improvement of position resolution (see Figs. 4.60 and 4.61), the effective
read noise per event will be higher by a factor

√
N (N is the number of pixels

involved). The readout noise of every pixel involved must be quadratically
added to get the total noise for one photon event.

For the pn-CCD aboard the XMM satellite the signals of one row
(64 pixels) are processed in parallel in 23 μs. The extension to 128 channels
on the CAMEX amplifiers, to match the smaller pixel pitch, was already re-
alized for first prototype devices. In addition, the signal processing time must
be shortened by a factor of 2 to obtain the same readout time per row. The
increased readout speed will certainly have an impact on the power consump-
tion which is actually below 1 W for the 36 cm2 array.

If 128 channels are read out with 12.8 MHz, 10 μs would be required
for the parallel readout of one pixel line. For the parallel transfer from the
image to the storage area 100 ns are needed for one line transfer. A device of
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Fig. 4.60. Improvement of the position precision as a function of the gaussian
spreading of the electron charge cloud. The typical sigma of the gaussian (“sg”)
electron distribution is 7 μm. The assumed pixel size is 50 μm. One-thousand elec-
trons have been generated and processed with a noise level of 5e− (rms)
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Fig. 4.61. The same calculation is made for a pixel size of 75 μm. The pixel edge
is located at the x-coordinate 0, while the center of the pixel is located at 25 μm in
Fig. 4.60, respectively at 37.5 μm in this figure

1000 × 1000 pixels would be divided (as in the XMM-EPIC case) in two iden-
tical halves of the image area, i.e., 500 × 1000 pixels each (see Fig. 4.58). For
the parallel 500 shifts thus 50 μs would be needed for the entire transfer from
the image to the shielded storage area. The readout time for the storage area
while integrating X-rays in the image part, would then be 500× 10 μs = 5 ms.
That means, within 5 ms the whole focal plane would be read out. The out-
of-time probability for the X-ray events will then be 1:100. In this operation
mode 200 image frames can be taken in one second with a full frame time
resolution of 5 ms.

According to the progress of the development for both detector systems –
pn-CCDs and APS – a decision about the final choice has to be taken at a
later stage.

New Devices

The first prototypes of the pn-CCDs for the ROSITA mission (see Fig. 4.64)
have been tested with excellent results [84]. The charge transfer efficiency was
improved at least by a factor of 10 at the critical lower energies (see Fig. 4.62).
In addition, the low energy response was significantly improved (see Fig. 4.63).
The trigger threshold was as low as 60 eV, the peak-to-background ratio was
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Fig. 4.62. Improvement of charge transfer efficiency from the XMM devices to the
ROSITA devices. For AlKα X-rays (1.49 keV) the XMM signal charge losses over
256 pixel transfers accumulate to about 17%, while in the new devices the loss is
about 1.3%

50:1 and the FWHM for C K (277 eV) was around 80 eV. This width is still
larger as the theoretical limit (around 40 eV) and reveals some additional
improvements to be done in the near future. At Al Kα the FWHM is also
80 eV. These improvements enable us to get closer to the limits given by
silicon as a detector material.
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Fig. 4.63. Carbon spectrum recorded with a frame store pn-CCD. The C-line energy
is at 277 eV corresponding to 75 electrons generated by the incoming low energy
X-ray. The measured FWHM is around 80 eV. Due to partial absorption of signal
carriers, the peak is shifted by 30 eV toward lower energies, if compared to the peak
position of the Mn Kα line at 5.9 keV

Other Applications

In recent years, many other applications with pn-CCDs have been realized.
The fields of application are very different as well as the appreciated advan-
tages of the pn-CCD. Some examples:

1. X-ray microscopy. At BESSY II a new generation of X-ray microscope
has been installed, equipped with a pn-CCD system. The high efficiency
for X-rays below 1 keV, the ultrafast readout and the high radiation hard-
ness were the key properties to switch from MOS-type CCDs to fully
depleted back-illuminated pn-CCDs [85].

2. Plasma diagnostics. X-ray spectroscopy is frequently used for plasma
diagnostics in fusion reactors. The temperature can be determined quite
precisely (the black body radiation of the plasma exhibits X-ray energies
up to 10 keV with high flux) and the contamination of the plasma can be
analyzed [86]. It is foreseen to install a pn-CCD system at the new fusion
reactor in Greifswald, Germany. The preferred properties were the high
quantum efficiency at the high energies and the fast readout.
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Fig. 4.64. The frame store pn-CCD as designed for the German ROSITA mission
will have a format of 256 × 256 pixel with a size of 75× 75 μm2 in the image area
and 256× 256 pixel with a size of 75× 51 μm2 in the frame store

3. Quantum optics. Multi-ionization processes have been studied with a
pn-CCD system at the MPI for quantum optics. They could improve the
sensitivity of the experiment by the high efficiency of the pn-CCD in the
VUV range at energies around 25 eV. The radiation, stimulated with a
6 ms laser was recorded in an integration mode, i.e., not in a single photon
counting mode. [87]

4. Electron emission channeling spectroscopy. The emission channel-
ing spectroscopy technique allows the direct determination of the lattice
sites of radioactive impurity atoms that are incorporated into single crys-
talline solids [88]. Electrons from a few keV to several hundreds of keV
were recorded with high precision in energy and position.

5. CAST. The CAST experiment is dedicated to the search for solar ax-
ions [89]. Its main components are a large superconducting magnet of
10 T, an X-ray telescope mounted behind the magnet and a pn-CCD cam-
era system behind the telescope. The pn-CCD is used for the detection
of X-ray radiation between 1 keV and 8 keV caused by the conversion of
axions into X-rays through the Primakov effect.

6. Transition radiation. A novel K-edge imaging method has been devel-
oped aiming at the efficient use of transition radiation generated by a high
energy electron beam. The method is applied in material science, biology
and medicine [90].
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4.3.4 Conclusion

Since the invention of the silicon drift detector by Gatti and Rehak in 1983,
a large variety of new detector structures based on the principle of sideward
depletion have been developed. Those detectors have left their initial fields of
applications in high energy physics, astrophysics and synchrotron radiation
research. They are now a mature technology and open many new industrial
applications. Experiments in basic research have driven the performance pa-
rameters toward the optimum for the specific applications: high quantum
efficiency, excellent energy resolution, high radiation tolerance, good position
resolution, high speed, large and almost cosmetic defect free devices, homo-
geneous response of the full bandwidth of radiation and high background
rejection efficiency. It will be the aim of future developments to approach the
physical limits in radiation detection and to breathe in additional intelligence
into the local detector systems to face the steadily increasing amount of data
and power dissipation.

Acknowledgments

The XMM focal plane configuration has profited from many discussions with
scientists of the Max–Planck-Institut für extraterrestrische Physik and of the
MPI-Halbleiterlabor. In particular, we are indebted to Heike Soltau, Gerhard
Lutz, Rainer Richter, and Heinrich Bräuninger. The frequent discussions with
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4.4 Wavelength Dispersive XRF and a Comparison
with EDS

N. Kawahara and T. Shoji

Wavelength dispersive XRF (WDXRF) is the method that utilizes Bragg dif-
fraction of single crystal or synthetic multilayer to disperse fluorescent X-rays.

WDXRF has the following advantages compared to energy dispersive XRF
(EDXRF):

• Higher spectral resolution especially in longer wavelength, or low energy
region

• Lower background
• Wider dynamic range
• Measuring ability of ultralight elements down to beryllium
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On the other hand, the disadvantages are:

• More complex system
• Lower detection efficiency and requiring X-ray source of higher power

In this section, the components, the varieties of equipments and some appli-
cations of WDXRF are briefly described.

4.4.1 Dispersion Materials for WDXRF

The WDXRF spectrometer utilizes Bragg diffraction with crystals to disperse
X-rays. Bragg’s equation is written as (4.62).

nλ = 2d sin θ. (4.62)

Here, n is the reflection order, λ is the wavelength of incident X-rays, d is the
lattice spacing of the crystal and θ is the incident angle. Equation (4.62) shows
λ must be smaller than 2d. Practically, the scanning range of the goniometer
(usually 2θ < 150◦) limits λ < 2d sin 75◦. Angular dispersion of a spectrometer
is obtained by differentiating (4.62).

dλ
dθ

=
2d cos θ
n

. (4.63)

Equation (4.63) illustrates that higher reflection angle θ and/or higher
diffraction order n gives better wavelength resolution.

The relationship between angular resolution and relative wavelength res-
olution is derived from (4.62) and (4.63) as (4.64).

dλ
λ

=
dθ

tan θ
. (4.64)

Equation (4.64) illustrates that higher reflection angle θ, in other words, using
smaller 2d value crystal gives higher wavelength resolution.

Crystals

There are several crystals commonly used in WDXRF spectrometers
(Table 4.4). These are chosen by the 2d value (spectral range) and resolu-
tion or reflectivity. For the finite thermal expansion coefficient, spectrometers
are usually equipped with temperature-stabilizing systems to fix the 2d value
of the crystal.

Synthetic Multilayers

For analyses of lighter elements, i.e., detecting longer wavelength X-rays, we
need a dispersion material with a larger 2d value as mentioned above. For
example, N -Kα’s wavelength is 3.16 nm. This cannot be diffracted even with
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TlAP (2d:2.576 nm), though Langmuir–Blodgett films such as lead stearate
(2d:10.04 nm) have been utilized for ultralight elements, with very low reflec-
tivity.

Synthetic multilayers (SML) have been utilized since the 1980s as dis-
persion devices for soft X-rays or EUV [91]. Typically, SML is formed as a
multiple periodic stack of refraction layers, which consist of a heavy element in
most cases, and transmission, or spacer layers which consist of a light element,
as illustrated in Fig. 4.65.

There are factors which influence the characteristics of an SML, such as
the refraction coefficients of layers, the thickness ratio of the refraction layer
and transmission layer (called Γ value, see Fig. 4.65 for the definition), total
layer number, sharpness of the layer boundaries, etc.

The optimal substance pair should have low absorption and large Fresnel
coefficient, i.e., a large difference of refraction indices between the spacer and
refraction layer. The complex refraction index n is described using atomic
scattering factor f1 + if2 as (4.65)

n = 1 − δ + iβ = 1 − r0λ
2

2π
NAρ

A
(f1 − if2). (4.65)

Here, δ and β are the real and imaginary part of refractive index, r0 is the clas-
sical electron radius, λ is the wavelength of incident X-rays, NA is Avogadro
number, ρ is the density, and A is the atomic weight.

Yamamoto and Namioka [92] have presented a way to find such a proper
pair using a plot of complex refraction indices. Figure 4.66 is an example
of the plot for C-Kα. The scattering factors used are that of Henke et al.
[93]. Yamamoto and Namioka also proposed designing methods of each layer
thickness and total layer number using complex amplitude reflectance.

It should be mentioned that realizing a sharp interface between layers is
also an important property for good SML and it limits the choice of layer
materials. SMLs have a number of advantages over natural crystals; much
higher reflectivity, physical stability, small thermal expansion coefficient, and
suppression of higher order reflection. Regarding higher order reflection, dras-
tic suppression is achieved by adjusting Γ value. For example, a second (third)
order reflection is virtually eliminated with an SML of which Γ is 1/2 (1/3).

dt
dr

d 

G = dr / d

Fig. 4.65. Schematics of an synthetic multilayer (SML)
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Fig. 4.66. Material map in complex refractive index plane at 277 eV (C-Kα). Bulk
densities at room temperature are used

A noteworthy matter on the use of SML is that the dispersion may not obey
Bragg’s equation. Considering the refraction index (4.62) has to be modified as

nλ = 2d sin θ
(

1 − δ − iβ
sin2 θ

)
. (4.66)

As refraction index depends on the wavelength of incident X-rays, the
apparent 2d value calculated by using “simple” Bragg’s equation varies de-
pending on wavelength.

The other issue is the background from SML. The best choice of the spacer
layer material is often the element to be analyzed. In this case, the fluorescence
from this spacer layer diffracted in the SML can shape a weak peak.

Some commercial SMLs are listed in Table 4.5. A useful database for per-
formances of various SMLs is available at a web site of The Center for X-Ray
Optics, Lawrence Berkeley National Laboratory [94].

4.4.2 Detectors and Electronics

Scintillation Counter

A scintillation counter (SC) is one of the most common X-ray photon counters
because of ease of handling, low noise characteristic and high counting rate.
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Table 4.5. List of some commercial SMLs [95, 96]

Name 2d (nm)∗ Suitable elements

OV-045A 4.5 F ∼ Mg
OV-050A 5.0 F ∼ Mg
OV-055A 5.5 F ∼ Mg
OV-120N 12 B ∼ O
OV-160N 16 B ∼ O
OV-160H 16 B
OV-200H 20 B

PX1 5 O ∼ Mg
PX2 12 B, C
PX3 20 B
PX4 12 C
PX5 N
PX6 Be

RX25 3 O ∼ Mg
RX35 5.5 O ∼ Mg
RX40 8 O, N
RX45 11 N
RX61 16 C, B
RX75 16 B
RX80 20 Be
∗2d values may have ranges.

The SC consists of a scintillator and a photomultiplier (Fig 4.67). The most
widely used scintillator is sodium iodide crystal doped with thallium 0.1 mol%
(NaI(Tl)). An X-ray photon penetrating into a NaI(Tl) scintillator produces
a light pulse of around 410 nm. The intensity of the light pulse is proportional
to the incident X-ray photon energy. The light pulse is converted to electric
pulse, the height of which is proportional to the X-ray photon energy.

SC is utilized for X-rays of 4 keV or higher energy due to poor energy
resolution in the low energy region.

Dynodes

Anode Cathode

Light shield
Photomultiplier

Scintillator 

Be window Silicon grease

X-ray photon 

High voltage

Fig. 4.67. Structure of scintillation counter
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Center wire (anode)

Body (cathode)

Gas outlet

Gas inlet

Polymer window

Back window

High voltage

Soller slit 

Fig. 4.68. Structure of gas-flow proportional counter

Gas Proportional Counter

The gas proportional counter consists of a gas chamber filled with noble gas
and a center wire applied with a high positive voltage (Fig 4.68). An incident
X-ray photon ionizes a gas atom and the cation and electron formed move
toward the body (cathode) and the center wire, respectively. The electron gives
rise to an avalanche effect. Finally, a current pulse which height is proportional
to the energy of the incident photon is formed.

Gas proportional counters are used for the energy range of 100 eV to
20 keV. When the transmission rate of the window is critical to detecting
efficiency in low energy region, thin (less than 1 μm) polymer film is used as
the incident window. Unavoidable gas leakage from such a thin film requires
constant gas flow into the chamber (flow proportional counter—F-PC ). The
most common gas for F-PC is Ar + 10% CH4 (called P-10 gas).

For the energy region higher than 1 keV, a sealed proportional counter
(S-PC) can be used. S-PC has a window of beryllium foil, which has sufficient
transmission rate and practically no gas leakage. The detecting efficiency in
this region depends on the absorption of the gas and the window transmission
rate. Optimization for a certain energy of X-rays can be done by adjusting
the gas pressure and choice of gas. As proportional counters have a simple
structure and design flexibility, one with a wide detecting area can easily be
realized.

Selection of Detector for WDXRF

The detectors commonly used for the WDXRF system are listed in Table 4.6
for selection criterion. In this table, some characteristics of the detectors are
compared and the element range that is suitable for measurement by each
detector is shown.

One-Dimensional Position Sensitive Detector

In WDXRF, one-dimensional position sensitive proportional counter (PSPC)
may be used. This type of detector has a subdivided cathode that is combined
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Table 4.6. Comparison for various detectors in the WDXRF system

SC S-PC F-PC

Applicable K-line Ti ∼ Sn Mg ∼ Mo B ∼ Ti
Elements L-line Sn ∼ U Sn ∼ U —

Quantum Efficiency High for short
wavelength

High for middle
wavelength
(depends on the
filled gas and
window
thickness)

High for long
wavelength

Counting Rate (c/s) Up to 1×106 Up to 4×106 Up to 4×106

Energy resolution of
detector itself (at
Mn-Kα)

40% 18% 18%

Elimination of higher
order reflection

Using PHA is not
so effective

Using PHA and
the gas
discrimination
are effective.

Using PHA and
the gas
discrimination
are effective.

Note Measures to peak
shift in PHA at
high counting
rate are required.

Gas density
should be
stable

with the position analyzing circuit so as to acquire information of the incident
position of each X-ray photon. The typical type of the detector has the spatial
resolution of about 0.1 mm.

Figure 4.69 schematically shows an example in which this detector is used
for a WDXRF measurement. The simultaneous measurement of wavelengths
is possible without moving the crystal and the detector by means of combining
this PSPC with the divergent fluorescent X-rays from a point-like source and
with a flat monochromator crystal [97].

Detector Electronics

Figure 4.70 is a block diagram of detector electronics. The most different
point from the EDXRF system is the pulse height analyzer (PHA) unit,
while the multichannel analyzer takes the place in the EDXRF system. In
addition, the time constant of the system is tuned corresponding to the
characteristic pulse shape of the detector. Examples of output pulses from
S-PCs are shown in Fig. 4.71 This pulse is integrated by the preamplifier and
then formed to a pulse of which the width is 0.3 μs to 1 μs, by the pulse
shaper.

The PHA unit is utilized to eliminate higher order reflection by energy
difference from the first order reflection. Figure 4.72 shows the effect of the
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Analyzing crystal

Sample 

PSPC

Incident x-rays
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Fig. 4.72. Mg-Kα spectrum from a Portland cement sample in integral mode (dot-
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PHA unit. Interfering third order reflection of Ca-Kα in the integral mode
measurement (I in Fig. 4.70) is eliminated in the differential mode (D in
Fig. 4.70).

4.4.3 Optics Used for the WD Spectrometer and its Components

Parallel Beam (Bragg–Brentano) Optics

Parallel beam optics consists of a flat crystal or a synthetic multilayer and
usually two Soller slits. Figure 4.73 illustrates the schematics. The Soller slit
[98] is utilized to define the divergence of fluorescent X-rays. It is formed
by thin metal foils (typical thickness: 0.05 mm) stacked in equal pitch. The
divergence of the X-ray beam passed through a Soller slit α is written as

α = 2S/l. (4.67)
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Here S is the gap of the foils and l is the length of the foils. In reality, α
gets tailing due to the total reflection on the foil surface. Typical values for
α range from 0.15 to 3◦. Most commercial spectrometers come with several
Soller slits of various divergences due to a Soller slit with smaller α (i.e., finer
S and/or longer l) gives higher angle resolution and lower flux.

The situation can be visualized and evaluated using a DuMond diagram
[99], that is a dispersion diagram in the angle-wavelength plane shown in
Fig. 4.74. The horizontal axis represents the 2θ angle and the vertical axis the
wavelength. This diagram shows the line of an expanded part of the function
given by Bragg’s equation (4.62) with the width ω, which is the intrinsic
diffraction width of the analyzing crystal in the reflectivity curve (so-called
“rocking curve” (b)). α in Fig. 4.74(a) stands for the divergence in (4.67).

In addition to the Soller slit parameter α, the wavelength resolution is
affected by ω and θ as well. If the X-ray beam incident on the crystal at
angle θ0 has a divergence α, reflection of X-rays occurs only in the shaded
portion in Fig. 4.74(a). The wavelength range Δλ of the reflected X-rays is
easily determined from the figure.

Convergent Optics

Convergent optics has the advantage of a larger capture angle when compared
to parallel beam optics. A geometry in which the incident angle to the crys-
talline plane is constant from a point improves the convergent optics. One
solution is to use a crystal bent in a logarithmic spiral shape [100], which is
defined by (4.68) in polar coordinates (r, φ)

r = A exp(φ cot θ). (4.68)

Here A is the scale factor and θ is the incident angle. The angle between
the tangent line to the crystal surface and the line from the origin O has
the constant angle θ at any point on the curvature. That means there is no
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Fig. 4.74. (a) DuMond diagram of a parallel beam optics (b) Rocking curve of a
crystal
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Fig. 4.76. Focusing of beam by (a) logarithmic spiral, (b) Johansson and (c) Johann
shaped crystal

aberration at the origin O, while it has aberration at the other focal point F
(Fig. 4.76a). Therefore, by putting the logarithmic curved crystal as F to be
at the primary slit and O at the secondary slit in Fig. 4.75, the wavelength
resolution can be tuned effectively with the gap of the secondary slit.

A focusing crystal with no aberration was developed by Johansson [101].
This Johansson type crystal has a crystal surface shaped as Rowland circle
of radius R and the crystalline plane curved with radius of 2R (Fig. 4.76b).
Thus, all the X-rays from the focal point F to the crystal have the identical
Bragg angle and, then, converge at the other focal point F ′. Although the
Johansson type realizes an ideal convergent optics with no aberration, it is
not so widely used due to the difficulty to give crystals the necessary shape.

Another crystal shape commonly used for convergent optics is the Johann
type (Fig.4.76c), which is curved with radius 2R and put so as to be tangent
to the Rowland circle of radius R [102]. Unlike the Johansson crystal, in the
case of Johann geometry the crystal surface is on the circle of radius 2R.
Therefore, the Johann crystal produces aberration at both focal points. This
is a major practical difference from the case of the logarithmic spiral crystal,
which has the aberration only on one side. For both geometries, the Johann
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and the logarithmic spiral crystal, the aberration is smaller at higher Bragg
angles and it is almost negligible in 2θ range larger than 90◦.

4.4.4 Types of WDXRF Spectrometer

Sequential Spectrometer

The sequential WDXRF spectrometer has single parallel beam optics, as
described in Sect. 4.4.2. This disperses X-rays sequentially by rotating the
crystal and the detector, keeping these rotating angles as θ and 2θ, respectively.
The sequential spectrometer is capable of detecting arbitrary wavelength of
X-rays in the range covered by the crystals with which the spectrometer is
equipped. There are two types of layouts, tube-above (as shown in Fig. 4.73)
and tube-below (turn Fig. 4.73 upside down). Tube-above layout is robust to
contamination from samples while tube-below layout suits liquid samples.

Simultaneous Spectrometer

The simultaneous WDXRF spectrometer has a multiple number of convergent
optics, one for each X-ray line to be analyzed. Each optic can detect a certain
X-ray wavelength. The main fields of use of simultaneous spectrometers are for
quality control in material industries such as steel, cement, semiconductors,
etc. In these applications, accurate and rapid analyses of limited elements
are required. There are also tube-above and tube-below layout simultaneous
spectrometers, which are adapted to the particular application as sequential
spectrometers.

Double Crystal Spectrometer

When a single crystal is insufficient for a required wavelength resolution,
an arrangement using two (or more) crystals in sequence can be used. This
technique is explained using the DuMond diagrams below. First, we consider
the arrangement of two crystals, A and B, as given in Fig. 4.77a. Rotation
of crystal A to give an increase in X-ray incidence angle will decrease the
incidence angle on B.

Giving the DuMond curves of A and B on a single graph, the directions
are opposite, as shown in Fig. 4.77a. The distance between the origins of the
two curves is given as the difference in the set crystal angles ω. Conditions for
reflection are given at the intersection of the curves in Fig. 4.78a. Wavelength
spectrum resolution is much better than for the single crystal case.

The configuration of Fig. 4.77a is called as a (+ +) configuration, while
Fig. 4.77b is known as a (+−) configuration. When using three or more crys-
tals, individual DuMond diagrams may be layered together. An actual exam-
ple of the optics of a double crystal spectrometer with a (+ +) arrangement
is given in Fig. 4.79 [103]. It is designed to measure chemical shifts.
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Fig. 4.78. DuMond diagrams for (a): (++) configuration, (b): (+−) configuration

A planetary gear A1 meshing with a stationary gear B1 carries an arm C.
The arm holds a second crystalD. A coaxial shaft E1 of the gear A1 is directly
connected to a first crystal F at an equal distance from the second crystal D.
The center of the first crystal F is positioned at the center of a main wheel
G, which is driven through a worm after 2:1 reduction by a stepping motor
M . The stepping motor M is positioned outside the vacuum spectrometer
chamber. A detector P is kept in track with an independent gearing system.
Another coaxial shaft E2 drives a gear A2 meshing with a stationary gear B2.
The shaft is directly connected to a gear A3 and the wheel G. The gear A2
has an arm, which carries a shaft J that follows the same track as the second
crystal. A planetary gear K, which meshes with the gear A3, generates the 4θ
motion needed to receive the X-rays diffracted by the second crystal. A Soller
slit S is inserted between the sample and the first crystal to avoid vertical
divergence of the X-rays.

Figure 4.80 is an example of the comparison of the energy resolution of
the double crystal spectrometer to the single crystal spectrometer. The high
wavelength resolution of the double crystal spectrometer is useful for chemical
state analyses. There are studies using double crystal spectrometers, such as
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Fig. 4.79. A double crystal spectrometer of (+ +) configuration [103]
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Fig. 4.80. Al-Kα spectrum taken with a single crystal spectrometer (dotted line)
and with a double crystal spectrometer (solid line)

valence analysis of metal compounds [104] and, as a recent study, electronic
state analysis of cobalt in lithium ion battery [105].

Double crystal spectrometers have the following advantages compared to
X-ray photoelectron spectrometry (XPS or ESCA):

• Ultra high vacuum is not required.
• Insulators are analyzable as well as conductors.
• It is not a surface analysis but a bulk measurement.
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4.4.5 Selected Applications Suitable for WDXRF

Boron in BPSG (Boro-Phospho-Silicate Glass)

BPSG has been a widely used material as interlayer insulation films in the
semiconductor industry. As controlling the composition of the material is crit-
ical for the property, the analysis of the content of boron and phosphorus in
BPSG layers takes a key roll in the process. Equipping a gas-flow proportional
counter with an ultrathin (sub-μm) polymer window for detecting and using
a synthetic multilayer for dispersing, WDXRF spectrometer realizes sufficient
analyzing efficiency [106].

Phosphorus in Silicon

The measurement of dopant content such as phosphorus in silicon is another
important application in the semiconductor field. However, to detect P-Kα
(2.013 keV) in the huge silicon peaks (Si-Kα: 1.74 keV, Si-Kβ: 1.836 keV) is
not practical with an EDXRF spectrometer. On the other hand, when using
a WDXRF spectrometer equipped with germanium (111) (2d = 0.65327 nm)
or graphite (0002) (2d = 0.6705 nm), there is no interference of the silicon
fluorescence with the phosphorus fluorescence. This fact is explained by the
Bragg’s equation (4.62). The equation shows that when the X-ray wavelength
is longer than the 2d value of the crystal, no Bragg diffraction occurs. This is
the case for Si-Kα (0.7126 nm) or Si-Kβ (0.6753 nm) with the crystals given
above but not for P-Kα (0.6159 nm).

Vanadium in Titanium Alloy

Owing to high wavelength resolution, V-Kα can be separated from Ti-Kβ with
a WDXRF spectrometer.

Figure 4.81 illustrates spectra of Ti alloy SRMs taken with a WDXRF and
an EDXRF spectrometer. Besides this example, interference of Cr with Mn
or Fe with Co can be resolved with WDXRF spectrometers. Generally, in
the lower energy region, higher relative energy resolution is achieved with a
WDXRF spectrometer.

Mol Ratio Analysis of BaTiO3

Barium titanate (BaTiO3) is one of the most widely used dielectric materials
for capacitors. The stoichiometry is a key parameter for the dielectric property
of BaTiO3 and Ba/Ti mol ratio analysis is required to satisfy the precision of
0.05 C.V.% or better. This means that even the lower one of Ba and Ti fluo-
rescence counts is required to be larger than 4×106 by statistics, practically
both are to be of the order of 107. Furthermore, Ti-Kα (0.2750 nm, 4.509 keV)
and Ba-Lα (0.2776 nm, 4.466 keV) must be well separated from each other.
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Fig. 4.81. Spectra of two Ti alloys taken by a WDXRF spectrometer and a EDXRF
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Fig. 4.82. Calibration line of Ba/Ti mol ratio for BaTiO3 using a WDXRF spec-
trometer. Samples are prepared as fusion beads

Figure 4.82 shows a calibration curve of Ba/Ti ratio of barium titanate
measured by using a simultaneous spectrometer equipped with high-resolution
optics and a 4 kW tube. The measuring time is 200 s and each measured point
of Ti-Kα and Ba-Lα amounts to more than 108 counts (i.e., count rates are
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more than 5 × 105 cps). The achieved repeatability is 0.02 C.V.%. In addi-
tion, the samples are prepared as fusion beads (flux: Li2B4O7, flux/sample
ratio = 10/1). It should be mentioned that a reproducible sample preparation
technique is another key issue of a precise analysis.

4.4.6 Comparison of WDXRF and EDXRF

As the summary of this section, the characteristics of WDXRF (W) and
EDXRF (E) are summarized as follows.

Energy Resolution and Peak to Background(PB) Ratio

W: WDXRF is excellent for detecting light and middle elements. It can
perform separation of proximity lines and with a high energy resolu-
tion delivers a high PB ratio. Therefore, it is suitable for analysis of a
multi-ingredient sample.

E: As compared with WDXRF, since energy resolution is poor especially
in middle and light element range, it tends to be influenced by peak
overlapping. In case of the analysis of a light element that appears near
the main ingredients, the tail of the main-ingredients peak serves as a
strong background, and PB ratio may become poor.

Dynamic Range

W: Since the dynamic range of counting rate is wide compared to EDXRF,
the measurement is possible under the same excitation conditions of
X-ray source from a very-small-quantity ingredient to the main ingre-
dient. In order to realize the high precision analysis of the main ingredi-
ents, it is necessary to suppress statistical error in X-ray counting. The
upper limit of counting rate is 1 or 2 million cps or more in WDXRF
system. Since this value is large compared to EDXRF, the measurement
that suppresses the error becomes easy.

E: The saturation of counting rate of the ED detector at high-count rate
restricts the performance in a certain kind of application. It is not suitable
when high intensity is needed in order to take high precision measurement
of the main ingredients etc.

Measurable Element Range

W: Measurable element range of WDXRF is down to beryllium owing to the
ultrathin (sub-μm) polymer detector window and a synthetic multilayer

E: Practical element range is sodium and heavier for usual EDXRF, except
for EDXRF with special specification.
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Equipment Composition and Dimension

W: Generally equipment size becomes large and is expensive because of the
using of an optical system for wavelength dispersion and high power unit
for X-ray tube.

E: Construction of EDXRF equipment is simple and can be miniaturized.
Portable types and even handheld types have been already realized.

Detecting Efficiency, Smallest Limit of Sample Size

W: Since the X-ray acceptance solid angle from a sample is small because
of the using of a collimator system including a monochromator crystal
that has low reflectivity of X-rays, the detection efficiency of fluorescent
X-rays from a sample is very small. Therefore, generally it is unsuitable
for measurement of feeble fluorescent X-rays, i.e., analysis of a small
quantity sample or a small area. Since detection efficiency is so small, a
high power source of X-rays is required.

E: It is possible to make the detector position closer to a sample and the
acceptance solid angle of the fluorescent X-rays from the sample can be
enlarged. Therefore high sensitivity measurement for a small area or a
small amount of sample quantity can be performed.

References

1. Rutherford E, Geiger F, Proc R Soc 81, 141 (1908)
2. Fiorini C, Longoni A, Perotti F, Labanti C, Rossi E, Lechner P, Soltau H,
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16. Lechner P, Strüder L, Ionization statistics in silicon X-ray detectors – new

experimental results, Nucl Instrum Meth A 354, 464–474 (1995)
17. Fano U, Phys Rev 27, 26 (1947)
18. Debertin D, Helmer RG, Gamma- and X-ray Spectrometry with Semiconductor

Detectors, North-Holland, Amsterdam (1988)
19. Knoll G, Radiation Detection and Measurement, 3rd edn, Wiley, New York

(1999)
20. dos Santos JMF, et al., The development of portable gas proportional scintil-

lation counters for X-ray spectrometry, X-Ray Spectrom 30, 373–381 (2001)
21. Lutz G, Semiconductor Radiation Detectors, Springer, Berlin (1999)
22. Landolt-Börnstein, Semiconductors, Physics of Group IV Elements and III–V

Compounds, vol. III/17a, Springer, Berlin (1982)
23. Nashashibi T, White G, IEEE Trans Nucl Sci NS-37(No. 2), 452 (1990)
24. Rossington CS, Giauque RD, Jaklevic JM, A direct comparison of Ge Na Si(Li)

detectors in the 2–20 keV range, IEEE Trans Nucl Sci 39(No. 4), 570–576
(1992)

25. Amptek, Inc., Bedford, MA, USA
26. Wang YJ, Iwanczyk JS, Graham WR, Evaluation of HgI2 detectors for lead

detection in paint, IEEE Trans Nucl Sci 40, 846 (1993)
27. Squillante MR, Entine G, New applications of CdTe nuclear detectors, Nucl

Instrum Meth A 322, 569 (1992)
28. McConnell ML, et al., Three-dimensional imaging and detection efficiency per-

formance of orthogonal coplanar CZT strip detectors, Proc SPIE 4141, 157
(2000)

29. Bertuccio G, et al., Pixel X-ray detectors in epitaxial gallium arsenide with
high-energy resolution capabilities (Fano factor experimental determination),
IEEE Trans Nucl Sci 44, 1–5 (1997)

30. Gatti E, Rehak P, Semiconductor drift chamber – An application of a novel
charge transport scheme, Nucl Instrum Meth A 225, 608–614 (1984)

31. Rehak P, et al., Semiconductor drift chambers for position and energy mea-
surements, Nucl Instrum Meth A 235, 224–234 (1985)



304 References

32. Takahshi J, et al., Silicon drift detectors for the STAR/SVT experiment at
RHIC, Nucl Instrum Meth A 439, 497–506 (2000)

33. Holl P, et al., A 55 cm2 cylindrical silicon drift detector, Nucl Instrum Meth
A 377, 367–374 (1996)

34. Bertuccio G, Castoldi A, Longoni A, Sampietro M, Gauthier C, New electrode
geometry and potential distribution for X-ray drift detectors, Nucl Instrum
Meth A 312, 613 (1992)

35. Kemmer J, Lutz G, Belau E, Prechtel U, Welser W, Low capacity drift diode,
Nucl Instrum Meth A 253, 378–381 (1987)

36. Lechner P, et al., Silicon drift detectors for high resolution room temperature
X-ray spectroscopy, Nucl Instrum Meth A 377, 346–351 (1996)

37. Lechner P, et al., New DEPMOS applications, Nucl Instrum Meth A 326,
284–289 (1993)

38. Hartmann R, et al., Ultrathin entrance windows for silicon drift detectors, Nucl
Instrum Meth A 387, 250–254 (1997)

39. Leutenegger P, et al., Silicon drift detectors as radiation monitor for x-, gamma
rays and particle, Proc SPIE 4012, 579 (2000)

40. Radeka V, et al., Implanted silicon JFET on completely depleted high-
resistivity devices, IEEE Electron Device Lett 10(No. 2) 91 (1989)

41. Kemmer J, et al., Experimental confirmation of a new semiconductor detector
principle, Nucl Instrum Meth A 288, 92 (1990)

42. Pinotti E, et al., The pn-CCD on-chip electronics, Nucl Instrum Meth A 326,
85–91 (1993)

43. Sampietro M, Fasoli L, Rehak P, Strüder L, Novel pJFET embedded in silicon
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von Zanthier C, Bräuninger H, Briel U, Carathanassis D, Dennerl K,
Haberl F, Hartmann R, Hartner G, Hauff D, Hippmann H, Holl P,
Kendziorra E, Krause N, Lechner P, Pfeffermann E, Popp M, Reppin C,
Seitz H, Solc P, Stadlbauer T, Weber U, Weichert U, Fabrication, test and
performance of very large X-ray CCDs designed for astrophysical applications,
Nucl Instrum Meth A 439(2,3), 547–559 (2000)
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Hartmann R, Strüder L, High-order harmonic generation at a repetition rate
of 100 kHz, Phys Rev A 68, 013814 (2003)

88. Ronning C, Vetter U, Uhrmacher M, Hofsäss H, Bharut-Ram K,
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5

Quantitative Analysis

5.1 Overview

M. Mantler

The observed photon rate from an analyte element in a specimen is a func-
tion of many factors. Most notably it depends on the weight fraction (in
bulk materials) or mass (in thin layers) of that element, the matrix (i.e., the
accompanying elements), the specimen type (bulk, powder, liquid, thin film
structure, etc.), irradiated size, shape, thickness, method of manufacturing
and preparation, geometrical setup of the spectrometer, flux and spectral dis-
tribution of the exciting radiation, and the detection system. In most cases
the analytical goal of quantitative XRF is the determination of concentra-
tions of elements (or stoichiometric compounds), but in many applications
the thickness of single or multiple layers, or individual thicknesses in layered
structures are of interest as well, possibly in addition to the concentrations in
each layer and/or the substrate. Theoretical as well as empirical approaches
are available and used in quantitative XRF (Table 5.1).

The theoretical methods are based on mathematical models for the exci-
tation of atoms and subsequent relaxation processes, the absorption (attenu-
ation) of radiation within the specimen by the analyte atoms and the matrix,
and possibly indirect excitation effects by certain matrix atoms. Simplifying
assumptions are often made, for example that the specimen is perfectly flat
and homogeneous, and that each, incident and fluorescent beam, is paral-
lel. Because of the involved basic physical parameters, such as attenuation
coefficients, transition probabilities, and fluorescent yields, this is called the
fundamental parameter (FP) method. An introduction to FP theories based
on the mathematical foundations laid by Sherman [51, 52] and by Shiraiwa
and Fujino [53] is given in Sect. 5.2. This is then extended to the analysis of
multiple layer structures (Sect. 5.5), and a discussion of light elements analysis
with their specific indirect excitation effects (Sect. 5.6).
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Table 5.1. Main applications of the various analytical methods

Method Bulk Single layers Multiple layers Inhomogeneous materials

EIC Yes Very limited No No
TIC Yes No No No
FP Yes Yes Yes No
MC Possible Possible Possible Yes

(EIC: empirical influence coefficients, TIC: theoretical influence coefficients,
FP: classical fundamental parameters, MC: Monte Carlo)

An alternative is to use empirical methods, which employ relatively sim-
ple mathematical descriptions of the relationship between photon counts and
concentration (working curves or calibration curves). They may be limited in
their applicability to a certain range of concentrations and work best with
carefully selected and prepared sets of standard specimens of similar compo-
sition as the unknown specimen. Methods with empirical calibration curves
can also be used for the determination of the thickness of (single) thin layers.

The concept of influence coefficients is used to describe the relationship
between count rates and concentrations in a way that directly reveals the
effect of the matrix on the count rates from the analyte element (Sect. 5.3).
The general principle is that the “ideal” calibration curve is assumed to be in
principle linear, however affected by matrix effects and thereby distorted (i.e.,
made nonlinear). By applying corresponding counteracting “corrections,” the
experimental curve is again linearized. The coefficients, which account for the
extent of these (mathematical) corrections for each matrix element, are called
empirical or theoretical influence coefficients, respectively, depending on the
method of their determination.

The accuracy of empirical methods (where the influence coefficients are
determined by measuring standards) can be very high and is only limited
by experimental issues (mainly the repeatability and reproducibility of the
measurements and the specimen preparation procedure) and the quality of
standards (reliability of the provided data and a close similarity of their com-
position and preparatory method to that of the unknown material). In prac-
tice, it is often difficult (and expensive) to maintain the required quality and
sometimes impossible to obtain or manufacture the standard specimens.

Theoretical influence coefficient methods are based on the classical set of
FPs and their accuracy is comparable to that of any other FP method. Since
the main time-consuming step is the computation of the influence coefficients,
routine analysis with precomputed sets of coefficients is very fast. Compared
to the empirical parameter method, the accuracy can be similar if the same
set of standards is used.

The high long-term stability of modern instruments allows precalibration
for all elements in the factory with simple drift corrections on site. Analysis
can thereby be carried out without actual standards (Sect. 5.7).

Monte Carlo methods are sometimes employed for analyses of inhomoge-
neous materials and for studying complex indirect excitation effects, such as
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the excitation of light elements by photo-electrons and Auger-electrons. They
are by their nature an FP method, but based on a statistical description of
interactions rather than on a deterministic equation system. A brief introduc-
tion to the principles of the method is given in Sect. 5.8.

An important aspect of any analytical task is to estimate the resulting error
in view of the chosen methodology (achievable trueness and precision) and the
probable statistical error made in an individual measurement (Sect. 5.9).

Following the demands of modern industrial networks for precise crite-
ria, rules, guidelines, and definitions, internationally accepted standards have
been set up not only for materials and manufacturing processes but also for
analytical procedures. An introduction to standardized methods in XRF, as
they are used for example in the petrochemical industry and in the cement
industries, is given in Sect. 5.10.

5.2 Basic Fundamental Parameter Equations

M. Mantler

Many of the roots of the FP method can been found in the early works by
Barkla and Sadler [3], Beatty [5], Kramers [30], Moseley [40], Siegbahn [54],
von Hevesy [59], and Glocker and Schreiber [21]. The immediate ancestors
of modern methods are, however, the investigations by Gillam and Heal [20],
Beattie and Brissey [4], and finally Sherman [51, 52] as well as Shiraiwa and
Fujino [53], who laid the mathematical foundations to the FP method as it
is used today. Gilfrich and Birks [19] measured and published spectral distri-
butions of radiation from X-ray tubes, which for the first time allowed the
computation of realistic numerical count-rate values from FP equations, and
Criss and Birks [12] took advantage of the development of fast and affordable
computers and developed the first widely available FP software package for
quantitative analysis. A survey of historical landmarks in X-ray analysis has
been given by Gilfrich [18].

This section introduces the basic method and the involved FPs. It covers
in some mathematical detail a description of the basic interactions, direct
and indirect excitation of fluorescent radiation in bulk materials, and direct
excitation in thin layers. The equations are extended in following sections
dealing with multiple thin film layers [13, 36, 37], complex interactions in light
element analysis [28, 29, 38], and the theoretical influence coefficients methods.
In view of the complexity of the subject, the theory presented in this chapter
remains nevertheless incomplete. It is limited to those components which are
usually included in commercial software packages and is complemented by
brief discussions of scattering, light elements, and Monte Carlo techniques. A
new database of FPs for XRF has been recently compiled by Elam et al. [16],
and data from various sources (mainly of attenuation coefficients) compared
by Ebel et al. [15].
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5.2.1 Fundamental Parameter Equations for Bulk Materials

Basic Interactions Between Photons and Atoms

Note 1: Interaction and absorption. In analytically oriented discussions, inter-
action is often not clearly distinguished from absorption. There is, however,
an important difference: interaction encompasses all events in which a photon
can participate, while absorption relates only to those, where a transfer of
energy from a photon to an atom occurs. Photo-effect and Compton effect
(incoherent scattering) transfer energy, but coherent scattering does not.
Absorbed energy is responsible not only for the creation of fluorescent ra-
diation (by photo-absorption), but also for changes in the chemical state of
absorbing atoms, which are bound into molecules, due to the primary photon
absorption as well as to exposure to secondary photons and electrons orig-
inating from the primary interaction. The amount of energy transferred to
the material is fundamentally associated with the concept of radiation doses,
which is used in health sciences to describe the effect of radiation on (human)
biological systems. Gray (Gy) is the base SI unit of absorbed dose and equiv-
alent to 1 J kg−1. The more generic term attenuation coefficient is used for
unspecified interactions (integrating photo-absorption, Compton- and coher-
ent scattering in the analytical range of X-rays), while absorption coefficient
applies specifically to photo-absorption.

Note 2: Photon counts and intensities. This and the following sections deal
with the excitation of fluorescent photons and present models to compute
their numbers as a function of specimen properties. These numbers corre-
spond to, or are proportional to, experimentally observed photon counts and
are in practice often called intensities. This is in contradiction to the exact
physical definition of an intensity, which refers to a quantity measured in units
of (W m−2) or equivalent. In order to provide a consistent notation, the terms
counts, count rate, and (photon-) flux should be preferred and used according
to their definitions, and the term intensity avoided except where physically
appropriate.

Atomic cross-sections. Within the energy range of XRF photons interact with
atoms by coherent scattering, incoherent scattering, and photo-absorption.
The probability p that a single photon participates in any of these possible
interactions with a single atom is quantified by the total atomic cross-section,
μAtom, and depends upon the properties of the atom as well as on the photon
energy. In a simplistic visual representation,1 the atom covers a virtual area

1The term cross section was originally used in particle physics to describe the prob-
ability of a neutron to interact with an uranium nucleus (which is “big as a barn”
compared to the tiny neutron). The apparent areal size of an uranium nucleus is
around 10−24 cm2
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1 atom 1 g = L /A atoms 1 cm3 = rL /A atoms

1 cm2

Fig. 5.1. Atomic cross-section, mass attenuation, linear attenuation

of μAtom (cm2) within a beam of monochromatic photons with a cross-section
of 1 cm2. The practical unit is (10−24 cm2) = (barns/atom) (Fig. 5.1).

The total atomic cross-section comprises all three possible ways of inter-
action and is thereby an attenuation coefficient :

μAtom, total = τAtom + σAtom, coh + σAtom, incoh (5.1)

τ is the usual denotation for photo-absorption and σ for scattering, where
coherent and incoherent scattering are distinguished.

If pAtom is the probability for a photon to interact with a single atom
located anywhere within the area of 1 cm2, then the presence of two atoms
will evidently double the probability, and n atoms increase it to pn = npAtom.
This is, however, only true for small values of n, and a meaningless probability
npAtom > 1 would result from large values of n. The correct model is to
virtually arrange the atoms in a row, one after the other, and to compute
the probability that the first interaction of the photon occurs at or with the
nth atom. The successful event terminates the sequence and no second or
further interaction is permitted for a photon (which is absorbed and thereby
annihilated, or scattered out of the beam into another direction). It is helpful
to ask first for the complementary probability of no interaction while passing
n atoms, 1 − pn = (1 − pAtom)n, from which follows pn = 1 − (1 − pAtom)n.

For very large numbers of n and small values of pAtom it is valid to apply
the approximation (1 − pAtom)n ≈ exp(−npAtom). This term is equal to the
ratio of the number of photons arriving behind an absorber, N , and those
entering, No:

1 − pn =
N

No
= e−npAtom .

Both n and pAtom are dimensionless. If the attenuation coefficient μAtom

with a dimension of (cm2) is substituted for pAtom, n must be replaced by
a matching variable of dimension (cm−2), n̂, which specifies the number of
atoms per cm2 and ensures a dimensionless exponent:

1 − pn =
N

No
= e−n̂μAtom .

Mass attenuation and linear attenuation. Since there are L/A atoms in 1 g of
atoms (L is Avogadro’s number and A the atomic weight or relative atomic
mass), a mass attenuation coefficient can be defined by μMass = μAtomL/A
(cm2 g−1). By introducing m̂ = m/Λ for the mass thickness (mass m per area
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Λ; the unusual symbol Λ is used while A stands for the atomic weight), one
obtains n̂ = m̂L/A, and:

n̂μAtom = m̂μAtom
L

A
= m̂μMass

N

N0
= e−m̂μMass .

Along a path of 1 cm, there are ρ ·L/A atoms per cm2 (ρ is the density of
the material in g cm−3) interacting with the photons. We define

μlinear = μMassρ = μAtomρ
L

A
(cm−1)

μlinear is called linear attenuation coefficient. It is used to compute the atten-
uation along a path length T (cm) by n̂ = TρL/A atoms/cm2:

n̂μAtom = TμAtomρ
L

A
= Tμlinear

N

N0
= e−Tμlinear .

Symbols for μAtom, μMass, and μlinear are not used in a standardized
manner in the literature. We write μ̄ = μlinear for the linear coefficient and
μ = μ̄/ρ for the mass attenuation coefficient (as well as τ̄ , σ̄coh, σ̄incoh, and
τ, σcoh, σincoh, respectively). Literature data are generally given as mass at-
tenuation coefficients (cm2 g−1) or occasionally, in more theoretically inclined
publications, as atomic cross-sections (barns/atom).

Attenuation (absorption) laws. The photon counts N after an attenuator (ab-
sorber) in the equations given earlier are obviously a function of penetrated
thickness, T , or mass thickness, m̂:

N(T ) = N0e
−μ̄T and N(m̂) = N0e

−μm̂. (5.2a)

These equations describe the (integral) attenuation (absorption) law.
The differentially small amount of photons, dN , which participate in an

interaction while penetrating a differentially small path length, dT (or mass
thickness, dm̂) is obtained by differentiation of N(T ) and N(m̂), respectively:

dN = −Nμ̄dT and dN = −Nμdm̂. (5.2b)

This is the differential attenuation (absorption) law. We distinguish the
differentially small number dN from a small real number (as it is used in
numerical calculations) by using the symbol Δ instead of the differential
operator, d, and omitting the negative sign:

ΔN = Nμ̄ΔT = NμΔm̂ = NμAtomΔn̂
pn = ΔN/N = μ̄ΔT = μΔm̂ = μAtomΔn̂ . (5.2c)

Note that because ΔT, Δm̂, and Δn̂ are inherently associated with small
numbers of atoms, pn is again the probability for an interaction with the atoms
along the path through ΔT, Δm̂, or Δn̂. This follows also from the integral
attenuation law by applying the approximation exp(−α) ≈ 1 − α for α� 1:
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1 − pn = exp (−n̂μAtom) ≈ 1 − n̂μAtom for n̂μAtom � 1
= exp (−T μ̄) ≈ 1 − T μ̄ for T μ̄� 1
= exp (−m̂μ) ≈ 1 − m̂μ for m̂μ� 1.

Attenuation by materials composed of several kinds of atoms. Real materials,
such as chemical compounds, alloys, or (homogenized) mixtures, often con-
sist of several elements. If the fractional numbers of atoms, Cj,Atom, (where
Cj,Atom ·N is the number of j-atoms and ΣCj,Atom = 1) are known for each
element, j, then the total (average) atomic attenuation coefficient of the ma-
terial is the weighted sum of the individual atomic attenuation coefficients:

μAtom =
∑

j

Cj,Atomμj,Atom. (5.3a)

If instead of atomic fractions the mass fractions (concentrations), Cj , of the
components are known (ΣCj = 1), then the mass attenuation coefficient of
the composed material is the weighted sum of the individual mass attenuation
coefficients, μj , with weight fractions as weight factors:

μ =
∑

j

Cjμj . (5.3b)

The same applies to τ and σ (and τAtom and σAtom). It should be noted that
for simple mixtures, the density of the composed material is given by:

1
ρ

=
∑

j

Cj
1
ρj
.

However, the density of chemical compounds or crystalline materials cannot
usually be accurately computed from the densities of the atomic constituents.

Photo-absorption in a specific shell or subshell. The photo-absorption coeffi-
cient τ is composed of the absorption coefficients of the individual shells and
in general given by: τ = τK + τL1 + τL2 + τL3 + τM1 + · · · These coefficients
for the individual shells (for example, τK) are usually not readily known, but
the ratios τK/τ , τL1/τ , τL2/τ , etc. can be computed from tabulated values of
absorption edge jump ratios, SK, SL1, SL2, etc. They are defined by the ratio
of the photo-absorption coefficients at the higher and lower energy sides of an
edge, for example for the K-edge:

SK =
τ

τ − τK or τK =
SK − 1
SK

τ (5.4a)

or for the L2-edge:

SL2 =
τ − τK − τL1

τ − τK − τL1 − τL2
or τL2 =

SL2 − 1
SKSL1SL2

τ (5.4b)

and correspondingly for all other subshells. These equations are valid for the
case that EK-edge < EPhoton. For cases where EL1-edge < EPhoton < EK-edge,
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set τK = 0 and SK = 1; for EL2-edge < EPhoton < EL1-edge, set τK = τL1 = 0
and SK = SL1 = 1, etc.

Excitation and relaxation of an atom. Photo-absorption is characterized by
a complete energy transfer of the photon’s energy to the atom, whereby the
photon is annihilated. In turn, the atom emits a (photo-) electron, which
carries a kinetic energy Ekin = EPhoton − EBinding, as well as a set of char-
acteristic photons and (Auger-) electrons with altogether a sum energy of
EBinding. Given a particular X-ray photon energy and kind of atom, this effect
favors interactions with electronic shells for which Ekin is small but EPhoton >
EBinding (i.e., photon energies just above an absorption edge are most effec-
tively absorbed by that shell).

This differs from optical excitation where no initial ionization occurs
(EPhoton < EBinding) and the energy of the absorbed photon must be
exactly the energy difference between two electronic states of the atom, often
the ground state and an excited state. Relaxation leads then to the emission
of a photon with the same energy as the originally absorbed photon, however
into a random direction. Such processes are not entirely impossible for X-rays,
but highly improbable.

The excited (ionic) atomic state relaxes by refilling the vacancy from an
outer shell. This is often associated with the emission of a characteristic pho-
ton and the creation of a new vacancy, which is in turn filled from a further
outer shell under emission of another photon. This cascade continues until all
allowed transitions are exhausted. Finally, a free electron fills the remaining
vacancy in an outer shell.

The transitions are governed by quantum-mechanical selection rules.
Within the regime of X-rays, fluorescent radiation is observed only from those
transitions with reasonable intensity (probability) where

Δj = −1 Or Δj = +1 Or Δj = 0 and Δl = −1 Or Δl = +1
(5.5)

(l and j are the quantum numbers with the usual meaning). For example, if
the K-shell was ionized, the most probable electron transition into the K-hole
is K ← L3. Also possible, however with lower probability, are K ← L2, and
K ← M3, etc. The vacancy in L3 after a K ← L3 transition can be filled by
L3 ← M5 or L3 ← M4 and so forth. Note that K ← L1 and L1 ← M1 are
forbidden transitions.

Any of these transitions allows the emission of a photon or of an Auger-
electron, as discussed later. The designation of emission lines follows the tran-
sition level designation (TLD) similar to the scheme mentioned earlier (but
without arrows, e.g., KL2 or L3M4), or the Siegbahn notation, where KL3 cor-
responds to Kα1, KL2 to Kα2, etc. Not all allowed transitions have a Siegbahn
designation.

Auger-effect and Coster–Kronig transitions. The relaxation of an
excited state by an electron transition is not necessarily associated with the
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emission of a photon. In a complex quantum-mechanical process, the energy
can be transferred to another electron of the atom, which is then emitted from
the atom and carries a kinetic energy of Ekin = EExcitedState −EGroundState −
EBinding. Altogether there are three electrons involved: the first is the photo-
electron, which is emitted when the photon is absorbed. In the subsequent
relaxation process, an outer electron fills the vacancy and appears to release
the energy EExcitedState − EGroundState by transferring it to a third electron,
which is bound to the atom by EBinding. However, quantum-theoretical mod-
els deny the existence of separable intermediate states during relaxation and
treat the relaxation and emission of the Auger-electron as a single process.
The atom is left in a doubly ionized state.

The Auger-electrons have characteristic energies, which can be measured
and related to the elemental composition of surface-near layers (Auger-
electron spectroscopy). Auger-probability, pAuger, and probability of photon
emission (fluorescent yield) [1, 2], ω, complement each other: pAuger + ω = 1.
Both are a function of atomic number and the (sub-) shell; ωK is around 50%
for Z = 32 and higher for heavier atoms. The Auger-probability dominates
significantly over the emission of fluorescent radiation at light elements. For
example, ωK ≈ 1.4 × 10−3 for carbon and ωK ≈ 7 × 10−4 for beryllium [16].
The poor photon count rates resulting from such low fluorescent yields are
among the main reasons for the difficulties arising in light element analysis
by XRF.

Note that for the L-shell (and higher shells), the subshell should be speci-
fied, such as ωL1, ωL2, ωL3. Each of the subshell-yields is much lower than ωK.

Another effect can take place within the L−, M−, and higher subshells,
where electrons can move from outer subshells to unoccupied states of inner
subshells, e.g., from L3 to L2 after L2-ionization or KL2 relaxation. This is
called a Coster–Kronig transition; it differs from the Auger-effect only by its
confinement to a set of subshells. The (small) excessive energy is transferred to
an outer electron or to the environment (lattice). The fact that Coster–Kronig
transitions effectively move vacancies into outer subshells has a considerable
effect on the intensities of the corresponding emission lines, which are propor-
tional to the number of vacancies.

5.2.2 Direct Excitation

Direct (primary) excitation is a process by which primary fluorescent radia-
tion from atoms in a specimen is excited by primary photons from an external
source, such as an X-ray tube, radioactive source, or synchrotron beam (the
theory of excitation by electrons or other charged particles is not covered
in this chapter) (Fig. 5.2). The alternative is indirect excitation, where the
observed fluorescent radiation is excited as a secondary process by photons
or particles (electrons) originating from direct excitation or other secondary
processes within the specimen.
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Primary photons Primary photons

Fluorescent photons Fluorescent photons

Fig. 5.2. Left: Direct fluorescent excitation of a single layer of atoms. The number
of the observed photons is proportional to the number of emitting atoms. Right:
A stack of atoms, where element and matrix dependent absorption effects must be
accounted for

Fluorescent radiation from a small number of identical atoms. From (5.2c)
it follows that ΔN = NprimμAtomΔn̂ interactions occur, when Nprim mono-
chromatic primary photons hit a small number Δn̂ of atoms/cm2. Thereof the
probability for photo-absorption (and not scattering) is τAtom/
μAtom, whereby any shell can be ionized. For the electron transition associ-
ated for example with Kα1-lines this must be the K-shell and the correspond-
ing probability is τK,Atom/τAtom. After ionization, relaxation by the proper
transition, e.g., KL3, takes place with probability pKα1. The probability for
the subsequent emission of a photon rather than of an Auger-electron is ωK

(fluorescent yield). Combining these factors gives the number of emitted Kα1-
photons: ΔNKα1 = NprimτK, AtomΔn̂pKα1ωK and

ΔNKα1 = Nprim
SK − 1
SK

Δn̂τAtompKα1ωK

= Nprim
SK − 1
SK

Δm̂τpKα1ωK (5.6)

= Nprim
SK − 1
SK

ΔT τ̄pKα1ωK.

Fluorescent radiation from a small number of mixed atoms. If only a certain
fraction of the interacting atoms is of element i (which emits the analyte
photons, ΔNi), the relative amount of i-atoms must be known. The number
of photons absorbed by element i is NprimCiΔm̂τi = NprimCi, AtomΔn̂τi, Atom,
respectively, and by using Δm̂ = Δm/Λ = ρΔT , the emitted number of
photons follows as:

ΔNi = Nprim
Si − 1
Si

Ci, AtomΔn̂τi, Atompiωi

= Nprim
Si − 1
Si

CiΔm̂τipiωi (5.7)

= Nprim
Si − 1
Si

CiΔT
ρ

ρi
τ̄ipiωi.
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Fluorescent i-photons
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incident photons

ψ� ψ��

W

x dx

Fig. 5.3. Direct excitation: beam geometry within sample

Fluorescent radiation from a large number of mixed atoms. The derivation
of the equation for a thick stack of layers extends these equations in two
steps: assuming that the layer from which the fluorescent photons originate
is shielded by a stack of atoms with thickness x (Fig. 5.3), the first step is to
account for the attenuation of the primary and fluorescent photons on their
path from and to the surface. The second step is to add up all layers which
emit fluorescent radiation.

The occurrence of path lengths suggests employing the third line of (5.7)
to determine the number of photons emitted from a thin layer of thickness Δx
at depth x, and those observed at the surface (note that this does not account
for the detection efficiency of the actual detector and/or spectrometer):

ΔNi, emitted at Δx = Nprim exp
(
− x

sin ψ′ μ̄S,E

)
Si − 1
Si

Ci
Δx

sin ψ′
ρ

ρi
τ̄i,Epiωi

ΔNi, observed = ΔNi, emitted at Δx exp
(
− x

sin ψ′′ μ̄S,i

)
Ω

4π
(5.8)

ΔNi, observed = NprimGiCi
ρ

ρi
τ̄i,E exp (−x · μ̄∗)Δx

gi =
Si − 1
Si

piωi

Gi =
Si − 1
Si

piωi
Ω

4π sin ψ′ = gi
Ω

4π sin ψ′
(5.9)

μ̄∗ =
μ̄S,E

sin ψ′ +
μ̄S,i

sin ψ′′ = μ̄′S + μ̄′′S where μ̄′S =
μ̄S,E

sin ψ′

and μ̄′′S =
μ̄S,i

sin ψ′′ and μ∗ =
μS,E

sin ψ′ +
μS,i

sin ψ′′ = μ′S + μ′′S

μS,E accounts for the attenuation of the primary photons in the (in general,
multi-element) specimen S, μS,i for the attenuation of the fluorescent photons
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from element i, Ω is the solid angle under which the photons are measured at
the surface. The index S is often omitted. See Fig. 5.3 for the definitions of x,
Δx, ψ′, and ψ′′.

The second step requires adding up all layers Δx. This is solved by using
again the differential notations, dN and dx (including the negative signs), and
integrating over x. T is the thickness of the specimen and, alternatively, m̂ its
mass per area:

dNi, observed = −NprimGiCi
ρ

ρi
τ̄i,E exp (−μ̄∗x) dx

Ni, observed =
∫ x=T

x=0

dNi, observed = NprimGiCi
ρ

ρi
τ̄i,E

1 − exp (−μ̄∗T )
μ̄∗

(5.10)

= NprimGiCiτi,E
1 − exp (−μ∗ · m̂)

μ∗
.

Note that in the last line only mass attenuation coefficients are used instead
of linear coefficients. For bulk materials (T → ∞ or m̂→ ∞) follows:

Ni, observed = NprimGiCi
ρ

ρi
τ̄i

1
μ̄∗

= NprimGiCiτi
1
μ∗
. (5.11)

Fluorescent radiation excited by polychromatic sources: bulk
material. For polychromatic sources, the sum of photons excited by all primary
photons of energies within Eedge,i and Emax must be computed by integration
of (5.11). Emax is the maximum photon energy in the spectrum (Emax = eU
for X-ray tubes with the operating voltage U) and Eedge,i is the absorption
edge energy of the analyte line of element, i.

For a polychromatic primary energy spectrum, the number of monochro-
matic primary photons Nprim of energy E must be replaced by the infinites-
imally small number dNprim(E) of (pseudo-) monochromatic primary pho-
tons of energies within the infinitesimally narrow interval (E, E + dE]. The
energy dependence of dNprim(E) is given by a probability density (spec-
tral distribution function), N0(E), such that dNprim(E) = N0(E) dE and
N(λ) dλ ↔ N(E) dE. The highest energy in the spectrum, Emax, corre-
sponds to λmin = hc/Emax; building derivatives gives dλ/λ = −dE/E and
dE = −dλhc/λ2.

dNi, observed = dNprim(E)GiCiτi
1
μ∗

Ni, observed = GiCi

∫ E=Emax

E=EEdge,i

τiN0(E) dE
μ∗

(5.12)

= GiCi

∫ λ=λEdge,i

λ=λmin

τiN0(λ) dλ
μ∗

.
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Notes regarding the spectral distribution of photons from X-ray tubes. The
integral over E (or λ) is practically solved by approximating it by a sum:

Ni, observed ≈ GiCi

E=Emax∑
E=EEdge,i

τiN0(E)ΔE
μ∗

≈ GiCi

λ=λEdge,i∑
λ=λmin

τiN0(λ)Δλ
μ∗

. (5.13)

Attention must be paid to the fact that tube spectra usually contain contin-
uous radiation as well as characteristic tube lines (following general prac-
tice, the wavelength notation is used here): Both are part of N0(λ)Δλ.
However, photon counts for the tube lines, N0,lines(λ), are often provided
in the literature as integral photon counts (because the natural line width
is so small that a distribution function makes no practical sense), while
data for the continuous component, N0,continuum(λ), originating from mea-
surements or from theoretical computations, are generally given in photons
per wavelength interval Δλ. They are therefore possibly of different phys-
ical dimension and care must be taken to add them appropriately: N0(λ)
Δλ = [N0,continuum(λ) Δλ+N0,lines(λ)] for the lines in that interval given in
absolute numbers of photons, andN0(λ)Δλ = [N0,continuum(λ)+N0,lines(λ)]Δλ
for lines given in photons per spectral interval. The same applies to N0(E).

Fluorescent radiation excited by polychromatic sources: thin films. For a single,
freestanding thin layer follows (multilayer structures and films on substrates
are discussed in Sect. 5.5):

NLayer
i,observed = GiCi

∫ E=Emax

E=EEdge,i

τi,E [1 − exp(−μ∗m̂)]N0(E) dE
μ∗

= GiCi

∫ E=Emax

E=EEdge,i

τi,E [1 − exp (−μ∗ρT )]N0(E) dE
μ∗

. (5.14)

In cases of very thin layers, the approximation 1 − exp (−μ∗m̂) ≈ μ∗m̂ and
correspondingly 1 − exp (−μ∗ρT ) ≈ μ∗ρT ) can be applied:

NLayer
i,observed ≈ GiCi

∫ E=Emax

E=EEdge,i

τi,Em̂N0(E) dE

≈ GiCi

∫ E=Emax

E=EEdge,i

τi,EρTN0(E) dE. (5.15)
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5.2.3 Indirect Excitation

The term indirect excitation comprises a variety of excitation mechanisms
within a specimen, where fluorescent photons, scattered photons, or particles
(photo-electrons, Auger-electrons), which originate from within the specimen
by interaction of primary photons with atoms, excite additional fluorescent
radiation.

As mentioned earlier, excitation of (primary) fluorescent photons by pri-
mary (external) photons is called direct or primary excitation. When primary
fluorescence photons have sufficient energy to excite fluorescent radiation of
other atoms in the specimen, the interaction is called secondary excitation
and the excited photons are secondary fluorescent photons. A second level of
interaction can be observed, when secondary fluorescent photons excite ter-
tiary fluorescent photons. Higher levels of interactions are possible but have
no practical importance.

In the range of transition elements, secondary excitation is particularly
strong for elements differing by 2 in atomic numbers, and stainless steel (Cr–
Fe–Ni) is the usual example for demonstrating this (Fe → Cr, Ni → Cr,
and Ni → Fe) as well as tertiary excitation (Ni → Fe → Cr). The actual
contributions amount up to 30% from secondary excitation and up to 2.5%
from tertiary excitation, relative to the photons excited by direct excitation.

If a primary photon of sufficient energy is (coherently or incoherently)
scattered, these photons can still excite fluorescent photons. Scattered fluores-
cent radiation can enhance the measured count rate as well, if the interaction
changes their direction toward the detector (or analyzer). Scattering effects
are usually neglected. However, the approximation μ ≈ τ , which is sometimes
used to simplify the FP equations, has the opportune side effect of providing
a partial correction.

Excitation effects in the range of light elements (cascade effects, excitation
by photo- and Auger-electrons) appear to be of considerable importance, when
direct excitation is inefficient (which is usually the case when X-ray tubes are
used), but their mathematical treatment is complex. They are discussed in
Sect. 5.6 in the context of light element analysis.

All excitation processes, which create fluorescence in addition to primary
fluorescent photons, are referred to as indirect excitation. While the term sec-
ondary excitation is widely used synonymously with indirect excitation (in-
cluding all secondary processes), preference should be given to reserve it for
the first level of indirect excitation, by photons.

Secondary Excitation

Mathematical models for secondary excitation are normally included in com-
mercial general purpose FP computer algorithms. The following treatment
assumes that i denotes the analyte line and j the primary fluorescent pho-
tons, which excite secondary fluorescent photons of i. See Fig. 5.4 for details
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Fig. 5.4. Indirect (secondary) excitation: beam geometry within the specimen

of the geometrical notations. It is assumed that Ej > Eedge,i.

dNj, emitted at dx = −Nprim exp
(
− x

sin ψ′ μ̄S,E

)

×Sj − 1
Sj

Cj
ρ

ρj
τ̄j,E

dx
sin ψ′ pjωj

d2Nj, arriving at dy = dNj, emitted at dx exp
(
−|x− y|

sin ϕ
μ̄S,j

)
dΩ′

4π

d3Ni, observed = −d2Nj, arriving at dy
Si − 1
Si

Ci
ρ

ρi
τ̄i,j

dy
sin ϕ

piωi

× exp
(
− y

sin ψ′′ μ̄S,i

)
Ω

4π
.

For integration over x and y, the boundaries are set to 0 < x < ∞ and
0 < y <∞ for bulk materials. For the differential solid angle the substitution
dΩ′ = 2π cosϕdϕ is used with the boundaries −π/2 < ϕ < π/2:

Ni, observed = Nprim
Sj − 1
Sj

Cj
ρ

ρj
τ̄j,E

Si − 1
Si

Ci
ρ

ρi
τ̄i,j

×pjωjpiωi
Ω

4π sin ψ′ I

= NprimGigjCiCj
ρ

ρj
τ̄j,E

ρ

ρi
τ̄i,jI, (5.16)

where

I =
∫ ϕ=π/2

ϕ=0

dϕ
2

cot ϕ
∫ x=∞

x=0

exp
[
−x

(
μ̄S,E

sin ψ′ +
μ̄S,j

sin ϕ

)]
dx

×
∫ y=x

y=0

exp
[
−y

(
μ̄S,i

sin ψ′′ −
μ̄S,j

sin ϕ

)]
dy

+
∫ ϕ=π/2

ϕ=0

dϕ
2

cot ϕ
∫ x=∞

x=0

exp
[
−x

(
μ̄S,E

sin ψ′ −
μ̄S,j

sinϕ

)]
dx

×
∫ y=∞

y=x

exp
[
−y

(
μ̄S,i

sin ψ′′ +
μ̄S,j

sinϕ

)]
dy.
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See (5.9) for the definitions of Gi and gj . Solving the integrals and accounting
for the fact that the total contribution of secondary excitation is the sum of
the contribution of all lines, J , from all elements, j, with EJ > EEdge,i, one
obtains for a polychromatic primary spectrum:

Ni, sec, observed = GiCi

∑
j

∑
J

CjgJτi,J

∫ E=Emax

E=EEdge J

τj,EN0(E)
μ∗

LiJ dE

LiJ =
1
2

[
1
μ′S,E

ln
(

1 +
μ′S,E

μS,J

)
+

1
μ′′S,i

ln
(

1 +
μ′′S,i

μS,J

)]
. (5.17)

The sum over all elements, j, may include the analyte element i (self-
enhancement) if for example i-Lα is chosen as analyte line and i-K lines are
present as well. Such contributions are often neglected, when direct excitation
is strong. Note that no line can excite another line of the same subshell of a
given atom, but that in some cases secondary excitation by lines of another
subshell of the same main quantum number, n, is possible.

Tertiary Excitation

While secondary excitation is appropriately accounted for in most professional
environments in XRF, the possibility of computing the contribution of tertiary
excitation is a feature of only the more advanced implementations. The rea-
son is that such contributions are often assumed to be negligible except for
a few (in general well-known) cases, and that computing them is dispropor-
tionately time consuming due to nested integrations, which require numerical
evaluation.

The mathematical derivation of the equation for tertiary excitation fol-
lows the same basic concept as for secondary excitation and can be carried
out without any principal difficulty [53]. There remains, however, an addi-
tional integral (nested into that over the energy), which requires numeri-
cal solution. The resulting equation assumes that lines K of elements k are
excited by primary radiation (direct excitation). They excite lines J of ele-
ments j (secondary excitation step), which in turn excite the analyte line of
element i (tertiary excitation). The dimensionless variable t is temporarily
used for the integrations.

Ni, sec, observed =
1
4
GiCi

∑
k

∑
K

CkgK

×
∫ E=Emax

E=EEdge K

∑
j

∑
J

CjgJτi,KJ
τj,K

τkNo(E)
μ∗

LiJK dE
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LiJK =
1

(μ′S,E)2
ln

(
1 +

μ′S,E

μS,K

)
ln

(
1 +

μ′S,E

μS,J

)

+
1

μ′S,E · μ′′S,i

ln
(

1 +
μ′S,E

μS,K

)
ln

(
1 +

μ′′S,i

μS,J

)

+
1

(μ′′S,i)2
ln
(

1 +
μ′′S,i

μS,K

)
ln
(

1 +
μ′′S,i

μS,J

)

+

(
1
μ′S,E

+
1
μ′′S,i

) (
1
μS,J

ln
(

1 +
μS,J

μS,K

)
+

1
μS,K

ln
(

1 +
μS,K

μS,J

))

− 1
μ′S,E

∫ μK/μJ

0

1
μ′S,Et+ μS,K

log
(

1 + t
t

)
dt

− 1
μ′′S,i

∫ μJ/μK

0

1
μ′′S,it+ μS,J

log
(

1 + t
t

)
dt. (5.18)

5.2.4 Use of Standards [24]

Standards are made from reference materials (see Sect. 5.9 for types and defin-
itions) with accurately known composition, by following the same preparatory
steps as for the unknown specimen. The effective size as well as the surface
quality of standard and unknown specimens should be the same. In light ele-
ment analysis, the microstructure of a specimen as well as the chemical state
of the analyzed atoms may affect the measured count rates and must therefore
be identical for standard(s) and unknown.

Thin films can be used as standards without principal difficulties, but
in practice the error frames associated with their thickness and density are
limiting factors; they are, however, very useful for the analysis of other thin
layers made by the same technique.

The purpose of using standards is twofold: By building count-rate ratios,
unknown factors in the FP equations cancel and are thereby eliminated (see
later). The second is more subtle. The FP model is not a perfect description
of reality. Besides the fact that the parameters themselves are subject to
inaccuracies, most models are incomplete by neglecting the real geometry (e.g.,
beam divergences), several types of interactions (such as scattering), and other
influence factors (microstructure, chemical state, varying spectral distribution
of the primary beam across the specimen, etc.). If the assumption holds that
the measured line intensities from unknown and standards are affected in the
same manner and by the same factor by these errors, this factor may cancel
by building appropriate ratios. This is, however, not a matter of course and
a careful analysis of the problem is strongly advised, because many errors
depend in a complex way on concentrations and the qualitative composition.
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Count-rate ratios. In almost all practical applications, count-rate ratios are
used rather than absolute counts. Such ratios are built with the count rates
from the same element in another specimen, which can be a standard of any
composition, or a pure element. The main advantage is that thereby a number
of unknown or less accurately known factors cancel, namely all factors included
in Gi of (5.11), as well as any scaling constant in the absolute photon flux
of the primary radiation (which is rarely ever known in practice), and the
detection efficiency, which is omitted in (5.11). Note that the factors gJ and
gK in the secondary and tertiary excitation terms in (5.17) and (5.18) do
not cancel. In this chapter, all count-rate ratios are relative to pure elements
unless otherwise indicated:

Ri =
Ni

N(i)
. (5.19)

(Non-) Necessity of measuring pure element counts. It is not necessary to
actually measure pure elements in order to obtain count-rate ratios relative
to pure elements. This is an important point because several elements cannot
be produced or analyzed by reasonable means, in pure form. Assume that the
counts from a specimen, Ni,S , and a standard, Ni,St, have been measured.
Then the count-rate ratio of the standard, Ri,St, relative to a pure element
can be computed by FP methods, and the count-rate ratio of the specimen,
Ri,S , relative to a pure element obtained from (see also Sect. 5.3.1 and (5.31)):

Ri,S =
Nmeasured

i,S

N extrapolated
(i)

=
Nmeasured

i,S

Nmeasured
i,St

·Rcomputed
i,St . (5.20)

Requirement and selection of additional standards. While one standard is re-
quired in order to build relative intensities, additional standards can improve
the accuracy of the analysis. Standards with a similar composition as the
unknown are called local standards. A single local standard pins the cali-
bration curve to the point defined by this standard and its measured count
rates. When several standards are used, an average calibration factor can be
computed. This is achieved by computing pure element count rates for each
analyte line and standard, and averaging these values. The observed standard
deviation of these data should match the expected uncertainty of the certi-
fied chemical composition, eventual preparatory inconsistencies, and the error
introduced by counting statistics. Sets of standards that give larger errors
should not be used.

Instead of local standards, standards with widely varying composition may
be employed with advantage. These are global standards. The same as given
earlier applies with respect to averaging and consistency. A weighting factor
may be introduced for each standard, which matches the differing statisti-
cal reliability of low and high element counts. Note that reanalyzing sets of
standards will not necessarily deliver the certified concentrations.
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Back-calculation schemes. The concentrations in FP equations for polychro-
matic excitation cannot be directly computed and iterative methods must
be applied. Practical algorithms are subject to a compromise in speed, reli-
ability, and independence of initial values for the iteration. The usual proce-
dure takes advantage of fact that the count rate from element i, Ni, (and
the count-rate ratio, Ri) is roughly proportional to its concentration, Ci,
Ri = Cif(C1, . . . , Cn) with a locally constant value for f . An initial assump-
tion is required in the iteration for the concentrations, usually Ci = Ri/ΣnRn

for each element i. This is used to compute all count-rate ratios Rcomp
n for

the unknown, which will in general differ from the measured values by fac-
tors Rmeas

n /Rcomp
n . The iteration is continued by updating the concentrations

using Cnew
n /Cold

n = Rmeas
n /Rcomp

n , and terminated when no significant further
improvement is achieved or some other criteria are met. Occasionally the
result delivers a set of concentrations with a sum differing essentially from
one. In influence coefficients methods this indicates an error which should be
investigated and – in case of Σci < 1 – possibly (not necessarily) a missing
element. Note, however, that count rates from FP equations for bulk materials
are independent of a normalization of concentrations to any sum.

Iterations are in general a slow process and only small steps are allowed,
for which f(C1, . . . , Cn) remains practically constant. It can be consider-
ably improved by using intelligent nonlinear approximations for the function
f(C1, . . . , Cn). These are for example some of the theoretical influence coeffi-
cients equations, which are generally seen as basis of independent methods of
their own kind, but can also serve exactly this purpose.

5.3 Matrix Correction Methods
and Influence Coefficients

5.3.1 The Nature of Influence Coefficients

M. Mantler

Experimental evidence as well as theoretical considerations show that the pho-
ton count rate Ni from an analyte element i increases in first approximation
proportional to Ci, but it is also a distinct function of the matrix, i.e., the
elements accompanying the analyte element in the sample.

This is illustrated in Fig. 5.5d, where (computed) relative count rates for
Fe Kα photons, RFe, in a FeCrNi alloy are drawn versus the iron concen-
tration, for varying concentrations of chromium and nickel. The data points
scatter considerably within enveloping curves of 0%Cr (system Fe–Ni) and
0%Ni (system Fe–Cr). This is, however, not a random scatter but an overlay
of data points from various curves of iron counts from iron in different Ni–Cr
matrices, as shown in Fig. 5.5c. Note that the Ni/Cr ratio is constant for each
of these curves (as along the lines ending at the point “100%Fe” in Fig. 5.5a).
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(d)

(b)

(c)

(a)

R

Fe–Ni

100% Fe

100% Fe
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Cr–Fe
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100% Cr

100% Cr

RFe
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0.5

0.0
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Fe–Ni

Fig. 5.5. (a) Base concentration coordinates for a ternary system, with intermedi-
ate lines indicating constant concentration ratios (fixed matrix), and (b) constant
values of a concentration. (c) Curves of counts versus concentration of the analyte
element in matrices of fixed composition. (d) Counts versus concentration from var-
ious matrix compositions, i.e., superposed datapoints from various curves as in (c)

The influence coefficients methods assume a linear relationship between
an element count rate and its concentration, and attribute all deviations
from linearity to the influence of the matrix. Corresponding counteracting
“corrections” must therefore be applied to the measured data in order to
transform them into the desired linear relationship. Thereby each element of
the matrix is assigned a certain power (mathematically, an influence coef-
ficient) of attenuating or enhancing the measured count rate from the an-
alyte element. The mathematical starting point is the formal relationship
Ci = RiM(C1, C2, . . . , Cn). This is interpreted as a dominating linearity
Ci = Ri, but modified by a function M(C1, C2, . . . , Cn) that takes the correc-
tive role of moving the scattered data-points to a straight line.
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Various functions M(C1, C2, . . . , Cn) have been proposed in the litera-
ture, with differing complexity and methods of defining their parameters (i.e.,
the influence coefficients). The following paragraphs show relationships be-
tween influence coefficients and FPs.

Direct excitation. The relationship between directly excited photon count
rates, Ni (or count-rate ratios Ri), and the concentration of the analyte ele-
ment in a bulk specimen has been derived in Sect. 5.2. The indication S for
the specimen and λ for the incident radiation is now omitted (see Appendix):

Ni = GiCi

∫ λ=λEdge, i

λ=λmin

τiN0(λ) dλ
μ∗

Ri =
Ni

N(i)
= Ci

∫ λ=λEdge, i

λ=λmin

τiN0(λ) dλ
μ∗∫ λ=λEdge, i

λ=λmin

τiN0(λ) dλ
μ∗i

.

Introducing a term M , which is interpreted as the influence of the matrix
on the analyte count rate, Ni (or count-rate ratio, Ri), leads to

M =M(C1, C2, . . . , Cn) =

∫ λ=λEdge, i

λ=λmin

τiN0(λ) dλ
μ∗i∫ λ=λEdge, i

λ=λmin

τiN0(λ) dλ
μ∗

(5.21)

Ri =
Ni

N(i)
=
Ci

M

Ci = MRi.

In many publications the term “intensity” (Ii and I(i)) is used synony-
mously for the count rates Ni and N(i), respectively, from element i, and
the third equation given here can then be rewritten accordingly as “KIM”
equation [34]:

Ci = K IiM (5.22)

(
K =

1
I(i)

)
.
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In the count-rate equation, μ∗ can be substituted by

μ∗ =
n∑

j=1

Cj(μ′j + μ′′j ) =
n∑

j=1

Cj

(
μj,λ

sin ψ′ +
μj,i

sinψ′′

)

= Ciμ
∗
i +

n∑
j=1, j �=i

Cjμ
∗
j =

⎛
⎝1 −

n∑
j=1, j �=i

Cj

⎞
⎠μ∗i +

n∑
j=1, j �=i

Cjμ
∗
j

= μ∗i

⎛
⎝1 +

n∑
j=1, j �=i

Cj

μ∗j − μ∗i
μ∗i

⎞
⎠

μ∗ = μ∗i

⎛
⎝1 +

n∑
j=1, j �=i

Cjαij

⎞
⎠ (5.23)

with

αij =
μ∗j − μ∗i
μ∗i

=

(
μj,λ

sinψ′ +
μj,i

sinψ′′

)
−
(
μi,λ

sinψ′ +
μi,i

sinψ′′

)
(
μi,λ

sinψ′ +
μi,i

sinψ′′

) . (5.24)

Note that by this definition all αii are 0. The specification of i �= j in the sum
is therefore not necessary, but kept for clarity. The matrix-influence factor,
M , can be expressed by

M =

∫ λ=λEdge, i

λ=λmin

τiN0(λ) dλ
μ∗i∫ λ=λEdge, i

λ=λmin

τiN0(λ) dλ

μ∗i

(
1 +

n∑
j=1, j �=i

Cjαij

) . (5.25)

The αij-terms are of course a function of the sample composition (concen-
trations) and of wavelength in the integral. The expression for M simplifies
greatly by assuming monochromatic incident radiation:

Mmono = 1 +
n∑

j=1, j �=i

Cjαij . (5.26)

In the resulting equation for the concentration of the analyte element

Ci = Ri

⎛
⎝1 +

∑
j �=i

αijCj

⎞
⎠ = Ci, apparent(1 + correction terms) (5.27)

the αij-terms are constants and can be interpreted as influence coefficients
of the matrix element j upon the analyte element, i. The uncorrected con-
centration, Ci = Ri, is often referred to as apparent concentration. Involved
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assumptions are that the incident radiation is monochromatic and that no
contributions by indirect excitation occur.

For polychromatic incident radiation it is possible to apply the mean value
theorem for integrals, which states that there exists a value λequiv within the
integration interval λmin, λEdge,i such that∫ λ=λEdge, i

λ=λmin

f(λ) g(λ) dλ = f(λequiv)
∫ λ=λEdge, i

λ=λmin

g(λ) dλ

hence2

M =

∫ λ=λEdge, i

λ=λmin

τiN0(λ) dλ
μ∗i∫ λ=λEdge,i

λ=λmin

τiN0(λ) dλ

μ∗i

(
1 +

n∑
j=1, j �=i

Cjαij

) =

⎛
⎝1 +

n∑
j=1, j �=i

Cjαij(λequiv)

⎞
⎠ .

(5.28)

In many practical cases, the equivalent wavelength, λequiv varies only
slowly with composition and can be treated as constant. The concept of equiv-
alent wavelengths (often called effective wavelengths) was an important step
in the development of the influence coefficient methods [56]. Note that the
above equation for M contains no approximations (but the restriction to
direct excitation). Despite its simple appearance, an accurate (theoretical)
determination of the equivalent wavelength and of αij(λequiv) is not a simple
matter and requires solving the integrals.

Indirect excitation. In analogy to direct excitation, the starting point is (5.17)
for indirect (secondary) excitation. k encompasses all elements in the specimen
and K all lines of element k which are capable of exciting the analyte line of
element i:

Ni, sec = GiCi

∑
k

∑
K

CkgKτi,K

∫ λ=λEdge K

λ=λmin

τkN0(λ)
μ∗

×1
2

[
1
μ′E

ln
(

1 +
μ′E
μK

)
+

1
μ′′i

ln
(

1 +
μ′′i
μK

)]
dλ

= GiCi

∑
k

∑
K

CkgKτi,K

×
∫ λ=λEdge K

λ=λmin

τkN0(λ)

μ∗i

(
1 +

n∑
j=1, j �=i

Cjαij

)LiK dλ.

2A mathematical requirement for general validity is that the integrand is a contin-
uous function. Since the integrand is (practically) discontinuous at the λ-values of
absorption edges and/or tube lines, a mean value (λequiv) may not necessarily exist.
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For monochromatic radiation, this simplifies similar to direct excitation, and
by using the previously derived expression for α-coefficients one obtains:

Ni, sec, mono

N(i)
=

Ci

∑
k

∑
K

CkβiK

1 +
n∑

j=1, j �=i

Cjαij

βiK = gKτi,K
τk/τi(

1 +
n∑

j=1, j �=i

Cjαij

)LiK

Ri =
Ni, prim, mono +Ni, sec, mono

N(i)
= Ci

1 +
∑
k

∑
K

CkβiK

1 +
∑
j

Cjαij

Ci = Ri

1 +
∑
j

Cjαij

1 +
∑
k

∑
K

CkβiK
. (5.29)

Therein βiK is an influence coefficient accounting for secondary excitation
(which can be 0). The computation of the coefficients αij and βiK is straight-
forward for monochromatic radiation, but the extension to polychromatic
excitation requires a number of additional algebraic transformations; this is
discussed in Sect. 5.3.8. A disadvantage of the equation for Ci as written earlier
is that it leads to a system of quadratic equations for the concentrations.

Under the assumption that the correction terms CkβiK and Cjαij are
small in comparison to unity, the following approximation is valid:

Ci = Ri

1 +
∑
j

Cjαij

1 +
∑
k

Ckβik

≈ Ri

⎛
⎝1 +

∑
j

Cjαij

⎞
⎠ (

1 −
∑

k

Ckβik

)
if

∑
k

Ckβik � 1 (5.30)

≈ Ri

⎛
⎝1 +

∑
j

Cj(αij − βij)

⎞
⎠ .

The summations are now over all matrix elements. The coefficients βik com-
prise all secondary excitation contributions from an element k (accounting for
all of its lines with sufficient energy) and may be 0. Similar and additional
approaches are described in more detail and in context with historical and
recent developments in Sect. 5.3.

Normalization of concentrations. In the derivation of (5.24) it was
assumed and used that the concentrations in a specimen add up to 1. Instead,
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any other normalization factor NF can be chosen, e.g., NF = 100 (%). This
leads to

MNF = NF +
∑
j �=i

CNF
j αij

CNF
i = RiM

NF

e.g.,

MΣ=100% = 100% +
∑
j �=i

CΣ=100%
j αij

CΣ=100%
i = Ri

⎛
⎝100% +

∑
j �=i

CΣ=100%
j αij

⎞
⎠ .

Therein the α-coefficients remain unaffected by the choice of normalization
of the concentrations. This is not true for equations accounting for indirect
(secondary) excitation:

CΣ=100%
i = Ri

100% +
∑
j

CΣ=100%
j αij

1 +
∑
k

CΣ=100%
k β′ik

(β′ik = βik/100).

Types of influence coefficients. Influence coefficients depend on:

• The analyte element and the analyte line;
• The matrix elements and, for polychromatic radiation, their concentra-

tions;
• The wavelength (or energy) of the monochromatic incident radiation or, in

case of polychromatic excitation, the spectral distribution of the incident
radiation (including the excitation voltage in the case of X-ray tubes);

• On the geometry (ψ′ and ψ′′).

Influence coefficients can be categorized accordingly in a number of ways (some
authors follow a corresponding naming scheme, but not in a standardized
manner):

• By the incident radiation: monochromatic or polychromatic. This is only
meaningful for theoretically determined coefficients. The assumption of
monochromatic incident radiation makes the derivation of the equations
from FP theories much simpler. This has been historically helpful when
powerful computers were not available, and it still is for tutorial purposes.
However, monochromatic X-rays are rarely ever used in mainstream prac-
tical applications and influence coefficients for polychromatic radiation
should be appropriately preferred in real environments;
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• By the way of determination: theoretical or empirical.
◦ Theoretical influence coefficients are computed from FP equations. One

possible way is in a first step to compute relative intensities by conven-
tional FP methods and in a second step to use them in the influence
coefficients equations (any model) for the actual determination of the
coefficients. This second step is simple and consists merely in solving a
linear system of equations. The other method is to employ dedicated
FP equations, which directly relate influence coefficients to FPs, as for
example shown in (5.24) or, more elaborate, in Sect. 5.3.8;

◦ Empirical influence coefficients are exclusively determined from exper-
imental data. A sufficient number of standards and measured count
rates must be available; the usual recommendation is that at least twice
the number of the required minimum should be used. The coefficients
are then determined by least squares methods. Note that this makes
the empirical coefficients equation a fit-function through experimental
data. This may produce a linear working curve even in the case of inho-
mogeneous samples, pressed or loose powders, specimens with uneven
surfaces, etc. where other methods fail. This may, however, turn out to
be a dangerous feature and deliver wrong results unless these factors
are fully controlled and have identical effects in all standards and the
analyte material.

• By the analytical context of their determination: binary or multielement.
This applies to theoretical as well as empirical coefficients. The basic con-
cept of influence coefficients aims to describe the influence of an element
j on (the count rate of) an analyte element, i; and is strictly “between
two.” This would allow the determination of influence coefficients αij (or
βij , . . .) from any sample containing the pair i and j of elements (includ-
ing binary compounds) and to apply the derived coefficients to any other
sample containing these two elements. As shown earlier, the mathemati-
cal verification of this method is possible by FP models, however only for
monochromatic excitation. In environments of polychromatic excitation,
the influence coefficients are a function of the whole matrix;

• By the effect of the correction: absorption by the matrix (direct excita-
tion), enhancement (indirect excitation), or unspecified. Some theoretical
models allow the mathematical quantification of the individual influence
factors. Empirically determined influence coefficients are by their nature
fit-coefficients and evaluation in other terms should not be exaggerated.

Intensity ratios without pure element standards. For many chemical elements
the preparation of pure element standards is impossible or impractical so
that employment of compound standards is necessary or preferable. For the-
oretical influence coefficient methods, a good estimate for the pure element
count rates can be obtained by computing the count-rate ratio for analyte
element i in a standard specimen, St, and measuring its count rate. From
that, the pure element count rate can be extrapolated and substituted for the



5 Quantitative Analysis 335

(un-) measured N(i). The count-rate ratio, Ri,S , for a sample S computed by
using a single compound standard St is:

Ri,S =
Ni,S

N(i)

Rmeasured
i,St =

Nmeasured
i,St

Nmeasured
(i)

and Rcomputed
i,St =

N computed
i,St

N computed
(i)

assume: Rmeasured
i,St ≈ Rcomputed

i,St (5.31)

Nmeasured
(i) =

Nmeasured
i,St

Rmeasured
i,St

≈ Nmeasured
i,St

Rcomputed
i,St

= N extrapolated
(i)

Ri,S ≈ Ni,S

N extrapolated
(i)

=
Ni,S

Nmeasured
i,St

Rcomputed
i,St .

Several extrapolated values can be obtained from different standards, St,
and simply averaged. For empirical coefficients the unmeasured pure element
counts can be treated as an additional unknown in the course of the determi-
nation of the influence coefficients, for example in the following way where an
additional parameter α′

0 is added to the unknown α′-coefficients:

Ci = NiM
′

M ′ =
1
N(i)

+
∑

j

αij

N(i)
Cj = α′

0 +
∑

j

α′
ijCj .

5.3.2 The Lachance–Traill Algorithm

J.P. Willis and G.R. Lachance

The concept of deriving algorithms to compensate for matrix effects in
quantitative XRF analysis and defining influence coefficients to be used in
mathematical expressions was contemplated very early in the development of
analytical methods. The influence coefficients were visualized as values that,
when multiplied by the concentration of the matrix element, quantify the
matrix (interelement) effect of that element. The following is an abridged ex-
amination of algorithms and definitions that preceded or were contemporary
with the algorithm proposed by Lachance and Traill (L–T) [33].

In 1954 Beattie and Brissey [4] had proposed the following expression:

(1 −Ra)Wa +
∑

AabWb = 0, (5.32)

where

Ra =
Iaa

Ias
Aab =

Wa

Wb
(Ra − 1)
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Iaa is the net intensity measured for the pure element, Ias is the net intensity
for a specimen.Wa andWb are weight fractions and Aab are the influence coef-
ficients. In retrospect, the definition of a relative intensity as Ii,pure/Ii,specimen

and the fact that the first expression involves an “over determined” system
of equations made this approach difficult to apply in practice and it is not
currently used.

Also in 1954, Sherman [51] proposed a suite of equations of the type:

(a11 − t1)c1 + a21c2 + a31c3 = 0, (5.33)

where t is the time to accumulate N counts; a are coefficients, and c are
concentrations. Once again analysts were faced with a suite of equations that
are equal to 0 and could only be solved given the premise that the sum of the
components is equal to unity.

In 1955 Sherman [52], following an in-depth study of the correlation
between intensity and concentration, proposed the following expressions/
definitions:

Q =
If3(0, 0, 1)
If3(c1, c2, c3)

=
Tf3(c1, c2, c3)
Tf3(0, 0, 1)

(5.34)

and
Tf3(c1, c2, c3) = u0 +

c1
c3
u1 +

c2
c3
u2,

where T is the time to accumulate N counts; u0, u1, and u2 are coefficients,
and c are concentrations. The drawback in the case of the latter expression
is that the correction terms involve multiplication by concentration ratios
involving c3 (the analyte) in the denominator of each of these ratios.

In 1968 Criss and Birks [12] proposed an FP approach, which is still cur-
rently used in one form or another. They also proposed an empirical influence
coefficient approach involving a suite of equations equal to 0. However, they
adopted the definition for relative intensity as Ii/I(i) (intensity of the speci-
men divided by the intensity of the pure element i), which is commonly used
today, given that a relative intensity is in fact an apparent (i.e., uncorrected
for matrix effects) concentration. Thus,

(RAαAA − 1)CA +RAαABCB +RAαAC · CC = 0, (5.35)

where RA = Ii/I(i); α are influence coefficients and C are concentrations.
In 1973 Tertian [56] proposed equations of the following type relating con-

centration to relative intensity

cA = RA

[
cA + αB

AcB + αC
AcC

]
RA =

IA
IA1

and K =
1 −RA

RA

cA
1 − cA (5.36)

for binary contexts. A1 is the pure element, K is an influence coefficient, and
cA is the concentration of the analyte in the binary system.
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In 1966 Lachance and Traill [33] proposed the following expression wherein
the concentration of the analyte does not appear in the correction expression
term quantifying the concentration of the analyte, i.e.:

RA =
CA

1 + CBαAB + CCαAC + · · · + CnαAn
, (5.37a)

which can be transformed for analysis as:

CA = RA

[
1 +

∑
B

αABCB

]
, (5.37b)

where the influence coefficient αAB is defined as

αABλ =
μ∗B − μ∗A
μ∗A

;

the subscript λ is used to indicate that the definition is for a monochromatic
incident source, and μ∗ is the total effective mass absorption coefficient taking
into account the spectrometer geometry.

The proposed expression can be transformed in order to define and com-
pute the intensity of the pure analyte, namely,

I(A) =
IA[1 + CBαAB + CCαAC + · · · ]

CA
. (5.38)

By taking advantage of the fact that Criss and Birks’ FPs approach made
it possible to generate Ri values, and therefore possible to calculate in-
fluence coefficients for binary contexts, Lachance [31] defined a theoretical
influence coefficient for the context {polychromatic incident source, matrix
effect (absorption and enhancement), binary system}, namely,

αij, bin =
Ci −Ri, bin

CjRi, bin
. (5.39)

Given that Ri,bin could be computed from fundamental theory for both
absorption and enhancement contexts confirmed the currently held general
observation that influence coefficients are not constants when the incident
excitation source is polychromatic.

In 1995 another step was taken by Lachance and Claisse [34] in expanding
the generalization of influence coefficients in order to address the analytical
context mainly used in practice, namely, {polychromatic incident sources, ma-
trix effects, multielement, explicitly from theory}, by taking advantage of the
contribution of Broll and Tertian [10] who proposed a valid expression for the
long sought “weighting factor,” which was none other than the monochro-
matic component of Criss and Birks [12] equation numbered “7.” This led to
defining influence coefficients as:
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mij =
Aij − Eij

IiA + IiE
, (5.40)

where IiA is the theoretical intensity excited by absorption of the primary
radiation and IiE is the theoretical intensity resulting from enhancement by
matrix elements, and the terms Aij and Eij are based on the summation of
related monochromatic components. The definitions are given here.

The process of defining influence coefficients for the comprehensive con-
text, i.e.

• Polychromatic incident excitation source;
• Matrix effect(s), absorption and enhancement;
• Multielement systems;
• Defined explicitly as a function of FPs;

can be visualized as consisting of four steps:

1. Define monochromatic absorption and enhancement influence coefficients

αijλ =
μ∗j − μ∗i
μ∗i

eijλ = ej
(
e′j + e′′j

)
(5.41)

in which

e′j relates to incident λ, ψ′, μ′s, and μsλj
,

e′′j relates to emitted λi, ψ
′′, μ′′s , and μsλj

,

where the superscripts ′ and ′′ refer to incident and emergent radiation,
respectively, and where

ej =
0.5(pλj

μiλj
μjλ)

μiλ

pλj is the probability that a λj photon will be emitted, which in turn is
the product of three probabilities; μiλj

is the mass absorption coefficient
of the analyte element for the wavelength of the enhancing matrix element
line; μjλ is the mass absorption coefficient of the enhancing element for the
incident monochromatic wavelength; μiλ is the mass absorption coefficient
of the analyte element for the incident monochromatic wavelength.

For example, in the case of the Kα line,

pλj
=
rK − 1
rK

ωKpfKα
,

where (rK − 1)/rK is the probability that the absorbed incident photon
ejects a K shell electron rather than an L or M shell electron, and rK is the
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Kedge absorption jump ratio; ωK (the fluorescent yield) is the probability
that the electronic transition leads to the emission of a characteristic pho-
ton rather than ejecting an Auger-electron; pfKα

is the probability that a
Kα photon is emitted rather than a Kβ, and

e′j =
1
μ′s

ln
(

1 +
μ′s
μsλj

)

e′′j =
1
μ′′s

ln
(

1 +
μ′′s
μsλj

)
.

2. Define Aijλ and Eijλ

Aijλ = IiAλaijλ Eijλ = IiAλeijλ. (5.42)

3. Define Aij and Eij

Aij =
λEdge∑
λmin

AijλΔλ Eij =
λEdge∑
λmin

EijλΔλ. (5.43)

4. Define aij and eij

aij =
Aij

IiA + IiE
eij =

Eij

IiA + IiE
. (5.44)

In summary, therefore,

aijλ ⇒ Aijλ ⇒ Aij,poly ⇒ aij,poly (absorption)

eijλ ⇒ Eijλ ⇒ Eij,poly ⇒ eij,poly (enhancement)
.

Thus, in the L–C algorithm, the comprehensive influence coefficient mij

is simply equal to the difference aij − eij and the coefficient mij is inversely
proportional to the total emitted intensity, which is none other than equation
numbered “9” in Criss and Birks [12].

Ci = Ci, app

[
1 +

∑
{mij}Cj

]
= Ci, app

[
1 +

∑
{aij − eij}Cj

]
. (5.45)

While the above formulation retains the original formulation first proposed
by Lachance and Traill as far as the algorithm is concerned, the definition of
the influence coefficient { . . . }ij is an entirely different expression due to the
much more comprehensive expression defining the coefficient, namely from
{ . . . }ij = αijλ to { . . . }ij = mij, poly.

The L–T model readily lends itself to be reformulated for an empirical
approach to generate influence coefficients from experimental data, something
that is commonly done in practice.
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For a three-element system, these equations are:

∑
n

C2
jαij +

∑
n

CjCkαik =
∑

n

Cj

(
Ci

Ci, app
− 1

)
∑

n

C2
kαik +

∑
n

CjCkαij =
∑

n

Ck

(
Ci

Ci, app
− 1

)
. (5.46)

These equations can be extended for a 4, 5, . . . element system in which case
the number of standards must be increased so as to have enough “degrees of
freedom.”

5.3.3 The Claisse–Quintin Algorithm

J.P. Willis and G.R. Lachance

In 1967 Claisse and Quintin [11] addressed the definition of absorption
influence coefficients for the context of a polychromatic incident source. They
concluded from both their theoretical and experimental treatment that the in-
fluence coefficients were no longer constants, but vary in a well-defined (some-
what narrow) concentration range as a function of specimen composition. This
led to an algorithm in which this deviation/curvature of αB is approximated
by a linear expression

CA = RA

(
1 + αBCB + αCCC + · · · + αBBC

2
B + · · · + αBCCBCC

)
. (5.47)

The fact that the total matrix effect cannot be expressed as a sum of bi-
nary influence coefficients led to the introduction of a “third element effect”
influence coefficient times the product CjCk.

CA = RA

(
1 +

∑
B

{
αB + αBBCB +

∑
C

αBCCC

}
CB

)
. (5.48)

This was a major contribution in that it extended the range for which the L–T
model was applicable. They also proposed the concept of a “weighting factor”
for the calculation of the α influence coefficient, which eventually proved not
to be applicable in practice.

In 1974 Rousseau and Claisse [48], based on observation of theoretical
data, proposed that, in practice, the curve could be approximated on the
basis of two binary compositions CA = 0.8 and 0.2, the balance being any
other element as shown in Table 5.2 and Fig. 5.6.

In 1976 Tertian [57] noted that it was much more advantageous to calculate
the values of the coefficient αAB at the CA concentration. It was shown that
in this case the coefficient αBC essentially became ∼0 when enhancement was
absent, and that the values of αBC were lower by a factor ∼3 if enhancement
is present. This translated into the following expression if the C–Q model is
retained, i.e., model C–Q+:



5 Quantitative Analysis 341

Table 5.2. Influence coefficients for binary mixtures

A = Fe (26)

CA B = O (8) B = Si (14) B = Cr (24) B = Ni (28) B = Zr (40) B = Sn (50)
0.80 −0.83 −0.20 2.19 −0.20 0.69 2.20
0.20 −0.84 −0.22 2.10 −0.36 0.63 2.11

A = Mo (42)

CA B = O (8) B = Si (14) B = Cr (24) B = Ni (28) B = Sr (38) B = Sn (50)
0.80 −0.96 −0.81 −0.19 0.21 1.65 −0.24
0.20 −0.96 −0.81 −0.20 0.20 1.62 −0.24
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Fig. 5.6. αFeCr plotted against CFe indicating a hyperbolic fit, and a linear approx-
imation through CFe = 0.2 and 0.8

CA = RA

(
1 +

∑
B

{
αB + αBBCM +

∑
C

αBCCC

}
CB

)
, (5.49)

where CM = Cj + Ck + · · · + Cn, i.e., equal to the sum of the matrix compo-
nents. The following is a numerical example of the calculation of the influence
coefficients from theory principles. The analytical context is that of Rasberry
and Heinrich [44], namely: W target, 45 kV, incident angle 63◦, emergent angle
33◦. The analyte is Fe in the system Cr–Fe–Ni.

Detailed example of the calculation of αB and αBB using data from
Table 5.3; A = Fe, B = Cr:

(1) CFe = 0.2 CCr = 0.8 αCr = 2.0988
(2) CFe = 0.8 CCr = 0.2 αCr = 2.2112
From (1) and (2) one obtains:
(3) 2.0988 = αCr + 0.8αCrCr
(4) 2.2112 = αCr + 0.2αCrCr
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Table 5.3. Computed influence coefficients

A = Fe (26)

CA B = Cr (24) C = Ni (28)
0.8 2.2112 −0.2368
0.2 2.0988 −0.4010
αB 2.2487 −0.1821
αBB −0.1873 −0.2737

Subtracting (4) from (3) yields

−0.1124 = 0.6αCrCr.

Solving for αCrCr yields: αCrCr = −0.1124/0.6 = −0.1873, from which:
αCr = 2.2487.
Thus, the approximation results in a linear variation from a maximum
value equal to 2.2487 to a minimum value of 2.2487 − 0.1873, equal to
2.0614. The equivalent theoretical values are 2.3456 and 2.0837. Note the
large difference in the maximum value.

The value for αCrNi is calculated as follows, component C is Ni:
Specimen: CFe = 0.30 CCr = 0.35 CNi = 0.35

(1) Generate the value for the correction term from FPs approach: 1.5722.
(2) Generate the value for the correction term using the C–Q+ model: 1.6094.

Subtract (2) from (1) and divide by the product CjCk:

(1.5722 − 1.6094)/(0.35 × 0.35) = −0.0372/0.1225 = −0.304 = αCrNi.

Thus, the correction term for matrix effects using the C–Q+ model for analyte
Fe (RFe = 0.1908) would take the form:

CFe = 0.1908 [1 + {2.2487 + (−0.1873) 0.70}0.35
+ {−0.1821 − 0.2734 (0.70)}0.35 + (−0.304) 0.1225]

= 0.1908 [1.5732]
= 0.3002.

Empirical Influence Coefficients Approach

The aim of the Claisse–Quintin [11] approach was to show that the influence
coefficients are not constants. Therefore it would be somewhat counterpro-
ductive to recommend an empirical approach using this algorithm. The FP
approach proposed by Criss and Birks [12] provided a theoretical method for
calculating the C–Q influence coefficients and this remains by far the better
approach.
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5.3.4 The COLA Algorithm

J.P. Willis and G.R. Lachance

The concept proposed by Claisse and Quintin [11] of deriving a mathemat-
ical expression for the L–T algorithm in which the values of the influence
coefficient varied as a function of specimen composition, in the context of a
polychromatic incident excitation source, was a major advancement. It ex-
tended the concentration range of application and provided an approach to
computed influence coefficients from theory. However, their approach involved
approximating a curve by linear fitting. They also introduced a “third element
term” to compensate for the fact that the algorithm cannot be simply “a sum
of binary correction terms.”

The COLA model sought to replace the linear curve fitting with a hyper-
bolic curve fitting, involving a correction algorithm of the type:[

1 +
∑

{αij, hyp + αijkCk}Cj

]
where the subscript “hyp” is used to denote that the binary influence coeffi-
cients are approximated by an hyperbola (compare Figs. 5.6 and 5.7).

In 1981 Lachance [32] proposed the following expression for quantifying
the correction term, namely:

Ci = Ri

⎡
⎣1 +

∑
j

{
α1 +

α2CM

1 + α3(1 − CM)
+ αijkCk

}
Cj

⎤
⎦ (5.50)

and the better quality of the hyperbolic fit to the binary influence coefficient
values is shown in Fig. 5.7.

The COLA model also takes into consideration the observation by Tertian
that the influence coefficient αij should be calculated at the Ci concentration
level. For the Claisse–Quintin model, this translates into the introduction
of CM, where CM is equal to the sum of the matrix elements, i.e., CM =
Cj + Ck + · · · + Cn.
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a3 a2

Fig. 5.7. Explanation of the three influence coefficients in the COLA algorithm
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This approach meant that, in the absorption context, { . . . }ijk values were
for all practical purposes equal to 0, and in the cases where enhancement
was present, the values as computed by C–Q were reduced by as much as a
factor of 2 to 3. If the C–Q model is retained, this is equivalent to using the
formulation

[1 + {αij + αijjCM}Cj ] instead of

[1 + {αij + αijjCj}Cj ] in the case of a linear approximation.

Tao et al. [55] published “NBSGSC – A FORTRAN . . . ” program for perform-
ing quantitative analysis of bulk specimens by X-ray fluorescence spectrome-
try. This program corrects for absorption/enhancement phenomena using the
comprehensive alpha coefficient algorithm proposed by Lachance (COLA).
NBSGSC is a revision of the program ALPHA and CARECAL originally
developed by R.M. Rousseau of the Geological Survey of Canada.

The process can be described in the following steps:

• The value of the correction term, i.e., [ . . . ], is calculated using the classical
Criss and Birks approach;

• The value of [ . . . ] is calculated using the six binary influence coefficients
α1, α2, and α3 in Table 5.4, where
◦ α1 are the values when Ci approaches the limit 1.0 and are calculated

for Ci = 0.999: 2.3456 and −0.1954 for αFeCr and αFeNi, respectively;
◦ α2 is the difference between those values calculated for Ci = 0.001

and the above values, i.e., 2.0837 − 2.3456 = −0.2619 and −0.4861 −
(−0.1954) = −0.2906, respectively;

◦ α3 is the value that defines the “degree of curvature” of the hyperbola
(deviation from the straight line at Ci = 0.5) and causes αij,hyp to
match the theoretical value at the mid point. α3 is defined as

α3 =
α2

mij,bin,Ci=0.5 − α1
− 2.

For example, α3 for analyte Fe and matrix element Cr:

α3 =
−0.2619

2.1348 − 2.3456
− 2 = −0.7578.

Table 5.4. Influence coefficients used to generate {...} for the COLA model

i = Fe (26)

Ci j = Cr (24) k = Ni (28)
0.999 2.3456 −0.1954
0.5 2.1348 −0.3092
0.001 2.0837 −0.4861
α1 2.3456 −0.1954
α2 −0.2619 −0.2906
α3 −0.7578 0.5542
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This means that a hyperbolic fit will be concordant with theory at the two-end
limits and at the concentration of 0.5 for Ci.

The software program NBSGSC, which used the COLA algorithm, was
developed in the public domain but not commercially as a “ready to use”
product. Martin [39] remedied this and the product was described as “. . .
the NBSGSC documentation that . . . developed a package which is in scope
far beyond that of the original mainframe NBSGSC.” This software was/is
available from Rainier Software. The software offered the following options:
alloy systems, oxide systems (pressed powders), and fused disk systems. The
software also included a utility program “that corrects intensities to their
‘infinite thickness or critical thickness ... of the sample’.”

5.3.5 The de Jongh Algorithm

B.A.R. Vrebos

The influence coefficient algorithm proposed in 1973 by de Jongh was probably
the first influence coefficient algorithm [14] explicitly based on FP calculations.
The publication focused more on the calculation of the influence coefficients,
rather than justifying its format. The general formulation of his equation can
be written, in original notation, as

Wi = EiRi

⎛
⎜⎝1 +

n∑
j=1
j �=e

αijWj

⎞
⎟⎠ , (5.51)

where Ei is a proportionality constant (and is usually determined during the
calibration), Ri is the count rate and Wi are the element concentrations
(weight fractions). At first sight, the equation looks similar to the classic
Lachance–Traill equation: The summation covers n−1 elements (as is the case
with the algorithm of Lachance and Traill), but the eliminated element, e, is
the same for all equations. The following set of equations is obtained if for a
ternary specimen (with compounds A, B, and C) element C is eliminated:

WA = EARA (1 + αAAWA + αABWB)
WB = EBRB (1 + αBAWA + αBBWB) (5.52)
WC = ECRC (1 + αCAWA + αCBWB).

From this set of equations, one of the major differences with the equation
of Lachance–Traill can be clearly seen: In order to obtain the concentration
of elements A and B, the concentration of C, WC, is not required.

Calculation of the Coefficients

The basis for the calculation of the coefficients is an approximation of Wi/Ri

by a Taylor series with the expansion limited to the first-order terms:
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Wi

Ri
= Ei + δi1ΔW1 + δi2ΔW2 + · · · + δinΔWn, (5.53)

where Ei is a constant given by

Ei =
(
Wi

Ri

)
Average

(5.54)

and
ΔWi =Wi −Wi, average (5.55)

δij are the partial derivatives of Wi/Ri with respect to a concentration:

δij =
∂
Wi

Ri

∂Wj
. (5.56)

In 1973, the matrix effect was not yet given the status of a separate symbol.
The symbol Wi/Riwould now be replaced by Mi. For practical reasons the
partial derivatives are calculated as finite differences, and not by using the
equations for the first derivative as derived by Shiraiwa and Fujino [53].

The series expansion is written around a given (or calculated) average com-
position W1, average, W2, average, . . . , Wn, average (represented by the expression
[Wi/Ri]average). The concentration of each element in turn is increased by
0.1%, and Wi/Ri is now calculated again; the expression [Wi/Ri]Wj+0.001 is
used. The partial derivative is thus calculated as follows:

δij =
∂
Wi

Ri

∂Wj
=

[
Wi

Ri

]
Wj+0.001

−
[
Wi

Ri

]
average

0.001
.

The calculation of all the δs for a given analyte i requires thus the calcu-
lation of [Wi/Ri]Wj+0.001 for each of the constituent compounds. Since the
summation of all deviations ΔW from the average must equal to 0, i.e.,

n∑
j=1

ΔWj = 0

one compound can be eliminated. Let the eliminated compound be denoted
by the subscript e:

ΔWe = −ΔW1 − ΔW2 − · · · − ΔWn.

Substitution yields:

Wi

Ri
= Ei + βi1ΔW1 + β2ΔW2 + · · · + βinΔWn, (5.57)
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which has only (n − 1) terms, since the term in ΔWe has been eliminated.
The values for the β coefficients can be calculated from

βij = δij − δie.
Obviously, βij equals 0 when in (5.57) j = e. Equation (5.57) has (n-1) terms,
but they are still in ΔW , rather than W , so the average composition is still
required. Conversion of ΔW to W is done by substituting (5.55) in (5.57):

Wi

Ri
= Ei −

n∑
j �=e

βijWj, average +
n∑

j �=e

βijWj . (5.58)

Defining the α-coefficients as

αij =
βij

Ei −
n∑

j �=e

βijWj,average
(5.59)

yields finally

Wi =Mi, AverageRi

⎛
⎜⎝1 +

n∑
j=1
j �=e

αijWj

⎞
⎟⎠ . (5.60)

This indicates that the weight fraction of the analyte is calculated from its
relative intensity, a matrix correction term, and the matrix correction term
for the average composition (which for a given composition is a constant). The
value for Mi, Average can be calculated using the influence coefficients calcu-
lated and taking the composition (Wi, Wj) equal to the average composition.
This equation is very similar at first sight to the Lachance–Traill equation
except for the term Mi, Average.

5.3.6 The Broll–Tertian Algorithm

K.-E. Mauser

In 1983 Broll and Tertian [10] outlined the general principles of “Quantitative
X-ray fluorescence analysis by use of fundamental influence coefficients.” More
detailed descriptions and slightly different names for the same basic algorithm
can be found in Broll [8] (“fundamental coefficient method”) and Broll et al. [9]
(“effective coefficient method”). The algorithm has been designed to combine
the theoretical exactness of the FP approach with the flexibility of the usual
Lachance–Traill formulation.

Fundamental Coefficients Versus Fundamental Parameters

Both FP and fundamental coefficient methods rely on the calculation of theo-
retical fluorescence intensities after Sherman’s equations. Tertian established
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a basic relationship between these approaches and postulated the existence of
effective influence coefficients, which, for any given composition Ci, Cj , Ck, . . .,
satisfy exactly the Lachance–Traill equations:

Ci = Ri (1 + ᾱijCj + ᾱikCk + · · · ). (5.61)

These effective influence coefficients ᾱij can be calculated using Tertian’s
identities

ᾱij = α′
ij − hij

Ci

Ri
, (5.62)

where α′
ij accounts for primary fluorescence and hij is a factor due to sec-

ondary fluorescence (enhancement). For any given composition, the effective
coefficients, as defined by Tertian’s identities, can be derived from the calcu-
lation of the theoretical fluorescence intensities, as used in the FP approach.
The effective coefficients are calculated for a given composition, and of prac-
tical value at or near this composition, but they are more or less composition
dependent. In a typical case of a multicomponent system, it is necessary to
work with the effective coefficients corresponding to the composition of each
sample.

The Algorithm of Standard Comparison

Broll and Tertian [10] proposed an algorithm to compare the unknown sample
with a standard sample. This procedure compensates for uncertainties in FPs
and instrumental factors and avoids the use of relative intensities, Ri. This
comparison algorithm is applied as follows:

The effective coefficients α∗
ij , corresponding to the standard sample, are

introduced into the Lachance–Traill equation for the standard

C∗
i = R∗

i

⎛
⎝1 +

∑
j �=i

α∗
ijC

∗
j

⎞
⎠ . (5.63a)

The same coefficients α∗
ij are used for the unknown sample in the following

equation

Ci = Ri

⎛
⎝1 +

∑
j �=i

α∗
ijCj

⎞
⎠ . (5.63b)

The algorithm for standard comparison is obtained by combining the two
equations and thus eliminating the fluorescence intensity of the pure elements
Ii,1:

Cn
i = C∗

i

Ii
I∗i

1 +
∑
j �=i

α∗
ijCj

1 +
∑
j �=i

α∗
ijC

∗
j

. (5.64a)

In this equation, the influence coefficients calculated for the composition of
the standard are used for the unknown sample, too. If, as usual in the practical
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application of X-ray fluorescence analysis, the composition of the standard C∗
i

and that of the unknown sample Ci are different, the composition obtained
by (5.63) can be used as an approximate composition Cn

i to calculate new
effective coefficients αn

ij , which are then reintroduced in the numerator of the
algorithm for standard comparison allowing the calculation of a composition
with a higher precision:

Cn
i = C∗

i

Ii
I∗i

1 +
∑
j �=i

αn
ijCj

1 +
∑
j �=i

α∗
ijC

∗
j

. (5.64b)

Broll et al. [9] expanded this method to be employed with several standards
and modified the algorithm for better precision in trace element analysis. The
algorithm of effective fundamental coefficients has been further refined and is
applied in the FP calculations of a current commercial software package. There
it serves exactly the purpose described at the end of Sect. 5.2.4 about back-
calculation schemes: To improve speed and reliability of the iteration process
by giving intelligent, nonlinear approximations for the function f(C1, . . . , Cn).
On the other hand, in this implementation the Broll–Tertian algorithm is no
longer visible as an independent method of its own kind.

5.3.7 The Japanese Industrial Standard Method

N. Kawahara

The Japanese industrial standard (JIS) method was developed for high-
accuracy analyses of stainless steel by Ito et al. [25]. Revised several times
by the Technical Committee on XRF Analysis in the Iron and Steel Institute
of Japan after its first edition in 1973, this method was standardized as the
latest revision of JIS G1256-1997 [26].

The JIS method is an empirical method to account for matrix effects and
line overlaps. Calibration curves of binary systems consisting of iron (or the
principal element) and the analyte elements are prepared. Each apparent cal-
ibration curve is approximated by a parabolic function to the fluorescent in-
tensity of the analyte:

Ci, app = b0 + b1Ri + b2R2
i , (5.65)

where b0, b1, and b2 are constants. Such calibration curves of binaries are
obtained experimentally using standard materials that have concentrations
covering the range of interest.

The concentration of the analyte i in a ternary system, which consists of
Fe and elements i and j, is expressed as:

Ci = Ci, app(1 + dijCj), (5.66)
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where dij is the matrix coefficient of element j to i. The general form of the
JISmodel for multicomponent materials is written as

Ci = Ci, app

⎛
⎝1 +

∑
j �=i, Fe

dijCj

⎞
⎠ (5.67)

or

Ci = (b0 + b1Ri + b2R2
i )

⎛
⎝1 +

∑
j �=i, Fe

dijCj

⎞
⎠ . (5.68)

The matrix coefficients dij are derived by multiple regression from exper-
imental intensities using multicomponent standard samples or ternary stan-
dard samples, by applying (5.66) or (5.67). Many values for dij have been
obtained and are summarized in JIS G1256-1997, and they are widely used in
iron and steel industries in Japan and other countries.

The analyst can either prepare the reference materials over the composition-
range of interest for obtaining the apparent calibration curves, or derive them
from the measurements of multielement standard materials and employ dij

values published by JIS or other resources.
Use of parabolic functions has the practical advantage that experimental

factors such as the counting linearity of the detector and effects of higher
order matrix coefficients can be included in them, although this may not be
applicable to the entire composition range (0–100%).

For comparison of the JIS method to de Jongh’s equation, (5.51) can be
rewritten as

Wi = EiRi

⎛
⎝1 +

∑
j �=Fe

αijWj

⎞
⎠

Wi − EiRiαiiWi = EiRi

⎛
⎝1 +

∑
j �=i, Fe

αijWj

⎞
⎠ (5.69)

Wi =
EiRi

(1 − αiiEiRi)

⎛
⎝1 +

∑
j �=i, Fe

αijWj

⎞
⎠ .

Note that the parameter e of (5.51) is here denoted as Fe. The final form of
(5.69) shows that the JIS method and de Jongh’s equation are mathematically
equivalent as far as a hyperbolic curve can be well approximated to a parabolic
function in the composition range of interest.

5.3.8 The Fundamental Algorithm

R.M. Rousseau

In 1984, Rousseau proposed the Fundamental Algorithm [46, 47] to correct
for all matrix effects that modify the measured net intensity emitted by an
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analyte i in a given specimen. It is deduced from the Sherman equation [51, 52]
by algebraic manipulation without any approximation and is thus the same
equation expressed in another form, namely that usually used for influence
coefficient algorithms. It considers direct and indirect (secondary) excitations
by the polychromatic incident radiation, calculates influence coefficients for
each sample to be analyzed, and separately takes into account both matrix
effects, absorption and enhancement. It can thus be considered as an extension
of the Sherman equation.

Deduction of the Fundamental Algorithm

The equation describing the observed photon count rates originating from
direct and secondary excitations as discussed in Sect. 5.2 is the starting
point of this section. Rousseau’s original notation is kept in this section
(Table 5.5):

Ni, observed = Ni, prim +Ni, sec (5.70)

= giCi

∫ λ=λEdge,i

λ=λ0

τi(λ)I0(λ)
μ′S(λ) + μ′′S(λi)

dλ

+
∑

Lines j

1
2
giCiCj

rj − 1
rj

pjωjτi(λj)

×
∫ λ=λEdge,j

λ=λ0

μj(λ)I0(λ)
μ′S(λ) + μ′′S(λj)

×
{[

1
μ′S(λ)

ln
(

1 +
μ′S(λ)
μS(λj)

)]

+
[

1
μ′′S(λi)

ln
(

1 +
μ′′S(λi)
μS(λj)

)]}
dλ.

The tertiary fluorescent X-ray photon count rate is not taken into account
because its contribution is usually very small and its mathematical treatment
is complex. Note that in this equation, the terms for primary and secondary
excitations contain integrals with the same upper boundary (the maximum
photon energy in the tube spectrum) but the lower boundaries are element

Table 5.5. Notation used by Rousseau

Rousseau Sect. 5.2

I0 N0

μi(λ), μi(λj) μi, μij

μS μ or μS

τ ≈ μ
gi Gi

r S



352 R.M. Rousseau

dependent (absorption edge energies). By introducing two variable coefficients,
Di and Di,j ,

Di(E) =

{
0 for E < EEdge,i

1 for E ≥ EEdge,i

Di,j =

{
0 for EEdge,j < EEdge,i

1 for EEdge,j ≥ EEdge,i

the equation can be rewritten as a single integral expression. Di sets the range
of those integrals to 0 when the running energy, E, is below the absorption
edge of the current element, and Dij sets the integrals of the secondary excita-
tion term to 0 when the matrix elements j cannot cause secondary excitation
of the analyte line i:

Ni, observed = Ni, prim +Ni, sec

= giCi

∫ λ=λEdge,i

λ=λ0

τi(λ)I0(λ)
μ′S(λ) + μ′′S(λi)

⎛
⎝1 +

∑
Elements j

Cjδij(λ)

⎞
⎠ dλ,

where

δij(λ) =
1
2
Dij(λ)Di(λj)

rj − 1
rj

pjωjμj(λ)
τi(λj)
τi(λ)

(5.71)

×
{[

1
μ′S(λ)

ln
(

1 +
μ′S(λ)
μS(λj)

)]
+
[

1
μ′′S(λi)

ln
(

1 +
μ′′S(λi)
μS(λj)

)]}
.

As opposed to (5.70), the sum in the above equation, Σj , is taken over all
matrix elements, not lines. The lines emitted by each element j are separately
accounted for by the sum in the expression for δi,j .

Note: When a Kα line may enhance the measured Lα1 or the Lβ1 line of
the same element j, this contribution (at the most 2–3% of total intensity) is
neglected because of the complexity of the calculation. For example, the Ba Kα
line enhances the measured Ba Lα1 line when the tube voltage is ≥40 kV. This
omission is more or less compensated by the calibration procedure [49] owing
to the use of a “comparison standard” approach. The enhancement effect of
a Kα line on the Lα1 line of the same element can also be eliminated by
reducing the tube voltage to a value lower than the binding energy of the K
shell or simply by using the Kα line rather than the Lα1 line as the analytical
line for the element to be determined.

The first fundamental information needed to calculate the intensity from
element i using (5.71) is the spectral distribution of the incident radiation.
However, there is no analytical expression available to generate an incident
spectrum in an essentially exact way, for any experimental conditions. Also,
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in order to be able to use the equations of the X-ray tube output proposed by
Pella et al. [42], the integral over λ is replaced here by a finite sum of k values
of wavelength intervals Δλk with corresponding incident intensities I0(λk):

∫ λEdge,i

λ=λmin

I0(λ) dλ→
λEdge,i∑
k=λmin

I0(λk)Δλk. (5.72)

To simplify (5.71), two new variables (βij and W ′
i ) are introduced based

upon effective mass absorption coefficients. The word “effective” designates
the quantification of the total absorption of specific wavelengths by an element
or a specimen in a given analytical context. It therefore takes into consider-
ation not only the fact that it is the sum of absorption of the incident and
emergent radiations but also their path lengths in the specimen. Thus, the
following definitions are used (compare 5.9):

μ′i = μi(λk) cscφ′ μ′j = μj(λk) cscφ′

μ′′i = μi(λi) cscφ′′ μ′′j = μj(λi) cscφ′′ (5.73)

μ′S =
N∑

n=i

Cnμ
′
n

μ′′S =
N∑

n=i

Cnμ
′′
n

μ∗i = μ′i + μ′′i μ∗j = μ′j + μ′′j μ∗S = μ′S + μ′′S .

The equation of the effective mass absorption coefficient can be trans-
formed as follows:

μ∗s = μ′S(λk) + μ′′S(λi)

=
∑

n

Cnμn (λk) csc φ′ +
∑

n

Cnμn (λi) csc φ′′

=
∑

n

Cn[μn(λk) csc φ′ + μn(λi) csc φ′′]

=
∑

n

Cn[μ∗n] = Ciμ
∗
i + Cjμ

∗
j + Ckμ

∗
k + · · · + CNμ

∗
N

= μ∗i

(
Ci + Cj

μ∗j
μ∗i

+ Ck
μ∗k
μ∗i

+ · · · + CN
μ∗N
μ∗i

)
.

Now, bearing in mind a given specimen of N elements:

N∑
n=i

Cn = 1
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we obtain
Ci = 1 − Cj − Ck − · · · − CN

and

μ∗s = μ∗i

[
1 + Cj

(
μ∗j
μ∗i

− 1
)

+ Ck

(
μ∗k
μ∗i

− 1
)

+ · · · + CN

(
μ∗N
μ∗i

− 1
)]
.

Defining the variable

βij(λk) =
μ∗j
μ∗i

− 1, (5.74)

where

μ∗j = μj(λk) csc φ′ + μj(λi) csc φ′′

μ∗i = μj(λk) csc φ′ + μi(λi) csc φ′′

produces

μ∗s = μ∗i

⎡
⎣1 +

∑
j

Cjβij(λk)

⎤
⎦ .

Note that the variable βij(λk), as we will see later, is defined as the
absorption influence coefficient in the case of a monochromatic incident source
of wavelength λk. This coefficient corrects for the absorption effects of the ma-
trix element j on the analyte i and can be positive or negative. If (5.74) is
rewritten in the following form:

βij(λk) =
μ∗j − μ∗i
μ∗i

, (5.75a)

it is easier to determine when the influence coefficient βij(λk) is positive
or negative. The values for βij(λk) depend on the matrix composition. For
example, if Fe is determined in the presence of Mg (a lighter matrix element),
then μ∗i > μ

∗
j and βij(λk) is negative. If Fe is determined in the presence of

Ni (a heavier matrix element), then μ∗i < μ
∗
j and βij(λk) is positive.

Furthermore, the coefficient βij(λk) is the ratio of the difference between
the mass absorption coefficients of elements j and i relative to the mass
absorption coefficient of element i. In other words, the coefficient βij(λk)
shows, in a relative way, how much greater or smaller the absorption of ele-
ment j is compared to that of element i. The relative absorption of element i
compared to itself is therefore equal to 0. Indeed,

βii(λk) =
μ∗i − μ∗i
μ∗i

= 0. (5.75b)

In the following paragraphs, we continue to modify Sherman’s equation to
make it easier to understand and manipulate. Defining a second variable:
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W ′
i (λk) =

μi(λk)
μ∗i

Io(λk)Δλk

and combining with the above equations leads to

Ii(λi) = giCi

λ=λEdge i∑
λk=λmin

W ′
i (λk)

1 +
∑
j

Cjδij(λk)

1 +
∑
j

Cjβij(λk)
. (5.76)

This preliminary modified Sherman equation is already simpler and more
revealing. Indeed, the intensity is still proportional to the concentration Ci

and also to a ratio on the right-hand side. The numerator contains all the
enhancement coefficients δij of each element j of the matrix, and the denom-
inator contains all the absorption coefficients βij of each element j. Thus, Ii
will increase with the enhancement effects and decrease with the absorption
effects (if βij is positive). Furthermore, all these matrix effects are weighted by
the factor W ′

i , which takes into account the polychromaticity of the incident
spectrum. We will return to this subject later.

Because of the difficulty in determining the experimental constant gi and
for making the measured intensities independent of the instrument, the second
important step is to replace the absolute intensity Ii of element i by the relative
X-ray intensity, Ri, which is defined as follows:

Ri =
Ii(λi)
I(i)(λi)

, (5.77)

where I(i)(λi) is the intensity emitted by the pure element i. For a specimen
composed only of the pure analyte i, Ci = 1, all Cj = 0, and the modified
Sherman equation (5.76) becomes

I(i) = gi
∑

k

W ′
i (λk). (5.78)

The combination of (5.76), (5.77), and (5.78), after some algebraic manipula-
tions, leads to

Ri = Ci

1 +
∑
j

εijCj

1 +
∑
j

αijCj
, (5.79a)

where

εij =

∑
k

Wi(λk) δij(λk)∑
k

Wi(λk)
(5.79b)

αij =

∑
k

Wi(λk)βij(λk)∑
k

Wi(λk)
(5.79c)
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and where the new weighting factor, Wi(λk), present in the two previous
equations is defined by

Wi(λk) =
μi(λk)I0(λk)Δλk

μ∗i

[
1 +

∑
j

Cjβij(λk)

] . (5.79d)

Equation (5.79a) is still the same Sherman equation (5.70), except that it cal-
culates a count-rate ratio, R. Indeed, the intensity Ri is still proportional to
the concentration Ci but also to a ratio on the right-hand side. The numerator
contains all the enhancement coefficients δij (or εij) of each element j of the
matrix, and the denominator contains all the absorption coefficients βij (or
αij) of each element j. Thus, here again the count-rate ratio Ri will increase
with the enhancement effects and decrease with the absorption effects (if βij

is positive). Furthermore, all these matrix effects are weighted by the factor
Wi, which takes into account the polychromaticity of the incident spectrum
and the matrix composition of the sample.

Regarding the count-rate ratio, R, the same applies as to the conventional
FP methods of Sect. 5.2. When the pure specimen is not available, the cali-
bration procedure [49] enables to determine the intensity of the pure analyte
from multielement standards (5.20). This intensity is simply equal to the slope
of the calibration line.

As analysts are interested to calculate concentrations rather than intensi-
ties, which are measured, (5.79a) must be reversed:

Ci = Ri

1 +
∑

j

αijCj

1 +
∑

j

εijCj

. (5.80)

If we accept the fundamental nature of the Sherman equation, and since
(5.79a) is the only equivalent equation that respects the Sherman equation
in every respect (algebraically, mathematically, and physically), the above re-
versed expression (5.80) of (5.79a) can be called the fundamental algorithm.
Consequently, the αij and εij coefficients defined by the explicit (5.79c) and
(5.79b) are the fundamental influence coefficients correcting for absorption
and enhancement effects, respectively. We will see the reason in the next
section.

Physical Interpretation

At first approximation, (5.80) reveals that the concentration of the analyte
i is proportional to its measured relative intensity, i.e., Ci ∝ Ri, which is
multiplied by a ratio correcting for all matrix effects. In fact, the coefficient
αij , calculated from the βij and Wij coefficients, includes all mass absorp-
tion coefficients μ∗S (when there is no enhancement) of the Sherman equation.
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Therefore, we can affirm that the αij coefficient corrects for all absorption
effects caused by element j on analyte i and the numerator of the ratio cor-
rects thus for all absorption effects of the matrix, each element j bringing
its contribution to the total correction in a proportion Cj . If the numerator
is greater than unity (it could be lower if the matrix is less absorbent than
the analyte), the intensity Ri will increase by a quantity equivalent to that
absorbed by the matrix. Briefly then, αij is the fundamental influence coeffi-
cient that corrects for absorption effects, and its theoretical definition is given
by (5.79c).

Now, if some elements of the matrix are able to enhance the analyte i, the
corresponding coefficient εij , deducted from δij , will be different from 0 and
always positive. Therefore, we can affirm that the εij coefficient corrects for all
enhancement effects caused by element j on analyte i, and the denominator of
the ratio corrects thus for all enhancement effects of the matrix, each element
j contributing to the total correction in a proportion Cj . In this case, the
denominator will be greater than unity and the intensity Ri will be reduced
by a quantity equivalent to that caused by the enhancement. Thus, εij is the
fundamental influence coefficient that corrects for enhancement effects, and
its theoretical definition is given by (5.79b).

Note that the concentration Ci of the analyte i does not explicitly appear
in the ratio of the Fundamental Algorithm except by the intermediary of the
coefficients, which are concentration dependent. Indeed, at the numerator,
the αii ·Ci term is equal to 0 because the coefficient βij expresses a difference
between the mass absorption coefficients and therefore βii = 0 as shown in
(5.75b). In the denominator, the εiiCi term is also equal to 0 because an
element cannot enhance itself, except in the case (rare in most analytical
situations) where a Kα line can enhance significantly the Lα1 analytical line
of the same element. However, as explained previously, such a situation is
ignored in this algorithm.

The mathematical definitions ((5.79c) and (5.79b)) of the αij and εij
coefficients have the form of a weighted mean. Thus, these coefficients can
be considered as the weighted means of all absorption and enhancement ef-
fects, respectively, caused by element j on analyte i, where to each incident
wavelength λk is given a weight Wi(λk), which can be seen as the product of
two terms:

Wi(λk) =
[
μi(λk)
μ∗i

I0(λk)Δλk

] ⎡
⎢⎢⎣ 1

1 +
∑

j

Cjβij(λk)

⎤
⎥⎥⎦ . (5.81)

The first gives a weight to each value of the incident photon flux, while the
second weights for each binary combination of elements i and j by the total
absorption effect of the matrix. These considerations concerning Wi lead to
the two following important conclusions:
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• The αij and εij coefficients are not constants for a binary system i − j
and vary not only with the concentrations of element j but also with the
nature and concentration of all other elements in the matrix.

• The total matrix effect on the analyte i is not equal to the sum of the
binary effects of every element j of the matrix, each effect being calculated
independent of each other. In other words, each element j contributes to
the total matrix effect on the analyte i, but the individual contribution of
each element j cannot be isolated and cannot be calculated independently
of all other matrix elements.
For the practical application of the Fundamental Algorithm (5.80), see [47].
For its experimental verification, see [50].

5.4 Compensation Methods

B.A.R. Vrebos

5.4.1 Internal Standards

The internal standard method is based on the addition of an element (or a
compound) in a known, constant proportion to a (series of) specimen(s), in
order to minimize the effect of variations in matrix effects. The same propor-
tion has to be added to the standards as well as to the unknowns. The com-
pound added is called an added internal standard. For the added internal stan-
dard, pure elements, pure compounds, mixtures, and solutions can be used.
Care must be taken to avoid adding a compound with a significant amount of
one of the analytes of interest; this will lead to erroneous results. When using
solutions or mixtures, it is vital that their composition be constant.

There is basically only one selection criterion for the compound added:
the added internal standard should have at least one characteristic line of
sufficient intensity, which is subject to similar matrix effects as the analytical
line(s) of interest. This means that both the analytical line and the line of the
added internal standard are affected in the same way by the absorption and
enhancement phenomena in the matrix. This requirement is generally fulfilled
when there are no absorption edges (leading to a difference in absorption) or
characteristic lines including scattered tube lines (leading to a difference due to
enhancement) between the two wavelengths considered. For the concentration
Ci of an analyte i in a sample, (5.22) can be used:

Ci = Ki IiMi (5.82a)

and similarly for a standard, s:

Cs = Ks IsMs. (5.82b)

The calibration constants Ki and Ks are not the same, and neither are the
intensities Ii and Is nor the matrix effects Mi and Ms. By dividing (5.82a)
by (5.82b), the ratio
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Ii
Is

= KisCi (5.83)

is obtained with
Kis =

KsMs

KiMiCs
. (5.84)

In the above equation, Cs is a constant (the same amount is added to each
standard and unknown specimen) and can be included in the constant Kis.
The matrix effect term Mi, however, is not a constant for the case on hand.
If Mi were a constant over the range of concentrations concerned, then the
simple linear regression (5.82a) could be used, and there would be no reason
to use an internal standard. The trick of the method is now to select the in-
ternal standard element in such a way that the matrix effect on the analyte
and on the characteristic line of the internal standard varies in the same way.
When enhancement is dominant on the analyte’s emission line and increases
its intensity, then the intensity of the internal standard should also be affected
in the same way. When the intensity of the analyte is reduced by absorption
effects, the intensity of the internal standard should be reduced as well. By
observing these guidelines, both Mi and Ms will vary in the same direction.
The ratio Mi/Ms is thus less sensitive to variation in the matrix effect, and,
in many cases, can be considered a constant. In practice, the internal stan-
dard is added to all specimens (standards and unknowns) and the intensity of
both the analyte and the internal standard is measured. Using linear regres-
sion of the ratio of the intensities against the concentration of the analyte in
the standard specimens, the value of the calibration constant Kis in (5.83) is
calculated.

The difference between the internal standard method and the method
using scattered radiation in their effectiveness to correct for matrix effects
is due to the different origin of the “ratio” intensity (i.e., Compton scattered
tube radiation or characteristic fluorescence from an element in the specimen).
This is the reason why the internal standard method is capable of correcting
for absorption as well as for enhancement. Variations in density of pressed
specimens are also partially corrected for. To ensure proper compensation of
the matrix effects, it is imperative that there are no absorption edges and
no characteristic lines from other elements located between the two lines of
interest. Also, in the ideal case, none of the characteristic lines of the analyte
should enhance the internal standard or vice versa. This is difficult to realize.
In practice, the requirement is reduced to avoid using an internal standard
that contains elements, which change the matrix effects on the analyte signifi-
cantly. For analytes with atomic number Z higher than 23, the elements with
atomic numbers Z − 1 and Z + 1 are very well suited to be used as internal
standards. In those cases, there are no absorption edges and no K emission
lines of other elements between the two elements considered. The element with
atomic number Z is not enhanced by the Kα radiation from element Z + 1,
but only by the (much) weaker Kβ radiation. Some degree of enhancement
between the internal standard element and the analyte is allowed as the con-
centration of the internal standard is constant and the method is based on a
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ratio of intensities. Please note that this guideline does not take into account
the presence (or absence) of other elements with L absorption edges and L
emission lines.

The method will break down, or produce results of less than optimal qual-
ity, when (1) a major emission line of a major matrix element with a variable
concentration is present between the absorption edges of the analyte and the
internal standard element. In this case, only one of the two elements (ana-
lyte or internal standard) is enhanced in a variable way. Or (2) when a ma-
jor absorption edge of a major element of variable concentration is situated
between the energies of the measured characteristic lines of the analyte and
the internal standard element. In this case, one of the two lines considered
is absorbed in a variable way. In both cases, varying concentrations of the
matrix element lead to different effects on the intensities of the analyte and
of the internal standard element, but, the ratio of (5.83) will not compensate
for this variability.

The method of the added internal standard has also several drawbacks.

• The internal standard must be added to each of the standard specimens
and all of the unknowns. Specimen preparation is thus made more com-
plicated, and is more susceptible to errors;

• The addition of reagents and the fact that the specimens must be homo-
geneous limit the practical application of the method to the analysis of
liquids and fused specimens; although it sometimes finds application in
the analysis of pressed powders. When dealing with liquids, care must be
taken to ensure that the additive is in a stable solution over time, without
precipitating; this is less of a concern when fused beads are used. Ideally,
in this case, the added internal standard should be part of the flux;

• The rule (Z + 1) or (Z − 1) can serve as a rule of thumb for simple cases.
In samples where many elements are to be quantified, or in samples where
only few elements need to be quantified but in a matrix whose composition
varies from specimen to specimen it is quite clear that a suitable internal
standard cannot be found for every analyte element. Sometimes, more
elements are used in one internal standard solution to provide a suitable
internal standard for more analytes.

The internal standard method is most easily applied to liquids. However,
even in this favorable case some problems persist. Elements with a higher
atomic number (for example Mo) are more difficult to analyze using this
method, because liquid specimens are generally not of infinite thickness for
the K wavelengths of such elements. In these cases, the L line can be used with
an appropriate internal standard. The method will also provide some compen-
sation for non-infinite thickness, especially in cases where the wavelength of
the internal standard selected is very similar to that of the analyte line.

In principle, L lines of a given element can be used as internal standards
for K lines of other elements and vice versa. The same requirements are to be
satisfied as when dealing with K lines.
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The method allows the analysis of one or two elements in a specimen
without requiring analysis or knowledge of the composition of the matrix. In
favorable situations, the method can provide accurate results over a concen-
tration range of up to 10%, and even 20% in some cases; it is most effective
at lower concentrations and still finds widespread applications. For example,
ISO prescribes the method for the determination of Ni and V in petroleum
products [24]. In this case, Mn Kα is used as an internal standard. Note
that only one internal standard element is used for the two analyte elements.
Accurate determination of the analytes is obtained over a much wider variety
of petroleum products than a simple linear calibration would do.

5.4.2 Standard Addition Methods

The standard addition method is based on the addition of small quantities
of the analyte element to the specimens. The method is of particular interest
when the analyte’s concentration is low, there are no standards similar to the
unknowns available, and the analyst is only interested in one (or few) con-
stituent elements in the specimens. The method is based on the following: by
adding a known quantity ΔCi of the analyte element i to the unknown speci-
men, the intensity Ii of the analyte’s radiation will be increased by an amount
ΔIi. Working under the assumption of a linear calibration relationship, the
following equations apply:

Ci = KiIi (5.85a)

for the original specimen and

Ci + ΔCi = Ki(Ii + ΔIi) (5.85b)

for the specimen with the addition. In these equations all quantities are known,
except the concentration Ci of the analyte in the specimen. This can be ob-
tained by solving the above equations for Ci. Please note that the use of net
(background corrected) intensities is required to minimize bias.

The method assumes that increasing the concentration of the analyte by
a fraction ΔCi causes the intensity to increase by an amount KiΔII ; it thus
relies explicitly on the linear calibration. To check if this assumption is valid,
several different additions can be made. If the measured intensities are then
plotted against the concentrations added to the original specimen, a straight
line should be obtained. The concentration in the unaltered specimen (the un-
known) can also be read from such a graph: The intercept of the “calibration”
line with the concentration axis equals – Ci.

The concentration of the analyte is effectively found by extrapolating the
“calibration” line to 0. In order to minimize the effect of the extrapolation (the
uncertainty increases with increasing degree of extrapolation), it is vital to add
amounts of ΔCi that are in proportion to the amount Ci itself. If more than
one addition is made, the top point should have an addition ΔCi at least
equal to Ci and preferably two to three times higher. On the other hand,



362 B.A.R. Vrebos

it is important to avoid nonlinearity caused by adding substantial amounts,
which cause the matrix effect to change considerably. This method is thus
ideally suited for the accurate determination of trace levels of one (or a few)
analyte(s) at low concentration in a specimen of an unknown matrix.

In terms of the additions themselves, both solutions and compounds can
be used. If the analyte in the original sample is in a different phase than in the
additions, the correct stoichiometric proportions must be taken into account
in the calculation of the concentration. This is equally true if the analyte is
present under elemental or ionic form in the additions and in a compound
phase in the original specimen (or vice versa).

If the analyte element is not available or considered too expensive, the
concentration of the analyte can also be altered by diluting the sample. By
diluting the sample one to one, the concentration of the analyte is halved, etc.
A calibration line can be established using different dilutions. This approach
is to be preferred when the concentration of more than one analyte is to be
determined. Diluting the specimens affects all analytes in the same way. The
disadvantage is that the intensity and thus the counting statistical precision
will suffer, and that the matrix must be known.

5.4.3 Dilution Methods

The method of the added internal standard and the standard addition method
essentially compensate for matrix effects. They do not calculate the matrix
effect, nor do they alter the matrix effect in any significant way. The dilution
method is based on actually altering the matrix effect to such an extent that
it becomes constant for the concentration range considered. The basis of the
dilution method is (5.11) expressing intensity (photon counts), Nis, in sam-
ple s, as a function of the mass attenuation coefficients. mi,s denotes the mass
of element i in the specimen and ms the total mass of the specimen:

Ni,s = GiCi
τi
μ∗s

= Gi
mi,s

ms

τi
μ∗s
. (5.86)

Adding a diluent, d, with mass md to a sample s with original mass ms leads
to

Ni,s+d = Gimi,s
τi

msμ
∗
s +mdμ

∗
d

= GiC[i in mixture]
τi

1
1 +D

μ∗s +
D

1 +D
μ∗d

(5.87)

= GiC[i in s]
τi

μ∗s +
C[d in mixture]

C[s in mixture]
μ∗d

with D = md/ms. Deviations from linearity in the calibration lines are ex-
pected due to variations in the denominator. Enhancement is ignored at this
stage.
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The basis of the dilution method is to add a fixed amount D of a diluent
d to each sample. The factors 1/(1 + D) and D/(1 + D) account for the
changes in specimen composition. The first term describes the absorption by
the compounds in the original specimen, while the second term is for the
diluent. This second term is constant for each specimen, as the same diluent
is added in the same proportion to each specimen. By making the second
term D/(1+D)μ∗d significantly larger than the first one, the denominator can
be made nearly constant: the only source of variation is due to changes in
composition of the specimens. There are essentially two distinct methods to
achieve this:

• By making D very large;
• By using a diluent with large absorption coefficients, i.e., a large μ∗d.

The latter case is also known as the technique of the heavy absorber.
In both cases, reagents must be added to the specimens, standards, and

unknowns. Obviously, this is much easier when dealing with liquids. The
method of the heavy absorber has found wide acceptance in the past with
fusions: a lithium-based salt (lithium tetraborate or lithium metaborate) is
then mixed with La2O3 (90:10 or 80:20) and is then used to fuse the speci-
men. Lanthanum is a material with a large attenuation coefficient over a wide
range of wavelengths and it is not commonly measured; it is thus an excellent
diluent in many cases.

This method aims at reducing the effect caused by the variation in spec-
imen composition. In theory, it could also eliminate the variation of matrix
effect completely by adding very large quantities of diluent, but at the same
time, the sensitivity is reduced significantly. A compromise must thus be
sought between reduction of matrix variability and loss of sensitivity.

5.4.4 Scattered Radiation – Compton Scatter

Compton scatter or incoherent scatter involves interaction of a photon with
a single free (i.e., weakly bound) electron, in which part of the photon energy
is transferred to the electron. The wavelength of the scattered photon is thus
longer (has less energy) than that of the incident photon. It can be shown
that the Compton shift Δλ is given by

Δλ = λs − λ0 =
h

mec
(1 − cos ψ) ∼= 0.00243 (1 − cosψ), (5.88)

where h is Planck’s constant, me is the rest mass of the electron, and c is the
velocity of light in vacuum. The angle ψ is the angle between the direction of
the photon after scattering and its original direction. When Δλ is calculated
in nm, the constants evaluate to 0.00243 nm.

The intensity of the Compton scattered radiation from a tube line can be
used to obtain an estimate of the absorption coefficient of the specimen at the
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wavelength λs of the scattered photons. Furthermore, it can be shown that
the intensity of the scattered radiation is inversely proportional to the mass
attenuation coefficient μs of the specimen:

Is(λs) ∼ 1
μs(λs)

, (5.89)

where λs is the wavelength of the scattered radiation and μs(λs) is the mass
attenuation coefficient of the specimen for wavelength λs. This relationship
is illustrated in Fig. 5.8 for a number of standard specimens. The agreement
is striking. This property can be used to the analysts’ advantage when deal-
ing with analyses of elements whose characteristic radiation is mainly subject
to absorption effects. In such cases, the variation in the magnitude of the
matrix effect between specimens is mainly due to changes in the absorption
properties. If enhancement can be neglected and the intensity of the fluores-
cent radiation, Ii, is inversely proportional to the mass attenuation coefficient
(monochromatic excitation is assumed):

Ii ∝ Ci

μ∗s
. (5.90)

Knowledge of the value of μ∗s for each specimen thus enables quantitative
analysis. The intensity of the X-rays scattered by the specimen can be used
to determine the value of the mass attenuation coefficient at one wavelength.
Mass attenuation coefficients at two different wavelengths are virtually propor-
tional, independent of matrix composition, provided there are no significant
absorption edges between these two wavelengths [23].

In Fig. 5.9, the mass attenuation coefficient as a function of wavelength
is given for three pure compounds: Fe2O3, TiO2, and SiO2. Note the rapid

Compton Rh Ka

100 150 200

0.08

0.06

0.04

1/m

Fig. 5.8. Inverse of the mass attenuation coefficient at the wavelength of Rb Kα,
versus the intensity of Compton scattered Rh Kα tube line, for a variety of oxide
matrices. The linear relationship of (5.89) can clearly be seen
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Fig. 5.9. Mass attenuation coefficient as a function of wavelength for Fe2O3, TiO2

and SiO2. Note the large differences between the curves for the different materials
and the absorption edges

increase with wavelength (approximately proportional to λ3), as well as the
K-absorption edges of Fe and Ti. The K-absorption edge for Si is at a wave-
length not covered by the scale of Fig. 5.9. At any given wavelength, there is a
considerable difference between the value of the mass attenuation coefficients
for Fe2O3, TiO2, and SiO2 (except for Fe2O3 and SiO2 on the long wavelength
side of the Fe K-edge). However, when the mass attenuation coefficient at any
wavelength is divided by the value at a given wavelength, this ratio is sim-
ilar, irrespective of the compound. This is illustrated in Fig. 5.10 where the
ratio of the mass attenuation coefficients is plotted for the same compounds.
From Fig. 5.10 it appears that the ratio of the value of the mass attenuation
coefficient at any given wavelength and its value at 0.07 nm is very similar for
all three compounds considered. At about 0.17 nm (the wavelength of the Fe
K-edge) the plot for Fe2O3 diverges rapidly, while the values for TiO2 and
SiO2 are still very similar, until the Ti K-edge (at 0.25 nm) is crossed.

The method is thus limited to those cases where only trace elements have
absorption edges in that wavelength range. Under these conditions, the ratio
Ii/Is is proportional to the concentration of the analyte. Combination of (5.89)
and (5.90) yields

Ii ∝ Ci

μ∗s
∼ CiIs(λs). (5.91)

In Fig. 5.11, the intensity of Rb Kα is plotted against the chemical con-
centration (circles); the crosses represent the ratio of the intensity of Rb Kα
and the scattered Rh Kα. The spread around the line is much reduced in the
latter case: the root mean square in the first case is about 14 ppm, while –
with Compton corrected intensities – it is reduced to about 3 ppm.

In practice, both coherently and incoherently scattered primary radiation,
such as tube lines, as well as the scattered continuous radiation can be used.
The contribution of Compton scatter to the total scatter at a given wavelength
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Fig. 5.11. Intensity of Rb Kα versus chemical concentration (◦) and the ratio of
the Rb Kα intensity with the Compton scattered Rh Kα (+). The Compton cor-
rected data show reduced spread around the regression lines. Note: The Compton
corrected data have been scaled by a factor of 100 for display reasons

increases with decreasing wavelength. For example, the scattered intensity at
0.05 nm consists for more than 80% of Compton scatter.

It has been shown that the method corrects also to some degree for surface
finish, grain size effects, and variations in tube voltage and current [6, 27].
Unfortunately, the method of scattered radiation does not correct for en-
hancement, its use is thus limited to analytes that are mainly influenced by
absorption only.

Another limitation of the method is that there should be no absorption
edges of major elements between the analytical wavelength and the wavelength
of the scattered radiation. This is to ensure that the ratio between the mass
attenuation coefficients for those wavelengths remains constant between speci-
mens. Several authors (e.g., Reynolds [45], Walker [60], and Nesbitt et al. [41])
have presented work-arounds to extend the method beyond major absorption
edges.
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These methods are based on the assumption that the intensity of the ma-
jor element is proportional to its concentration, which in turn is proportional
to its contribution to the absorption. It is most easily implemented by deter-
mining the relationship between the ratio of the mass attenuation coefficients
at two different wavelengths (one at either side of the absorption edge) and
the intensity of the characteristic radiation of the element related to the edge.
Figure 5.12 shows for example the relationship between the ratio of the mass
attenuation coefficients at 0.07 nm and 0.23 nm and the intensity of Fe Kβ.
The edge is Fe K (at 0.174 nm):

μ0.07

μ0.23

∼= IFe Kβ = f(IFe Kβ). (5.92)

By using this ratio and the mass attenuation coefficient at 0.07 nm (from the
Compton scattered intensity), the mass attenuation coefficient at 0.23 nm,
μ0.23, can be obtained and then be used in (5.90):

μ0.23 =
μ0.23

μ0.07
μ0.07. (5.93)

In combination with (5.89) and (5.92), this can be rewritten in terms of
intensities.

μ0.23
∼= 1
f(IFe Kβ)

1
IS(λS)

. (5.94)

In Table 5.6, some data regarding cobalt in geological matrices are collated
to show the benefits from using jump edge corrections. In its second part,
the concentrations determined by linear regression (no matrix correction),
Compton correction (5.91), and a combination of Compton correction and
jump edge correction (5.89 and 5.93) are compared.

m0.07 nm/m0.23 nm

0
0.05

0.1

0.15

200

Intensity Fe Kb  (kcps)

400

Fig. 5.12. Ratio of the mass attenuation coefficients at 0.07 nm and 0.23 nm versus
the intensity of Fe Kβ. The data can be approximated very well by a second degree
polynomial as indicated by the curve
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Table 5.6. Determination of cobalt concentrations

C(Chem) Co Kα μ0.07 RhCompton μ0.23 Fe Kβ
Standard ppm kcps cm2/g kcps cm2/g kcps

SY-2 8.6 0.121 18.75 124.29 239.3 92.836
SO-3 W 5.5 0.074 16.57 141.34 240.9 33.490
73326 12.7 0.210 16.17 144.92 213.2 75.326
73325 97 1.943 22.27 103.86 169.8 335.818
73324 7.6 0.099 15.96 146.92 173.9 158.535
73321 5.5 0.090 13.36 176.75 189.4 38.186
73319 14.2 0.256 15.02 156.51 186.9 98.150
TR-006 431.0 8.267 17.21 134.62 181.0 180.785
TR-013 889.0 16.396 17.77 131.32 186.9 177.684

Chemical compositions (reference values), intensities, and mass attenuation
coefficients

C(Chem) Concentration determined
Standard ppm ppm

LINREG COMPT JEC
SY-2 8.6 6.5 6.9 8.4
SO-3 W 5.5 4.0 3.7 5.3
73326 12.7 11.3 10.3 13.1
73325 97 104.6 132.7 100.1
73324 7.6 5.3 4.8 5.0
73321 5.5 4.8 3.6 5.1
73319 14.2 13.8 11.6 14.0
TR-006 431.0 444.9 435.8 433.7
TR-013 889.0 882.4 886.0 887.5
RMS (ppm) 6.2 12.6 1.8

Values of the concentrations found using simple linear regression (LINREG),
Compton correction (COMPT) and jump edge correction (JEC).

The analysis of cobalt in the samples concerned is hampered by the fact
that the Fe K-absorption edge is located between the wavelength of the
Compton scattered tube line and the Co Kα. This is the reason why the Comp-
ton correction does not work. It actually makes the results worse: the RMS
increases from 6.2 ppm (no correction) to 12.6 ppm. This is not surprising
because the Compton correction would account for a change in absorption,
based on the assumption that there are no significant absorption edges be-
tween the wavelength of the Compton scattered intensity (λs) and the analyte
wavelength (λi). In the case at hand, however, the presence of a large amount
of iron is responsible for a large absorption jump between λs and λi. By using
both, the Compton scattered intensity and the jump edge correction based on
the Fe Kβ intensity, the RMS is reduced to 1.8 ppm.
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This method for jump edge correction requires, however, additional mea-
surements and the calculation of mass attenuation coefficients for reference
samples. Also, even with jump edge correction, the method still does not
correct for enhancement.

5.5 Thin and Layered Samples

P.N. Brouwer

XRF is an attractive technique for the analysis of thin and layered samples,
because both the composition and thickness of layers can be determined in a
fast and nondestructive way. The application area is growing; examples are
optical coatings, protective coatings, magnetic recording materials, optical
recording materials, superconductive films, as well as wafers for IC technology.

The photon rates originating from thin and layered specimens depend on
the composition of each of the layers as well as on the thickness of the layers.
It is therefore possible to determine simultaneously the composition as well
as the thickness(es). Just as in the case of bulk samples, quantification can
be accomplished using calibration standards with composition close to that
of the sample. Since the layer thicknesses are additional unknown quantities,
additional analytical lines may be required to analyze a sample. Producing
accurate thin film or layered standards is very difficult, thus more than in the
case of bulk samples, FP-based analysis is demanded for thin and layered sam-
ples, where reference samples are only required to determine the spectrometer
sensitivity for an analytical X-ray line. The reference sample can be any type
of sample of known composition: bulk, thin film, or layered. Using reference
samples close to the sample composition in some cases eliminates systematic
errors, which can improve the accuracy.

5.5.1 Direct Excitation by Polychromatic Sources

In Sect. 5.2 the fluorescence of a single thin layer is briefly discussed. For
the primary fluorescence, a layered sample is treated as a stack of thin films,
taking into account the absorption of layers that are above the layer of interest
(Fig. 5.13).

Before the incoming radiation reaches a layer n, it is partly absorbed by
the layers above it and the same holds for the outgoing characteristic radiation
of the analyte. The absorption by all the layers above layer n for radiation
with wavelength λ under an angle ψ′ is given by

A1,n−1
λ,ψ′ =

n−1∏
k=1

exp
(
−ρkTkμ

k
λ

sinψ′

)
= exp

(
−

n−1∑
k=1

ρkTkμ
k
λ

sinψ′

)
. (5.95)

The primary fluorescence for element i coming from layer n due an incoming
photon with wavelength λ is given by
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Incident photons

Fluorescent  i-photons

Layer 1

Layer 2

Layer n
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Fig. 5.13. Multilayer structure on a substrate

Nn
iPλ =

Ω

4π sinψ′εiλA
1,n−1
λ,ψ′

Cn
i τiλ

μ′nλ + μ′′ni

A1,n−1
λ,ψ′′

(1 − exp (−ρnTn (μ′nλ + μ′′ni )))
(5.96)

with
εiλ =

Si − 1
Si

piωi.

Note that Si is wavelength dependent for lines of the L- and higher series;
otherwise εiλ corresponds to gi in (5.9). For films with a very small thickness
Tk → 0 the exponential term can be approximated by

(1 − exp (−ρnTn (μ′nλ + μ′′ni ))) ≈ ρnTn (μ′nλ + μ′′ni ) .

In that case, the primary fluorescence is given by

Nn
iPλ =

Ω

4π sinψ′ εiλA
1,n−1
λ,ψ′ C

n
i τiλρnTnA

1,n−1
λi,ψ′′ . (5.97)

This means that the primary fluorescence of a very thin layer is linear
proportional to the thickness of the layer.

For very thick layers with Tk → ∞ follows

(1 − exp (−ρnTn (μ′nλ + μ′′ni ))) ≈ 1

and in that case, the primary fluorescence is given by

Nn
iPλ =

Ω

4π sinψ′ εiλA
1,n−1
λ,ψ′

Cn
i τi,λ

μ′nλ + μ′′ni

A1,n−1
λi,ψ′′ . (5.98)
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The primary fluorescence of layer n leaving the sample due to the con-
tinuum and characteristic lines of a tube, is obtained by integration over the
continuum and summing over all tube lines (see also (5.13)):

Nn
iP =

λabs, i∫
λ0

Nn
iPλN0(λ) dλ+

#tubelines∑
t=1

Nn
iPλt

N0(λt). (5.99)

In order to obtain the total primary fluorescence of analyte i, this has to
be summed over all layers, n:

NiP =
∑

n
Nn

iP. (5.100)

5.5.2 Indirect Excitation by Polychromatic Sources

Secondary fluorescence can be produced within one and the same layer, and
also across different layers. In the former case a characteristic photon is
absorbed in the same layer where it is created, leading to secondary fluo-
rescence in that layer. In the latter case, the characteristic photon crosses
at least one interlayer boundary and is absorbed in another layer, leading to
secondary fluorescence in that layer. There is no means of indicating which of
these effects is more dominant without taking into account the sample model
(Fig. 5.14).

Fluorescent i -photons

Fluorescent i -photons Fluorescent i -photons

Incident photons

Incident photons

i -Excitation

i -Excitation

i-Excitation

j -Excitation

j-Excitationj -Excitation

Fig. 5.14. Multilayer structure: intralayer and interlayer secondary fluorescence
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Intralayer Secondary Fluorescence

The secondary fluorescence from element i due to excitation by element j in
the same layer n due an incoming photon with wavelength λ is given by

Nn
ijλ =

1
2
A1,n−1

i,ψ′′ A
1,n−1
λ,ψ′ εjλεij

× Ω

4π sinψ′
Cn

i C
n
j

μ′nλ + μ′′ni

τjλτij
μn

j

L
(5.101)

L is a function of the mass absorption coefficients of the layer n for the in-
coming radiation, the radiation of analyte i and of element j, the thickness
of layer n and the angles of the incoming and outgoing radiation, ψ′ and ψ′′,
respectively. The factor L can be written as the sum of a downward (element
j below element i) and upward (element j above element i) contributions:

L
(
μn

i , μ
n
j , μ

n
λ, Tn, ψ

′, ψ′′)=L0

(
μn

i

sinψ′′ ,
μn

λ

sinψ′ , μ
n
j , Tn

)

+ L0

(
μn

λ

sinψ′ ,
μn

i

sinψ′′ , μ
n
j , Tn

)
,

(5.102)

where L0 is defined as

L0(μ1, μ2, μn, T ) =
μn

μ2

(
−μ1 + μ2

μ1
exp (−μ1T )E1(μnT )

+ exp (−(μ1 + μ2)T )E1((μn − μ2)T )

+ exp (−(μ1 + μ2)T ) ln
(∣∣∣∣1 − μ2

μ2

∣∣∣∣
)

+
μ2

μ1
ln
(∣∣∣∣1 +

μ1

μn

∣∣∣∣
)

+
μ2

μ1
E1((μ1 + μn)T )

)

E1 is the exponential integral :

E1(x) =

∞∫
x

e−t

t
dt.

The secondary fluorescence of element i due to element j in the same layer
n due to the continuum and characteristic lines of a tube is again obtained
by integration over the continuum and summing over the lines as in (5.99).
In order to obtain the total intralayer secondary fluorescence of element i
originating from a sample, the secondary fluorescence has to be summed over
all layers and all elements j in each layer:

Ni, intra-layer =
∑

n

∑
j

⎛
⎜⎝

λabs, i∫
λ0

Nn
ijλN0(λ) dλ+

#tubelines∑
t=1

Nn
ijλt
N0(λt)

⎞
⎟⎠.

(5.103)
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For infinitely thick layers L and L0 reduce to

L∞ (
μn

i , μ
n
j , μ

n
λ, ψ

′, ψ′′) =
μn

j sin ψ′

μn
λ

ln

(
1 +

μn
λ

μn
j sinψ′

)

+
μn

j sinψ′′

μn
i

ln

(
1 +

μn
i

μn
j sinψ′′

)
(5.104a)

L0(μ1, μ2, μn, T → ∞) =
μn

μ1
ln
(∣∣∣∣1 +

μ1

μn

∣∣∣∣
)
. (5.104b)

For a bulk sample Nij reduces to

Nij =
1
2
εijεjλ

Ω

4π sinψ′L
∞(μi, μj , μλ, ψ

′, ψ′′)
CiCj

μ′λ + μ′′i

τjλτij
μsj

. (5.105)

Interlayer Secondary Fluorescence

For interlayer secondary fluorescence, two cases are distinguished: enhance-
ment by an element in a layer below the layer of the analyte or by an element
in a layer above the layer of the analyte. The first is denoted by N↑ and the
latter by N↓:

N↑kn
ij =

1
2
εjλεij

Ω

4π sinψ′A
1,n−1
λi,ψ′′C

n
i C

k
j τjλτijA

1,k−1
λ,ψ′

X

(
μk

λ

sinψ′ ,
μn

i

sinψ′′ , μ
n
j , dn, μ

k
j , Tk,

k−1∑
b=n+1

μb
jTb

)

N↓kn
ij = 1

2εjλεij
Ω

4π sin ψ′A
1,n−1
λi,ψ′′Cn

i C
k
j τjλτijA

1,k−1
λ,ψ′

X

(
μn

i

sinψ′′ ,
μk

λ

sinψ′ , μ
k
j , Tk, μ

n
j , Tn,

n−1∑
b=k+1

μb
jTb

)
(5.106a)

with

X(p, q, μ1, T1, μ2, T2, M) =
1
q

[
Y

(
−p, μ2,

μ1T1 +M
μ2

, T2

)
− exp (−qT1)Y

(
−p, μ2,

M

μ2
, T2

)

+ exp
(
−qT1 − qM

μ1

)
Y

(
−qμ2

μ1
− p, μ2

(
1 − q

μ1

)
,
M

μ2
, T2

)
(5.106b)

− exp
(
−qT1 − qM

μ1

)
Y

(
−qμ2

μ1
− p, μ2

(
1 − q

μ1

)
,
μ1T1 +M

μ2
, T2

)]

Y is defined as

Y (a, b, c, d) =

d∫
0

exp (ax)E1(b (x+ c)) dx. (5.106c)
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The integration can be carried out analytically and leads to

Y (a, b, c, d) =
1
a

[exp (ad)E1(b (c+ d))

− exp (−ac)E1 ((−a+ b) (c+ d))
−E1(bc) + exp (−ac)E1 ((−a+ b)c)]

. (5.107a)

This general expression cannot be used if c = 0 and/or d = ∞. In that case

Y (a, b, 0, d) =
1
a

[
exp (ad)E1(bd) − E1((−a+ b)d)− ln

∣∣∣1 − a

b

∣∣∣] (5.107b)

and

Y (a, b, c, ∞) = 1
a [−E1(bc) + exp (−ac)E1((−a+ b)c)]

Y (a, b, 0, ∞) =− 1
a ln

∣∣1 − a
b

∣∣ . (5.107c)

The total interlayer secondary fluorescence of element i in layer n due to
excitation by all elements j in all layers k �= n is obtained by summation over
all layers and all elements j in each layer, and for excitation by polychromatic
radiation from X-ray tubes, by integration over the continuum and summing
over the tube-lines:

Ni, inter layer =
∑

n

∑
j

∑
k↑

⎛
⎜⎝

λabs, i∫
λ0

Nnk↑
ijλ N0(λ) dλ+

#tubelines∑
t=1

Nnk↑
ijλt
N0(λt)

+
∑
k↓

λabs, i∫
λ0

Nnk↓
ijλ N0(λ) dλ+

#tubelines∑
t=1

Nnk↓
ijλt
N0(λt)

⎞
⎟⎠ .(5.108)

Calibration Procedure

The equations for primary and secondary fluorescence describe the pho-
ton rate coming from a layered specimen in arbitrary units. The detected count
rate differs from this value because of the response of the detection system
like crystals, collimators, and detectors. The total response is the product of
the response of the individual components.

N c
i = Sxtal, iScollimator, i · · ·Sdetector, iN

t
i = Sdetection, iN

t
i . (5.109)

For some components like detectors it is possible to calculate the response,
but for others like crystals it is much more difficult. The total response can
be split into a known and an unknown part.

N c
i = Sknown, iSunknown, iN

t
i .

The unknown scaling factor can be determined empirically by one or more
reference samples. Sample(s) of known composition is measured and the scal-
ing factor is defined as the ratio of the measured intensity over the theoretical
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intensity. When more than one sample is used, a least squares fit is used to
determine the relation between the measured and theoretical count rate. So,
if one reference sample is used, Sunknown is calculated as

Sunknown, i =
Nm

i

Sknown, iN t
i

. (5.110)

It should be noted that the determination of the scaling factors could
be done on any type of samples of known composition. The scaling factor
is an instrument parameter and is independent of the used samples. The
reference samples can be pure elements, bulk, and layered samples as long
as the composition and the layer thicknesses are known. The response of the
unknown part can be energy dependent. In that case, it has to be determined
for each used analytical line. In case it is not energy dependent, it is the same
for all lines, and only one reference sample has to be measured to calibrate
all lines.

5.5.3 Back-Calculation Schemes

With the formulas discussed earlier, it is possible to calculate the photon rates
originating from thin and layered samples of known composition. In general,
the back-calculation schemes for bulk samples cannot be used for layered
samples.

The back-calculation schemes for bulk samples are based on a one-to-one
relation between the concentration of an analyte and its measured count rate.
Thereby it is assumed that the count rate of the analyte is proportional to
the concentration of the analyte. If the same element occurs in more than one
layer, then there exists no one-to-one relationship between the concentrations
in the different layers and the measured count rate. The measured count
rate is the sum of the rates produced in the different layers. Besides the
concentrations, the thickness of the layers is also a parameter that influences
the count rate.

For layered samples, an iterative method is used to calculate the com-
position and the thickness of the layers. This is done with a least squares
method like the Levenberg–Marquardt algorithm. This method minimizes the
difference between the measured and the calculated count rates of the an-
alytes. The iteration process starts with an initial guess of the composition
and thicknesses of the layers. The composition and thicknesses are varied un-
til the weighted difference between the calculated and the observed intensities
is minimal. For the weighting, the counting statistical error of the measured
rate, σ, can be used. The objective is:

Minimize
∑

i

(
Nm

i −N c
i (C, T )
σi

)2

, (5.111)

where C and T are all unknown concentrations and thicknesses.
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In each layer, the total fraction equals 1, which has to be taken into account
in the minimization. This can be done by adding constraints to the least
squares algorithm. A layer cannot have one unknown concentration. In that
case, the value is set 1 minus the sum of all the other fractions in the layer.
The constraint that for each layer n the total fraction equals 1 is expressed as

∀n :

⎡
⎣∑

j

Cn
j − 1 = 0

⎤
⎦ . (5.112)

The constraints can be added to the minimization function with their own
weight wl. After adding the constraints, the object function is still a sum of
squares, which can be solved by standard techniques. The concentrations C
can be element concentrations, but also compound concentrations. The final
optimization function is given by:

min

⎛
⎜⎝∑

i

(
Nm

i −N c
i (C, T )
σi

)2

+
∑

l

⎛
⎝wl

⎛
⎝∑

j

Cl
j − 1

⎞
⎠
⎞
⎠

2
⎞
⎟⎠ . (5.113)

A general disadvantage of the method is that it requires an initial guess
of the composition and thicknesses. On the other hand, analysis of thin and
layered samples is mainly done in production control environments, where
the average composition is known and can be used as initial guess. Another
disadvantage is that it can iterate to a local minimum, which gives the wrong
composition and/or thicknesses. The method can also be used for bulk sam-
ples, with the advantage that more analytical lines can be used and that
weights can be used. The value of the reached minimum can be used as indi-
cation of the accuracy. High values indicate that the analysis is probably not
correct. A disadvantage of the method used for bulk samples is the required
calculation time, which is much longer than the methods dedicated for bulk
samples.

5.5.4 Solvability

The minimization can be carried out if the measured analytical lines contain
sufficient information. The minimum number of analytical lines is the number
of unknown parameters, concentration or thickness, minus the number of lay-
ers that have more than one unknown concentration. As stated earlier, a layer
with only one unknown concentration can be solved by setting its fraction
equal to 1 minus the sum of all the others in the layer.

For each unknown concentration or thickness, there should be at least one
analytical line whose intensity changes with the value of the concentration or
thickness. This holds for the initial guess and also for the final solution. For
example, the thickness of a very thick layer cannot be determined because the
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count rates will not change significantly when the thickness changes. In the
other way around, the thickness of a thin layer cannot be efficiently determined
if the initial guess of the thickness is infinitely thick.

To determine the thickness of a layer, a line coming from this layer can be
used, and also a line coming from a layer below the layer. The count rate of
the line coming from the layer increases with the thickness of the layer, but
the count rate of the line coming from a layer below the layer of interest will
decrease with the thickness of the layer.

5.5.5 Applications

Zinc coating on iron. The simplest application of a multilayered sample is a
thin layer on a substrate. As an example a pure zinc layer on an infinitely
thick pure iron substrate is discussed. The thickness of the coating is the
only unknown parameter because the concentrations of both zinc and iron
are 100%.

The count rate of zinc lines increases exponentially with the thickness of
the zinc layer and the count rate of iron lines decreases exponentially with
the thickness of the zinc layer. Figure 5.15a shows the intensity of the Zn Lα
and Fe Lα lines as function of the zinc layer thickness and Fig. 5.15b shows
the same for the Zn Kα and Fe Kα lines.

These figures show that all four lines can be used to determine the thickness
of the zinc layer, because the intensity of all four lines changes with the layer
thickness. Using K lines, thicknesses of up to about 20μ can be determined,
but using L lines, the limit is about 0.75μ. For Kα lines the intensity changes
significantly up to 20μ, while for Lα this is limited to 0.75μ.

WSix on silicon. A more difficult application is a thin WSix layer on a
pure silicon substrate. The objective is to calculate both the thickness and
the chemical composition of the WSix, which means determining the value
of x. The thickness varies between 20 and 200 nm and the value of x varies
between 2.2 and 2.8, which means that the weight fraction Si in the top layer
varies between about 0.70 and 0.75. There are two unknown parameters: the
thickness of the top layer and the weight fraction of one of the elements in
the top layer. The weight fraction of the other element can be determined
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Intensity W-La  versus thickness for different concentrations
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Fig. 5.16. WSix layer on silicon. Intensities as a function of layer thickness.
(a) Si Kα, (b) W Lα, (c) Si Lα, (d) W Nα

by difference. This means that at least two lines are required to solve the
problem.

Figure 5.16 shows the intensities of the Si Kα and W Lα lines as function of
the thickness of the top layer, for W concentrations varying between 0.70 and
0.75. The Si Kα intensity decreases when the thickness increases (Fig. 5.16a).
This is the case because the main contribution to Si Kα comes from the
substrate, and the thicker the top layer, the less of the substrate will be
seen. The concentration of Si in the top has a very low influence on the
Si Kα intensity. Figure 5.16b shows that the W Lα intensity increases when
the thickness of the top-layer increases and also that the influence of the W
concentration is very low.

Because of the low influence of the W (and Si) concentration on the Si Kα
and W Lα intensities, the composition of the top layer cannot be determined
accurately with these lines. Only the thickness can be determined with these
lines.

Figure 5.16c,d shows that the Si Lα and W Nα intensities are much more
sensitive to the Si concentration than Si Kα and W Lα, and also that larger
thicknesses of the top layer cannot be determined accurately with them, be-
cause their intensities do not change significantly with thickness.

With a combination of, e.g., Si Kα/Si Lα or Si Kα/W Nα, it is possible
to determine both the thickness and the composition of the top layer. From
the Si Kα intensity the thickness can be determined. After that, the Si con-
centration can be computed from the Si Lα or W Nα intensity. While this is
described here as two sequential steps, the discussed back-calculation schemes
for FPs allow this to be done simultaneously.
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It is also possible to use all four lines simultaneously. This has the advan-
tage that the accuracy of the analysis can be estimated, because there are
four degrees of freedom but only two unknown parameters.

5.6 Complex Excitation Effects and Light Elements

N. Kawahara

5.6.1 Indirect Excitation Processes in the Low Energy Region

Led by the advances of the techniques in modern instruments such as syn-
thetic multilayer monochromators or thin detector windows, XRF applications
spread out to lower energy regions and lighter element analysis. There are par-
ticularly an increasing number of analytical applications in the field of thin
and layered samples which require measurements of L or M (and even N-)
lines at low energies.

This section discusses some unusual indirect excitation processes in the
regime of low energies, which are mostly negligible at higher energies where
direct excitation is efficient and the dominating factor. At lower energies,
however, excitation by conventional X-ray tubes is inefficient because the low
energy limit of the available tube photons is often much higher than the
binding energies of the shells of interest, and indirect excitation effects gain
(relative) importance. They may even by far outweigh direct excitation.

5.6.2 Secondary Excitation by Electrons

When a primary X-ray photon excites an atom, a photo-electron and an
Auger-electron are generated as well as a fluorescent photon. For light ele-
ments such as C, B, and Be, the wide gap between their absorption edge
energies and the low energy limit of the spectral distribution of tube pho-
tons results in a very low fluorescent photon emission probability and the
emission of photo-electrons with relatively high energy. Considering the fact
that a single electron can originate a long sequence of (inner shell) ionizations
while photoelectric excitation is basically a single-event process, the excitation
by photo-electrons can cause a rather large contribution compared to direct
excitation. When light element analytes are contained in a heavy element ma-
trix, photo-electrons may be abundantly emitted by the matrix elements as
well and often Auger-electrons with relatively high energies cause further
enhancement.

Mathematical expressions for the characteristic X-ray excitation by elec-
trons have been reported mainly in the field of electron probe microanalysis
(EPMA). The number of photons, ni(E0), emitted from the i-shell of ana-
lyte atoms by interaction with a single electron of initial kinetic energy E0 is
expressed in the following equation, which was originally reported by Green
and Cosslett [22].
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ni(E0) =
NAρWi

Ai

∫ EEdge, i

E0

Qi(E)
1

dE/ds
dE. (5.114)

Here, Qi(E) and dE/ds are the inner shell ionization cross-section and the
stopping power (energy loss function), respectively, of electrons in a material.
Note that the lower limit of the integral is the edge energy of the shell of
interest, EEdge,i. The inner shell ionization cross section, Qi(E), is given by:

Qi(E) =
Zsubshell, iπe

4

E Eip
b ln

4E
B
. (5.115)

Taking U = E/EEdge,i,

Qip(E) = 6.51 × 10−20Zsubshell, i

EEdge, i
2
b
ln (cU)
U

(cm2), (5.116)

where Zsubshell,i is the number of electrons in the i subshell; b and c are
parameters for which several values are suggested for each element [43].

Based on Bethe’s expression [7], several expressions for the stopping power
dE/ds have been proposed, for example by Love et al. [35]:

dE
ds

= − ρ

J ′
∑

k

WkZk

Ak

1
1.18 × 10−5

√
E/J ′ + 1.47 × 10−6(E/J ′)

(5.117)

J ′ =
exp

∑
k

wkZk

Ak
lnJk

∑
k

wkZk

Ak

,

where Jk is the mean ionization potential of element k, and Zk its atomic
number. The mean ionization potential has been discussed by several authors.
The following equation is by Wilson [61]:

Jk = 0.0115Zk (keV).

Figure 5.17 shows the resulting number of ionizations, ni(E0), caused by a
single electron as a function of the initial electron energy while slowing down,
for several elements. It particularly illustrates the huge enhancement effect
for very light elements such as carbon, which is mainly due to the low binding
energy of K-electrons and multiple excitations.

Secondary Excitation by Photo-Electrons

The photon number of secondary photons excited by interaction with a photo-
electron can be expressed by combining the ni(E) of (5.114) with (5.12) for
direct excitation. Thereby it is assumed that the secondary excitations by
an electron generated within the specimen occur in the vicinity of the point
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Fig. 5.17. Number of secondary ionizations, ni(E0), in elements C, Al, and Ni,
excited per electron as a function of its initial energy. This is also the ratio of sec-
ondary to primary photons, because the transition probabilities, fluorescent yields,
etc. are common factors

where the electron is generated, i.e., that all secondary photons originate from
practically the same depth as the directly excited photon. The equations are:

dNi, photo-electron = dN0(E)GiCi
1
μ∗

∑
j

τjni(E − EEdge, j)

Ni, photo-electron =GiCi

∑
j

∫ E=Emax

E=EEdge, j

N0(E)τjni(E − EEdge, j) dE
μ∗

.

(5.118)
Comparison of (5.118) with (5.12) for primary excitation shows that the

contribution of Ni,photo-electron exceeds Ni,primary for light elements when
ni(E) is large. For example, NC Kα,photo-electron for graphite is five times
larger than NC Kα,primary for 20 keV monochromatic source (Fig. 5.17). Fur-
thermore, when the light element is contained in a matrix consisting largely
of heavy elements with a consequently large τj , Ni,photo-electron may become
much larger than Ni,primary.

Secondary Excitation by Auger-Electrons

If a light element analyte constitutes a monoelement sample, it will not be
excited by its own Auger-electrons. However, when the light element analyte
is embedded in a heavy element matrix, the Auger-electrons from the accom-
panying elements can excite light element fluorescence. For example, when
carbon in steel is analyzed, a Fe KLL Auger-electron with a kinetic energy of
6.3 keV can excite multiple carbon K-shells.

The number characteristic photons generated by an Auger-electron is
expressed using the ni(E) as follows.



382 N. Kawahara

dNi, Auger−electron = dN0(E)GiCi
1
μ∗

∑
j

τj(1 − ωj)
∑

k

ni(EAuger−electron, jk)

Ni, Auger−electron = GiCi∑
j

∫ E=Emax

E=EEdge, j

N0(E)τj(1 − ωj)
∑
k

ni(EAuger−electron, jk)

μ∗
dE.

(5.119)

Secondary Excitation by Electrons in Thin Films

On extension of the equation for thin films (including multilayer structures
and films on substrates), the assumption that “secondary excitations by an
electron occurs in vicinity of the point where the electron is generated”
must be re-examined. The maximum range of traveling paths of electrons is
obtained by integrating the stopping power (5.117). Figure 5.18 shows the
resulting maximum ranges of electrons in several materials and illustrates
how far photo-electrons penetrate into other layers in thin film structures.
Accounting for such electron traveling paths in calculation is reported by
Kataoka et al. [28].

5.6.3 Cascade Effect

An indirect excitation process, which is of importance in low energy L-series
fluorescent measurements, is the cascade effect, or emission of L-series pho-
ton following radiative and nonradiative relaxations of the K-shell ionization.
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Cascading L3 X-ray excitation

L3 photon

Direct L3 X-ray excitation

Fig. 5.19. Principle of indirect excitation by photons from cascading relaxation

This process occurs when the incident photon energy is higher than the K-shell
binding energy. It occurs in M- (and outer) series fluorescent measurements
as well.

Figure 5.19 is a schematic view of this effect taking the case of Lα emission:
when an atom is ionized in the K shell by an incident photon, it can be de-
excited by emitting a Kα1 photon, whereby an L3 shell hole is generated. This
state is virtually same as after direct L3 excitation by an incident photon.
Then an X-ray photon belonging to the L3 series, such as Lα or Lβ2, can be
emitted. As a matter of course, radiative relaxation processes of the K shell
other than Kα1 emission and nonradiative or Auger-transition processes are
possible and probable [1, 2].

This cascade effect occurs when the energy of the incident X-ray photon is
higher than the binding energy of the K shell. It has been studied and already
implemented in some commercial software. Figure 5.20 shows the experimental
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Fig. 5.20. Experimental count rates of Cr-L fluorescent photons excited by a mono-
chromatic source with variable energy. Note the jump near 6000 eV (Cr K-edge)
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evidence by measured Cr-L fluorescent photons excited by a tunable mono-
chromatic source (using a synchrotron radiation facility). The drastic jump
at a primary photon energy near 5.99 keV (Cr-K edge energy) illustrates the
effect excellently [29].

5.7 Standardless Methods

K.-E. Mauser

5.7.1 Introduction

For some decades, wavelength-dispersive X-ray fluorescence analysis (WDX)
was strictly divided into two quite different approaches: one for qualitative
analysis, and the other for quantitative analysis.

Qualitative analysis was possible only with sequential systems: a spectrum
was recorded; lines and elements were identified and sometimes qualified as
majors, minors, or traces. For many years this had to be done manually,
software for automatic or interactive evaluation of spectra was offered very
late by the manufacturers of wavelength-dispersive spectrometers. Therefore,
energy-dispersive XRF (EDX) was seen the preferred technique to obtain a
qualitative overview.

Quantitative analysis, on the other hand, was the domain of wavelength-
dispersive systems. Simultaneous (multichannel) instruments could measure
just the peak intensities at fixed reflection angles; sequential spectrometers
followed the same strategy, but added the option to measure background
intensities at one or two fixed angles for improved trace analysis. The calibra-
tions were set up for specific materials with narrow concentration ranges and
based on standards, which matched the unknown samples as closely as pos-
sible. Thus the reputation has been created that quantitative WDX analysis
is a very accurate method with relative errors down to (in special cases even
below) 0.1%.

There was clearly a gap between these two approaches: how to get more
than just qualitative information for samples which do not fit to a calibration,
but are too singular as to justify the amount of work required for a dedicated
calibration.

5.7.2 Semiquantitative Analysis

In the 1980s, several manufacturers of WDX instruments and software began
to develop methods of quantitative XRF analysis for all kinds of samples
without the need for any specific calibration process or any specific standard
samples.
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In the beginning the developers of these methods compared the quality of
the results to the high accuracy of specialized calibrations and therefore used
the term semiquantitative analysis. But as the accuracy of these methods
improved and approached typical errors of 1% relative for many applications,
semiquantitative was no longer an appropriate term and was replaced by stan-
dardless methods.

5.7.3 Requirements for a Standardless Method

Any X-ray spectrometer will determine just “intensities,” i.e., the number of
photons of a given energy which hit the detector in a given time. In other
words, XRF is a relative analytical method and will always require an ana-
lytical function, which relates the measured intensities to concentrations of
elements or compounds. A method without specific standards has to cover a
maximum range of elements in as wide a variety of materials as possible, and
there is clearly a need for a universal and comprehensive matrix correction
method. Empirical methods cannot fulfill these requirements; they are too
limited in concentration range and element coverage. The only choice is the
use of matrix corrections based on FPs.

Look at a typical article on FP or influence coefficients and the task may
seem relatively simple: for each element (in fact: each X-ray emission line to be
used) there is just one empirical parameter related to the instrument, typically
expressed as the intensity of the pure analyte, everything else is handled by
the FP model. However, a closer examination shows immediately that there
are some more difficulties to overcome.

Any article on FPs or influence coefficients has a small print somewhere:
the FP calculations are based on pure net intensities, i.e., on intensities already
corrected for dead time, line overlap, spectral contamination, and background.

Most publications on FPs use metals as examples, prepared with a nearly
perfect surface, and all relevant elements determined by XRF. The typical
analyst applying a standardless method has every kind of samples, including
powders, small or oddly shaped pieces, liquids, etc. Therefore any standardless
method has to face a series of challenges. First of all, correct net intensities
have to be determined. This task requires:

• A set of measurement conditions covering concentrations from trace to
100% for all elements to be analyzed by XRF;

• A reliable method for background determination and background subtrac-
tion;

• A universal correction method for spectral interference (line overlaps);
• Absorption corrections for films used as a support for liquid samples or

loose powders;
• Subtraction of contaminations with (nearly) constant intensity, e.g., ele-

ments present in the supporting film.
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Once these intensities are available, the concentrations can be determined.
This will require:

• The calculation of concentrations in the specimen as measured based on a
universal calibration;

• Ways to handle nonmeasured elements;
• Correction procedures for size and thickness of the specimen;
• Subtraction of contaminations with (nearly) constant concentrations, e.g.,

tungsten from a grinding vessel or contaminations in a flux;
• Calculation of the composition of the original sample (without preparation

agents, including loss on ignition (LOI)).

A closer look at these demands will help to understand performance and
limitations of the commercially available software packages for standardless
analysis. The focus will be on wavelength-dispersive systems, but most of the
comments are valid for EDX instruments, too.

Universal Measurement Conditions

Quantitative XRF analysis in general can be applied for concentrations
between 0.1 ppm and 100%. However, quantitative methods for dedicated ma-
terials typically cover just one or two orders of magnitude in concentrations.
Sequential WDX systems are typically optimized element by element: crystals,
collimators, detectors, and discriminators are selected for the limited intensity
range in that specific material.

Measurement conditions for universal standardless methods have to cover
the maximum possible range of concentrations and intensities, including the
pure analyte on one side and the lowest possible traces on the other side. One
way of extending the dynamic range is to automatically adjust the tube power
depending on the intensity of the current sample. A different tube voltage
would modify the shape of the excitation spectrum and therefore interfere
with the whole calibration and matrix correction procedure. The intensity
of all lines is strictly proportional to the tube current; therefore a reduced
current can be handled easily by the software.

Determination of the Background Intensity

The net intensity is just the peak intensity minus the background intensity
at the peak position. Unfortunately the background intensity at the peak
position cannot be determined directly, because normally there is no “blank”
sample available (a true “blank” sample for this purpose has to have exactly
the same scattering properties, i.e., the blank sample has to be identical to the
unknown sample except for the analyte and traces).

Traditionally sequential WDX systems measure the background inten-
sity at one or more reflection angles adjacent to the line and calculate the



5 Quantitative Analysis 387

background under the line by a simple linear or curved approximation. This
method has severe drawbacks for a universal standardless method: It is prac-
tically impossible to define fixed background positions, which are never dis-
turbed by a weak line of an exotic element that shows up in high concentration
in one of the samples.

There are various solutions available:

• Limit the scope and create specialized standardless methods, e.g., for ge-
ological applications or for petrochemistry. Undisturbed background posi-
tions adjacent to the peak can then be found, and the net intensity can
be determined reliably as long as these methods are applied only to the
dedicated materials;

• Measure the whole spectrum (or at least the spectral ranges around the
lines of interest) and calculate the background under the line using an
angular range of several degrees and not just one or two fixed positions.
This method is not sensitive to individual lines of other elements within
the background range;

• Measure at fixed peak positions and at a few well-selected fixed back-
ground positions and fit these points with a sophisticated calculation of
the background based on the scattered tube spectrum and the sample
matrix.

The scan method has the advantage of a straightforward background deter-
mination independent of any concentration-related calculations and allows
graphical checks and interactive evaluation. Small differences in peak po-
sition by chemical shift for the light elements or instrumental effects are
corrected automatically. The disadvantage of the scan method compared to
peak-background methods is the longer measuring time or poorer counting
statistics: a peak-background method concentrates the measuring time on the
peaks and dedicated background positions, whereas the scan method distrib-
utes the measurement time over the whole spectral range. On the other hand,
any peak-background method is a black box without the chance to see more
than intensity numbers, and therefore without the possibility to detect and
correct errors in the automatic background calculations.

Spectral Interferences

Typically software for wavelength-dispersive spectrometers corrects line over-
laps in a very simple way. Take as an example the line overlap of the Mo Ll line
on P Kα: The measured intensity of Mo Kα is multiplied by an empirically
determined factor and subtracted from the intensity of P Kα. The energy of
Mo Kα is 17.5 keV, the energy of the overlapping Mo Ll line is 2.0 keV. The
simple model assumes a constant ratio of these two lines, but any varying
absorption edge between the two energies will change the ratio. Therefore
this method can be applied only for dedicated calibrations covering narrow
concentration ranges. It will not work for a universal standardless method.
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A way to handle line overlaps more universally is the use of calculated
intensities: the FP model applied to calculate the concentration of Mo based
on the intensity of Mo Kα can easily calculate the theoretical intensity for the
overlapping Mo Ll line as well—individually for the current sample including
all absorption edges. The empirical factor specific for the instrument is now
related to the calculated intensity of the overlapping line itself, not to the
measured intensity of a line totally different in energy, and therefore applicable
over the whole concentration range for all elements.

Even when theoretical intensities are used, there are still empirical factors
which have to be determined, one for each overlap which may happen between
around 80 elements, each in a range of up to 100%. There are two options to
handle these empirical factors:

• The line overlap factors are determined individually for each spectrome-
ter. This will require the measurement of a well-selected set of samples
including all the elements of interest;

• The line overlap factors are assumed to be the same for all spectrometers of
one type. The manufacturer of the standardless method determines these
factors once and delivers it with the software. Thus, installation of the
standardless method is fast and simple.

Typically different crystals and collimators of the same type are fairly
uniform, so that overlaps of first-order lines are nearly constant. Overlaps of
higher orders are strongly influenced by the resolution of the detector, which
has to be controlled regularly especially for flow proportional counters. As a
rule, prefixed overlap coefficients will do the job as long as there is no demand
to reach the frontiers in detection limits (DLs) and accuracy.

There is one other important difference in using calculated intensities (or
concentrations) for line overlap corrections instead of measured intensities. An
overlap correction with measured intensities is a separate step, independent
of any concentration value. The use of calculated intensities for line overlaps
combines the determination of spectral interference with the calculation of
concentrations. Any error in a calibration, in the definition of the matrix or
preparation agents may immediately influence the net intensities of overlapped
lines.

Corrections for Supporting Films
and Intensity-Related Contaminations

Liquid samples and loose powders are measured in sample cells with a thin
film at the bottom. The selection of the appropriate film is a trade-off be-
tween stability, resistance to X-rays, and chemical resistance on one side, and
absorption of long wavelengths on the other side. Standardless methods will
allow using any kind of film, as long as composition, thickness and density are
known. The absorption effects can be calculated and the measured intensities
corrected accordingly. These films may have contaminations of elements used
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as catalysts in the production process. Such an element in the film emits an
intensity (nearly) independent of the material to be analyzed, i.e., this kind
of contamination has to be handled at the intensity level.

Calculation of Element Concentrations in the Specimen

Once net intensities have been determined, the element concentrations in the
specimen can be calculated. For FP methods there is just one empirical coef-
ficient required for each spectral line to be used. This factor can be expressed
as intensity of the pure analyte. This does not mean that the pure analyte
has to be measured; in fact, the factor can be determined by any sample of
known composition containing a significant amount of the analyte.

Again there are two options to determine these calibration factors for a
specific instrument:

• The calibration factors are determined individually for each spectrome-
ter. This will require the measurement of a well-selected set of samples
including all the elements of interest;

• The calibration factors are assumed to be very similar for all spectrometers
of one type. The manufacturer of the standardless method determines these
factors once and delivers them with the software. A procedure following the
scheme of drift corrections is used to adapt these calibration factors to the
specific spectrometer. Adjacent lines measured under the same conditions
except for the reflection angles are assumed to have the same correction
factors between the “master” instrument and the specific spectrometer.
Thus the standardless method can be installed and maintained with just
a few very stable glass samples.

Handling of Preparation Agents

There are many materials which cannot be analyzed in their original form.
Preparation methods have to be used which may require adding a preparation
agent, e.g., a binder for a pressed pellet or a flux for a fused “glass” bead. These
preparation agents are part of the specimen as analyzed in the spectrometer,
they influence the absorption properties and therefore have to be handled
by the FP method in the same way as any element present in the original
material. Therefore for the use of any standardless method

• The preparation agents have to be defined correctly (elements, concentra-
tions, amount of sample and of preparation agent);

• The primary result of the FP calculation is the composition of the specimen
including the preparation agents;

• The standardless method will calculate the composition of the original
material in a second step.
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Table 5.7. Influence of preparation agents

Pressed pellet Fused bead

Element/ Certified Elements Oxides in Elements in Oxides in
oxide concentration in prepared original prepared original

specimen material specimen material

H/Li 0.76∗ 0.07∗

B 2.70∗ 22.01∗

O 50.4∗ 63.33∗

Na2O 0.43 0.22 0.36 0.048 0.46
Al2O3 17.34 7.80 17.4 1.25 16.9
SiO2 63.63 24.85 62.9 4.17 63.8
K2O 15.35 10.78 15.3 1.77 15.2
CaO 0.68 0.41 0.68 0.067 0.67

∗Values calculated based on binder, flux, dilution, and chemistry

This procedure is illustrated in Table 5.7. The same material is measured as a
pressed pellet prepared with a binder of boric acid and as a fused bead melted
with lithium tetraborate. The primary concentrations in the two specimens
are quite different, but in both cases the final results are close to the certified
concentrations.

The Handling of Nonmeasured Elements

X-ray fluorescence cannot determine all elements of the periodic table. H and
Li do not emit radiation of accessible wavelength, the measurement of Be
has nearly no practical application. The radiation of B, C, N, O, and F is
absorbed by the supporting film required for liquid samples or loose powders.
These elements can be measured in solid and dry samples, but the information
depth of less than 1μm requires meticulous sample preparation. This demand
is especially difficult to meet because fusion is typically not possible (it will
add B and O, and lose C as CO2) and any binder for pressed pellets contains
at least some of these light elements.

On the other hand, standardless methods like all evaluations based on FPs
will require including all elements with a significant matrix influence in the
calculations. There are various ways to handle nonmeasured elements; each of
them requires some knowledge about the sample to be evaluated:

• By definition of compounds, e.g., oxides or carbonates: define CaCO3 and
MgCO3, and the standardless method will determine the concentrations
of C and O based on the measurement of Ca and Mg;

• By balance: the concentration of an unmeasured element or compound is
calculated as 100% minus the sum of all measured concentrations. This
calculation by balance has to be part of the iteration process; it cannot be
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Table 5.8. Influence of various light matrices

Certified
concentrations Calculated concentrations for matrix

Matrix Oil Oil Ethanol Water
(CH2) (CH2) (C2H5OH) (H2O)

Mg (mg g−1) 300 250 364 538
Si (mg g−1) 300 279 414 620
Ni (mg g−1) 300 298 477 748
Pb (mg g−1) 300 299 457 697
Mo (mg g−1) 300 297 365 470
Compton ratio 1 0.99 0.80 0.59

done as a second step after the measured elements have been determined.
Typical compounds defined as balance are CH2 in oils and plastics, and
H2O in aqueous solutions;

• By inserting a known value determined with a different method, e.g., LOI
inserted as CO2.

A small variation in a light matrix may have a huge effect on the results.
This is illustrated in Table 5.8. An oil sample containing 300 ppm of various
elements is evaluated with the input of oil, ethanol and water as a matrix. As
expected the results are correct for oil (CH2), but already the addition of just
a single oxygen atom per molecule in ethanol changes the values significantly.

Size and Thickness of the Specimen

Typically, an X-ray spectrometer sees only some milligrams of material close
to the surface of the specimen. As the major precondition for reliable results,
this volume has to be representative of the material to be analyzed.

The layer on the sample surface, which emits X-rays, can be less than 1μm
for light elements in a heavy matrix. For heavy elements in a light matrix, the
penetration of the X-rays can go up to several centimeters, so it may happen
that a specimen is not “infinitely thick.” Standardless methods are able to
correct for sample thickness. The value required is the mass density (e.g., in
(g cm−2)). This can be easily defined by diameter and mass of the specimen,
or by thickness and density.

Specimens which do not cover the whole open area of a sample cup are
more difficult to handle. The intensity of the primary radiation coming from
the X-ray tube is not homogeneously distributed over the irradiated area. The
exact size of the specimen may not be known. Additionally such irregularly
shaped samples may not be flat, so the distance to tube and detector is not
correct for part of the sample.

A crude empirical approach is to “normalize” the results. The simple idea
of normalizing the final concentrations does not work at all. Imagine that the
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intensities of a small sample are too low by a factor of 100. The relations
between intensities and concentrations are not linear, so the concentrations
determined with the wrong intensities will not be the correct ones divided
by 100, but differ by random factors influenced by wrongly corrected matrix
influence. The correct way is to modify the intensities by a common factor,
calculate the concentrations and iterate this process until the final result gives
a total of 100%.

Unknown Parameters

Sales literature on commercial standardless software packages may stress the
point that one can determine automatically unknown parameters like matrix
elements, LOI, sample thickness, sample size or dilution.

There is no hidden secret behind these statements; they are just based on
the fact that the sum of concentrations in the specimen and in the original
material has to be 100%. If that is not the case for the sum of measured ele-
ments in the specimen, the software can modify various parameters to achieve
this goal: add nonmeasured elements, change dilution, vary thickness or size
of the specimen. Since there is just one condition (the sum equals 100%), but
several parameters, which can be modified, there is no unequivocal solution.
The software does not know “automatically,” which parameter to modify; the
user has to provide additional information about the sample.

Scattered Tube Radiation

The X-ray spectrum offers some additional information, which can be used
in standardless methods: the X-rays emitted from the tube are scattered in
the specimen; this scattering effect strongly depends on the composition of the
specimen, especially the amount of light elements. X-rays are scattered with-
out loss of energy (Rayleigh or elastic scattering) and with a certain loss of
energy (Compton or inelastic scattering). The spectrum therefore shows the
Rayleigh peak at exactly the wavelength of the characteristic tube radiation,
e.g., Rh Kα, whereas the Compton peak is a broad peak shifted to lower
energy.

Standardless methods can use the intensity of the Compton peak, the
Rayleigh peak or the ratio of both as additional information. One way to do
this is the comparison of theoretical Compton intensities with the measured
values.

For known composition of a sample, a theoretical Compton intensity can
be calculated. Measured Compton intensities in standard samples can be used
to scale the theoretical intensities in a way that the ratio of theoretical and
measured Compton intensities (the Compton factor) is equal to 1. This factor
can be calculated for any sample evaluated with the standardless method.
A significant deviation from 1 indicates that something is wrong with the
evaluation. Table 5.8 gives an example: the correct input of oil as the matrix
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results in Compton ratio of 0.99, i.e., very close to 1. Calculated with the
wrong inputs of ethanol or water, the Compton ratio clearly differs from 1.

Standardless Methods Versus Special Calibrations

There are still various good reasons for the use of specialized quantitative
methods for certain applications:

• The measuring conditions can be optimized for a certain material with
narrow concentration ranges. As a result the measurement time can be
reduced or lower limits of detection can be achieved;

• The measurement can be limited to just the element(s) of interest. Either it
is assumed that the matrix effect is constant for all samples or the matrix
effect is handled in a global way using an internal standard (an added
element or the Compton intensity, as discussed in Sect. 5.4). Thus the
total measurement time can be significantly lower than for a standardless
method, which will always require to measure (or define in some other
way) all elements with a significant matrix influence;

• The standard samples can closely match the unknowns to be determined.
Effects causing an inhomogeneous distribution of the elements in the spec-
imen (mineralogical effects, particle size effects, surface effects) may not be
significant as long as the standards are very similar, but these effects are
practically impossible to handle in a general standardless method. Inaccu-
racies in the fundamental coefficients may just cancel out when standards
of similar composition are used for the calibration. Thus a specialized
method can be more accurate than a standardless method.

On the other hand, the better accuracy of specialized methods is just a
possibility, but not the rule. Especially calibrations with empirical matrix
correction coefficients tend to be “overcorrected.” The standard deviation
of the calibration itself very often looks perfect, but too many coefficients
have been determined with too low a number of standards or with standards
having strong correlations in their composition. In any case, the accuracy of
such a calibration should be checked by the analysis of samples with known
composition, which are not used for the calibration.

Summary

Standardless methods are now delivered with most of the new X-ray spectrom-
eters. These methods extend the applications of X-ray fluorescence analysis
and make it much easier to work with the spectrometer, especially for the
newcomer in XRF. Nevertheless standardless methods do not replace the tra-
ditional dedicated methods in general. Especially in process and quality con-
trol special quantitative methods can be developed, which are faster and more
accurate than a universal standardless approach.
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5.8 Monte Carlo Methods

M. Mantler

Monte Carlo methods are numerical methods of statistical simulation. In XRF,
they are sometimes used when a problem can be only (or more successfully)
described by statistical models rather than by closed equations. Examples
are inhomogeneous samples, samples with irregular shapes, or excitation of
fluorescent radiation by electrons.

The key components of Monte Carlo computations are a random num-
ber generator, functions (probability density functions, PDF) that relate the
generated random numbers to observable (countable) events, and counters
for these events. A simple example is the selection of a random penetra-
tion event for a photon in absorbing material, i.e., the position (depth) of
interaction. Simplest, a small discrete set of random numbers, R, could be
obtained by casting dice, where each numbered face shows with equal prob-
ability: R = {1, 2, 3, 4, 5, 6}, P (R) = 1/6. Then the thickness of the specimen
(assume infinite thickness) is subdivided into a corresponding number, m, of
regions (m = 6 in this case) in such a way that in each of them the same
number of photons (N0/m) is absorbed (this is the important point: each
randomly generated number, R, must correspond to a set of equally proba-
ble events, in this case to an equal number of absorbed photons). From the
absorption law N/N0 = exp (−μD) follows for the ith region from Di−1 to Di:

Ni−1 −Ni

N0
=
N0/m

N0
=

1
m

= exp (−Di−1μ) − exp (−Diμ)

exp (−D1μ) = 1 − 1
m
, · · · , exp (−Diμ) = 1 − i

m
, · · ·

and

Di = − 1
μ

log
(

1 − i

m

)
with i = 0, 1, 2, . . . , m and D0 = 0

.

(5.120)
For μ = 1 one obtains D0 = 0, D1 ≈ 0.18 cm, D2 ≈ 0.40 cm, D3 ≈ 0.69 cm,

D4 ≈ 1.09 cm,D5 ≈ 1.79 cm, andD6 = ∞; reading four eyes on the dice would
then be interpreted as the absorption of a photon somewhere within interval
4 (0.69–1.09 cm). In practice, this is perhaps not sufficiently accurate, and a
continuous relationship with infinitely small intervals is preferred. This is eas-
ily achieved by replacing the discrete term i/m in the equation for Di above
by a continuous, equally distributed random number, R, which is also normal-
ized to 1 and defined within the interval (0, 1). Note that a sequence of such
random numbers {Ri} is equivalent to the sequence {1 −Ri}, and therefore

D(R) = − 1
μ

log (R) = −Λ log (R) (5.121)

Λ is the mean free path length. Given the starting point of a photon, this
defines the distance to travel to the point of the expected interaction.
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As soon as the point of interaction is reached, the question arises, which of
the possible types of interaction occurs. For XRF, these are photo-absorption,
coherent, and incoherent scattering with probabilities τ/μ, σcoh/μ, and
σincoh/μ. Keeping in mind that τ/μ+σcoh/μ+σincoh/μ = 1 allows a selection
to be made by a single random number, R:

Photo-absorption for 0 ≤ R ≤ τ/μ
Coherent scattering for τ/μ < R ≤ τ/μ+ σcoh/μ
Incoherent scattering for τ/μ+ σcoh/μ < R ≤ 1.

A further subdivision of τ/μ = τK/μ+ τL1/μ+ τL2/μ+ τL3/μ+ . . . can be
made to select an edge for photo-absorption (K, L1, L2, L3,. . . ), depending
on the energy of the photon. Additional random selections are necessary to
determine the type of relaxation after photo-absorption, the probability of an
Auger-effect, and in case of a photon emission, its direction and next distance
to travel. This process is repeated until the photon leaves the specimen and
enters a detector. In principle, all indirect excitation processes can be included
in such a scheme, even complex combinations such as scattering events and
multiple indirect excitations (like tertiary excitation and higher). An impor-
tant aspect is that the element, with which the photon interacts at a specific
geometrical point in the specimen, can be defined by a distribution map or
also be subject to random selection, so that a specimen must not necessar-
ily be homogeneous. In a similar way, irregularly shaped specimens can be
treated [17]. Excitation of photons by electrons (for example in microprobe
analysis or for light elements) can be modeled by similar schemes.

While such possibilities appear fascinating and useful, there are disadvan-
tages as well. The most important is that virtual photons – after their histories
are computed and they possibly end up in a virtual detector – are counted,
and are thereby subject to counting statistics just as in a real measurement.
A large number of histories are required for reasonably accurate results, and
powerful computers are required in order to keep computing times at an ac-
ceptable level.

5.9 Errors and Reliability Issues

M. Mantler

The determination of the true value of a physical quantity, for example of an
element concentration, is in principle impossible. The difference between the
true value and a measured value is the error and expresses the experimental
uncertainty. Certain errors vary statistically when the experiment is repeated
under identical circumstances and are then called statistical error, while oth-
ers show a bias toward higher of lower values, do not vary, and are called
systematic errors. Systematic errors (determinate errors) have theoretically a
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known reason and are known in size and sign, and they can be corrected, at
least in principle.

Only few observed events in X-ray analysis are of true statistical nature,
but among them is one of highest importance: The emission of photons from
an excited atom. The measured variable, the number of counts in a given
time span (count rate), is therefore affected by a truly statistical error. Most
other errors are in fact systematic errors, where a variety of parameters is
related to the measured quantity in a much too complex way as to be math-
ematically addressed in practice (indeterminate errors). In most cases such
apparent statistical errors can be treated by the same mathematical approach
as true statistical errors, but their statistical parameters (such as the standard
deviation, σ) can be only derived from experimental findings, while for the
truly statistically varying emission rates they are accurately predictable from
physical principles (counting statistics).

Definitions [24]

Accuracy is the closeness of agreement between a test result and the accepted
reference value [ISO 5725-1] or the closeness of the agreement between the
result of a measurement and a true value of the measurand. Accuracy is a
qualitative concept [VIM:1993].

Certified reference material (CRM) is a reference material, accompa-
nied by a certificate, one or more of whose property values are certified by a
procedure which establishes its traceability to an accurate realization of the
unit in which the property values are expressed, and for which each certi-
fied value is accompanied by an uncertainty at a stated level of confidence
[ISO Guide 30:1992].

Reference material (RM) is a material or substance one or more of whose
property values are sufficiently homogeneous, stable, and well established to
be used for the calibration of an apparatus, the assessment of a measurement
method, or for assigning values to materials [ISO Guide 30:1992].

Reference material certificate is the document accompanying a certified
reference material stating one or more property values and their uncertainties,
and confirming that the necessary procedures have been carried out to ensure
their validity and traceability [ISO Guide 30:1992].

Uncertainty of a certified value is the estimate attached to a certified value
of a quantity, which characterizes the range of values within which the true
value is asserted to lie with a stated level of confidence [ISO Guide 30:1992],
or the parameter, associated with the result of a measurement, that charac-
terizes the dispersion of the values that could reasonably be attributed to the
measurand [VIM:1993].
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Traceability is the property of the result of a measurement or the value of
a standard whereby it can be related to stated references, usually national or
international standards, through an unbroken chain of comparisons all having
stated uncertainties. The concept is often expressed by the adjective trace-
able. The unbroken chain of comparisons is often called a traceability chain
[VIM:1993]. This definition applies to both physical and chemical measure-
ments. Traceability only exists when metrological evidence, appropriate for
the application, is collected on a continuing basis to document the traceabil-
ity chain and quantify its associated measurement uncertainties.

5.9.1 Mathematical Treatment of Statistical Errors

Statistical errors vary from measurement to measurement and are by their
nature unpredictable in size and sign. A frequent assumption is that a
Gaussian distribution, G(x) describes frequency (or probability) of the oc-
currence of a specific value of a measured variable, x. This is equivalent to the
probability of obtaining a result with an error Δx = (x− xo):

N(x1, x2) =

x=x2∫
x=x1

G(x) dx =
1√
2πσ

x=x2∫
x=x1

e−
(x−x0)2

2σ2 dx (5.122)

N is the probability to measure a value, x, between x1 and x2. Parameters of
G(x) are the true value, xo, and the standard deviation, σ. In real measure-
ments, a random subset (statistical sample) of all possible x-values (statistical
population) is collected: x1, x2, . . . , xn.

The mean value, x̄, is the best approximation which can be obtained from
the statistical sample for the true value, x0:

x0 ≈ x̄ =
∑
xi

n
. (5.123)

The standard deviation of the statistical sample, σ, can be obtained from
the measured data and specifies the quality of the measurement. It represents
a specific statistical sample and therefore varies when another set of data
is collected (i.e., when the measurement is repeated). Larger numbers, n, of
measurements (observations) improve the result.

Propagation of statistical errors. Frequently a result, r, is computed from sev-
eral measured parameters, p1, . . . , pn, by a function f(p1, . . . , pn). The stan-
dard deviation of the result, σr, can be derived from the standard deviations
of the measured parameters, σp1, . . . , σpn:

σr =

√√√√∑
i

(
∂f

∂pi
σpi

)2

(5.124)
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5.9.2 Counting Statistics

The emission of a photon by a quantum-mechanical relaxation process of
an excited atom is a statistical event in the sense that the exact point in
time cannot be predicted: the time intervals between the individual emission
events vary statistically. P (x), the probability to measure x photons in a given
timespan, is

P (x) =
N

x
e−N

x!
σ =

√
N (5.125)

N is the average number of counted photons in the same span. Note that x
is defined as an integral positive number. The time span is not a parameter of
the statistical distribution, and N and x are therefore dimensionless numbers,
not count rates (of dimension s−1). Also the standard deviation, σ, is not a
parameter of the distribution function, but a necessary consequence.

For large numbers of N the distribution can be approximated by a
Gaussian. This can be safely used for most practical applications.

P (x) ≈ 1
σ
√

2π
e−

x−N

2σ2 where σ =
√
N. (5.126)

The error-propagation law is the same as for general statistical errors. For
the frequently used sum of counts or difference of counts, the resulting error
is

Nr = N1 ±N2

σ2
r = N1 +N2.

(5.127)

5.9.3 Detection Limits

The detection limit (DL) in the context of chemical element analysis is the
minimum amount of an element that can be detected within a given period
of time with a given experimental setup and for a specific matrix. While from
a practical point of view the problem of analyzing traces of an element in
an abundantly available specimen (e.g., mercury in urban drinking water) is
distinguished from detecting a small quantity of a pure element material, the
statistical treatment is the same for both cases.

The principal limitation of the detectability of an element is the back-
ground noise in the measurement. The DL is reached at the point where the
signal from the analyte element is just on the verge of significantly protruding
above the background.

The measured total number of photons from an element i,Ni,total, is
the sum of the characteristic photons, Ni, and the background photons,
Nbackground. In the case of trace analysis, Ni will be small, hence Ni,total ≈
Nbackground.

Ntotal =Ni +Nbackground

Ni =Ntotal −Nbackground

σ2
i =Ntotal +Nbackground ≈ 2Nbackground
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Nbackground + Ni differs significantly from Nbackground, when Ni > Xσi

where X is a matter of convention: a choice of X = 1 would give the correct
result in 67% of all cases, X = 2 in 95%, and X = 3 in 99.7%. Assuming
X = 2, which is most commonly used, defines the DL as a minimum number
of counts of

NDL
i = 2σbackground = 2

√
2Nbackground ≈ 3

√
Nbackground. (5.128)

In the range of trace analysis the counts are proportional to the mass (or
mass fraction, Ci) of the analyzed element i, as can be seen for example by
using a simple α-coefficient algorithm for the relationship between Ni and Ci

for Ci � 1:
Ci

Ri
= Ci

Ni
N(i) = 1 +

∑
j

αijCj

Ni = Ci

1+
∑

j

αijCj

N(i) ≈ Ci

const
N(i) = βCi

.

The proportionality factor, β, is the specific count rate for element i. It
follows for the DL in terms of the concentration of the analyte element:

CDL
i =

3
β

√
Nbackground. (5.129a)

So far it has been assumed that the background counts and the total
counts have been accumulated within the same unspecified counting time, for
example t0 = 1 s. Other counting times require substitution of Ntotal, Ni, and
Nbackground by tN total, tN i, and tN background:

CDL
i =

3
β

√
Nbackground

t/t0
. (5.129b)

In order to improve the DL to its half value it is obviously necessary to
extend the counting times by a factor 4. It should be noted that the determi-
nation of the DL does not require preparing and measuring a specimen with
an actual concentration CDL

i . It is sufficient to provide a specimen with Ci

for which Ni = βCi is applicable (linear range) and compute CDL
i from β

and Nbackground. Equation (5.129b) might suggest that the DL CDL
i can be

lowered to any desired value by simply increasing the counting time, t. There
is, however, a limit, which is given by the long-term stability of the analytical
instrument.

The DL is a property of a specific method carried out with a specific
instrument, specific settings (for example, of the counting times), and sam-
ple preparation techniques. For example, preconcentration methods may in
certain cases improve the DLs drastically. It is essential to provide such par-
ticulars when reporting DLs. Many literature data refer to counting times of
100 s or 1000 s.
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5.10 Standardized Methods

K.-E. Mauser

5.10.1 Introduction

“X-ray fluorescence is the best method to get wrong results in a perfectly
reproducible way.” Whoever made this statement has not been totally wrong.
The measurement process itself is extremely stable, but a misfit between stan-
dards and unknowns or an overcorrected empirical calibration may neverthe-
less cause wrong results for certain kinds of samples.

X-ray fluorescence analysis is an important tool for quality and process
control in industry. For these applications, very often consistency of results is
much more important than the true value. The results of various laboratories
have to match within a clearly defined experimental error. This demand can
be achieved by carefully tested and well-documented procedures, which are
followed by all laboratories working in a certain field of applications.

National and international bodies coordinate the development of stan-
dardized methods for XRF analysis. National standards are defined, e.g., by
American Society for Testing and Materials (ASTM) in the USA, or Deutsches
Institut für Normung (DIN) in Germany. Such national standards are increas-
ingly replaced by European (EN) or worldwide international (ISO) standards.

5.10.2 General Features of Standardized Methods

There is a demand for the development of standardized methods when XRF
is used for the same material at many places and the results have to match
within a clearly defined tolerance. In some cases, the creation of a standardized
method is driven by governmental regulations specifying a maximum amount
of an element in a product, e.g., Pb in gasoline or S in petroleum products.

Standardized procedures always have a clearly defined scope and specify
the material(s) to be analyzed, the elements, and the range of concentrations
to be determined. Standardized procedures may explicitly exclude certain
materials or the presence of certain elements.

Standardized methods have to be applicable in many laboratories with
a wide range of instruments and software packages, including very old ones.
Therefore, standardized methods are typically based on well-established
instrument features and very simple mathematical models, which can be han-
dled by all software packages. Typically, matrix effects are reduced by the
preparation method (dilution) or handled by an internal standard, so there is
no need for sophisticated matrix correction procedures.

Standardized methods are designed, tested, discussed, and decided by
groups of specialists in technical committees. This process usually takes sev-
eral years and may increase the risk of a significant gap between a standardized
method and the current state of the art for instrument and software.
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Most of the standardized methods for X-ray fluorescence deal with the
analysis of petrochemical products or the analysis of oxidic raw materials or
finished products, e.g., in the cement industry.

What is Standardized?

Standardized procedures sometimes define each detail from instrument type
to be used up to the reproducibility of the final results. Typically, the following
items are included:

• Method, instrument and measurement process;
• Standard samples and sample preparation;
• Calculation methods;
• Precision of results.

A closer look at typical specifications will help to understand the advantages
and drawbacks of standardized methods.

Method, Instrument, and Measurement Process

A standardized method will specify X-ray fluorescence in general or, more
specifically, an energy-dispersive (EDX) or a wavelength-dispersive spectrom-
eter (WDX). Sometimes EDX or WDX is not stated explicitly, but follows
from the description of the instrument details.

Such instrument details can include the anode material and the minimum
power of the X-ray tube, the analyzer crystal to be used in a wavelength-
dispersive system or the specific kind of detector. The more detailed these
descriptions, the higher is the risk to exclude new developments. For example,
a modern medium-power wavelength-dispersive spectrometer with a sealed
proportional detector may easily outperform old high-power instruments, but
will possibly not fulfill the specifications of a minimum tube power and a flow
proportional counter. For future standardized methods, it may be more ap-
propriate to define parameters, which are directly relevant for the quality of
the results, e.g., the minimum counting statistical error or the minimum reso-
lution of a detector instead of technical specifications subject to innovations.

Standardized methods typically specify the X-ray line to be used and spe-
cial measurement parameters like the energy or wavelength for background
measurements.

Sample Preparation and Standard Samples

Typically, an X-ray spectrometer sees only some milligrams of material close to
the surface of the specimen. As an important precondition for reliable results,
this volume has to be representative of the material to be analyzed. Therefore,
all standardized methods describe sample preparation in detail including, e.g.,
the purity of reagents to be used.
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Many standardized methods deal with the analysis of liquid samples or
materials prepared as fused beads. For these applications synthetic standards
can be used. The standardized methods prescribe in detail how to mix these
standards by using pure reagents. When such synthetic standards are prepared
exactly as defined, various laboratories will base their calibrations on exactly
the same kind of standards and therefore ensure consistency of results.

Sometimes certified reference materials are an option or have to be used.
These materials have to be acquired from a national standards body or an
accredited supplier.

Calculation of Results

The primary result of a measurement is a spectrum or a set of intensities at
predefined reflection angles. Various steps are required to calculate the final
result:

• Determination and subtraction of the background;
• Correction for instrumental drift;
• Correction for spectral overlaps;
• Subtraction of a blank sample;
• Division by an internal standard;
• Correction for matrix influence;
• Calculation of concentrations.

Standardized methods widely differ in the description of the calculation
methods. Some methods just mention to follow the operating manual, while
others recommend to check the corrections by analyzing certified reference
materials and not to accept the manufacturer’s software at face value.

Other standardized methods strictly define each calculation step from
intensities to final concentrations, and look like a textbook on the mathe-
matics of correction procedures. Again, a standardized method defining every
detail may establish an out-of-date procedure and block-up the use of innov-
ative methods.

Precision of Results

All standard methods set minimum requirements for the precision of the
results. There are two different parameters used to specify the precision:
repeatability and reproducibility.

The repeatability sets the permissible tolerances within a laboratory. It
is defined as the difference between successive results, obtained by the same
operator with the same apparatus under constant operating conditions on
identical material. The repeatability can be easily checked individually in
each laboratory.

The reproducibility deals with the permissible tolerances between labora-
tories and is defined as the difference between two single and independent
results obtained by different operators working in different laboratories on
identical material. It follows from the definition that the reproducibility can-
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not be determined by a single laboratory. A comprehensive way to determine
the reproducibility of a method is round-robin tests often organized by the
technical committees defining the standardized methods.

All standardized methods define minimum precision requirements and thus
make sure that the results of all laboratories using the same method are con-
sistent within the permissible tolerance. Does this automatically mean that
the result hits the “true” value within the permissible tolerance? In many
standardized methods, this question is not raised at all. Some standardized
methods mention that there are no accepted and certified reference materials
available and therefore the bias cannot be determined. Only a few standard-
ized methods show the results of inter-laboratory studies comparing the results
of the standardized methods with the certified values of reference materials.

5.10.3 Standardized Methods Versus Universal Calibrations
and Standardless Methods

Universal calibrations and standardless methods based on fundamental pa-
rameters can handle a wide range of elements and concentrations and do
not require a complicated calibration process or the mixture of the sample
with an internal standard. Such standardless methods can be optimized for
a certain kind of matrix, e.g., for a light matrix consisting of H, C, and O
with all the other elements in the trace range. The limits of detection and
the reproducibility of such optimized standardless methods are similar to
those of the standardized methods. On the other hand, all universal methods
using fundamental parameters will require that all elements with a significant
interelement effect are measured.

In general, the criteria for a decision between a standardized method and
a standardless method are as follows:

• A standardized method (ISO, ASTM, DIN) has to be used when required
by legislation or the rules of the quality management system;

• If only a few elements have to be determined (or just one as in the case
of S and Pb in petrochemistry), a standardized method may offer much
shorter measurement times. A more universal method based on fundamen-
tal parameters will not allow to skip the measurement of elements with a
significant matrix influence;

• A universal calibration based on fundamental parameters is the best pro-
cedure to be applied when no standardized method is available or when a
higher number of elements have to be analyzed.

5.10.4 Summary

Standardized methods are an important tool to ensure consistent results in
X-ray fluorescence analysis. However, if these methods are too detailed in
their technical specifications, they may delay innovations in hardware and
software. For many applications, optimized standardless methods can ensure
the same quality of results without the need for a special calibration process.
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Such methods are an option when a standardized procedure is not demanded
by legislation or quality management, and when a longer measurement time
does not matter.

Symbols and Terminology

i, j, k, . . . , n Subscripts for elements (or compounds) in any given sam-
ple/specimen. Subscript i usually designates the analyte
and j the remaining elements (or compounds) in the spec-
imen (referred to as matrix elements or compounds).
The subscripts are also used to indicate the (analyte or
otherwise referred to) line of that element, or the absorp-
tion edge belonging to that line

S, St, s, u Subscripts for specimen (could be a reference standard,
any specimen, or a specimen of unknown composition)

Z Atomic number
Σn Summation of all elements, i = 1, . . . , n, in a specimen
ΣM Summation of all the matrix elements (also Σj �=i)
ΣJ Summation over all lines of element j that cause indirect

enhancement
Mi Term quantifying matrix effects on analyte i (also Mi,St,

etc.)
λ Wavelength
λi Wavelength of a characteristic line of element i, usually

the analyte line
λi, Kα, λi, KL2 Wavelength, element i (Siegbahn or TLD)
λmin, λ0 Minimum wavelength in the X-ray tube continuum
λabs, λEdge, i Wavelength of an absorption edge; element can be indi-

cated by subscript, i, j, k, S, St, s, u, . . . , λi,abs.
E Energy (same subscripts as for λ). E = hc/λ
ψ′, ψ′′ Incidence angle, emergence angle
gi Proportionality constant, instrument dependent
Gi Number of i-photons (analyte line) emitted after absorp-

tion of a primary (tube) photon in element i
pλi Transition probability into a vacant shell (Also with TLD,

e.g., pKLII
, or with element/line subscript, pi)

μ̄iλ Linear absorption coefficient, for wavelength λ in element
i. Instead of λ, the energy E or an indicator for a line is
used, e.g., j.

μ(or μ̄iλ/ρ) Mass absorption coefficient in units of cm2 g−1

μiλ Mass absorption coefficient for element i for a given λ (or
E or line j)

μSλ Mass absorption coefficient of a specimen for a given λ,
μSλ =

∑
n
μnCn
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μ′i Effective mass absorption coefficient for element i for in-
cident λ,
μ′i = μiλcscψ′

μ′S Effective mass absorption coefficient for a specimen for
incident λ,
μ′S = μSλcscψ′

μ′′i Effective mass absorption coefficient for element i for
emitted λi,
μ′′i = μiicscψ′′ = μiλi

cscψ′′

μ′′S Effective mass absorption coefficient for a specimen for
emitted λi,
μ′′S = μSicscψ′′ = μSλi

cscψ′′

μ∗i Total effective mass absorption coefficient for element i,
μ∗i = μ′i + μ′′i

μ∗S, μ
∗ Total effective mass absorption coefficient for a specimen,

μ∗S = μ′S + μ′′S (Wavelengths or energies can be specified
in all above cases: μ′i,λ, μ

′
S,λ, μ

′
i,λi
, . . .)

Ni Count rate from analyte line, i, usually expressed in
counts per second (counts/s or cps)

Niλ Same as Ni, but the count rate is generated by monochro-
matic incident radiation

N(i) Measured net count rate for element i for a pure specimen
of element i

N(i)λ Same as N(i), but the count rate is generated by mono-
chromatic incident radiation

N(λ) dλ Incident photons within interval(λ, λ+dλ), per cm2 and
second (flux)

Ri Ratio of count rates of element i in a specimen relative to
that of the pure element i; Ri = Ni/N(i)

(Ri can be calculated from measured intensities (cps) or
from theoretical intensities)

Ci Concentration (weight fraction) of analyte i
Cj Concentration (weight fraction) of matrix element j
CM Concentration (weight fraction) of matrix, CM = ΣjCj

τ Mass photo-absorption coefficient (subscripts as for μ)
σ Mass-scattering coefficient, subscripts as for μ
σ Also used for standard deviation
n A (total) number of items, generally of elements in

a sample
∧ Indicates items “per unit area,” such as m̂ = m/Λ

(mass/area) or N̂λ = N̂λ,t/t (photon flux)
Λ Area, used while A denotes atomic weights
Flux Number of particles or photons, per square centimeters

per second
(Real) intensity Iλ = N̂λhc/λ Physical intensity in units of W m−2 or

equivalent
T Thickness (of thin layers)
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t (Counting) time (seconds)
ω Fluorescent yield
S Absorption edge jump ratio,

S =
Photo-absorption coefficient at high energy side of edge
Photo-absorption coefficient at low energy side of edge

Symbols and Terminology Used in the Influence
Coefficients Methods

In the Rousseau algorithm:
αij Theoretical multielement influence coefficient for

correcting absorption effect of element j on analyte i
εij Theoretical multielement influence coefficient for

correcting enhancement effect of element j on analyte i
Wi(λk) Weighting factor for each incident λk for analyte i
βij(λk) Theoretical binary influence coefficient for correcting

absorption effect of element j on analyte i
δij(λk) Theoretical binary influence coefficient for correcting

enhancement effect of element j on analyte i
In the Lachance–Traill algorithm:

For monochromatic incident radiation:
aijλ Theoretical binary influence coefficient for correcting

absorption effect of matrix element j on analyte i; aijλ ≡
βij(λk)

eijλ Theoretical binary influence coefficient for correcting
enhancement effect of matrix element j on analyte i;
eijλ = δij(λk)

mijλ Theoretical binary influence coefficient for correcting for
net matrix effect (absorption – enhancement) of element
j on analyte i

For polychromatic incident radiation:
aij Theoretical multielement influence coefficient for

correcting absorption effect of matrix element j on
analyte i

eij Theoretical multielement coefficient for correcting
enhancement effect of matrix element j on analyte i

mij Theoretical multielement influence coefficient for
correcting for net matrix effect of element j on analyte i

where
{ . . . }ij = aij if no enhancement by element j (absorption is always

present)
{ . . . }ij = aij − eij if enhancement by element j
{ . . . }ij = mij net effect of element j, i.e., mij = aij − eij
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In general, for the Lachance–Traill algorithm:
{ . . . }ij = mij If the influence coefficient is calculated from funda-

mental theory
{ . . . }ij = aij If the influence coefficient is calculated from funda-

mental theory involving minor approximations (N.B.:
different from Rousseau’s αij)

{ . . . }ij = rij If the influence coefficient is calculated from least
squares regression of experimental data, i.e., an
empirical coefficient.
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6

Specimen Preparation

J. Injuk, R. Van Grieken, A. Blank, L. Eksperiandova and V. Buhrke

6.1 Introduction

The objective of XRF analysis is to obtain accurate analytical data about
the composition of a specific material, and this cannot be done unless the
specimen is properly prepared. It is, of course, axiomatic that in any analytical
procedure it is incumbent upon an analyst to minimize, or limit random errors
and to exclude systematic ones which can occur during an analysis. Avoiding
these errors requires a good deal of time and effort. XRF analysis can be,
and often is, a simple procedure, and the time to perform an analysis can
be very short; still, it can also be a daunting task to prepare specimens of
certain materials which are difficult to convert from the bulk into a specimen
suitable for analysis. What is a suitable specimen? A suitable specimen is one
which contains a homogeneous distribution of all elements on the surface to
be analysed, and is in the proper form, such as a smooth surface, before being
exposed to the primary excitation radiation.

There is no question that the source of the largest, single, potential error
during an XRF analysis is the result of improper preparation of the specimen.
There are no software programs available to avoid or correct for specimen
preparation errors. The analyst must either know how to prepare a specimen,
or he/she must learn how to do it. The literature should always be consulted
for this information before launching on a program to develop a method. The
references at the end of this Chapter contain several books which contain
much information about specimen preparation, and one of the references [1]
contains an extensive bibliography on the subject of specimen preparation.

Specimen preparation involves several operations. It often begins by
extracting a sample from a bulk material (sometimes a bulk is not available,
and the specimen is prepared directly from a sample). The next step is to
prepare a specimen from the sample. The specimen and sample differ in that
the term specimen refers to a sample which has undergone the necessary treat-
ment to make it suitable for analysis, namely, enable to produce accurate data
about the composition of the material from which the specimen was derived.
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The specimen is defined as the object which is placed in the specimen holder
of the X-ray spectrometer, and subsequently used to produce the data for
analysis. The desired end result of specimen preparation is therefore to make
sure that the relatively small volume of specimen analysed by the X-ray beam
(the top layer of the specimen from which the secondary radiation from the
analyte escapes the specimen and is counted by the detection system) is rep-
resentative of the bulk.

In XRF, the precision of an analysis is described by the Poisson law
with a dispersion S2 equal to the average number of pulses N . Therefore
at N = 2 × 106 counts, and an insignificant background level, the relative
standard deviation (Sr) is 1/

√
N = 7 × 10−4 that is 0.07% (rel.). In most

XRF analyses, the counting error is very small compared to that caused by
improper sampling (not taking a representative sample from the bulk) and
specimen preparation. The analyst should always remember that XRF sam-
pling and specimen preparation errors can be several orders of magnitude
greater than any other errors which can occur during an analysis.

XRF is a versatile method of analysis. Samples can be liquid, solid, or
powder. However, they must not be damaging to the spectrometer. In most
cases, the specimen is brought to the spectrometer; however, there are portable
instruments which allow the analyst to take the instrument to the specimen.

The literature on XRF is quite large. A more extensive description of
specimen preparation procedures can be found in some earlier books [1–3].
Several reviews which deal with specimen preparation of liquids [4], water [5],
aerosols [6], pulps [7], films [8], ferrous metals [9, 10], rocks [11] and various
materials of natural origins [12] have been published. Other methods of spec-
imen preparation are presented in numerous papers [13–17]. We wish to em-
phasize that this Chapter discusses only the most common procedures.

6.2 Liquids

6.2.1 Direct Analysis of Liquids and Solutions

In many cases, liquids can be analysed as received. However, a serious prob-
lem occurs when bubbles are formed in the liquid. Bubbles can cause problems
such as incomplete filling, or expansion of the film covering the holder. In the
latter case, the expansion changes the distance between the anode of the
X-ray tube (source) and the specimen: resulting in a counting error. Liquid
specimens require special holders made of stainless steel, polyethylene or poly-
tetrafluorethylene (PTFE or Teflon). These holders have a thin (3–6 μm)
window made of a low-Z material such as Mylar or Kapton. Some windows
contain micro-pores to allow gas to escape the holder, thereby eliminating
bubble problems. Some spectrometers have the X-ray tube located below the
specimen holder. This geometry requires that the liquid holder window be
located at the bottom. The window material absorbs the secondary radiation,
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especially that from low-Z elements, and also produces background radiation.
Liquids are usually analysed at atmospheric pressure in the specimen chamber,
and this air also absorbs the low-Z radiation. The result is that the analysis
of low concentrations of very few parts per million of low-Z elements (such
as B) is not possible. Liquids have an advantage, namely, minimum matrix
effects, and it is easy to add internal standards to a liquid. However, in con-
trast to standards prepared by fusion or pelletizing, liquid standards deteri-
orate with time due to adsorption and precipitation effects. There are recent
publications [18, 19] which discuss the use of on-line XRF, in which there is a
continuous flow of the specimen through the specimen chamber. This sort of
holder is also useful for the analysis of oils, thin greases, petroleum products
such as used oils. Pitches and asphalt samples can also be analysed by special
preparation techniques (see Sect. 6.2.2).

Although the analysis of solutions is a common occurrence, it is more
difficult than the analysis of solid specimens and errors are usually larger for
liquids than for solids.

6.2.2 Conversion of Liquids into Quasi-Solid Specimens

Most solid specimens are easier to analyse than liquids. Therefore, it is often
advisable to convert a liquid into a quasi-solid by introducing an additive to
increase the viscosity of the liquid, or by freezing it [20–22]. Alkaline solutions
can be transformed into a quasi-solid state by adding a mixture of amylopec-
tine and ethylene glycol. When eicosane is added to fuel oil, it produces a
homogeneous mass which is solid at room temperature.

Gelatinizing substances (such as gelatine or agar), when added to solutions,
can produce a quasi-solid (jelly-like) specimen of suitable size and shape for
use in different types of spectrometers [13]. For example, a 10% (mass) of
gelatin or 3% (mass) of agar can be added, in powder form, to the solution
and left to stand to expand. The mixture is then heated at 60–80◦ for a few
minutes to obtain a homogeneous solution. The hot solution is transferred to
a cuvette made of Teflon, and left until it starts to stiffen. Then the specimen
to fit to the specimen chamber of the spectrometer is chapped: the cuvette
with the specimen is turned upside down onto a smooth plate covered by a
Teflon film. As a result of the contact with the hydrophobic surface, an elastic
gelatinous specimen is formed with a polished surface suitable for XRF analy-
sis. Such a specimen can be obtained from aqueous solutions having a pH of
1–10, as well as from organo-aqueous solutions containing a water-miscible
solvent (e.g., ethanol, methanol or acetone). Gelatin specimens tend to melt
if the X-ray beam is too intense. The analyst must experiment to find the
proper working conditions to avoid melting or destruction of the specimen by
the X-ray beam. We recommend the addition of a 0.25% (mass) of quinhy-
drone to the specimens. This will cause oxidation of the gelatine heteroatoms
and cause bonding of macromolecules together, thus favouring formation of
a polymer with a higher thermal stability. Quinhydrone is a low-Z material
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and it does not absorb much but does increase the viscosity of the liquid.
A microscopic examination of the specimen showed that the formation of bub-
bles is not a problem at an exposure of 10–100 s, current of 20 mA and voltage
of 20–40 kV.

Physical–chemical investigations of the process of obtaining quasi-solid
specimens for X-ray fluorescence analysis were carried out [23]. To pre-
pare specimens from organic solutions, in particular from organic extracts
containing elements to be determined, it is proposed [24, 25] to make an
organogel. In this procedure, 1 mL of a hot (60–80◦C) aqueous 10% gelatine
and 0.5 mL of surfactant solution (e.g., 5% aqueous solution of sodium oleate)
are added to 1 mL of the extract; this is thoroughly mixed and the specimen
is left until gelation begins. A flat specimen surface is formed when the above
mixture contacts a Teflon film placed on a smooth, flat plate. The organogels
produced look like an emulsion of oil in water. External standard, internal
standard and background standard methods can be used to create calibra-
tion curves. Jelly-like specimens have several advantages: a flat surface; the
possibility of analysing unsaturated layers, suspensions, aqueous solutions of
different acidity, aqueous-organic systems and organic solutions. Producing
quasi-solid specimens is not very difficult.

6.2.3 Conversion of Liquids into Organic Glassy Polymer
Specimens

When only a small volume of aqueous solution is available, we recommend the
use of the saccharose (sucrose) [26] procedure to produce an organic glassy
polymer specimen. The procedure is: 1 g of saccharose is added to 2–3 cm3 of
solution having a pH of 2–9. The mixture is then heated to 130–150◦C for
3–5 min. Caramelization takes place as the water evaporates. Specimens of a
suitable form are made by cooling the caramelized mass on the smooth, flat
surface of a Teflon plate, or on a film inside a Teflon mold, or on another
hydrophobic material. The resulting mass is only about 1/2 or 1/3 the size of
the original solution. This procedure produces a specimen with a higher con-
centration than the original solution. Mechanism and kinetics for saccharose
specimen formation as well as their physical–chemical properties were stud-
ied [27]. These saccharose specimens were, e.g. used for the determination of
selenium in wastewater.

6.2.4 Conversion of Liquids into Thin Films

When films correspond to the criterion of a “thin” layer [28], the absorption
of primary and secondary radiation in the film is negligible. In this case,
the chemical composition (matrix effect) of the film and its thickness do not
influence the intensity of the analytical line, and a linear relationship between
the intensity of the analytical line and the elemental concentration is observed.
For clarity, in the thin-film specimen, the final film thickness is typically a
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few micrometers down to a few nanometers in thickness. However, not all
specimens correspond to the criterion of “thin” layer and often it is necessary
to work under the conditions of “unsaturated” layers [28], when the specimen
thickness is to be strictly fixed. These films contain a small mass of material,
and therefore, only elements at high concentration produce enough signal to
produce accurate data.

One of the methods to analyse a thin film is to dissolve carboxymethyl
cellulose (CMC) in the solution to be analysed [29]; then to pour the resulting
solution into a plastic ring on a polyethylene substrate; and then to dry it.
The CMC film can be removed from the substrate together with the ring to
serve as a specimen.

A total-reflection XRF method (TXRF), reported more than 20 years ago,
demonstrates how to analyse thin film specimens. TXRF allows the analysis of
elements down to the ppb level, whereas normal XRF has detection limits in
the ppm range. Incident and scattered radiation impinge upon the specimen
at an angle low enough to permit total reflection and therefore do not enter
the detector. The 1996 reference [30] can be consulted for a review of articles
on TXRF. Optically smooth plates of quartz, glass, silicon and some other
materials are used as substrates. Two papers [31, 32] discuss the analysis
of microliters of solution by TXRF. How to obtain thin films for TRXRF
analysis of archeological ceramics by means of suspension preparation and
using internal standards is proposed [33].

6.2.5 Analysis of Solutions after Preconcentration
of Microimpurities

A major drawback during the analysis of liquids is the occurrence of a high
background and scattering radiation which makes it difficult to analyse for low
concentrations of low-Z elements. In general, the analysis of aqueous samples
without preconcentration results in limits of detection in the high ppm range;
this is a very limiting factor for the analysis of most natural waters.

A method to improve detection limits is to remove the matrix material.
Producing quasi-solid specimens as concentrates, as well as a thin film, is one
way of increasing the concentration of the analytes so that they can produce
an adequate signal above background. Many preconcentration methods exist
for the analysis of water by XRF. As long ago as 1982, Van Grieken [34] pub-
lished a comprehensive review on the subject, with more than 500 references
already.

A fairly simple method is to evaporate solutions on a solid substrate or
paper filter. This is possible if samples have a low salinity and low water
hardness. To achieve detection limits at the ppb level, evaporation of about
100 mL of water is necessary. A large water sample can also be freeze-dried
and the evaporated residue can then be made into a pellet, possibly after
mixing with an organic binder to reduce matrix effects. Freeze-drying of a
250 mL quantity of wastewater on 100 mg graphite followed by grinding and
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pelletizing of the residue can lead to detection limits of a few μg L−1. In the
evaporated residue, the non-volatile elements are collected quantitatively and
the risk of contamination is minimal [35].

Unfortunately, taking samples for dryness causes some experimental prob-
lems, such as fractional crystallization, splashing, etc. Preconcentration by
evaporation is not a preferred method, unless it is used in TXRF analy-
sis. In some cases, a simple evaporation of the solution onto a filter pa-
per including a confining ring can produce good results. The advantage
of this method is that it is a relatively simple and quick way to produce
a suitable specimen from a small mass of sample. On the other hand,
the disadvantage of the method is that the elements of interest may not
be homogeneously distributed on the filter paper because the distribution
is affected by the drying property of the filter paper. Such experimental
errors can be minimized by drying at low temperature and by using an in-
ternal standard. Recently the micro-droplet preparation method has become
more popular. For example, the determination of U and Ce in nuclear fuel can
be done if the sample is dissolved in a HNO3 solution and then microdroplets
of this solution are placed onto a filter paper [36]. A new thin film sample
support was designed [37] to allow a small amount of sample solution (about
50 μL) to accumulate into a small spot. By a special surface treatment, this
newly developed film (AP2TM, Process Analytics) creates approximately a
1.5-mm diameter hydrophilic spot in the centre of the hydrophobic field, which
minimizes the scattering of X-rays from the matrix of the sample. The authors
report that the precision of the method is from 2% to 9% for transition metals
at the 50 ppb concentration level, and the analysis only takes about 15 min. In
contrast to commonly used sample support films (like, e.g., Prolene, Kapton,
Mylar), this film has a high temperature resistance, and it is therefore suitable
for analysis of high boiling acids and organics.

Precipitation or coprecipitation from solutions is widely used to
concentrate elements before determining them by XRF analysis. Various
coprecipitation agents (collectors) have been proposed in the literature. Hy-
droxides of iron, aluminium, indium (III) or zirconium, diethyl- or pyrrolidine-
dithiocarbamates are often used as collectors for heavy metals. Sometimes
cocrystallization on 1-(2-pyridilazo)-2-naphtol, or coprecipitation on com-
plicated collectors, such as, e.g., on indium (III) oxiginate in the pres-
ence of tannin, are used. Separating phosphate and arsenate ions from
aqueous solutions as low-soluble quinidinium phosphoro-(arseno-)molybdate
[38] or bromides as AgBr [39] in sea water are examples of using precipitation
as a preconcentration method for subsequent XRF analysis.

In addition to paper filters and membranes, nuclear (Nuclepore) and glass
fibre filters are used to collect precipitates from solutions. The concentrates
obtained are separated from the filters and compacted or placed between two
Mylar films in a special holder [40].

Concentration by means of precipitation or coprecipitation can be used to
analyse many different materials, but this procedure is labour intensive and
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difficult to automate. Separation of the precipitate from the filter may also
result in an underestimation of the concentrations.

A procedure such as cake compaction (pressing, pelletizing) is a good way
to produce a specimen with a smooth surface [13].

A method to analyse for low concentrations in solution is to preconcentrate
with ion exchange resins or adsorbents and then elute and evaporate onto
filter paper discs. If elements of a low concentration are to be determined
in a solid, the solid can be put into solution and the solution then passed
through an ion exchange resin column for adsorption and subsequent analysis.
Preconcentration factors of up to 4 × 104 can be achieved by using about
100 mg of a suitable ion-exchange resin [41]. An ion-exchange resin can also
be used as a sample support, either by pelletizing the exchange resin or by
using ion-exchange filter papers. This method is useful for the determination
of metals in very dilute solutions. The procedure involves shaking the solution
with a known amount of resin for several minutes, followed by filtering, drying,
and pelletizing. By this method, e.g., 0.1 ppm of Au in a solution can be
determined within less than 15 min [42]. Another possible method involves
concentration of a litre of water on a cation-exchange resin column and the
direct analysis of the resin by energy-dispersive XRF. This method can be used
to measure trace metal contaminations of a few parts per billion in drinking
water. Anion-exchange filters can be used to concentrate or selectively remove
a certain component. An example is the determination of Cr(III) and Cr(VI)
in an acid medium: an anion-exchange filter paper will collect Cr(VI), while
Cr(III) passes through. Subsequently, toxic Cr(VI) can be directly analysed
on the filter paper [43].

Among the most often used adsorbents are those containing immobilized
complexing reagents: polyacrylonitrile modified by polyethylene polyamine
[44], naphthalene modified by 1-(2-pyridilazo)-2-naphtol [45], aminostyrene-
divinyl benzene copolymer with grafted hydroxyaminodiacetic acid [46], cel-
lulose with grafted amino [47], mercapto [48], aminocarboxy [49] groups,
silica gel modified by dodecylaminoethyl-b-tridecylammonium iodide [50],
polyurethane foam impregnated by some reagents, as well as some commer-
cially available chelating adsorbents, for example, POLIORGS. There are
many cases where elements to be determined can be complexed by introduc-
ing organic agents into the sample solution, and then concentrated using an
unselective adsorbent such as activated charcoal. For example, in [51], when
determining Cu, Co, Ni, Fe, Zn, Pb, Cd, Mn, Hg, and Bi in water, the com-
plexes of the elements with 1-(2-pyridylazo)-2-naphtol were at first obtained
and then adsorbed on acetyl cellulose filter of “VLADIPOR” type. The au-
thors of [52] proposed to use unsaturated tungsten–phosphorus compounds as
adsorbents for a series of transition metals; in this case, such compounds act
as macroligands. When a finely dispersed adsorbent was used, the process was
performed mainly in a static mode, that is, by shaking the solution with a
known amount of resin. The same mode may be used for adsorbents shaped as
tablets, discs or fibrous textiles. Adsorption on filter membranes in a dynamic
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mode (using a peristaltic pump) was found to be very effective, since in such
cases the adsorbent capacity is used to its maximum extent. When the process
is run in an automatic mode, the method takes less time. Preconcentration
on a column appears to be less effective in this case [13].

Another possible method is to collect finely dispersed adsorbents on a
filter paper. The obtained concentrate is then fixed on the filter by an aerosol
varnish [53] or mixed with polystyrene and poured into a holder for powders
[54]. The concentrates obtained are sometimes compacted by adding a binder
such as boric acid or cellulose. The use of a compacted specimen substantially
lowers the detection limits for the elements to be determined, and enhances
the reproducibility by an order of magnitude compared to the method using
uncompacted concentrates. In [44], concentrates on an organic adsorbent are
wetted with alcohol, charred, and then mixed with polystyrene and pressed.

A seldom used method is to elute the elements after adsorption/absorption
preconcentration on a column. An original technique proposed in [52] is to pro-
duce a specimen after the adsorption preconcentration: the finely dispersed
concentrate is mixed with an epoxy resin, and the half-liquid mixture obtained
is placed onto a disc made from a polycarbonate, and allowed to spread uni-
formly over the surface of the disc prior to hardening. Adsorption/absorption
preconcentration is often used because the method allows one to obtain a solid
concentrate suitable for direct application in XRF analysis. The results seem
to be the best when preconcentration is performed in the dynamic mode on
a filter (membrane) using a peristaltic pump [13].

An examination of the literature reveals that there are several XRF papers
which refer to methods using a preliminary extraction and concentration of the
elements to be determined. These papers can be divided into several groups:

– Liquid extraction of the elements to be determined; specimens can be
obtained by evaporation of an organic solvent or aqueous phase on a suit-
able solid support [55], or formation of a thin film after extraction onto
polymeric films such as Chlorin [56] or Carbosil-70 followed by solvent
evaporation [57];

– Preparation of a gel-like specimen (organogel) from an organic extract [22,
58] by the addition of a surfactant and aqueous gelatin solution.

According to the papers of the latter group [59–61], elements to be deter-
mined are extracted from solutions by using a low-melting organic compound
which solidifies at room temperature to permit the extracts to be used with-
out additional treatment. The low-melting extractants used include: C17–C20
aliphatic monocarboxylic acids; and long-chain alcohols with admixtures of
various reagents (2,2′-dipyridyl, 1,10-phenantroline, trialkyl amine, etc.).

Another preconcentration method which has been proposed to combine
with XRF is crystallization preconcentration. It implies the segregation of mi-
cro components by directed crystallization of the solution or melt, that is, crys-
tallization of liquid into a given direction which is perpendicular to the plate
interphase boundary (the crystallization front) [62, 63]. Low-temperature
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directed crystallization by the Bridgman–Stockbarger method may be auto-
mated [62]. The method is a directed crystallization of a liquid from down to
top. This method consists in lowering an ampoule which contains the solution
at a pre-set constant rate, from the zone of a circular heater to a refriger-
ating thermostat chamber filled with a liquid antifreeze agent [62]. Different
variants of preconcentration techniques with XRF analysis of the concen-
trates were applied for impurity determination in wastewater [25]. At that
a low-temperature directed crystallization and a liquid–liquid extraction as
preconcentration methods were used.

Humic substances presenting in natural water often prevent preconcentra-
tion of metal ions. It was proposed [64] to use the ultrasonic pretreatment
before analysis of water to eliminate this drawback.

The analysis of solid materials in aqueous samples requires that the
solution be filtered through Nuclepore or Millipore membranes with a 0.4
or 0.45 μm pore-size (this is the conventional limit between “dissolved” and
“particulate” matter in environmental waters) and dried; the filter membrane
is then analysed as a solid. The thin films prepared by chemofiltering the com-
plexes of rare earth elements with Arsenaso III or Thorin through membrane
polyamide filter papers were applied for XRF analysis using a conventional
tube system or synchrotron radiation source [65].

6.3 Solid Specimens

6.3.1 Metallic Specimens

XRF is a widely used technique in metal production. This industry stresses
the need for a simple and fast method; therefore, the preparation of a specimen
has to be fast, simple and reproducible. The most universal specimen prepara-
tion procedures are cutting, milling and casting. XRF analysis of metals allows
to determine the composition of a relatively thin surface layer of the investi-
gated specimen. The surface must therefore be representative of the bulk sam-
ple. The major surface preparation methods are machining (milling, turning),
mechanical grinding, as well as polishing and etching. In any surface prepara-
tion technique special care must be taken to prevent any surface contamination
during specimen preparation. Special care is very important in the case of rela-
tively soft metals such as aluminium, where particles of the grinding agent may
penetrate into the sample surface during surface finishing. The selection of a
suitable abrasive is difficult, particularly when elements of interest are silicon,
aluminium or iron. For instance, SiC and Al2O3 are very effective abrasives,
but both of them contain elements of interest to the metals industry. In such
cases electrolytic polishing or etching is recommended. After each grinding or
polishing step, it is important to make sure that the surfaces are kept clean.
Hence, all traces of lubricant, cutting fluid or finger marks must be removed
by cleaning with isopropyl alcohol prior to examination. Occasionally, the
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surface of several metals is affected by corrosion which progresses with time.
Therefore, the best results are always obtained when analysing a specimen
without much delay after surface preparation [1].

When the surface of the specimen is rough and common methods such as
polishing and milling are not effective, the samples can be prepared by obtain-
ing turnings of the samples and then pressing the turnings into pellets with
a hydraulic press at several hundreds of mega Pascal. When this procedure is
done properly, the turnings are pressed to produce a surface that is smooth
enough for analysis. Specimen preparation by pressing is discussed in more
detail in Sect. 6.3.2. Selection of the most suitable surface preparation tech-
nique depends on the characteristics of an alloy or group of alloys. For ex-
ample, hard alloys resistant to cutting and abrasion, such as cast iron, can
be ground and pelletized prior to analysis. On the other hand, if a sample is
composed of soft, malleable, multiphase alloys, smearing effects of the softer
components, like lead and aluminum, cause serious problems. These soft ele-
ments will concentrate on the surface. That is why the fluorescence intensities
of these soft metals are too high, while those of the harder metals, and metals
with lower Z, are too low. In such cases, when the sample surface does not
contain a representative concentration of elements in the bulk, electrolytic
polishing or etching should be employed. For some archaeological materials,
the etching procedure might be too excessive since many inclusions are dis-
solved during etching. For bronze alloys the recommended etching reagent is
a solution of alcoholic ferric chloride (120 ml C2H5OH, 30 ml HCl and 10 g
FeCl3), whereas for brass alloys a solution of aqueous ammonium persulfate
(100 ml H2O and 10 g (NH4)2S2O8) is preferred. Ancient metals etch very fast;
only a 5–10 s etching time is required.

The XRF analysis of semiconductors is often carried out by total reflection
X-ray fluorescence (TXRF) or synchrotron radiation X-ray fluorescence (SR-
XRF). However, there are also some interesting applications with XRF such as
determination of nickel in silicon wafers. Nickel implantation in wafers can be
measured directly with XRF, by simply placing the wafer in the spectrometer.
More difficult is the preparation of calibration standards for this application.
They can be obtained in an unconventional way by spiking a gelatin containing
a nickel standard on parts of the silicon wafer and drying prior to analysis [66].

Irregularly shaped metallic samples can be prepared for analysis by
embedding a piece of the metal in a special wax resin (e.g., acrylic resin
and methyl acrylic resin). This block can be cut to the proper shape and then
polished using a SiC and diamond paste prior to analysis [67].

Another, relatively new technique is re-melting of the sample. Re-melting
is used, as a rule, to prepare specimens of not very high-melting point
materials, including primary metals, to homogenize the sample and to ob-
tain ultimately a specimen of desirable shape and with a smooth surface.
Such a specimen preparation technique was used to analyse bronzes, blister
and electrolytic copper, aluminium and other metals. The original ferroalloy
is ground to a grain size of 2 mm with a steel disc mill, followed by a tungsten
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mill, after previous crushing with a jaw breaker. Subsequently, the grained
particles are mixed with a portion of iron (15 g FeMo-alloy + 25 g pure Fe)
and this final mixture is melted inside an induction furnace. Afterwards the
melted metal is centrifuged and cast in an appropriate mold prior to analysis.
Calibration samples can easily be obtained in the same way. The determina-
tion of chromium in Mo-ferroalloy and Nb-ferroalloy requires something like
re-melting because due to their inhomogeneity and brittleness, direct analysis
by XRF would not produce accurate data [68, 69].

Similar to metals, organic substances (e.g., resins) can be re-melted if
the process does not cause a decomposition of the material. The so-called
“hot casting” procedure completely eliminates the use of mixing and grinding
equipment and awkward cleanups. Pitch or asphalt is directly “hot cast” into
a plastic sample cup fitted with a thick Mylar film. After cooling, the film is
carefully removed from the surface of the sample to expose a perfectly flat
surface ready for XRF analysis [1].

A number of metals and alloys that are otherwise very difficult to deal with
can be brought into solution by use of aqua-regia (a mixture of one part of
concentrated HNO3 with three parts of concentrated HCl) with gentle heating
to 60◦C. Aqua regia is used to dissolve a number of metals (e.g., Pd, Pt, Sn,
Ge), and alloys, including steels, Mo-, Rh-, Ir-, Ru- and high-temperature
alloys. The ability of this solvent to dissolve metals is due to the formation
of chloro-complexes as well as to the catalytic effect of Cl2 and NOCl. The
solution becomes more corrosive if it is allowed to stand for 10–20 min before
heating. Fe-ore and V-ore can be dissolved by aqua-regia. The same is true
for some sulfides (e.g., pyrites and copper sulfide ores), although some sulfur
is lost as H2S. HNO3 and HCl are sometimes mixed in a ratio of 3:1 rather
than 1:3. This ratio is sometimes called an inverted aqua-regia and is used to
oxidize sulfur and pyrites. Another corrosive reagent consists of HNO3/HF.
The complexing effect of the fluoride ion is utilized in this solution, and with
this combination a number of metals (e.g., Si, Nb, Ta, Zr, Hf, W, Ti) and alloys
(e.g., Nb–Sn, Al–Cr, Cu–Si, Ca–Si) can be dissolved. However, some elements
may be lost during the digestion step, especially elements like Se, Hg and
Sn which can form volatile components with various kinds of acid mixtures.
Samples treated with a hot mixture of HNO3/HF/HClO4, e.g., lose all Se and
Cr, and some Hg, As, Ge, Te, Re, Os and Ru can also be lost [70]. Methods
which lead to losses of elements during preparation should, of course, not be
used unless the elements are not of interest. Methods for analysing solutions
are discussed above in Sect. 6.2.

6.3.2 Powder Specimens

General

A common technique for geological, industrial and biological materials is the
preparation of powders and pellets. A powder specimen is prepared when the
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original sample is too heterogeneous for direct analysis, too brittle to form a
self-supporting disc, or when a suitably smooth, flat surface is not available.
XRF analysis of powder samples requires to have a uniform particle size, and
to have a grain size small enough to avoid particle-size effect problems. A de-
pendence of elemental analytical line intensity on the density of powders, both
in bulk and pelleted (see Sect. 6.3.2) at constant pressure, that was defined
by the variation in particle size and surface interaction forces was found [71].
Crushing, pulverizing and milling procedures can be used to achieve these
goals.

Additives (see below) are sometimes used to provide a proper grinding
medium for the powders. In general, 2–10% (weight) of additive is used, and
is adequate, for the grinding, blending and briquetting. A powder specimen
has to fit into the specimen chamber of the X-ray spectrometer. A round, flat
disk is ideal. Commercial presses and dies are available for this purpose. In
some cases, loose (unpressed) powder can be placed in a powder holder which
has a thin window, and is then inserted directly into the specimen chamber
of the spectrometer.

The powder can also be packed in cells or spread out on a thin film ma-
terial (so-called “slurry” technique). The slurry technique works for water
insoluble materials. A water slurry is prepared out of a few milligrams of
powder and a few milliliters of water. A turbid suspension is made and then
filtered through, e.g., a Nuclepore filter. The objective is to produce a uni-
formly thick, homogenous specimen. Processing large bulk samples poses the
biggest problem. The first major challenge is to remove a portion of the bulk
which is representative of the bulk material. This is not an easy task and
requires great care when there is a large bulk of material to work with. The
next challenge is to pulverize the sample so as to produce fine particles of
uniform size and without contaminating the sample or segregating it. The
sample must also have a homogenous distribution of all elements throughout
the entire sample.

Grinding

A major objective during the preparation of a sample from a bulk is the
reduction of the powder to a uniform particle size. For a routine trace XRF
analysis, a particle size of less than 60 μm is commonly accepted. Reduction of
particle size is usually accomplished by grinding. Various methods for grinding
samples are available. For routine work, manual grinding, using a mortar
and pestle (agate, corundum, mullite), is traditionally done, while for finer
(1–10 μm) and controlled particle sizes, a variety of mills are commercially
available. SPEX Industries (see e.g. www.spexcsp.com) produces a grinder,
called a mixer mill, which does an excellent job of producing particles of
a uniform size. It is necessary to note that this grinder can only be used
when there are several grams of material to work with. When dealing with
extremely small amounts of sample, hand grinding is the best option although
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it is tedious and time-consuming, and requires care to produce particles with
a uniform size distribution. Materials that are difficult to treat, like rocks and
ores, are ground better after the introduction of an additive such as sodium
stearate. It is found that manual grinding of, e.g., inorganic aluminosilicates
by using a mortar and pestle reduces the particle size to about 40 μm which is
acceptable even for X-ray diffraction methods (XRD). However, as mentioned
above, the particle size distribution must be controlled or else preferential
absorption of secondary radiation can occur in the particles of different size.
In the case of coal, samples are prepared as a powder (5 g sample ground in
a tungsten carbide rotary swing mill together with 1 g of a boric acid binder
and 100 mg of sodium stearate). A grinding time of about 6 min will reduce
the particle size to 50 μm. In some analyses, it is important to use a uniform
grinding time for all samples to assure reproducible results. For materials
that may be damaged or undergo alteration during size reduction, grinding
is usually carried out in ethyl or isopropyl alcohol using a pestle and mortar.
Grinding in liquid nitrogen with a SPEX freezer/mill can also be effective for
some materials, in particular, polymers and plastics.

Mechanical grinders can also be used under dry and wet conditions. Grind-
ing samples which contain a mixture of particles with different physical prop-
erties (such as different phases) may lead to significantly different grinding
of the different phases. Experience has shown that all grinding tools are a
potential source of contamination. Therefore, the composition of the grinding
media should be selected with care to avoid materials which contain elements
of interest in the analysis. Agate, for instance, introduces traces of SiO2, Mg
and Ca to the specimen. This might be of less importance for geological mate-
rials, but for biological materials these blank values represent a major source
of errors.

The effect of surface roughness of particles on XRF analysis of powdered
samples is discussed in [72]. The authors show that errors due to surface
roughness can be minimized if measurements are performed at a steep take-
off angle ≥70◦. Unfortunately, most wavelength-dispersive spectrometers now
in production do not allow the take-off angle to be varied.

Pelletizing

Pelletizing a powder sample is necessary to reduce surface effects and to yield
a better precision than that obtained by the analysis of loose powders. In
general, provided that the powder particles are of a uniform size distribution,
and are less than 50 μm in diameter (300 mesh), the sample should be pressed
into a disc (pelletized) at 600–800 MPa (6–8 tons per cm2). If the self-bonding
properties of the powder are good, low pressures of perhaps up to 100–400 MPa
(1–4 tons per cm2) can be employed. High-pressure pelletizing in a die, or
directly in a sample cup, often results in a fracture of the pellet following the
removal of pressure from the die. The release of pressure should be slow and
always at the same rate in order to produce reproducible data.
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It is sometimes necessary to add a binder before pelletizing to form stable
pellets, and prevent caking of the sample on the surface of the die. Binders
are normally composed of low Z-elements or organic materials. As mentioned
above, these types of materials can produce scattered X-rays and thereby
increase the background counts. This effect can become important in the de-
termination of trace elements in the low-Z region. Therefore, the choice of the
binding agent should be made with special care. It must be free of contami-
nation and should have a low absorption coefficient for the analyte lines. The
most useful binders are starch, cellulose, lucite, polyvinyl, urea, boric acid,
graphite, etc. Liquid binders like ethyl alcohol or diethyl ether can be mixed
with the sample manually, whereas powdered binders are recommended to be
mixed mechanically to form a homogeneous mixture. A recommended pro-
cedure is the addition of 2–10% by weight of binder to the sample. Further
stability can be achieved by spraying the pellet with a 1% solution of Formvar
in chloroform. However, this should not be done unless the pellet is unstable.

The particle size of the powder to be compacted can influence the emission
intensity of the elements under determination, therefore, the sample must be
ground to a specified particle size and have a uniform size distribution. It
has been shown [73] that, when compacted specimens are used, the emission
intensity increases with an increase in compaction pressure. Calibration with
internal standard was applied to eliminate particle size effects for powder
samples of copper ore, concentrates and copper slag prepared in the form of
pellets [74]. Still another source of systematic errors is when a phase com-
position distinction exists between specimens to be analysed and reference
materials. Compaction of powdered samples under constant pressure results
in a reduction of errors, but does not eliminate them completely. To elimi-
nate the error mentioned above, it was proposed [13] to compact specimens
of constant volume which, provided the compact material mass is constant,
results in specimens of a specified density, irrespective of the phase compo-
sition of the initial powders. For this purpose, a mould was used where the
plunger movement was limited by a ring made of an essentially incompressible
material.

6.3.3 Fused Specimens

Samples which do not go into solution easily, cannot be re-melted, or tend to
remain heterogeneous after grinding and pelletizing, are often treated by the
Claisse fusion technique. Many useful recipes for fusion are given in a book
by Buhrke et al. [1]. Disadvantages of the fusion techniques are the time and
material costs involved, and the dilution effect of the sample which makes
it difficult, or even impossible, to determine trace elements in a specimen.
Probably the most effective way of preparing a homogeneous powder sample is
the borax fusion method [75]. In principle, it involves fusion of the sample with
an excess of sodium or lithium tetraborate and casting into a solid bead with
a flat, mirror like surface. Chemical reaction in the melt converts the phases
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present in the sample into glass-like borates, giving a homogeneous bead of
dimensions ideal for direct placement in a spectrometer. Manual application
of the technique is rather time-consuming, while a number of automated and
semi-automated borax bead-making machines are commercially available.

A critical aspect of the method is the mass ratio of sample to fusion mix-
ture because it controls several factors, such as the speed and degree of the
chemical reaction, final mass absorption coefficient and the actual dilution
factor applied to the element to be determined. By using fusion aids (like
iodides and peroxides) and high atomic number absorbers as a part of the fu-
sion mixture (like barium or lanthanum salts), these factors can be somehow
controlled. Claisse’s original method proposed sodium tetraborate to sample
mass ratio of 100:1 [75]. In 1962, Rose et al. [76] suggested the use of lithium
tetraborate in a ratio of 4:1. A low dilution fusion technique was developed,
where the flux-to-sample mass ratio is 2:1.

Mostly LiBO2 is applied as a flux, as it is more reactive and forms fluxes
with higher fluidity. A critical review on this subject was done by Bower
and Valentine [77]. It is shown [78] that the using of fusion beads (Na2CO3,
Li2B4O7 as flux with addition of NaI) produces more precise results than the
using of compressed pellets (boric acid as plastifier) under XRF determination
of major and minor elements in ferroalloys.

Borate fusion is widely used; however, the method requires slow cooling of
the disk to avoid possible spontaneous cracking due to residual thermoelas-
tic stresses. Fluxing with lithium metaphosphate eliminates this problem by
the formation of phosphate complexes of transient metals which are the com-
ponents of the substances under analysis. It was shown [79] that the use of
lithium metaphosphate as a flux for high-precision XRF analysis of oxide
materials allows one to produce specimens in the form of homogeneous glass-
like disks which do not require prolonged annealing or subsequent machining.
It is possible to use this technique to produce specimens of various oxide
materials by varying the mass ratio of the materials in the flux. As shown
by a special investigation [80], reference materials in the form of glass-like
phosphatic specimens can be used after having been stored for a year and
a half or even longer, provided they are kept in a desiccator over phospho-
rus pentoxide. Using this specimen preparation technique, the authors [81]
managed to develop a procedure for Ca, Sr, Bi, Pb, and Cu determination in
bismuth-containing superconducting ceramics (the flux-to-sample mass ratio
being 2:1). Such a procedure is characterized by insignificant systematic errors
and very low random errors (for an individual result, Sr is 5×10−3−7×10−3).

The actual fusion reaction can be performed at 800 to 1000◦ C in a crucible
made of Pt, Ni or quartz glass. All of these materials suffer from the disadvan-
tage that the melt tends to wet the sides of the crucible and it is impossible to
achieve complete recovery of the fused mixture. The use of graphite crucibles
partially avoids this problem, but the best results are obtained by the use of
a crucible made of Pt and 3% Au. Sometimes, the specimen is taken directly
from the crucible in which it is melted. However, a more common procedure
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is to transfer the melt into another crucible-mould or into a ring placed on a
smooth, flat plate [82]. Good results are attained when a glassy carbon cru-
cible is used as a mould. This is cheaper than using Pt crucibles; does not
interact with metal oxides and thus makes it possible to obtain ingots having
ideally smooth surfaces. Unfortunately, this material is subject to oxidation
by air oxygen at high temperatures. The most practical procedure is to flux in
a platinum crucible, and then use a glassy carbon holder to serve as a mould
to produce the specimen disk [13]. Special matrix correction coefficients are
proposed for taking into account losses of volatile components (e.g., CO2,
NO2, O2) during the melting procedure [83].

6.4 Biological Samples

Solid biological materials are generally heterogeneous. Therefore, drying, pow-
dering, homogenizing and homogeneity testing might be necessary before
preparing the samples for measurement. Various treatments of biological ma-
terials include further on lyophilization, ashing and wet digestion. The di-
gestion method should be optimized and the recovery of the elements and
precision of the procedure should be thoroughly tested.

Specimen preparation for XRF of plants, leaves and vegetation in general,
is simple and fast. The representative samples are collected (approximately
5 g), dried at 85◦C, pulverized and pressed into a pellet without any contami-
nation. Usually 10–20 elements can be determined quantitatively in a matter
of minutes [84].

Most human and animal tissues are very soft and hence, they must first
be stabilized and strengthened before sections can be cut. One possibility
is to freeze-dry the tissue and pulverize it at liquid nitrogen temperatures. A
small amount of that powder can be fixed to a thin membrane with a solution
of 1% polystyrene in benzene and measured. Frozen organic tissue can be cut
with a microtome, and if the sections are not too thin, they can be dried and
irradiated as self-supporting targets. To quantify the results, it is sufficient to
add an internal standard before the analysis and to determine the dry mass
of the sections after analysis.

The interest in clinical applications increases from year to year. In vivo
analysis, particularly for Pb, is a major issue for XRF. The direct determina-
tion of Pb in bone gives an indication of the ongoing accumulation, whereas
conventional blood studies only reflect recent exposures. Other heavy metals
of interest are As, Cd, Hg and U. Further in vivo investigations dealt with the
concentration of various elements in different organs, mainly in the field of
kidney, liver and lung research. However, the sensitivity and detection limits
of the in vivo applications are still rather poor.

Other applications of XRF analysis include hair, teeth, nails, biological
liquids (like blood and serum), drugs and medicines. Blood samples, e.g.,
can be pipetted in 100-μL portions onto a filter paper. Serum samples can be
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treated almost in the same way but instead of a filter paper, polypropylene foil
should be selected as a carrier. To avoid losses of volatile components, urine
and blood samples need to be dried in a refrigerator at temperatures about
2–4◦C. Detection limits between 1.2 ng L−1 for Ca in urine and 50 μg L−1 for
Sr in blood are achieved with such treatment [85, 86].

Like for the preconcentration of traces from water samples, various kinds
of coprecipitation or ion exchange methods have been proposed for biolog-
ical samples. A number of chemical modifiers, such as magnesium nitrate,
nickel nitrate and ammonium pyrrolidine dithio carbamate (APDC) coupled
with magnesium nitrate, and air-drying of the sample, make an effective sam-
ple preparation method for the determination of a wide range of elements
at different concentration levels, from ppb’s to ppm’s [87] For example, a
very low concentration of Cr (0.3 ng mL−1) in plasma could be determined by
complexation with APDC and extraction with methyl isobutyl ketone. After
evaporation of organic solvent, the residue is dissolved in acid and deposited
on a thin polycarbonate foil. Hair samples (0.1 g) can be digested with a 1:5
mixture of HClO4 and HNO3 in a Teflon bomb and the trace elements are
concentrated using APDC at pH 3–4. In this way, elements such as Fe, Ni,
Cu, Zn and Pb could be determined down to 0.4 μg g−1. The same limits of
detection could be achieved if, e.g., 1 g of hair sample is pelletized with 0.1 g
CaO and 20 g cellulose.

The wet digestion methods, by microwave or high pressure, are very
effective. With a mixture of HNO3, H2SO4 and HClO4, most organic ma-
terial can be attacked. Even more effective is a combination of HNO3 and HF
as also silicates in organic materials are dissolved. Care should be taken to
work, whenever possible, in closed conditions to avoid contamination and/or
losses of elements. The combination of microwave and pressure digestion al-
lows quantitative recovery of elements that may be volatilized in open digests
(like Ge, Se, Hg), as well as the recovery of noble metals (Pt, Os, and Ir) to the
ppb level in solid samples even in the extremely difficult digestion of organic
material. For a basic understanding of the microwave acid digestion theory, in-
cluding safety guidelines and dissolution methods for geological, metallurgical,
biological, food and other samples, we recommend the professional reference
book edited by Kingston and Jassie [88].

6.5 Aerosol and Dust Specimens

XRF is frequently invoked for trace analysis in air pollution studies. In the air,
trace elements are almost exclusively in the particulate phase at typical con-
centrations of 50–500 ng m−3. By simply drawing a large air volume through
a filter, large preconcentration factors are easily achieved. Adequately loaded
filters with air particulate matter are presented directly to the XRF unit.
Unless the filters are extremely loaded, no correction for the X-ray absorption
in the aerosol material is usually necessary.
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The part of the filter with a sample actually analysed by XRF has an
area of only a few square centimeters and hence it must be representative for
the entire sample. Therefore, a critical step is the selection of an appropriate
filter material. Teflon and polycarbonate (Nuclepore) filters are ideal because
of their high purity and because they are surface collectors. Whatman-41
cellulose filters have been used widely because of their low cost, but they
are rather thick (around 9 mg cm−2 versus 1.1 mg cm−2 for Nuclepore), which
leads to more X-ray scatter and higher detection limits. They also partially
collect particulate matter within their depth, so that X-ray absorption cor-
rections become more complicated. Glass fibre filters should be avoided in
any case due to their high inorganic impurity. High-purity quartz fibre filters
have recently been proposed. Before selecting a filter material for a particular
application, the blank count of the filter or background level of the material
to be analysed must be determined since all filters contain various elements
as major, minor and trace constituents.

Regarding aerosol analysis, several factors that affect X-ray intensity must
be considered: attenuation of X-rays within the individual aerosol particle is
only important for particles larger than a few micrometer but accumulation
of particles can have an effect (in the case of heavily loaded filters) and the
filter itself can attenuate incident and emerging X-rays (if particles are not
collected on the surface). An appropriate correction involves knowledge of
the particle size distribution, and selecting an adequate sampling time and
an appropriate filter material. For example, if thin filters, like Nuclepore or
Millipore, are selected for the collection, the absorption effects in the filter
itself are small and often negligible for X-rays above 3 keV, since normally all
particles should be retained at the filter surface. However, for light elements
such as Si, P, S and Cl, the absorption effect needs to be corrected by using
a suitable correction procedure.

Besides conventional XRF, also TXRF is nowadays more frequently
applied for aerosol analysis [89]. To take advantage of the low detection limits
and to reduce the matrix effects, originating from the collection material, fil-
ter samples need to be digested. Normally, aerosol loaded filters are dissolved
with supra pure concentrated (70%) HNO3 and HF acids in a high-pressure
digestion vessel. A standard is normally added prior to digestion. With this
procedure, element concentrations between 0.2 ng m−3 for Cu and 1 ng m−3

for Mn are easily determined.

6.6 Standards

X-ray spectrometry is essentially a comparative method of analysis. There-
fore, it is necessary that all standards and unknowns have a high degree of
similarity (approximately the same matrix composition) and that they are
presented to the spectrometer in a reproducible and identical way. Standards
may be a certified reference material or a sample itself but analysed by another
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analytical technique. Many specimens in use may be prepared also in the labo-
ratory. They are usually composed of one or more elements at different levels
of concentrations within different matrices. It is essential for standards to
provide high-count rates for the element to be determined. Sometimes use is
made of an internal standard. Standards can be a liquid, a gas or a solid. It
can be pure, mixed powder, natural or synthetic materials.

Today, there are three thousand reference standards listed in catalogues
and hundreds more in preparation. These standards include ores, metals and
alloys, rocks, minerals, waste products and dusts collected by electrostatic pre-
cipitators. Environmental problems have increased the demand for standards
for tailings, industrial wastes and isotopic materials.

Usually the number of reference materials for XRF analysis is from 4–5 to
18–20. This number rises as the number of the determined elements and their
mutual effects become larger. The higher the demanded necessary accuracy of
the analysis results, the more reference materials are needed. But the method
of α-correction [90] allows to decrease the number of reference materials to
one to two without essentially lessening the accuracy [91].

List of Abbreviations

APDC Ammonium pyrrolidine-dithiocarbamate
DDTC Sodium diethyldithio-carbamates
EDXRF Energy dispersive X-ray fluorescence
PTFE Polytetrafluorethylene
SR-XR Synchrotron radiation X-ray fluorescence
TXRF Total reflection X-ray fluorescence
XRD X-Ray diffraction
XRF X-Ray fluorescence
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7

Methodological Developments
and Applications

7.1 Micro X-Ray Fluorescence Spectroscopy

B. Kanngießer, M. Haschke

7.1.1 Introduction

Micro X-ray fluorescence spectroscopy (micro-XRF) is one of the latest and
very dynamic branches of X-ray fluorescence spectroscopy. Here “micro” indi-
cates that localised regions of a sample are investigated with spatial resolution
on the micrometer scale. Micro-XRF has developed very rapidly in the last
decade, mainly due to the use of synchrotron radiation. The reason for that
preference is the by far higher intensity of synchrotron radiation in compari-
son to X-ray tube radiation. The first arrangements employed collimators that
could only use a small fraction of the emitted radiation for the excitation. The
next step involved the use of mono-capillary optics, but also in this case the
amount of radiation brought onto the sample is limited by the small entrance
diameter of the capillary.

Despite the lower intensity delivered by X-ray tubes bench-top instruments
with tube excitation have come into use for micro-XRF over the last years.
For these instruments it is necessary to closely couple X-ray optics to the tube
window in order to concentrate a large portion of the tube radiation into a
small sample area [1–3, 5]. Typically, capillary optics–especially polycapillary
lenses–are in use for that purpose.

With micro-XRF, not only the elemental composition of a sample is
accessible, but also the related spatial distribution. Furthermore, the use of
synchrotron radiation extends the possibilities of micro-XRF with respect to
the elemental range to light elements and increases both the elemental sen-
sitivity and the spatial resolution. Another advantage of using synchrotron
radiation is the possibility to combine micro-XRF with other microanalytical
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methods. A first overview of micro-XRF techniques with the focus on micro-
XRF at synchrotron sources can be found in the monograph by Janssens
et al. [4].

This chapter focuses on laboratory units and their various applications.
It delivers an overview on existing micro-XRF instruments and discusses the
instrument components according to their practical relevance. Various fields
of applications are also discussed giving an impression on the wide range of
different analytical tasks that can be solved with a micro-XRF bench-top
unit. The last part of this chapter describes the newest development in micro-
XRF, which is the extension of micro-XRF into a depth-sensitive method.
This results in a true three-dimensional analytical method. The new set-up
is described for the laboratory as well as for the synchrotron source, and
examples are given for both arrangements to demonstrate their application.
This last part also serves as a transition to the following chapter by Simionovici
and Chevallier in which the actual developments in micro-XRF at synchrotron
sources are described.

7.1.2 General Description of Micro-XRF Laboratory Units

There is a wide range of analytical methods available with which the chemical
composition of a sample can be determined. They differ in the covered range
of concentration and of elements, in information depth, in accuracy etc. But
only a few of them are able to selectively analyse small sample areas. Table 7.1
provides a summary of the variety of analytical methods currently available for
this purpose. Properties, such as the elemental range covered, together with
the depth of the analysed sample volume are summarised for every method.

The relation between the detectable concentration range and the spatial
resolution is displayed in Fig. 7.1. Only the method with a spatial resolution
better than 1 mm can be regarded as microanalytical method. From Fig. 7.1

Table 7.1. Analytical methods currently available for chemical composition
together with their spatial resolution

Method Elements Spatial resolution Sample quality

AAS Li–U Solution
ICP-OES Li–U Solution, slurry
ICP-MS Li–U Solution
LA-ICP-MS Li–U μm Solids
OES Li–U Solid (electrically conductive)
GDS Li–U nm–μm Solids
WD-XRF Li–U μm–mm Solids, liquids, powder
ED-XRF Na–U μm–mm Solids, liquids, powder
Micro-XRF Na–U μm–mm Solids, liquids, powder
EPMA Be–U μm Solid (electrically conductive)
PIXE C–U nm–μm Solids
SIMS Li–U nm Solids
AES B–U nm Solids
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Fig. 7.1. Analytical methods and their spatial resolution and concentration range

it can be seen that micro-XRF already covers a relatively large concentration
range together with an acceptable range of spatial resolution. Hence, it can be
expected that this method will find a wide range of applications in the near
future.

With the availability of compact X-ray optics, laboratory instruments were
made possible for micro-XRF [6–10]. All these instruments have a very similar
configuration–an X-ray tube as source irradiates the sample and an energy
dispersive detector system performs the spectrum acquisition. X-ray optical
components can be found either between source and sample or between sample
and detector. In the first case, a large solid angle of the X-ray tube radiation
is captured and concentrated by the X-ray optic onto a small area of the
sample. If the optic is placed between sample and detector a large area of
the sample is irradiated but the fluorescence radiation is collected by the
detector from only a small area of the sample. In both cases, the use of an
X-ray optic defines a small sample volume analysed. In the case of using
an X-ray optic between “source—sample” and “sample—detector” a confocal
set-up is established which enables depth-sensitive investigations. This will be
described in the last part of this chapter.

The concentration of the source radiation onto a small sample area can
be achieved very effectively by using a low power micro-focus X-ray tube. On
the other hand when the X-ray optic is placed between sample and detector
a high power X-ray tube is necessary in order to get sufficient fluorescence
intensity from a small sample area [11].

In general, for the concentration of the source radiation onto the sample
capillary optics (i.e. mono-capillaries or polycapillary lenses) are used. Also
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for collecting the fluorescence radiation from a selected part of the sample,
capillary optics are the best choice. However, in special cases it could be
advantageous to use mirrors for collecting the fluorescence radiation. The
peak-to-background ratio might be improved which enhances the sensitivity
significantly.

It should be noted that all the X-ray optics have an energy dependent
transmission function and will, therefore, influence the spectrum finally mea-
sured. For BRAGG-optics it is obvious that only the BRAGG-reflected radia-
tion can be used. Placing a BRAGG-optic between source and sample a quasi-
monochromatic excitation is produced which might be of interest for special
applications. An example is the micro-XRF laboratory unit of XOS/Horiba
which is especially designed for the analysis of sulphur in oil. It excites the S
fluorescence radiation with a high efficiency but produces a low background
yielding very low limits of detection [12].

Total reflection optics deliver a broader energy bandwidth but the trans-
mitted intensity is limited by the critical angle for total reflection. A good
compromise is possible by combining BRAGG-reflection and diffuse-scattering
properties with a suitable material such as highly oriented pyrolytic graphite
(HOPG). Herewith, BRAGG-reflected radiation of higher intensity and the
diffuse scattered Bremsstrahlung of lower intensity can be used for excita-
tion [13, 14]. As already mentioned, capillary optics influence the energy dis-
tribution of the transmitted spectrum, that is, the transmission is a function
of energy. The reason is the energy dependence of the critical angle for total
reflection within the capillaries and the number of reflections in the capillar-
ies [15]. These parameters are influenced by a variety of capillary properties
like inner diameter of the capillary, material, curvature, surface roughness, etc.

The transmission function varies from capillary optic to capillary optic
and, additionally, depends on the alignment of the optic. This influence has
to be considered in the case of quantification (especially for fundamental
parameter-based determinations) because changes in the energy distribution
of the excitation spectrum will influence the excitation efficiency of the differ-
ent elements in a sample.

There is another important parameter that has to be considered for micro-
beam analysis–the spot size and the spectral and spatial distribution of the
exciting beam. If a collimator is used, the spot size is typically larger than
50–100 μm (FWHM), otherwise the transmitted radiation from an X-ray tube
is too small. The spot size produced by a collimator is given by the diameter
of the aperture and the distance from the source to the sample and the spot
size is constant for all energies.

For capillary optics, the spot size can be as small as a few μm for shaped
mono-capillaries and around 10 μm for polycapillary lenses. In contrast to
collimators the spot size depends on the photon energy. The lower the photon
energy the larger the spot size. Therefore, the intensity distribution in the
spot is energy-dependent, as well. Furthermore, for very high energies it occurs
that the tube radiation penetrates the capillary without being concentrated.
In this case, a halo effect can be observed that enlarges the spot size again.



Methodological Developments and Applications 437

Measurements of the spectral and spatial intensity distribution are scarcely
available. Here, more extended examinations are necessary.

The energy dispersive detector mostly used in bench-top micro-XRF
instruments is a Si(Li) detector, but also LN-free detectors like PIN-diodes
or drift chamber detectors (SDD) are in use [see Section 4.2]. Conventional
Si(Li)-detectors have the advantage that they absorb high-energy radiation
more efficiently due to their larger crystal thickness. However, the demand for
continuous cooling of these detectors limits their applicability. The most re-
stricting property of LN-free detectors is their small crystal thickness, which is
at present typically 0.5 mm for PIN-diodes and 0.3 mm for SDDs. This means
that radiation with energy up to around 12 keV can be detected with satis-
fying efficiency, while radiation with higher energy is only partly absorbed
by the detector. PIN-diodes and SDDs are not completely vacuum-sealed but
are enclosed in a reduced N2 atmosphere. Therefore, an additional absorp-
tion is introduced which is important for low energy radiation detection. The
question of detector efficiency is discussed in more detail in Section 4.2.

The pulse throughput performance also varies for different detectors. The
throughput is influenced by the charge mobility in the detector and the count-
ing electronics. For PIN-diodes the pulse rate limit is caused by the rise time
of the charge pulse. For Si(Li) detectors the thickness limits the collection
time, even though SDDs reach the highest pulse load capacity which is at
present possible. Pulse rates can exceed 100 000 counts per seconds with a
dead time in the range of 30% and less (SDD). For an SDD a wide range
of pulse rates can be covered with only a few shaping times. This in turn
simplifies the handling of the pulse processor.

At present most micro-XRF units are used as laboratory equipment in
research laboratories [15, 16]. They serve in a wide range of interesting appli-
cations and also for methodological development.

There are also several commercial instruments on the market which can
be used for micro-XRF spectrometry. Some of them still employ pinhole aper-
tures for the creation of an excitation spot in the micrometer regime. The
distance of the X-ray tube anode to the sample has to be very short in order
to get sufficient excitation intensity and to produce a small spot size. Most
of the instruments, however, are using X-ray optics for the concentration of
the tube radiation onto the sample which leads to an improved analytical
performance.

An overview of the instruments present in the market is given in Table 7.2.
In addition to bench-top laboratory units there are also portable (or at least
mobile) instruments available with which an onsite analysis can be performed.
This feature becomes important if the samples to be investigated are very
valuable, that is, if it is not possible to move the sample for the analysis to
the laboratory-especially if these samples are very large like paintings, art
objects, etc. In these instruments, the measuring unit is mounted on a special
support and can be moved in different positions. Because these instruments
are only partially shielded they demand special precautions with regard to
radiation safety.
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There are two instruments commercially available (see Table 7.3) but some
other prototypes have been developed, manufactured and used for selected
applications in art analysis [17, 18].

All these instruments employ X-ray optics between the tube and the sam-
ple in order to collimate or concentrate the tube radiation onto the sample.
This type of excitation is also possible in a scanning electron microscope
(SEM). An external low-power X-ray tube combined with an X-ray optic
excites the sample inside the electron microscope. If the SEM is equipped with
an EPMA-detector it can be used for the detection of fluorescence radiation.
The arrangement has the advantage of a low spectral background, that is,
high sensitivity for trace elements. The upgrade of an SEM is offered by two
companies [19, 20]. In both cases, low power X-ray tubes are used in connec-
tion with capillary optics. The measuring position has to be defined with the
help of the SEM. The area analysed with the X-ray beam is larger than that
analysed with the electron microscope.

Despite the fact that micro-XRF is a relative new analytical method it has
already found a number of different, interesting applications. A short summary
is given in Table 7.4.

Table 7.3. Summary of commercial portable micro-XRF instruments

Parameter
Jordan Valley
EX3600/6600LS-OA

Manufacturer Röntec - Bruker
AXS Microanalysis GmbH

tube
target

microfocus
Rh, Mo, W

microfocus
Rh, W, Mo, other targets on
request

voltage
power

50 kV
50 W

50 kV
50 W

X-ray optics
Spot size

collimator
∅30 − 3000 μm

poly-capillary lens
300 μm

detector type
area [mm2]
energy resolution [eV]
working distance

Si(Li) LN2
30 mm2

145 eV
≈10mm

SDD
5 mm2

145 eV
≈4 mm

elemental range Al – U Al – U
sample positioning stepping motor coarse: manually

fine: stepping motor
sample view
magnification
colour

zoom-optics
40–200
Colour

2 video-cameras
2–25, 100 (opt)
Colour

excitation direction
focussing

Horizontal
crossed laser

flexible
crossed laser

quantification
model (bulk)

FP w/o standard
semi-empirical

semi-empirical

Homepage www.jordanvalley-
apd.com

www.bruker-axs-microanalysis.de
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Table 7.4. Applications fields of micro-XRF bench-top units

Applications

forensic particles, gun shot residue, pigments, money (paper, ink),
drugs,

archeometry pigments, alloys, paintings (lacquer)
research material research, photosensitive films, ceramics,
quality control medical devices (composition of filigree parts), pharmaceutical

(contaminations), solar cells (layer structure), microelectronics
(thin layers, contaminations), plastics (filler), wear debris

failure analysis contaminations on small sample areas, particles
geology distribution of elements in minerals or sediment cores
biomedical, medical distribution of heavy elements in bones, tissues etc.

In all instruments the sample is fixed on a stage that moves the sample
into the measuring position. The sample stage is motor driven with a step
size of a few micrometers (typically 2–10 μm). This is sufficient with respect
to the typical spot size diameter of 20–300 μm. The step size should be 6–10
times smaller than the spot size diameter in order to get a precise sample
positioning. Depending upon the instrument, it is possible to use the stage
for positioning of a single measuring point and also for running a scan with a
complex pattern of measuring points. Repeated measurements with the same
pattern on different samples become possible. This pattern can also be used
for distribution analysis—either on a line or over an area.

In contrast to the capabilities of an electron microscope, with a micro-XRF
spectrometer it is not possible to produce an “image” of the sample with the
exciting beam. Therefore, additional instrumental components are necessary
for sample observation. Typically video-microscopes serve this purpose. The
optical magnification of the video system has to be variable in order to see
specific details of the sample–from a general low magnification overview in
order to quickly locate the desired measuring position up to a high magnifi-
cation for close-up details. The variation in optical magnification has to cover
the range from ≈2 up to ≈200. This is achieved either with zoom-optics or
with several video-camera systems of different magnifications.

Another important component of micro-XRF spectrometers is the sample
chamber itself. The size and the possibility for evacuation are main characteris-
tics of the chamber. The sample chamber dimensions determine the maximum
size of the measurable specimen. In the case of the “open” portable/mobile
instrument there is no such restriction. The possibility to evacuate the sample
chamber determines the lightest element that can be analysed; for an evacu-
ated sample chamber this is typically Na. Even though it is possible to detect
fluorescence radiation from lighter elements, usually it cannot be used for
quantitative analysis. For instruments without an evacuable sample chamber
the lightest measurable element depends on the “sample–detector” distance.
A He-flush may be used to improve the sensitivity for light elements.
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Of course, one of the main requirements for a microanalytical method is a
quantification procedure. Most of the instruments possess quantification mod-
els for both bulk materials and coating systems. Quantification procedures in-
cluding the additional measurements of reference standards or standard free
procedures are available. In particular for microanalysis it is difficult to use
semi-empirical calibration models with reference standards because the sam-
ple is often inhomogeneous. Hence, the sample composition may change from
measuring position to measuring position. It would imply that many differ-
ent calibrations are being prepared with the same set of reference standards.
Therefore, a standardless model has a higher flexibility, albeit it yields results
of a slightly lower accuracy.

Spectrometers employing X-ray optics between sample and detector exist
up to now only as set-ups at synchrotron sources [11]. The irradiation of the
sample is carried out with synchrotron radiation in order to get a high exci-
tation intensity. As collection optics a polycapillary half lens is used having a
large solid angle for collecting the fluorescence radiation and producing a par-
allel beam impinging onto the detector; or a monolithic polycapillary cone
(poly CCC)(see chap. 3.2.2) is used for the fluorescence collection which has
a wider solid angle of detection and gives a slightly better spatial resolution.
In dependence of the collection optics, spatial resolution of a few micrometers
is possible.

7.1.3 Applications of Micro X-Ray Fluorescence Analysis

Heading Comparison of the Analytical Performance
of Micro-XRF with other Analytical Methods

The small area investigated in micro-XRF opens the possibility for a wide
variety of applications. It is possible to examine a single small sample such
as an individual particle or an inclusion in a relatively homogeneous material
as well as a set of several measuring points along a line or over an area (i.e.
matrix). In that way the distribution of elements along a line or an area can
be determined as a line scan or as a mapping, respectively. Even though a
small analyte is examined it may also be used to determine analytical para-
meters such as the composition for “bulk” material or the thickness and/or
the composition of a coating layer on a sample.

Some of these applications are also possible using electron-beam micro-
analysis (EPMA) but there are some important differences between these two
analytical methods. These differences apply to

1. sample preparation and
2. analytical performance.

Regarding sample preparation, with X-ray excitation the sample does not have
to be electrically conductive, that is, non-metals like minerals, glasses, plastics
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etc. can be measured without the need of an electrically conductive coating.
This simplifies and shortens the effort for the analysis.

Another difference is that there is no need of a vacuum for X-ray excitation
measurements. If the working distance between sample and detector is small,
it is possible also to measure light elements like chlorine, sulphur, phosphor or
silicon with sufficient efficiency. Thus the sample itself will not be modified by
the vacuum, for example, wet samples like pastes or biological samples can be
analysed. If the analysis of light elements is necessary with a high sensitivity,
it is possible to evacuate the sample chamber to reduce the absorption of
the fluorescent radiation from the sample. In this case only a low vacuum is
necessary, that is, not better than 0.1 Torr. Such a vacuum can be achieved
within relatively short times with roughing vacuum pumps.

The energy absorbed by the sample is much smaller in the case of X-ray
excitation compared to electron excitation and the absorption occurs within
a larger volume of the sample (not just in a very thin surface layer as for elec-
trons). Very sensitive samples can be analysed with high excitation intensity
risking minimal or no damage at all during the measurement period. The pos-
sibility to measure in air together with the negligible heating of the sample is
valuable not only for organic samples or thin foils but also for minerals if they
contain, for example, bonded water. For such samples, the heating induced by
electron excitation may reduce the sample volume by evaporation of the water
during the measurement. The same sample can be measured for a much longer
time without any damaging effects when X-ray beams are used for excitation.
Remember that in micro-XRF systems the X-ray source is provided by a low
power X-ray tube.

There are also differences in the analytical performance between EPMA
and micro-XRF with advantages and disadvantages for both methods. EPMA
has advantages regarding spatial resolution because the electron beam can be
focussed to a much smaller spot size than the X-ray beam. The smallest spot
size for SEMs is in the nm-range whereas for micro-XRF bench top units the
limit is in the range of around 10 μm.

In addition, with EPMA the analysis of light elements down to Boron is
possible. This is due to the different excitation modes. With an electron beam
instrument it is quite straightforward to reduce the excitation voltage to be
close to the absorption edge of the element of interest enhancing the excitation
probability. Furthermore, the cross sections for electron and X-ray excitation
differ by more than two orders of magnitude for light elements rendering the
excitation by electrons more efficient at these energies. Additionally, electrons
are absorbed in the upper surface of the sample which is at the same time the
part of the sample that contributes mainly to the fluorescence radiation of
light elements. Fluorescence radiation that is excited in deeper layers will be
absorbed in the sample itself. In the case of X-ray excitation the absorption of
the primary beam also occurs in deeper layers but the fluorescence radiation
of light elements does not reach the sample surface.
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Table 7.5. Typical limits of detection for micro-XRF and EPMA for a selection of
elements in ppm

Element Micro-XRF EPMA

Ti 100 1000
Cr 80 800
Mn 50 800
Fe 40 800
Ni 30 900
Cu 20 1000
Mo 200 2000
Sn 300 4000
Pb 200 5000

On the other hand, the fact that X-rays penetrate the sample deeper
may also be advantageous for certain applications. For the analysis of bulk
materials a deeper penetration of the exciting beam implies that a larger
representative sample volume will contribute to the detected signal. In the
case of coated materials, it is possible to measure thicker coatings or multiple
coatings. Another important advantage is the significantly higher sensitivity
for trace element analysis. This is a result of the better peak-to-background
ratio produced by X-ray excitation. With electron excitation both fluorescence
and Bremsstrahlung radiation is present in the spectrum. The continuous
Bremsstrahlung is superimposed upon the characteristic radiation of the sam-
ple’s analyte elements as an unwanted background noise and, thus, reducing
the sensitivity. Excitation with X-rays does not produce this Bremsstrahlung
background and, therefore, the sensitivity for trace elements is higher by a
factor of 10–50 (see Table 7.5).

The same or, for special excitation conditions, even a higher sensitivity is
achieved with conventional EDXRF but these are designed to analyse large
sample areas, only. Here, the sample should be homogenous for reliable quan-
titative measurements. By comparison, micro-XRF is designed to investigate
and analyse the inhomogeneities of materials which typically represent the
structure of many real samples.

Identification of Inclusions in Homogeneous Material

Homogeneous materials may contain inclusions originating, for example, from
environmental contaminations or from a production process. Such inhomo-
geneities (inclusions) can adversely influence the properties of the material
and prohibit its intended use. Examples are plastic films covering a photo-
graphic paper; technical glasses such as monitor screens and optical lenses; the
plastic body of a compact disk. In each case, the presence of an inhomogeneity
or an inclusion will influence the intended performance. An inhomogeneity in
the photographic film can be seen on the picture and influence the quality of
the image; an inhomogeneity in a technical glass, for example, a TV-screen,
may disturb the image quality of the TV; an inclusion in the plastic body of
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a compact disk influences the transmission and reflection of the light in the
CD and it may disturb the read-out process.

Identification of such inclusions will identify their source and enable
appropriate remedial action to be taken such as using cleaner production
environment (clean room quality) or by renewing the production equipment
in case of wear debris contamination (harder materials, new coatings in case
of abraded coatings).

Inhomogeneities in a CD

The plastic body of a compact disk has to be very clean because every inho-
mogeneity influences the penetration and reflection of the laser light on the
metallic mirror. Therefore, a complete control of the CD’s quality is necessary.
Any observed inclusion has to be analysed quickly and its origin has to be
identified. Fig. 7.2a and b show different inclusions in a CD. Their different

0.25 mm 2003

0.25 mm 2003

Fig. 7.2. Image of an inclusion in a CD of (a) environmental origin; (b) production
line origins
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Fig. 7.3. Spectra of different particles of inclusion in a CD shown in Fig. 7.2.
Dark spectrum – Fig. 7.2a; light spectrum – Fig. 7.2b. Measuring conditions: 40 kV,
150 μA, 60 s, 50 μm spot size

origin can be seen from the spectra measured in the displayed spot of these
images of the disk. The spectra are displayed in Fig. 7.3. In the first case
(Fig. 7.2a, dark spectrum in Fig. 7.3) Si, S and Cl can be identified. These
are elements that are characteristically found in the environment. Hence, it
is necessary to improve the overall cleanliness or protection of the production
environment.

The other inclusion (Fig. 7.2b, light spectrum in Fig. 7.3) shows very clearly
the elements Cr, Fe, and Ni with intensity ratios indicating stainless steel
as the material of origin. This particle was an abrasion particle from the
production equipment. In this case it had to be checked if the abrasion is too
high in some places of the equipment or if it would be necessary to coat them
with a hard material like TiN. Such measurements can be performed fast and
without extensive sample preparation. The results provide information about
the situation of a production line and identify the cause of manufacturing
faults. With EPMA this kind of measurements would not have been possible
in such an easy way, because the sample is not electrically conductive and the
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inclusions are within the plastic body. The sample would have to be polished
or sectioned to bring the inclusion to the surface in order to be analysed and
a conductive coating must be applied.

Single Particle Analysis in Wear Debris

The identification of single particles of different kinds in a set of particles
is another example for particle analysis. This analytical task arises for wear
debris. The identification of individual particles provides information about
its particular source that can be helpful for specific maintenance require-
ments of big engines from planes or ships. The result of small particle analy-
sis may be influenced by their shape and size. As these geometric parame-
ters can vary in a wide range, it is necessary to use special identification
strategies.

If the particle size is smaller than the depth from which the fluorescence
radiation is also originating, the measured intensity depends both on concen-
tration and on sample size (thickness). Then, the shape of the sample has to
be taken into account, as well. In a first approximation the shape of the sam-
ple can be derived from an optical image which demands an image processing
stage in addition to the XRF analysis.

Another alternative is the use of internal standards for the different sam-
ples [21] or the use of chemometric methods for particle identification [22].
As an internal standard a main component of the sample may be used for
normalisation. Assuming a fixed concentration of that main component for
all samples, a normalisation procedure will reduce the influence of the sam-
ple geometry. However, such an approach is valid only in cases for which the
internal standard and the element of interest have similar matrix absorption
parameters. This is applicable only in situations for which the atomic numbers
of these elements are not too different.

Another possibility is the use of chemometric methods. A simple proce-
dure is spectra matching for which the intensities of identified elements of an
unknown sample are compared to the identified elements of a set of reference
materials. The variation coefficient is calculated resulting in a ranking of the
probability of agreement of the unknown with the reference sample. This is a
fast and easy way to handle method for material identification without a high
analytical effort.

Another chemometric method in use for material identification is principal
component analysis (PCA). Also for that method it is necessary to prepare a
substantial library of particle spectra but for various compositions and also for
various sizes and shapes. It requires considerable effort to “train” the instru-
ment but the identification of the particle’s composition and size will, then,
be possible. In PCA the complete spectrum measured is evaluated. Different
components of the spectrum are used for the identification—the peak intensi-
ties and the intensity of the scattered primary radiation. This facilitates the
identification of different materials. Very often it is not necessary to know the
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exact composition of a material but it is sufficient to identify its type. The
identification of a material can be carried out with a higher confidence level
than the analysis of the whole composition.

PCA has been demonstrated for glass particles of various compositions
and sizes [23]. Reference glasses were first measured as bulk material. Then
the glasses were broken and the different pieces were sieved and classified
according to their sizes. Measurements were performed on a wide range of
glass particles of different sizes. Glass was used because of its relatively small
matrix absorption. This, in turn, enables a significant influence of particle
size and shape on the fluorescence intensity. Conventional analysis was not
successful in this case. The evaluation of the spectra correcting for particle
size resulted in a wide distribution of the composition for particles with the
same size classification. This has been probably caused by the sample shape.

However, the PCA plots displayed in Fig. 7.4a show that particles of the
same composition but of different size are concentrated in clusters and in
Fig. 7.4b that particle of the same composition but different size are arranged
in a line according to the particle size with different lines for different composi-
tions. The scattering of the values is relatively large but definite identification
was possible.

This example shows that especially for micro-XRF spectroscopy it is use-
ful to consider new and alternative ways for quantification or identification.
Using comparative methods, a higher effort for the “quantification” is neces-
sary. A lot of reference materials of known composition and size need to be
measured. Also some test analysis are necessary to define the best “princi-
pal components” for the different specimen parameters. After that the whole
procedure, the identification of the unknown material, is very fast and has
sufficient reliability.

Distribution Analysis

If there is a possibility to analyse a small sample area then it is also possible
to measure a sequence of small sample areas. These measuring points can be
arranged in different patterns such as a line or a matrix (array). A distribution
analysis can be performed as line scan or mapping. This offers a new dimension
of information for material analysis but it does require appropriate automatic
collection and data presentation procedures.

Multiple Point Analysis

It should be possible to arrange a pattern of measuring points on one or
various samples that are placed in a sample holder. In this way, automatic
measurements on large sample arrays are feasible and the sample holder may
be used like a sample magazine. An interesting example is the use of micro-
XRF for combinatorial chemistry [24]. This is a way to develop new materials
such as catalysts, high temperature super conductors or magnetic materials,
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that is, materials where the relation between material composition and sample
treatment and the intended property is still not completely understood. Often
a “trial and error” method for material development is necessary. Convention-
ally, this will be done sequentially, that is, a new material will be generated,
characterised and tested for a selected property. The procedure is iteratively
repeated until the optimum performance is achieved. The procedure can be
accelerated drastically if complete material banks with varying compositions
are prepared instead of one composition alone. These materials may then be
analysed and tested in parallel which minimises the time needed. The material
bank is arranged in an array that can also be used as a sample magazine
(as displayed in Fig. 7.5). However, the quantity for each specimen has to
be reduced, that is, only a small volume of each sample is available but the
number of samples is enhanced.

These samples are analysed, either for their composition or homogeneity
in order to assess the “correct” sample preparation. For the determination
of the inorganic composition, micro-XRF is a very useful tool. The required
amount of the sample for an analysis is small and the high sample number
conventionally arranged in arrays can be measured automatically with the
appropriate stage programming. The results are stored in a database system
that rapidly allows access to and further treatment of the data.

Fig. 7.5. Sample magazine for combinatorial chemistry
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Fig. 7.6. Homogeneous and inhomogeneous elemental distributions of elements in
a sample

Fig. 7.6 shows the result of a homogeneity test for the elemental distri-
bution of a catalyst. The two distributions are very different; one prepara-
tion method yields homogeneous samples whereas the other method yields
inhomogeneous ones. It is obvious that the appropriate preparation method
needed to produce the desired homogeneous samples for any subsequent test
preparation has been found rapidly.

Line Scan

The arrangement of measuring points along a line provides the basis for line
scans. The distribution of different elements is analysed along any line “drawn”
on the sample surface. The size of the area analysed and the step size of the
measurement interval determine the spatial resolution.

Such types of measurements provide linear elemental distribution infor-
mation. Two examples will be presented here. Other interesting applications
include the determination and analysis of a sequence of lacquer layers in a
paint layer, the measurement of special elements over a distance after a heat
treatment in order to determine diffusion coefficients and, the distribution of
elements in tree rings or in sediment layers.

Distribution of Phosphorus in a Roll of a Roller Bearing

In a used roll of a roller bearing it occurs that there are different colours on
the surface. The question is where do these colours come from and how that
influences the function of the rolls. A line scan on the roll surface shows that
the concentration of phosphorus is clearly correlated to the intensity of the
colour as displayed in Fig. 7.7. The measurement was performed at 40 kV,
200 μA with a spot size of 300 μm and a step size of 300 μm.
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Fig. 7.7. Distribution of phosphorus on a roll of a roller bearing

Phosphorus was a part of the grease formulation used in this roller bearing.
During operation, the rolls undergo local heating, in particular in contact
regions. At these positions a diffusion of phosphorus into the steel is possible.
The intensity of phosphorus, therefore, is a projection of the heating of the
roll and points to friction during running in the bearing. It can be concluded
from this measurement that the shape of the rolls should be changed to be
slightly convex to have a contact over the complete surface of the roll and
reduce abrasion and friction in this way.

Elemental Distribution in a Sediment Bore Core

Sediments in the ocean or in deep lakes give valuable information on the
geological or climatological history over a long period of time. Their layers
are undisturbed and, thus, provide a picture of geological and/or pollution
changes contained within the sedimentation deposited in the past.

For that reason sediment bore cores are collected from different locations
of the ocean bed but also from special lakes that are very deep or are in
special geologically interesting areas. A lot of these bore cores are collected in
the frame of the ocean drilling program (ODP).

The analysis of these bore cores requires a lot of instrumental effort (a large
number of collected data points) because a high spatial resolution is manda-
tory in order to obtain the corresponding high time resolution for the climato-
logical changes. The conventional analytical way is to cut the bore cores into
thin layers, dissolve the different cuts and carry out a wet chemical analysis.
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These methods are destructive and damage the bore cores which are no longer
available for further examination. With micro-XRF a non-destructive analysis
can be performed and even a higher spatial/time resolution is obtained.

Results are presented from an investigation that was performed for a bore
core of the Cariaco basin of the southern Caribbean Sea drilled to a depth of
893 m [25]. Investigation of this bore core may contribute to an explanation
for the collapse of the Maya civilization.

In the Cariaco basin there is a rapid sedimental deposition of approxi-
mately 30 cm per 1000 years or 0.3 mm per year. These organic-rich sediments
are visibly laminated and have a very low disturbance. With a spatial resolu-
tion of 50 μm an equivalent of approximately six data points per year can be
measured.

On the bore core the Ti-distribution was used as an indicator for the
regional hydrological situation because this element was delivered as sediments
by the rivers to the Cariaco basin. The measuring conditions were: spot and
step size: 50 μm, 40 kV, 800 μA, 60 s per point. The dating of the layers were
performed with the C14-method.

The spatial resolution corresponds to a time resolution of around two
months. The annual signal of Ti can clearly be detected and interpreted as the
change of rainfall over the year. All other measurements up to this time had
a resolution of not less than 1–2 mm, which corresponds to a time resolution
of approximately 2 years. The distribution of the Ti-content of the sediment
is shown for a long period of time in Fig. 7.8 It shows annual changes that
depend on the position of the Intercontinental Convergence Zone (ITCZ). The
position of that zone changes between summer and winter time and determines
the amount of rain. It can be explained by the fact that most of the Ti-content
in the sediment is generated by a Ti-mineral that is brought to the sea by rivers
only. The fluctuation of the Ti content is, therefore, related to the amount of
the river water and to the amount of rain.

0.30
Ti [%]

0.15

0
0 20

~AD 910 ~AD 860 ~AD 810 ~AD 760

16 6 47 3 42 9 40 Sample size [mm]

Years

40 60 80

Fig. 7.8. Distribution of Ti-intensity in a bore core of the Cariaco basin [from 25]
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From the distribution in Fig. 7.8 it may be concluded that in certain peri-
ods of time—especially around 910, 860, 810, 760 (highlighted in the darker
grey), the Ti-content is significantly lower for a few years than in other peri-
ods. During these periods the amount of rain was reduced significantly.

The population of the Mayas on Yucatan was already relatively high by
approximately 12 million people on a small area. A high agricultural produc-
tivity was needed to produce a sufficient food supply. If the amount of pre-
cipitation was drastically reduced for long periods of time, then it could also
be expected that the agricultural productivity suffered. During such periods
there was not enough food available to feed the population. The multiple
step collapse of the Maya civilization can be explained in terms of these food
problems.

This explanation is in agreement with other archaeological observations
indicating that the Maya civilization collapsed in several steps, that there
were no wars or other disastrous event that damaged the people.

Mapping

Mapping means that measurements are performed on a large matrix and
the elemental distribution is displayed for an area. The combination of various
elemental distributions may provide further information on material compo-
sition, for example, phase distributions.

Investigation of Malignant Cells

Malignant cells are very similar to healthy cells. Destroying them in a se-
lective way is very difficult. One way of killing malignant cells is irradiation
with ionising radiation but radiation cannot distinguish between healthy and
malignant cells. By marking malignant cells they can be identified. The mark-
ing depends on the type of irradiation that is used.

Currently, a new method has been developed—the Neutron Capture Can-
cer Therapy (NCT) [26]. This method is a non-invasive therapy for malignant
cells that is performed in two steps:

1. Injection of a substance that will preferentially adhere to cancerous cells.
This substance contains an isotope with a large cross section for thermal
neutrons producing, for example, α-particles.

2. The patient will be irradiated with thermal neutrons. In subsequent
nuclear reactions α-particles are generated which destroy the surrounding
malignant cells.

Table 7.6. Cross sections for thermal neutrons

Element 1H 12C 14N 16O 10B 157Gd

cross section [barn] 0.333 0.0035 1.83 2 × 10−4 3.84 2.5 × 105
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For NCT, different elements can be used. An important selection criterion
is a significant higher cross section for thermal neutrons than that for the
typical elements of the cells and a nuclear reaction must be possible. The
cross sections of some typical elements are summarised in Table 7.6.

It can be seen that for Boron, but more significantly for Gadolinium, the
cross sections are higher than for the typical elements of a cell. For Boron the
nuclear reaction B(n,α)Li generates α-radiation. This radiation (α-particles)
will be absorbed in the immediate environment of the emission and, hence,
preferably destroys the malignant cells. Compounds with Boron are already
in use for therapy. Unfortunately, the difference in the cross section to ones
for the other components of the cells is relatively low, that is, the selectivity
in this case is not satisfactory.

Gadolinium has a significantly larger cross section for thermal neutrons.
Gd is already used for tracering of cerebral tumours. In this case the large mag-
netic moment of Gd3+ is used for NMR-tomography. But Gd3+ is toxic; there-
fore the Gd is embedded in the compound Gd-Diethylenetriaminepentaacetic
acid (Gd-DTPA).

The reaction 157Gd(n,γ) 158Gd generates γ-radiation with energies up to
7.8 MeV. The energy of the γ-radiation is too high to influence neighbouring
cells. In addition to the γ-radiation, Auger-electrons with an energy of around
41 keV are generated. These electrons will be absorbed in the neighbourhood
of the malignant cells and may destroy them. The problem here is to ensure
that Gd-DTPA will be selectively added to malignant cells. It is possible to
identify cancerous cells in the histology with the help of an optical microscope
but it is not possible to identify the Gd-atoms at the same time. Using micro-
XRF it might be possible to identify the distribution of Gd in a tissue but it
is not clear if these are the malignant cells. A combination of both methods
may provide the answer.

Therefore, tests were performed to identify the distribution of Gd in the
tissue of a rat aorta. The tissue was positioned on a thin plastic film. The
scattering of the penetrating radiation is small, the spectral background is
reduced, and any spectral interference from elements in a glass sample support
(slide) are avoided. This enhances the sensitivity for the small concentration
of Gd in the thin organic layer.

The measurement results are displayed in Fig. 7.9. In this case, the area
analysed was around 3.5 × 2.8 mm. This was measured in a matrix size of
128 × 100, that is, the step size was around 30 μm. The excitation conditions
were 40 kV, 1 mA with a measuring time per pixel of 1 s (resulting in a mea-
suring time of 3.5 h for the complete distribution). The image shows that the
Gd is not homogeneously distributed. There is an enhanced concentration in
the middle of the aorta wall. A histological examination with an optical mi-
croscope may clarify if the malignant cells are concentrated in the middle of
the aorta’s wall as well.
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Fig. 7.9. Gd-distribution in a section of a rat aorta. The higher the Gd-intensity,
the brighter the image

Restoration of Frescoes

Nowadays, medieval frescoes show a risk to be damaged by high concentra-
tions of air pollutants. The lime upon which frescoes have been painted chem-
ically changes in its composition. The SO3 in the air combines with the lime
(CaCO3) to form Gypsum (CaSO4). Gypsum is softer than lime and more
easily damaged by mechanical influences. Therefore, different techniques for
restoration are under review. One of the conservation procedures is carried out
with a Barium-two-step-technique [27]. The fresco is initially treated with a
compress of cellulose pulp saturated with (NH4)2CO3 in water. This removes
the sulphate and transforms the gypsum (CaSO4) back into lime (CaCO3)
according to

(NH4)2CO3 + CaSO4 ⇒ CaCO3 + (NH4)2SO4.

In a second step, a compress of a cellulose pulp with a barium-hydroxide
Ba(OH)2 solution is used to stabilise the lime by substituting Ca by Ba. This
change is described by the following processes:

Ba(OH)2 + CaCO3 ⇒ BaSO4 ⇓ +Ca(OH)2

Ba(OH)2 + (NH4)2SO4 ⇒ BaSO4 ⇓ +NH3 + H2O

Ba(OH)2 + CO2 ⇒ BaCO3 ⇓ +H2O.

The barium salts are much more stable against the influence of SO3 pollu-
tants than the Ca-compounds. The frescoes will not only be restored but also
protected against further damage from similar environmental influences.
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Optical image BaK distribution S K distribution

Fig. 7.10. Distribution of Ba and S in a fresco cut

The arising analytical problem is to determine the penetration depth of
the barium into the fresco and to investigate the de-enrichment of sulphur
on the surface. This task can be carried out with micro-XRF. A piece of a
fresco was cut perpendicular to the surface and the distribution of Ba and
S were measured over this area. The results are displayed in Fig. 7.10. The
surface of the fresco is at the right-hand side. The figure shows both the op-
tical image and the elemental distributions of Ba and S. It can be seen that
Ba shows a high intensity close to the surface with a penetration depth of
around 1.5 mm. On the other hand, the distribution of S clearly shows that
S has a very low intensity at the surface. Only beyond a depth of around
1.5 mm the S concentration does become higher being similar to that nor-
mally found in lime. The area analysed was around 20 × 16 mm2 and the
matrix size was 64× 50, that is, the step size was approx. 300 μm with a spot
size of 300 μm. The measurement conditions were: 40 kV, 1000 μA, 1 s per
pixel.

If the mapping is performed as a spectral mapping, that is, for all pixels
analysed, the complete spectrum is saved, the data can be reprocessed and
results may be displayed in various forms. The data can be evaluated as a
line scan using the saved spectral mapping data. For any given line defined
within the mapping area the data stored within the spectra are associated to
the pixels closest to this line. They are used to calculate the desired intensity
distribution. If more than one line is drawn, an averaging of the distribution
in this direction is possible. The intensities of the elements of interest for
the defined line scan are calculated in this way and displayed in Fig. 7.11.
The intensities are normalised to the maximum for each element. These two
distributions clearly show the enrichment of Ba close to the surface (right hand
side of the distance axis) to a thickness of around 1.5 mm and a corresponding
depletion of S.
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Fig. 7.11. Line scan for Ba and S perpendicular to the frescos surface (at 0 mm)

Coating Thickness Analysis

X-ray fluorescence is already being used, for a long time now, to deter-
mine coating thickness. Both the thickness and, in case of alloyed layers, the
composition can be non-destructively analysed with X-rays (see Sect. 7.4).
A typical requirement for this analysis is that only small areas are available
for the measurement. Hence, the excitation beam has to be collimated into a
small spot size with dimensions in the range of 100–500 μm. This is achieved
with pinhole apertures. However, with the enhancement of integration espe-
cially in microelectronics but also in nanotechnologies, the available areas for
the measurement are reduced. Now the spot size needs to be only 30 μm or
even less. Also the coatings have become thinner, which requires to enhance
the sensitivity of the method. Coating thickness in the lower nanometer (nm)
range is common.

These two conditions, smaller spot size and higher sensitivity, require
changes to the instrumental concept. The smaller spot size needs an X-ray
optic that concentrates enough primary radiation onto the sample. Thin lay-
ers in the nm-range correspond to bulk sensitivity in the range of around
10 ppm, which is achievable only by using high-resolution detectors with a
high peak-to-background ratio like Si(Li), PIN-diodes or SDDs (see Sects. 7.4.2
and 7.4.3).

An example is presented for a thin multilayer structure. In electronics
fabrication, lead frames are used to glue the chips onto a support and connect
the pads on the chip to the contacts of the lead frame by bonding wires. The
contacts of the lead frame are used for soldering on the printed circuit board.
The lead frame has to be coated with precious metals in order to form reliable
bond contacts.
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Fig. 7.12. Part of an AuPdNi-plated lead frame

In the earlier days, only the contacts of the lead frames were selectively
plated with a Ag-layer having a thickness of around 2–4 μm. This selective
coating needs an additional step in production—appropriate masking of all
but the tips. The masks had to be manufactured and correctly positioned for
every lead frame. This expensive step can be avoided now by a full cover of
the lead frames with an Au on Pd coating. Of course these materials are much
more expensive than Ag but the coating thickness is in the lower nm-range.
The costs of the material are less than for selective Ag-plating because of the
low material consumption.

Figure 7.12 shows a part of such a modern lead frame. In Fig. 7.13 the
corresponding spectrum collected at a point is displayed. The spectrum in
Fig. 7.13 shows the response obtained for both the Au M- and Au L-series
of characteristic fluorescence lines. From the Pd-layer only the L fluorescence
radiation is displayed. It can be seen that the Au M fluorescence radiation
exhibits a higher intensity for this thin layer than the Au L fluorescence radia-
tion. This is due to the stronger self-absorption of Au M fluorescence radiation
in the Au-layer. This gives a higher sensitivity for coating thickness determi-
nation. The limit of detection can be estimated from this measurement in the
range of 0.3 nm. However, not only the sensitivity but also repeatability and
stability are important parameters for an analytical method, especially for
industrial applications because the product quality has to be controlled with
high reproducibility.

Repeatability can be determined by repeated measurements of the same
sample. A typical result for the Au-coating is displayed in Fig. 7.14, which
shows a statistical distribution of the thickness determination in the region
of around 16 nm for 1000 measurements of 30 s. The lines in the diagram
correspond to the 2σ standard deviation values of the distribution. Stability
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Fig. 7.14. Au-thickness determined for 1000 repeated 30 s measurements

means the possibility to get the same result over a longer period of time. If
the deviations of the mean values of several such measuring series are in the
range of the statistical value of the repeated measurements the stability is
very good and fulfils the requirements.
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Ultra Trace Elemental Analysis with Micro-XRF

Micro-XRF can also be used for ultra trace analysis if a special sample
preparation technique is employed. This special sample preparation is called
dried spot sampling technique and involves a deposition of small drops of a
liquid sample onto a thin film. If the drop is dried out to a solid residue it can
be analysed by a collimated beam. The scattering of the excitation radiation
on the sample is very low because of the small sample volume and because
the sample consist of elements with higher atomic number that have a small
scattering amplitude [28]. It results in a high peak-to-background ratio and,
therefore, a high sensitivity for trace elements. Limits of detection in the lower
ppb range can be achieved. The disadvantage of the method is the long drying
time that can be in the range of hours. Also evaporation of volatile elements
might be a problem.

The sample preparation technique can be improved by reducing the size
of the sample drop. Hence, the drying time is reduced significantly [29]. The
drop size reduction is possible with a nanoliter injector similar in operation
to that of an ink-jet printer that generates drops down to 2 nl. The drying
time is reduced down to a few seconds because of the relatively larger surface
area of the drops. Smaller dried spots can be generated by smaller drops, as
well. Then the dried sample can be excited completely with the micro-beam of
the spectrometer. In addition, the loss of volatile elements is minimised by the
short evaporation time. The recovery rates should be better than for the larger
droplets. Extended examinations of this nanodroplet technique [29] show an-
other advantage—the sensitivity is enhanced, especially for the determination
of absolute concentrations. Some typical limits of detection are displayed in
Fig. 7.15.
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Fig. 7.15. Limits of detection obtained with micro-XRF using the “nano-droplet”
technique [from 29]
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This application shows that by using a special sample preparation tech-
nique micro-XRF becomes a very sensitive analytical method that is applica-
ble for ultra trace elemental analysis. The limits of detection are in the low
and sub-pg range.

7.1.4 3D Micro X-Ray Fluorescence Spectroscopy

The previous sub-chapters described the use of the microscopic excitation spot
formed with the help of X-ray optics to perform very local analysis by lateral
two-dimensional (2D) elemental mapping or line-scanning along the sample
surface. The information retrieved has the disadvantage that it is not expli-
citly depth sensitive, rather a convoluted product of the incident X-rays, pene-
tration capability and the self-absorption correction depending on both the
energy of the exciting radiation and the energy of the fluorescence radiation.

Not long ago, Kanngießer et al. [30] and other groups expanded the capa-
bilities of the micro-XRF spectroscopy to the depth, thus creating a true three-
dimensional (3D) micro X-ray fluorescence spectroscopy (3D micro-XRF). The
3D micro-XRF is realised by a confocal arrangement, which consists of X-ray
optics in the excitation as well as in the detection channel. A microvolume is
defined by the overlap of the foci of both X-ray optics. If the sample is moved
through this microvolume, its chemical composition can be non-destructively
investigated not only laterally along the surface but also within the sample
at the depth of interest, see Fig. 7.16 Furthermore, if synchrotron radiation
is used as exciting radiation, the excitation energy is tunable, which facili-
tates micro-XAFS investigation for chemical speciation at the same spot in
the sample. Thus, not only depth information concerning the elemental dis-
tribution but also chemical speciation and phase information are obtainable
at the same point of interest in the sample.

X-ray optic in the
excitation channel

X-ray optic in the
detection channel

Information
micro-volume

Fig. 7.16. Scheme of the confocal set-up for 3D micro-XRF spectroscopy
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The information depth of the microvolume depends on the energy of the
exciting radiation, the energy of the fluorescence radiation, the incidence
angle, the angle of reflection, and the sample composition. The spatial res-
olution of this 3D micro-XRF set-up depends on the FWHM values of the
overlapping focal profiles. In addition, a better peak-to-background ratio can
be achieved by restricting the detector field of view.

For reducing the scattered radiation due to the restriction of the detector’s
field of view several other groups have already suggested the confocal set-
up [31–33]. One step further is the introduction of depth profiling with such
a set-up. Soon after the first proof of principle measurements in 2002, Proost
et al. [34] realised a similar set-up at the beamline L at HASYLAB. The
same group built up the confocal set-up at the ID 22 of the ESRF for the
investigation of inclusions in geological samples [35].

Characterisation

The 3D micro-XRF set-up of Kanngießer et al. was realised at the BAM-
line located at a 7T wavelength shifter at BESSY [30]. Figure 7.17 shows a
photograph of the set-up at the BAMline. To create the microvolume a poly-
capillary halflens with a focus of about 30 μm at a working distance of 16 mm
was used in the excitation channel. In the detection channel a polycapillary
conical collimator (poly CCC) was adjusted directly on the snout of the Si(Li)

SDD

Poly CCC, Si(Li) 

Polycapillary half lens

Microscope

Primary beam

Fig. 7.17. Photograph of the set-up for 3D micro-X-ray fluorenscence spectroscopy
at the BAMline, BESSY in Berlin
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detector. The focus of the poly CCC has an FWHM of 20 μm at a working dis-
tance of 1.2 mm. The second detector of the set-up, the drift chamber detector,
was used to monitor the global X-ray spectrum without depth resolution.

The microvolume formed was characterised by scanning the volume with
a 2 μm thick Cu foil. The Cu foil was moved through the beam in 5 μm wide
steps in the horizontal plane with respect to the storage ring and in the verti-
cal direction. The intensity of the Cu Kα radiation plotted in dependence of
the steps is proportional to a sensitivity curve for Cu of the set-up. Figure 7.19
shows the Cu intensity curve of the confocal set-up in the horizontal plane
for an excitation energy of 17 keV. The FWHM of the curve is about 20 μm,
which can be regarded as the spatial resolution of the set-up. The intensity
curve in the vertical direction showed the same FWHM. The 20 μm FWHM
presents the lower limit of resolution achievable with this set-up, because the
minimum spatial resolution is mainly determined by the FWHM of the focus
of the X-ray optics in the detection channel. In addition to the FWHM of
the intensity curve, the steepness of the slope is decisive for the evaluation of
the spatial resolution of the method. The steepness of the sensitivity curve in
Fig. 7.18 is given as the relative distance for 90% of the slope intensity. The
use of a poly CCC in the detection channel has two advantages in comparison
to the use of a polycapillary full lens, as proposed by Kumakhov [31]. The
most important one is the greater acceptance angle of around 0.2 sr in com-
parison to an average acceptance angle for a polycapillary full or half lens of
about 0.02 sr, leading to a higher transmittance of the radiation. The other
advantage is the focus size for radiation with an energy below around 8 keV of
the poly CCC, which is smaller than any polycapillary which can actually be
produced. The disadvantage of using a poly CCC is its length, which might
restrict the energy regime. If the length of the poly CCC is too short, the
concentration of radiation with a higher energy is less efficient. With higher
energies a substantial part of the incoming radiation might pass directly the
walls of the class capillaries without being totally reflected. With the poly
CCC used in the above confocal set-up, measurements are restricted to ener-
gies under 20 keV.

The linear mass attenuation coefficient of this special capillary glass for
Cu Kα (μlin = 392/cm−1) is about two times higher than the respective
coefficient for Ag Kα (μlin = 187/cm−1). Hence, the poly CCC must be two
times longer in order to concentrate the Ag Kα radiation as efficiently as the
Cu Kα radiation. The production of longer poly CCCs to circumvent this
problem has not been possible up to now. Additionally, longer poly CCCs
will have a smaller acceptance angle. Hence, for energies higher than around
20 keV the use of polycapillary half lenses is advisable.

Measurements

The first application of the new 3D micro-XRF method was the investigation
of ancient Indian Mughal miniatures from the Museum of Indian Art in Berlin
[30]. The Mughal paintings were believed to consist of several well-separated
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Fig. 7.18. Intensity curve of the confocal set-up for a thin Cu foil with an excitation
energy of 17 keV

polished pigment layers on paper. Until now, only scarce information was
available on this painting technique and the artist’s pigment palette. With the
help of depth profiling measurements the layered structure of the paintings
could be evaluated. Figure 7.19 shows an example of the depth profiling in a
miniature. It also demonstrates the depth resolution which could be achieved
with the confocal set-up at the BAMline. The element depth profiles shown
were obtained by moving the miniature perpendicular to its surface through
the microvolume in 5 μm wide steps. At each step a fluorescence spectrum
was taken and the net peak areas of the Lα line of Hg and Pb were evaluated.
To facilitate a better comparison, the two intensity depth profiles are scaled
to the same height.

The depth profiles reveal a layered structure of the painting with a 10 μm
thick cinnabar (HgS) layer painted on a lead white (2PbCO3·Pb(OH)2) ground
layer of the same thickness. Hence, the successive layers could be distinguished
with a resolution of about 10 μm. Further investigations showed that it is also
possible to distinguish the same element in different layers which can neither
be achieved by conventional XRF nor by any other non-destructive analytical
method. As an example, Fig. 7.20 shows the elemental depth profiles at two
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Fig. 7.19. Micro-XRF depth profiles of a cinnabar (HgS) and a lead white
((2PbCO3 ·Pb(OH)2) layer system of a Mughal miniature

different locations of a Mughal miniature. The first point of measurement was
on the green background of the painting, whereas the second measurement
was carried out on the face of the Mughal.

The depth profiles of the Pb Lβ line and of the Ba L multiplet on the face,
depicted in the upper graph, exhibit only one layer. The fluorescence depth
profiles of the green background clearly exhibit also one single paint layer. In
contrast, the depth profile of the scattered radiation, the sum of the coherent
(Rayleigh) and incoherent (Compton) scattered radiation, shows prominent
intensity fluctuations below the green paint layer. As the intensity of the sum
of the scattered radiation is proportional to the average atomic number of
the material, the fluctuations indicate a composite paper structure. This is
corroborated by art historians who report the gluing of thin paper to produce
a cardboard for these paintings. Hence, the evaluation of the depth profiles
of the Compton and Rayleigh scattered exciting radiation delivers additional
information on the sample investigated. These depth profiles can be trans-
formed into a figure of merit for the average density and/or for the average
Z of the local point investigated in the depth of interest. For a full quan-
tification of the elemental depth profiles a deconvolution from the sensitivity
profile and the correction for absorption effects have to be the next steps in
the development of the method.
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Fig. 7.20. Depth profiles of fluorescence and scattered radiation at two locations
of the Mughal miniature MIK I 5666 dated from the 18th century

Comparison with a Tabletop 3D micro-XRF Set-up

3D micro-XRF is not only possible at synchrotron radiation sources. At the
Technical University of Berlin, Malzer and Kanngießer constructed a tabletop
3D micro-XRF set-up, which is shown in the photographs of Fig. 7.21. Here,
the source is a Mo micro-focus X-ray tube combined with a polycapillary full
lens in the excitation channel. The micro-focus tube has a FWHM spot size of
100 μm; the polycapillary lens has an 80 μm FWHM spot size with a working
distance of 22 mm. In the detection channel the same poly CCC and the same
Si(Li) detector is used as was used for the set-up at the synchrotron source
BESSY. A second Si(Li) detector is positioned downstream on the optical axis
of the polycapillary lens to ensure the alignment of the lens and to monitor
the alignment of the two foci of the X-ray optics to produce the microvolume.
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Polycapillary full lensPoly CCC
+ detector

Monitor detector

Fig. 7.21. Photographs of the 3D micro-XRF set-up, depicting a closer view on
the confocal set-up on the left hand side and a top-view of the whole set-up on the
right-hand side

The whole set-up is located in a vacuum chamber which facilitates the mea-
surement of light elements. Both X-ray tube and Si(Li) detector are equipped
with thin windows for the same reason.

With the tabletop 3D micro-XRF set-up pigment layers have been investi-
gated for their homogeneity [36]. Now it is possible to image the elemental dis-
tribution in a certain depth of the sample, which helps to differentiate between
various kinds of inhomogeneities, like inclusions and particles. Figure 7.22
shows the intensity depth profiles of a green chrysocolla (CuSiO3 · nH2O)
pigment layer on a lead white (2PbCO3·Pb(OH)2) ground layer painted on
paper. The depth profiles are scaled to the same height. The pigment layers
were scanned with a step width of 10 μm. The measurement lifetime at each
step was 100 s with a tube current of 0.6 mA and a voltage of 35 kV.

The two pigment layers are clearly distinguishable in the intensity depth
profiles of their characteristic elements Cu and Pb. Both curves have a FWHM
of about 100 μm, which correspond to the layer thickness. Furthermore, the
depth profiles for Si and Fe indicate inhomogeneities in and on the green
chrysocolla pigment layer. The fact that the main part of the two curves is
lying in the Cu intensity curves indicates inhomogeneities rather than a thin
top layer. The different FWHMs of 30 μm for Fe and 77 μm for Si, respec-
tively, are another indicator for inhomogeneities in a layer. And indeed the
chrysocolla pigment is known to have inclusions containing iron and quartz
particles. A full 3D scan, that is, a lateral scan in addition to the depth pro-
files, corroborates the results.

The 3D scan clearly demonstrated that the fluorescence was coming from
an Fe particle of about 30 μm in diameter. The contour plot of the Si fluores-
cence showed furthermore that the Fe particle is partly embedded in a quartz
inclusion of the top pigment layer. At the site of the Fe particle the Si fluores-
cence is diminished due to the absorption of the particle. The latter finding
could only be stated unambiguously with the lateral scan in combination with
the Fe depth profiles.
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Fig. 7.22. Intensity depth profiles of a green chrysocolla (CuSiO3·nH2O) pigment
layer on a lead white (2PbCO3·Pb(OH)2) ground layer. The depth profiles are scaled
to the same height for better comparison

In order to compare the capacities of the synchrotron based set-up and of
the tabletop set-up a glass standard was investigated with both arrangements
with the same main excitation energy of 17 keV. Yet, one has to keep in mind
that the excitation of the sample in the tabletop set-up is polychromatic by
using an X-ray tube. For the comparison of the two set-ups the lower limit
of detection (LLD) can be taken as a figure of merit. The LLD gives a direct
impression of the analytical possibilities. Table 7.7 shows the lower limit of
detection (LLD) for selected elements of the glass standard.

The comparison shows that the detection sensitivity of the synchrotron-
based set-up is at least one to two orders of magnitude higher. The smaller

Table 7.7. Comparison of lower limits of detection for synchrotron and tabletop
set-up

LLD /ppm for LLD /ppm for
Element synchrotron set-up Mo tabletop set-up

K 1500 6000
Cu 60 2000
Y 5 380
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difference in the detection limits for the lighter elements can be explained by
the additional excitation of the tube’s bremsstrahlung spectrum lying closer to
the absorption edges of these elements. The better detection limits achieved
with synchrotron radiation are due to its considerably higher flux, its lin-
ear polarization and monochromacity. At 17 keV the flux at the BAMline is
about three orders of magnitude higher than the one of a microfocus Mo
X-ray tube. The higher brightness of the synchrotron radiation is not impor-
tant when the set-up consists of polycapillary lenses in the excitation channel.
The linear polarization and monochromacity improve the detection sensitivity
indirectly due to the better peak-to-background ratio produced. Hence, it may
be stated that with the synchrotron arrangement major and minor elements,
with elemental concentrations in the higher ppm range to the percent range,
in favourable situations even trace elements, can be detected into the depth.
With the tabletop arrangement 3D investigations are restricted to the detec-
tion of major elements in the sample; in favourable cases also minor elements
are detectable.

For a depth-sensitive method the information depth is of major interest.
It can be defined as follows:

xLLD =
2.3
μ

lg
( w

LLD

)
,

with μ being the linear mass absorption coefficient, w being the weight fraction
of the element, and LLD being the lower limit of detection for the element at
the surface. The equation was derived by assuming a negligible self-absorption
at the surface. Hence, the information depth is linear dependent on the
elemental composition of the sample and logarithmic dependent on the flux
of the excitation and on the concentration of the element investigated. For
example, the information depth for Y in the glass standard investigated with
the synchrotron based set-up ranges from 250 to 300 μm. The margin for the
information depth indicates the margin for the matrix of the glass standard.
In general, the synchrotron based 3D micro-XRF set-up gains a 2–20 times
higher information depth.

In order to gain more insight into the depth dependence of the fluorescence
intensity produced we have calculated absolute countrates for fluorescence line
intensities of a layer system. The layer system chosen is one investigated with
the 3D confocal set-up (see Fig. 7.19) and is composed of two pigment layers, a
cinnabar (HgS) layer on top of a lead white (2PbCO3·Pb(OH)2) layer. In two
series of calculations the thickness of both layers is varied from 2 to 100 μm,
respectively, whereas the other layer thickness is kept constant at 10 μm. The
incidence flux is taken to be 2×108 photons/s which is about the flux delivered
by the BAMline. The incident angle Φ is 25◦ and the emergence angle Ψ is
65◦. Both beams are supposed to be parallel. The solid angle of acceptance of
the poly CCC (0.2 sr) was taken into account for the restricted field of view
of a detector. The countrates falling onto the detector were calculated for
two different excitation energies, namely 17.4 and 27 keV. The fundamental
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parameters needed for the calculations are taken from the actual compilations
of Elam [37], Henke [38], and McMaster [39].

Figure 7.23 shows the thickness variation of the top-layer, the Cinnabar
layer. The thickness of the bottom-layer, the lead white layer, is kept constant
at 10 μm.

The fluorescence line intensities of the top-layer elements Hg and S increase
with increasing layer thickness until a thickness is reached for which the self-
absorption becomes so strong that the additional thickness does not contribute
to an additional fluorescence signal. For the Hg Lα line this critical thickness
is reached at about 25 μm for the 17.4 keV excitation energy and at about
40 μm for the 27 keV excitation energy. The difference in the critical thickness
for the two excitation energies can be explained by the lower attenuation for
the 27 keV excitation energy. For all thickness the absolute countrates for the
17.4 keV excitation energy are higher which is due to the higher photoelectric
cross section for this energy in comparison to the one for 27 keV. A similar
behaviour shows the S Kα fluorescence line for both excitation energies. Here,
the critical thickness is reached at about 15 μm for the 17.4 keV excitation en-
ergy, whereas the 27 keV excitation energy is associated by a critical thickness
of about 30 μm. The critical thickness is thinner for both excitation energies
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Fig. 7.23. Calculated fluorescence line intensities for a thickness variation of the
top-layer (HgS) with two excitation energies, at 27 keV (solid line) and at 17.4 keV
(dashed line), respectively
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than the ones for the Hg Lα line because of the mass attenuation coefficient
for the S Kα line, which is twice as high in the case of the cinnabar layer.
Also the absolute countrates are two orders of magnitude smaller for the S Kα
line in comparison to the Hg Lα line, even though the elements have almost
the same density. The main reason lies in the photoelectric cross section for
the S K-shell, which is already two orders of magnitude smaller than the one
for the Hg LIII-shell for the same excitation energy. Additionally, the fluores-
cence yield of the S K-shell is one order of magnitude smaller than the one
for the Hg LIII-shell. On the other hand, the S Kα line is enhanced by more
fluorescence lines than the Hg Lα line. In the case of the S Kα line all L-Lines
from the Hg as well as from the Pb of the bottom layer produce secondary
enhancement. In the case of the Hg Lα line only the Pb fluorescence lines from
the LII- and LI-series (except the Lβ2 line) have energies which can excite the
Hg Lα line. Thus, secondary enhancement is included in the calculations, as
can be seen in Fig. 7.23.

Pb is the only detectable fluorescence element in air from the bottom-
layer (2PbCO3·Pb(OH)2). Both curves of the respective excitation energy
show the characteristic increasing attenuation with increasing thickness of
the top-layer until the attenuation is so strong that the Pb fluorescence line is
not detectable anymore. The crossing of both curves at a top-layer thickness
of about 8 μm shows the trade-off between the higher penetration depth of the
27 keV excitation radiation and the higher photoelectric cross section for the
17.4 keV excitation radiation. At top-layer thickness below 8 μm the higher
photoelectric cross section surpasses the higher penetration depth and vice
versa for layer thickness over 8 μm.

This example gives the range of depth profiling for a heavy matrix. Infor-
mation from the bottom layer can be gained only if the top layer thickness
is in the order of several ten micrometers. In the case of a light matrix, for
example, biological samples, the information depth can reach the mm range.

In conclusion it can be said that with the new method elemental distribu-
tions in 3D objects can now be measured in a non-destructive manner with a
3D resolution. At synchrotrons a resolution of a few micrometers is currently
achievable by carrying out depth profiling on layered structures. Herewith
major and minor elements can be distinguished in different layers, even if the
same element is present in successive layers. The latter is the most severe
restriction on conventional 2D micro-XRF. The same holds for the tabletop
set-up if the sensitivity of the arrangement is taken one to two orders of mag-
nitude lower. Further on, with a first evaluation and quantification approach
the determination of layer thickness and local elemental densities becomes
feasible. The latter has to be emphasized because it is a distinct feature of
3D micro-XRF in comparison to ordinary XRF or micro-XRF. Whereas in
ordinary XRF and micro-XRF arrangements weight fractions of the elements
of interest are determined, 3D micro-XRF always delivers elemental densities.
Basically, this is due to the fact that the number of photons detected in 3D
micro-XRF depends on the number of atoms inside the microvolume defined
by the confocal set-up.
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Furthermore, with the confocal set-up not only can information on the
elemental distribution but also on the local chemical state of the sample be
gained. This is possible at synchrotron sources where the excitation energy can
be tuned over an absorption edge facilitating X-ray absorption fine structure
spectroscopy. Hence, micro-XANES and micro-EXAFS investigation are fea-
sible at the same location where elemental depth profiles are obtained. First
depth-sensitive micro-XANES investigations have already been carried out.
For a reliable interpretation of the spectra an evaluation code has still to be
created which takes the attenuation of the micro-XANES spectra gained in
the depth into account.

The 3D micro X-ray spectroscopy can contribute considerably to a variety
of fields of application, such as environmental science and quality control
in materials science. Another very interesting research field is the analysis
of histological samples in life science. In first measurements, we could show
that it is possible to investigate the elemental distribution in a complete rat
eye, suggesting that in some cases it is possible to investigate histological
samples without having to cut the samples into sections. Furthermore, in vivo
measurements may be conceivable in the future.

A comparable method which also directly provides 3D information on
the elemental distribution is fluorescence tomography. This special form of
computed microtomography was already installed at second generation syn-
chrotron facilities in the 1990s [40, 41]. A qualitative jump is obtained at
third generation synchrotron facilities, where the counting time for a full to-
mographic scan has been reduced to a reasonable and feasible time of half a
day. The research at the ID22 of the ESRF is a forerunner for methodologi-
cal development of X-ray fluorescence techniques. Simionovici et al. reduced
the data collection time for a full 3D fluorescence tomographic scan to less
than eight hours [42]. Nevertheless, the speed of the data collection remains
a serious obstacle because, besides the two dimensional lateral scan, the ob-
jects under investigation have to be rotated as well. With the 3D micro-XRF
method the samples, instead of being rotated, have to be moved perpendic-
ular to their surface to get depth information. This reduces the data collec-
tion time in comparison to the 3D microtomography, especially when layered
structures are investigated. Furthermore, the rotation of the sample restricts
possible sample sizes. On the other hand, the 3D microtomography yields by
far better spatial resolution down to 50 nm, whereas the actual limit of the
3D micro-XRS is about several μm. This limit could only be overcome when
X-ray optics other than the capillary optics are used. Actual X-ray optics
which could deliver a smaller spot size, like Fresnel zone plates, would restrict
the 3D micro-XRS to elemental analysis as they also have monochromatizing
properties. Hence, the 3D micro-XRS would lose its second advantage in com-
parison to the 3D microtomography, which is the combination with XAFS.

Both methods have their limitations with respect to the information depth
of the fluorescent radiation as well as a reliable correction for self-absorption.
Recently, Golosio et al. [43] proposed a methodological approach to overcome
reconstruction problems in tomography due to the self-absorption effects in



474 A. Simionovici and P. Chevallier

the sample. They integrate the information obtained by fluorescence, Comp-
ton and transmission tomography, which seems to be a fruitful approach. A
similar approach to solve the self-absorption problem for 3D micro-XRF is
conceivable. The additional information on mass density and an average Z
provided by Compton- and Rayleigh scattering can also be used.

7.2 Micro-XRF with Synchrotron Radiation

A. Simionovici, P. Chevallier

7.2.1 Introduction

There is a growing need for trace element analysis at levels less than one
part per million (ppm) by weight in nearly every scientific field. This first
step of trace element analysis in the bulk is rapidly becoming insufficient and
techniques capable of mapping the distribution of elements at the highest
spatial resolution are desired.

For qualitative and quantitative analysis, X-ray fluorescence (XRF) is of-
ten used as a “finger printing” technique for characterizing the bulk elemental
composition of a material. Mapping the lateral distribution of the elemental
composition has been performed using X-ray emission microprobes. The great
majority of these microprobes uses electrons as projectiles; a few others employ
high-energy protons (PIXE) as a mean of excitation. Only recently, photon
microprobes have become available, installed on various synchrotron radiation
(SR) facilities.

As we shall see, the photon is a very interesting projectile, and should un-
doubtedly lead to the best microprobe if enough photons can be concentrated
into few μm2 spots. Due to the very small aperture of all hard X-ray optics
this cannot be obtained with the best conventional X-ray tubes but only by
using SR, the characteristics of which have initiated the development of new
X-ray optical devices. Thus, efficient photon microprobes can only be installed
on modern (third generation) SR facilities and it seems that they will always
remain a limited analytical tool that will never supplant the wide use of other
kinds of microprobes.

Lateral resolution at the micron scale is now reached with a wide vari-
ety of modern techniques. Secondary ion mass spectroscopy (SIMS) [44, 45]
offers this resolution with excellent depth resolution as well, but is destruc-
tive and quantification is difficult in many cases. Laser ablation microprobe
mass analysis (LAMMA) [46, 47] is a very useful technique but suffers from
the nonreproductive character of the laser-induced ionization and difficulties
are often encountered in interpreting the mass spectra. Electron probe mi-
croanalysis (EPMA) [48] presents extremely high lateral resolution (few nm).
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Unfortunately, due to the spread of the electron beam below the surface of
the sample, the X-ray fluorescence spectrum arises from a sphere of about
1 μm radius or larger. Moreover, this technique is limited to the determina-
tion of major constituents because of the high background generated by the
incident and secondary electrons as they slow down through the sample and
only probe the surface layers due to the limited penetration depth of electrons.
Micro-PIXE offers high sensitivity (down to the ppm range) and can reach the
micron scale in lateral resolution [49–51] but with severe damage to sensitive
samples. Micro-PIXE, however, can be easily coupled with nuclear reaction
analysis (NRA) for the determination of light elements, and with Rutherford
back scattering (RBS) for depth profile determination, which is of great in-
terest in the characterization of many samples. Finally, all these techniques
require the sample to be in vacuum which may be impossible with some very
volatile, too large, or living samples.

Subμm spatial resolution is now achievable in the hard X-ray range thanks
to the advent of new X-ray optics in conjunction with SR. Thus microsyn-
chrotron radiation X-ray fluorescence (micro-SRXRF) has appeared in recent
years as an interesting quantitative microanalytical technique with high sen-
sitivity that can be used on any kind of samples in air (except for the lightest
elements). Moreover, by associating it to other techniques such as extended X-
ray absorption fine structure (EXAFS), X-ray absorption near edge structure
(XANES), diffraction or computed tomography (CT), very useful structural,
chemical and morphological information can be obtained.

7.2.2 The General Setup

The general setup of about all photon microprobes installed on synchrotron
beamlines is presented in Fig. 7.24 Most of the components have been descri-
bed in great detail in this book so we will only briefly justify the choices made.

The Photon Source

In this chapter, we only consider photon microprobes installed on SR facil-
ities. As a matter of fact the brilliance of these third generation machines
is so high that they represent the best sources for a very sensitive photon
microprobe. Nevertheless, bending magnets or insertion devices deliver quite
different X-ray beams and this has to be taken into account.

Nowadays, bending magnets are less in demand and these sources may be
used for a permanent installation of a microprobe although the brilliance is
far from what can be reached on undulators. The continuous energy spectrum
that extends more or less in the hard X-ray regime can be an advantage.
To our knowledge, wigglers which allow the selection of much higher energies
are never used because of their lower brilliance although they allow to excite
heavy elements in the K shell, leading to a much simpler X-ray spectrum than
for the L shell.



476 A. Simionovici and P. Chevallier

Photodiodes

K-B

CRL

FZP m-scope

Sample

Img/alignCCD

Fig. 7.24. Schematic setup of a microprobe

Undulators with their exceptional brilliance and nearly monochromatic
energy spectrum are undoubtedly the best sources that can be thought of
especially when they are tunable in energy and of low beta type (see Sect. 2.4).
The size of the beam, even many tens of meters from the electron source,
perfectly fits the usually very small aperture of the focusing X-ray optics.
Recently, undulators of a very small gap, without a vacuum chamber, so-
called “in vacuum” undulators, have appeared and they allow reaching very
high energies (>100 keV) so far reserved for wigglers or wavelength shifters.
Thus, a single device can satisfy the needs of many communities providing
high flux, high brilliance up to high energies. Unfortunately, these sources are
in high demand and in most cases the beam time will have to be shared with
other kinds of experiments.

X-Ray Optics

This field has known tremendous development since the advent of SR and
figures that were only dreamt of a few decades ago are now routinely used.
Here we will only compare the various kinds of optics in use now on different
beam lines all over the world with the only goal of microfluorescence analysis.
For more details the reader should refer to earlier chapters of this book.

Tapered monocapillaries [52, 53] seem not very reliable and present a
rather disappointingly small gain in photon flux. They are achromatic systems
that can be interesting for microLaue experiments or can be used after a high-
resolution monochromator for micro-XAS (X-ray Absorption Spectroscopy).
Positioning is rather simple but the outgoing beam is quite divergent so that
the sample has to be placed right at the end of the capillary which may be awk-
ward if special environment conditions (temperature, pressure) are required.

Elliptically bent mirrors used in the Kirkpatrick–Baez geometry [54, 55]
are known for decades to focus X-ray but it is only quite recently [56] that
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one reached small enough slope errors to produce micrometer size beams with
the use of specially designed benders. This is also a totally achromatic sys-
tem, which as mentioned above, is very interesting for many microanalytical
techniques. Alignment of the two orthogonal mirrors is quite delicate and has
to be assisted by computer and the whole set is quite expensive which may
be their only inconvenience. By coating the two mirrors with multilayers, the
incident Bragg angle becomes about ten times bigger than the critical an-
gle needed for total reflection on plane mirrors. Thus, the aperture of this
kind of optics becomes very interesting and in conjunction with the large
bandpass of multilayers, the photon flux on the sample can be extremely
high. However, in this case the system is no longer achromatic and this com-
bination should be reserved for microfluorescence analysis of ultratrace ele-
ments. Recently [57], K-B systems of very high flux (> 1E11 ph s−1) or very
small beamspots (≈ 100 nm) have been commissioned at ESRF and thanks
to their achromatic capability have become the “workhorse” of the installed
microprobes.

Fresnel zone plate lenses were another approach for fine X-ray focusing
as was demonstrated in the soft X-ray regime in Gottingen by the group of
Schmahl [58]. Unfortunately, in the hard energy regime these optics [59] could
not be produced thick enough to produce a good contrast between absorbing
and transmitting zones. This led Aristoff [60] to propose using these diffractive
optics in the reflection mode and benefiting of the lens substrate as a mono-
chromator. This solution (Bragg–Fresnel lenses etched on multilayers) was
retained to build the LURE-IMT photon microprobe [61] on the DCI (Orsay,
France) synchrotron ring as for this first generation machine the small bril-
liance had to be compensated by a broadband pass. Now Fresnel zone plates
are available for hard X-rays and are much in favor for the simplicity in align-
ment. Thanks to the significant progress in etching techniques these lenses
have now a diameter quite comparable with the incident beam size deliv-
ered by low-beta undulators and are thus perfectly adapted to these photon
sources. Contrary to BFL, these lenses can be used after a high-resolution
monochromator for microabsorption experiments but the focal distance will
change with energy and this has to be taken into account when scanning over
a large energy range like for EXAFS experiments. This is a disadvantage over
K-B optics that might be compensated by the usually large space left around
the sample as their focal length is typically between 20 and 100 cm and by
the compact lens holder.

Quite recently, compound refractive lenses [62, 63] were developed and are
now routinely used at ESRF. Their relatively large aperture are well matched
to the undulators sources, and their large focal length and the easy alignment
procedure are very interesting features for a photon microprobe. When low-Z
materials are used (Be [64], Li, CVD diamond [65], Si [66]) these lenses have
very high transmission and can be used efficiently down to a few keV energies.
When used after a monochromator for absorption experiments they will also
have a change in the focal distance but due to the usually large focal length
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this may not be too dramatic when scanning in a small energy range like for
XANES experiments.

Sample Environment

This represents the ensemble of sample holders and chambers used for routine
control and devoted to special kinds of samples. Devices like ovens, cryostats,
magnetic field chambers, diamond anvil cells (DAC), etc. with their respective
windows are among the customary equipment. The drawbacks of this type of
environment is the appearance of multiple Compton scattering resulting in an
increase of the background with a resulting pourer detection limit. When sam-
ples are in air, the absorption in the path between the sample and the detector
will reduce the sensitivity for light elements (up to about Z = 18) and even
preclude the observation of elements lighter than aluminum. In particular, the
argon peak will interfere severely with the L spectrum of elements rhodium
to cadmium and in certain conditions even krypton may be a nuisance and
its K line may be confused with the Lα lead spectrum.

As already stated, one of the goals of XRF analysis is to deal with most
kinds of samples. Nevertheless, in order to extract quantitative information
the sample is supposed to be flat. Quasiuniversally, the sample is set in the ver-
tical plane at 45◦ from the incident beam, so that the detector can be placed
in the orbital plane of the synchrotron ring and at right angles to it. As the
synchrotron beam has a very high linear polarization in this plane, this geom-
etry insures obtaining the highest signal/noise ratio as the elastic (Rayleigh)
and inelastic (Compton) scattering are at a minimum in the horizontal plane
at 90◦ from the incident beam.

The sample holder has to be miniaturized and remote controlled and must
respond satisfy two different constraints: a large range of displacement (few
cm) and a very high accuracy in the positioning (better than 100 nm for
the best microbeams) with backlash free motion. The large displacement is
achieved with rather conventional steppers or continuous current (CC) mo-
tors. Minimum steps can be on the order of 0.1 μm. The absolute accuracy
may not be better than 2 or 3 μm but the bidirectional repeatability is much
better: around 0.2 or 0.3 μm. The rather poor absolute accuracy is not such
a problem since these motors are used solely for positioning or low resolution
scans. Then, for the final backlash free scanning a second set of highly pre-
cise drives such as piezo-actuators are the best choice because of their very
fast movement (≤ 20 Hz), resolution (≥ 5 nm) and accuracy and repeatability
well below the micron. Their small range (typically limited to 400 μm) is not
really a disadvantage since at this scale it is doubtful that larger maps than
200× 200 μm can be thought of.

Sample Chamber

The sample chamber has the role of reducing the amount of air in the vicin-
ity of the sample or in the paths of the source-sample and sample-detector
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thus minimizing the scattering or the nefarious fluorescences of the rare gasses
present in the air (Ar, Kr). Alternatively, the sample chamber must be isolated
from the oxidizing influence of the O2 from the air. Two alternative approaches
exist: the vacuum-compatible chamber, pumped by a primary (≈mbar) or
secondary (≈ 10−6 bars) pumping system and the He chamber. The former is
quite cumbersome as it requires real o-rings or gaskets and a rigid structure
which cannot be miniaturized. Very often, the whole microprobe setup is en-
closed in such a chamber of large dimensions, which puts a strict requirement
on all the motor drives which must be vacuum-compatible and not heat up.
The He chamber, on the other hand can be miniaturized as it does not need
a rigid structure. Miniature plastic chambers can be easily adapted to the
topmost sample stages and filled with He at atmospheric pressure. The cham-
bers feature windows for the incident and transmitted beams made of Kapton
or Mylar films and sometimes the detector is also inserted in the chamber
through a window. The whole chamber can be made of a polyethylene bag
surrounding the sample, the detector snout and the beam in/out windows.

Sample Holder

Sample holders exist in a very large variety, both commercial and homemade.
The most frequent ones are systems from Nonius or Huber, which consist of
goniometer heads which can accept cryo-loops or magnetic fixtures for fast
lock-in. Alternatively, the samples can be glued or sandwiched between thin
ultrapure plastic film such as Kapton or Ultralene of a few microns thickness
and fixed on a 35 mm film slide. The slide can then be easily manuipulated
and clamped into position on a special clamp which allows easy mounting on
the sample topmost stages. For micropositioning, sometimes sample holders
are transfered from light microscopes which allow comfortable positioning on
indexed remote-controlled stages identical to the ones on the beamline. Once
a particular zone has been aligned on the microscope, the whole sample holder
can be transfered to the beamline drives and the position of the microscope
cross-hairs will be at the center of the X-ray microbeam.

Microscope

A horizontal conventional microscope of high magnification (≥ 100) is rou-
tinely installed on the beamline, linked to the outside high resolution one.
The beamline microscope must have a large working distance, normally 3.5–
10 cm, so as to allow a variety of relatively bulky sample environments (oven,
DAC, cryostats, etc.). It must also have a remotely controlled zoom allowing
to change magnification on the sample face from outside the experimental
hutch and gradually focus on the zone of interest. Commercial systems from
Mitutoyo, Olympus or Questar are routinely used.

Detector

This undoubtedly is the most critical link in the whole chain of items found in
a photon microprobe. First of all, to avoid useless saturation of the counting
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system, the detection geometry takes into account the large horizontal po-
larization of the synchrotron beam. To minimize scattering from the sample,
the detector is placed in the orbital plane and perpendicular to the beam
direction.

To record the X-ray fluorescence spectrum, most facilities work in the en-
ergy dispersive mode (EDS) and out of them, most have retained the now very
conventional Si(Li) solid-state detectors. Their main advantage is the high ef-
ficiency up to about 20 keV. The energy resolution of about 140 eV at 6 keV is
usually sufficiently small to separate the X-ray lines of neighboring elements
but still quite too large to avoid overlapping of the Kα and Kβ lines of succes-
sive elements or various interferences between K lines of light elements and L
lines of heavy ones. This will impose one to use quite sophisticated programs
to achieve a reliable deconvolution of the whole spectrum. The best resolution
is only obtained for long shaping time constants of the main amplifier (typi-
cally around 10 μs, which means pulse durations of about 60 μs). This limits
the count rate to about 5000–10000 counts per second (cps). Such values are
readily reached, even with microbeams, in the case of highly fluorescing sam-
ples, like metallic objects. Pulse pileup is another drawback of this long pulse
duration. This can be avoided by the use of pileup rejection systems, which
are quite efficient. Nevertheless, care has to be exercised because the true sum
peak is always recorded and dead time corrections must be made for the count
loss in case of quantitative measurements. To support higher count rates, the
use of multielement detectors is beginning to spread, however spectra from all
detectors cannot be readily summed up as they have quite different character-
istics. Instead, they must be treated separately, multiplying the data analysis
effort by 10–30 depending on the number of individual elements.

This problem may well become obsolete with the arrival of new detectors
like the silicon drift chambers (SDD) which exhibit excellent energy resolution
even at very high count rates. Another advantage is that these detectors are
cooled by Peltier effect leading to much more compact and light detectors
than the traditional Si(Li) with its bulky liquid nitrogen reservoir. The main
disadvantage is the small thickness of the detector (no more than 300 μm)
which limits the efficiency. However, as is the case with the Vertex SDD from
Radiant Detectors, these systems are capable of extremely high countrates of
up to 1 million cps, without spectrum distortions. Alternatively, these SDD
could be made out of Ge, or 0.5–1 mm thick Si thus considerably increasing
their high energy efficiency.

Until now “high purity germanium” detectors (HpGe) were not used for
fluorescence analysis although they have better resolution than Si-based de-
tectors (as low as 110 eV at 6 keV). This is mainly due to the very important
escape peak associated with the total absorption peak that will complicate
spectrum analysis. However, if analysis of K lines from heavy elements is ex-
pected, they will become a must.

Contrary to laboratory XRF, wavelength-dispersive devices (WDX) using
crystal spectrometers are rarely used in SXRF due to their low transmis-
sion (except in the case of direct excitation by a white beam). Their use in a
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scanning Bragg angle mode is not fully satisfactory for multi-element analysis.
The loss of time required to get a complete spectrum may then not be com-
pensated by the gain in energy resolution that will remove most interferences.

A good compromise could be the use of filters. Such filters can be posi-
tioned between the sample and the detector. An aluminum filter would absorb
low energy photons more strongly than high energy ones but the filter purity
is mandatory.

A better solution is to use wavelength-dispersive elements as a filter. This
can be done in two different ways. The first one, suggested by Grigorieva
[67], uses cylindrical highly oriented mosaic graphite (HOPG) crystals placed
between the sample and the detector. A beam stop on the system axis allows
only diffracted photons to reach the detector. Depending on the sample to
detector distance, a Δθ domain around the mean angle θ is transmitted which
means that the detector will only receive photons in an energy domain ΔE
around a mean energy E. The energy resolution is that of the Si(Li) detector
but saturation can be avoided when covering an energy range without major
elements. The major peaks are produced by major element fluorescences or
Compton scattering and they render direct EDS analysis impossible, such as
for instance measuring Ni in a stainless steel alloy or trace metal elements in
a thick low Z matrix.

Another arrangement proposed by Chevallier [68] tries to ally the high
resolution of WDS systems with the high efficiency of EDS devices. It uses
a flat highly oriented mosaic graphite crystal and a position sensitive pro-
portional counter as detector. Depending on the distance and the mean an-
gle, an energy domain is analyzed. It can be shown that this system is in
first order focusing versus the acceptance angle. Consequently, for a suffi-
cient sample-detector separation d, the count loss does not follow a 1/d2

law and the energy resolution is that of the crystal which can be of only
a few eV.

7.2.3 Quantitative Aspect

The integrated peak area A of a characteristic line in the fluorescence spec-
trum is representative of the concentration of the corresponding element in
the sample. If the incident angle of the primary beam and of the outgoing flu-
orescence photon on the sample are both equal to alpha, the relation between
this area and the concentration is derived through the classical fundamental
parameter method and is of the form:

Aijk = I (E0)CiFijk
τij (E0)
M

[
1 − exp

(
−M ρz

sinα

)]
, (7.1)

where I(E0) is the incident flux in photons per second, Ci the concentration
of element i (in gg−1), Fijk the probability that an ionization in shell j of
element i leads to the emission of line k, τ ij the photoelectric absorption
coefficient of element i in shell j, ρ the density and z the thickness of the
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sample. M = μ(E0) + μ(Eijk), where the various coefficients are the mass
absorption coefficients of the matrix (excluding trace elements) at energy E0

and Eijk respectively.
This general equation shows that if we know the area mass of the sample

(ρz in g cm−2) and the major element content (M), the concentration of ele-
ment i can be calculated from the area of the ij line. Nevertheless, we must
keep in mind that this result is obtained after integration of the contribution
of an infinitesimal volume of the sample over the whole thickness and this im-
plies intrinsically that the sample composition is homogenous. We normally
perform elemental mapping of the sample with a microbeam because of its
inhomogeneity but then we can no longer rely on this equation.

Two extreme cases of this finite thickness target equation can be thought
off: the thin target case where we can use a first order approximation of the ex-
ponential term, and at the opposite, the infinitely thick target approximation
where the exponential term is null:

Athin
ijk = I (E0)CiFijkτij (E0)

ρz

sinα
and A∞

ijk = I (E0)CiFijk
τij (E0)
M

. (7.2)

If we introduce the notion of fluorescence half depth (D1/2), that is the
depth from which half of the fluorescence signal of element i comes from, we
can represent these equations on a universal curve whatever the sample (see
Fig. 7.25). If we allow a 10% deviation from the exact formula we see that the
thin target approximation is valid up to 0.3D1/2 and the infinitely thick target
can be retained for D ≥ 0.3 D1/2. The problem is that the same sample can
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be considered as thin, thick or infinitely thick depending on the element under
consideration. This is shown in Fig. 7.26 where we have reported on a bar chart
the limits of these three domains for element Si to Zn in a representative soil
sample (we used the Clark [69] evaluation of natural abundance of elements
on Earth). We see that a 10-μm thick sample is infinitely thick for elements up
to silicon, can be considered as thick from potassium to copper and becomes
thin for zinc.

In the infinitely thick approach the knowledge of M is mandatory. This
can sometimes be calculated for each pixel of the map if all elements are de-
tected which is absolutely not true in many cases. For example, C, O, B and
Li that can be in quite high concentrations are very unlikely to be detected
with conventional Si(Li) detectors even in vacuum whereas Na, Mg, Al and Si
are not usually detected when operating in air. Of course, in this case the hy-
pothesis of homogeneity is much more difficult to comply with. Furthermore,
the lateral resolution which can be as low as one μm or less, is flared out by
the penetration depth of X-rays in case of heterogeneous samples.

In effect, the thickness of the sample should fit the lateral resolution fixed
by the microbeam size. This means that if 1-μm resolution is required we will
quite often be in the thin target approximation. Referring to Fig. 7.26 we see
that the thin target approximation (z < 0.3 D1/2) is valid for practically all
elements in biological samples where precisely one can make such thin slices.
It would be the case for most elements in geological samples if 1-μm thick
slices could be obtained which is quite uncertain for soil samples for example.
For metallurgical samples (Fe matrix) we shall nearly always need samples of
less than 1-μm thick to be in this approximation.

Quantitative analysis seems easier in the thin target approximation. Nev-
ertheless the area mass of the sample is needed which may seem trivial but
which is not so in many cases. The uncertainty on thin target thicknesses is
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often quite large and significant variations from point to point can exist. In
other samples the heterogeneity is so large that even a good knowledge of the
thickness is insufficient to have a rough idea of the area mass. This is the
case of soil samples where important void fractions makes the problem even
more difficult. In laboratory XRF, the intensity of the Compton and Rayleigh
scattered radiation from the sample is often used for quantitative purposes.
Unfortunately, it is not as simple as that for polarized synchrotron radiation
and this technique has not been validated yet. As the beam polarization can
change from one experimental run to another or even during the same run
if the orbital plane changes only very slightly, it cannot yet be considered
as a reliable parameter. Anyhow, for such thin samples we will have to take
into account the contribution of the scattered radiation from the sample’s
supporting substrate, which is often a thick silicon slice.

In conclusion, contrary to what is often praised, absolute quantitative
microscopic fluorescence analysis is still very difficult to achieve in most
cases.

7.2.4 Elemental Mapping

Acquisition Procedure

The software used during the acquisition should allow to automatically make
point analysis where the coordinates of each points of interest are stored in a
file, line scans (not restricted to horizontal or vertical lines) simply by setting
the coordinates of the end points and of course polygonal maps of various
areas of the sample.

The program places the sample in the starting position, already referenced
on the indexed external microscope, then starts the acquisition for a preset
time, stores the data, and repeats this cycle of operations until all points have
been analyzed.

For some positions in the sample we may find locally very high concentra-
tions of highly fluorescent elements. This will introduce dead time corrections
and we must record for each analyzed point the exact real and live (active)
times. Normalization to the incident flux measured right in front of the sample
by a PiN diode (photodiode) is of course, mandatory.

Acquisition Time and Data Storage

In practice, with 1010 photons per second in the beamspot (a reasonable value
after monochromatization on third generation machines) we can observe tran-
sition elements in a biological matrix at the ppm level in less than 10 s/ point.
For a 64× 64 map with a 1-μm resolution this takes about 10 h of beam time.
However, the dwell time per pixel depends also on the sample’s matrix. For
example, if we wish to observe zinc at the ppm level in an iron matrix that
means that we shall record about one million iron K lines for a single one of
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zinc. Then if we can tolerate a 10 kcps count rate in the detector (a maximum
for most Si(Li)) we shall only record one zinc K line every 100 s. Such an
analysis is unfeasible with Si(Li) detectors and here only WDS devices can be
used. So far we only considered counting times, but when mapping out a sam-
ple, the motor finite moving time must also be added as well as overhead times
required by the control protocol communicating with the ADC and storing
the files on the associated hard drive. This can be up to 0.5 s/point. Recently,
at ESRF a new raster scan, whereby the two scanning directions are sampled
while being continuously scanned, was implemented. This allows reducing the
overhead time to a few ms when using piezoelectric drives, and also acquiring
full maps in very short times. For samples undergoing radiation damage such
as biological samples or very thin substrates, it is necessary to perform sev-
eral “raster” scans finally summed up to obtain the necessary statistics, while
allowing the sample to “recover” and cool down between two successive passes.

For each pixel we must store the two coordinates, the real and live times,
the content of the region of interest (ROI) corresponding to the various ele-
ments searched as well as the complete fluorescence spectrum. In the energy
range of typical X-ray fluorescence spectra (0–20 keV), 2048 channels for the
ADC are sufficient so that each spectrum, stored as a binary file takes about
4–5 Kbytes of memory. For a 64 × 64 map this represents about 16–20 MB,
and about two-three times more if we store them in the plain ASCII format.

Data Reduction

The ideal way to proceed would be to analyze the spectrum of pixel i while
recording the fluorescence spectra of pixel i + 1. Thanks to the actual speed
of individual computers this is not a problem. In fact the problem is usually
not linked to computation time but rather to the ability of the program to
recognize the exact (complete) list of elements, escape peaks, and sum peaks
to be considered in each pixel. The experimentalist has to establish the list
of lines to be fitted as well as the region of the full spectrum where the fit
is applied before calculation can start. Furthermore, the background shape
has to be chosen from a list of customary shapes. All these specifications are
stored in an input file. However, if an element not reported in this file appears
in a given pixel, this element will never be considered and, worst, in order
to minimize the χ2 value the program will wrongly estimate the area of the
other peaks. This problem can be minimized if at the same time that we save
the energy spectrum of each pixel we record a special file, which contains the
sum of all individual spectra. It is this sum spectrum that will be used for
the first analysis because in this case the list of element is much more likely
to be complete and the input file thus established will match all the observed
lines. Current software codes publicly available include Qxas1 from the IAEA,
Seibersdorf and PyMCA2 from the ESRF, Grenoble.
1QXAS - Manual for Quantitative X-ray Analysis System. (1996)
2http://www.esrf.fr/computing/bliss/downloads/index.html
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Data Analysis

Usually when the acquisition is finished the scientist is left with a file contain-
ing a table where for each pixel are reported the acquisition and total elapsed
time and the content of each selected ROI. After correction from beam in-
tensity decay, this file can directly be used by the appropriate software (Igor,
Surfer) to produce maps in various representations for each element.

For cases when the full spectrum is acquired, a special fitting program
allows their deconvolution and produces a table very similar to the preceding.
Here the true area of each peak replaces the ROI content and a special column
collects the goodness of fit χ2 value of each computation. An abnormally high
χ2 value will reveal a problem during deconvolution (most of the time the
omission of a pertinent element for this particular pixel).

It is the comparison of the maps of each element that is important. This
often reveals a more or less strong correlation (or anticorrelation) between
some elements. This is an interesting step toward the characterization of the
species encountered, especially if we keep in mind that we can work at the
ppm level. The elemental map images can be further treated using high level
image processing tools such as principal component analysis (PCA) or factor
analysis in order to isolate and classify by order of importance their most
relevant features. As said above, maps are most easily and rapidly drawn
from the table of the various ROI contents. These maps are very useful for an
immediate estimate of the result of the experiment and will help deciding the
opportunity to perform other kind of analyses, during the same run and on
the same sample.

For this reason the photon microprobe is a quite unique tool due to the
variety of interaction processes with matter. In particular the possible corre-
lation brought to evidence, will show the exact position on the sample where
absorption (EXAFS or XANES) or diffraction measurements would bring in-
valuable information on the chemical state or structural environment of an
element. We thus recommend that micro-XRF be associated, on the same
beamline, without removing the sample, to simultaneous or subsequent ab-
sorption or diffraction measurements.

As an example we present in Fig. 7.27 the map of the distribution of iron
and manganese in a polluted soil sample. The dark area represents high el-
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emental concentrations. In map (a), Fe seems concentrated in three distinct
regions marked 1, 2 and 3. In map (b), Mn appears to be concentrated in
the same regions (1,2,3) plus two other marked 4 and 5 (very intense). This
suggests that in this sample at least two different forms of Mn cohabit: one as-
sociated to iron (1,2,3) and another uncorrelated with this element (4 and 5).

Now if we look at Fig. 7.28, which represents the same map but generated
from the true areas of the fitted Kα lines of Fe and Mn on each spectrum
the situation is completely different. Iron still appears at positions 1, 2 and
3 but manganese is now only found in regions 4 and 5. What has happened
is obviously explained in Fig. 7.29, which is the fluorescence spectrum of a
pure iron sample. We see that the fluorescence peak recorded with a Si(Li)
detector shows a low energy tail that extends quite far from the main peak
and in particular in the ROI devoted to Mn.

Consequently, there is always a given fraction of the Fe intensity in the
Mn ROI. This is why Fe and Mn seem so strongly correlated in regions 1, 2
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and 3 of Fig. 7.27, whereas Mn has completely disappeared from these regions
in Fig. 7.28. Another interesting feature is seen in the lower right corner of
the iron map of Fig. 7.27 where we can observe a slight iron concentration
corresponding to region 5 of the Mn map. In regions 1, 2 and 3 Fe is dominant
and Mn in low concentration while it is the opposite in region 5. In Fig. 7.28,
this has disappeared because there is effectively no iron in region 5. If there
is a high concentration of Mn in this area its Kβ line, which falls in the Fe
Kα ROI will misleadingly suggest the presence of iron in this position.

7.2.5 Examples of Applications

Single Cell Spectroscopy Using PINK Beams

deeper insights into biological processes and cellular analysis require nonde-
structive quantitative techniques with high elemental and chemical sensitivity
and high spatial resolution, such as synchrotron induced X-ray fluorescence
(SXRF). In this work [70], we performed SXRF microanalysis of single cells
by imaging the intracellular distribution of trace elements and pharmaco-
logical doses of the anticancer drug, 4′-iodo-4′-deoxydoxorubicin (IDX). Spa-
tial distribution and concentration of trace elements in tissues are important,
as they are involved in some pathological conditions and in many biological
functions of living organisms like metabolism and nutrition. CRL lenses of-
fer several advantages compared to other focusing systems, mainly high flux
tolerance, efficiency for focusing high energy X-rays up to 60 keV, and almost
no spherical aberrations. These lenses used with a “pink” (polychromatic)
excitation provide a fast acquisition rate and sub-ppm limits of detection.
Additionally, the CRL lenses are currently the only focusing devices capable
of sustaining the high flux, high heatload of a PINK beam without noticeable
damage.

A human ovarian adenocarcinoma (IGROV1) cell line was used for this
study. The cells, grown directly on 0.2-μm Formvar film were incubated with
complete culture medium and exponentially growing cells were exposed to
5 μM IDX. Cell monolayers were rinsed, then cryofixed and freeze-dried at
−30◦ C. Analyses were performed at 14 keV using either pink or monochro-
matic excitation. Pink excitation is produced by direct, high intensity, medium
bandwidth beams from the undulator impinging onto a flat mirror. The mul-
tistrip mirror spans several full undulator harmonics and decreases the beam
heatload by a horizontal deflection at a grazing angle of 2.6 mrad which gives
an energy cutoff of 24 keV for the Pd strip. In order to remove the contribution
of lower energy harmonics, a 2-mm Al filter was used. In the pink beam, CRLs
produce a flux of about 5 × 1010 photon s−1 μm−2 and a beam spot of 10 μm
horizontally by 1 μm vertically for 50 Al-lenses, focal distance 713 mm. For
the same spot size, CRLs with monochromatic excitation give a flux about
10 times less. The minimal detection limits (MDL) evaluated using a NIST
standard reference material (SRM 1833) yielded about 30 ppb for elements



Methodological Developments and Applications 489

such as Zn. Data analysis was performed using the WinAxil software [71] in
order to correct for X-ray photon background and fit elemental X-ray lines
detected in the sample.

In the case of a cell monolayer, the thin sample approximation can be
applied for samples previously measured by RBS analyses to have a mean
surface mass around 260 μg cm−2. With polychromatic pink beam a close look
at the undulator spectrum reveals a contribution of photons of higher energy
harmonics at 16.9, 19.7, and 22.4 keV, which are greatly reduced by the lens
and 10-μm pinhole assembly installed before the sample. The k ratio of the
number of photons relative to the 14 keV harmonic is obtained from the undu-
lator spectrum calculated using the ESRF Synchrotron Radiation Workshop
(SRW) code [72]. Only the 14 keV harmonic is effectively focused inside the
10-μm pinhole; the other three higher energy harmonics before the mirror
cutoff at 24 keV spread out over a large area and give a reduced contribution
through the pinhole. A PIN diode placed before the sample and used for nor-
malization, generates a total current I0 for a given flux of N0 photons s−1 of
energy E0 as:

I0 ∝ N0(1 − e−μ0d) (7.3)

with μ0 the energy deposition coefficient for Si, and d the Si PIN-diode thick-
ness. For a given PIN diode, the current is in fact:

I = I0(1 + k1f1 + k2f2 + k3f3) (7.4)

with k ratios previously calculated and fi obtained according to PIN-diode
calculations using the energy deposition coefficient for each contributing har-
monics of energy Ei . Since I measured in pA is known, the number of 14 keV
photons N0 is estimated, then those of higher and lower energy harmonics.
From these values and those of fluorescence cross-sections σF (Ei, Z), cor-
rected quantitative elemental maps were generated. The following equation
was used for quantization, based on the thin sample approximation:

NZ =
N0 t CZ σF exp(−μair (EF)ρaird)εdet Ω

4Π sin α

×
∫ T

0

exp
[
−xρS

(
μs(E0)
sin α

+
μs(EF)
sin β

)]
dx, (7.5)

where NZ is the number of counts in the characteristic line of element Z, N0 is
the incident photons s−1, t is the integration time, CZ is the concentration of
element Z, σF the fluorescence cross-section in cm2 g−1, μ the mass absorption
coefficients of air or sample for the respective energies, ρ the density (g cm−3)
of air or sample, εdet the detector efficiency, Ω the detection solid angle, α
and β the beam incident and take-off angles, x the sample depth coordinate,
integrated from 0 to T (sample thickness). Spectra taken from single-cells
treated with 5 μM of IDX are shown in Fig. 7.28. The spectrum taken using a
monochromatic beam with 120 s acquisition time (Fig. 7.30(a)) is still of poor
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Fig. 7.30. Spectra obtained from a IGROV1 cell treated with 5 μM of iododeoxy-
doxorubicin and freeze-dried. (a) Spectrum obtained using a 14 keV monochromatic
focused beam, acquisition time is 120 s. (b) Spectrum obtained using a focused
14 keV polychromatic pink excitation, acquisition time is 100 s

quality while the one from pink beam (Fig. 7.30(b)) 100 s counting time shows
well-defined X-ray peaks of intracellular elements P, S, Cl, Ca, K, Mn, Fe, Cu,
Zn, and I from drug treatment.

Potassium is the major element in cells and gives elemental maps with the
highest counting statistics. Compared to light microscopy cell visualization,
potassium maps depict the cell boundaries roughly, particularly in the nuclear
region. Iodine imaging of cells treated with 5 μM of IDX was performed in this
study and yielded intracellular distributions of trace elements comparable to
previous results obtained by micro-PIXE (proton induced X-ray emission) for
quite higher doses of IDX of about 20 μM. Particularly, the colocalization of
iron and iodine within the cell nucleus is still observed. The results obtained on
the iodine distribution, in comparison with potassium and iron, are presented
in Fig. 7.31 This was also found using monochromatic excitation (data not
shown), but more than 12 h of mapping were necessary. From quantitative
analysis, the surface concentrations displayed a maximum of 0.02 μg cm−2 for
iron and 0.15 μg cm−2 for iodine in the nuclear region. Using a mean value
of freeze-dried cells surface mass of 260 μg cm−2 obtained by RBS, maximum
concentrations for cells treated with 5 μM IDX were 10340 ppm for potassium,
274 ppm for zinc, 76 ppm for iron, and 580 ppm for iodine.

These results are in agreement with previously published data on IGROV1
cells trace element content [73]. When estimating error propagation the main
contributing source of error on the calculated concentration C will be given
by the standard deviation on the cell thickness T . The radiation dose de-
posited within a pixel is roughly about 106 Grays with pink excitation and
can be down to 104 Grays using monochromatic excitation which is several
orders of magnitude less than scanning ion microprobe, and still acceptable
for freeze-dried samples. No radiation damages (shrinkage or change in color)
were observed at the cellular level but it can be noted that under the pink
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Fig. 7.31. Two-dimensional elemental distribution of a freeze-dried cancer cell
treated with 5 μM of iodo-deoxydoxorubicin. The cell was mapped with a 14 keV
polychromatic pink excitation, stepsize 1 × 3 μm2 (V×H) and 2.5 s acquisition
time/step, scan size: 60 × 60 μm2, around 2 h total acquisition time. (a) Potassium
distribution (Kα X-ray line), (b) Iron (Kα X-ray line), (c) Iodine (Lβ X-ray line)

beam, the thin Formvar films can be damaged mainly due to the high num-
ber of ionizations rather than from the rise in temperature. A compromise is
required between the desired resolution, mapping time, and the dose that the
sample can sustain. Improvements in limits of detection can be reached work-
ing above the K edge of iodine BK ≈ 33.2 keV with micron-sized beams of
high energy and this will be achieved by the future development of CRL lenses.
Alternatively, the samples can be raster-scanned using a piezo YZ assembly,
spreading out the heatload over several successive scans. This experiment
opens a new way toward possibilities of mapping intracellular distribution of
drugs used at pharmacological doses. SXRF is complementary to confocal mi-
croscopy or nuclear microprobe analysis, and brings missing information not
accessible by any other technique. Finally, simultaneous chemical speciation
by X-ray absorption spectroscopy and microanalysis of living cells are exciting
perspectives under active investigation.

Element Specific Tomography

X-ray fluorescence computed microtomography (XFCMT) is a nondestruc-
tive, noninvasive imaging method which was introduced over 9 years ago [74]
and started to play an increasing role in microanalysis [75–77]. XFCMT is an
excellent complementary technique to phase contrast imaging in that it offers
the much-needed elemental sensitivity down to trace element concentrations
with the same micron-sized spatial resolution. In order to retrieve the quan-
titative 2D/3D elemental information at the end of the tomographic scan,
reconstruction techniques are used as opposed to the direct imaging methods
associated with 2D mapping. As it requires a pencil beam as its probe, syn-
chrotron radiation fluorescence tomography expanded and became a precise
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and relatively straightforward method of microanalysis only with the advent
of third-generation synchrotron sources such as the ESRF, APS and SPRING
8 that provide high energy/high flux beams.

In the following, we describe high precision experiments performed at the
ID22 beamline of the ESRF on real samples featuring inhomogeneous elemen-
tal distributions, from the fields of Earth and Space Sciences [78].

Depending on the desired resolution, either of the vertical or horizon-
tal scanning geometries are used, with the associated detectors positioned
vertically, respectively horizontally at 90◦ to the beam. The horizontal fo-
cusing/scanning geometry exhibits a significant decrease in flux necessary to
demagnify the rather large horizontal source size by closing down the beam-
line horizontal slits but has a better spectral purity, as it features Rayleigh
and Compton scattering a few tens of times less than the vertical geom-
etry, thanks to the 90◦ angle between incident and outgoing photons in
the orbit plane and the high degree of linear polarization in the horizontal
plane.

The two movements used for the tomographic scans are Z/Y (verti-
cal/horizonatal, precision 0.1 μm) and RY /RZ (rotation around a horizona-
tal/vertical axis, precision 0.001◦). The other movements (X, RX , y) are used
to align the sample rotation axis in the beam. The sample is mounted on
a Huber goniometer head which is prealigned on a visible microscope setup
in order to bring its rotation axis perpendicular to the beam and to reduce
precession of the tomographic rotation axis at the beam position.

Combining XFCMT with the transmission-tomography which provides the
spatial distribution of the total absorption coefficient inside the sample is
done routinely. However, coupling to these two probes the Compton tomog-
raphy allows accessing the spatial distribution of the electron density, which
is closely related to the mass-density distribution. The transmitted, fluores-
cent and Compton signals are acquired simultaneously. While all these three
techniques are well known, up to now the problem of integrating the informa-
tion that they provide has never been discussed in-depth. Furthermore, the
reconstruction problem for fluorescence tomography is much more difficult
than it is for transmission tomography, due to the absorption of the photons
on the excitation and detection paths, and a general solution to this problem
has not yet been found.This work introduces a completely new perspective
on the problem of integrating the information from the three different types
of signals. A new reconstruction method is used for the reconstruction of a
grain of the martian meteorite NWA817, which is an excellent test case, as it
is composed to a great extent, as all such meteorites, of elements inaccessible
in fluorescence such as O, Mg, and Si.

The modification in the setup from the one in Fig. 7.24 is the fluorescence
detector, located in the vertical plane at 90◦ from the incident beam. The
sample is placed on a rotation-translation stepper system for translation along
a vertical direction perpendicular to the beam and rotation around an axis
perpendicular both to the beam and to the translation.
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Transmission Tomography

The signal used in the transmission tomography is that collected by the pho-
todiodes set before and after the sample. For a given value of the angle θ and
of the translation s, the intensity of the beam that is transmitted across the
sample is:

I(s, θ) = I0 exp
(
−
∫
μ(s, u,E0) du

)
, (7.6)

where I is the intensity of the incident beam and μ is the linear absorption
coefficient at the point of coordinates (s, u) and at the energy of the primary
beam E0. (see Fig. 7.32). The projection function P is defined as:

P (s, θ) = log
(

I0
I(s, θ)

)
=
∫
μ(s, u,E0) du = �μ, (7.7)

where we defined � as the Radon transform operator [79]. The reconstruction
problem of transmission tomography consists in the inversion of the Radon
transform operator, i.e., given a set of measured projections P (s, θ) the recon-
struction aims at finding a distribution of the absorption coefficient μ whose
Radon transform �μ is equal to the measured projections. Using various re-
construction algorithms it is possible to reconstruct the spatial distribution
of the linear absorption coefficient at the energy of the primary beam.

Compton/Rayleigh Tomography

The Compton/Rayleigh tomography is based on the signal produced on the
energy dispersive detector at 90◦ by the photons that come from elastic
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Fluorescence
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detector

Y

X

s Translationu

qRotation

Fig. 7.32. Experimental setup for tomography experiments
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(Rayleigh) and inelastic (Compton) single-scattering events. As these two ef-
fects produce quite different lines, resolved by the energy dispersive detector
only for high energies, we will sum these contributions as “scat.” Referring to
Fig. 7.32, the contribution of a small path du along the beam to the detected
signal is given by

dN = I0εDf(s, u)pscat(s, u)g(s, u) du (7.8)

with I0 the intensity of the incident beam, εD the detector efficiency and
f(s, u) the probability that a photon entering the sample reaches the point
(s, u):

f(s, u) = exp
(
−
∫ u

μ(s, u′, E0) du′
)

(7.9)

and pscat is the scattering probability per unit path-length per unit solid angle

pscat(s, u) =
∑

i

NA
ρi

Ai

dσscat

dΩ
(Zi, E0,Θ), (7.10)

where NA is the Avogadro number, ρi, Ai and Zi are the density, the atomic
weight and the atomic number of the ith element, dσ/dΩ is the differential
scattering cross-section (Compton + Rayleigh) and Θ is the scattering polar
angle of the detector with respect to the incident beam direction. g(s, u) is
the probability that a photon scattered from (s, u) reaches the detector

g(s, u) =
∫

ΩD

dΩ exp

(
−
∫ Det

(s,u)

μ(l, E′)dl

)
, (7.11)

where ΩD is the solid angle from the interaction point to the detector surface
and μ(l, E′) is the absorption coefficient at the energy of the scattered photon.
The radiation reaching the detector, normalized by the factor εD I0, can be
obtained by an integration along the path du:

Sscat(s, u) =
∫
f(s, u) g(s, u) pscat(s, u) du. (7.12)

This equation is often referred to as the generalized Radon transform of pscat

and lacks a general analytical solution, although several algorithms to numer-
ically solve it have been proposed [80, 81]. At high energies and not-too-low
angles the scattering cross-section is dominated by the Compton contribution,
through the momentum transfer q = E0 sin

(
Θ
2

)
. For high values of q the free-

electrons approximation holds, and the Compton scattering probability per
unit path-length per unit solid angle can be written simply as the product of
the electron density n and of the Klein–Nishina cross-section. Expanding n
we obtain:

pCompt(E0,Θ) =
∑

i

NAρi
Zi

Ai

dσKN

dΩ
≈ 1

2
NAρ

dσKN

dΩ
(7.13)
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This approximate relationship can be used for estimating the spatial distrib-
ution of the mass density from the Compton tomography reconstruction.

Fluorescence Tomography

Fluorescence tomography is based on the signal produced on an energy sen-
sitive detector, generally placed at 90◦ to the incident beam, by the photons
coming from fluorescent emission. For the element m, the expression of the
fluorescent signal is formally identical to that of the Compton/Rayleigh sig-
nal with the difference that the cross-section of scattering is replaced by the
fluorescence one and the absorption coefficient at the scattered energy (close
to the incident energy E0) is replaced by the one at the fluorescence emission
line E′. Note that while μ(E0) can be reconstructed from the transmission
tomography, μ(E′) is a difficult quantity to evaluate. As a practical solution,
the absorption at the fluorescent line energies is sometimes scaled as E−3,
independent of the composition, under the assumption that the main con-
tribution to the absorption is the photoelectric effect. This approximation is
justified only if the scaling interval is not in the vicinity of the absorption
edges of the sample elements or is much larger than them. Another approach
is to try to solve a more complex numerical problem, where the dependency
of μ on all the element concentrations is taken into account . A method that
provides a numerical solution to the reconstruction problem by combining
the information that comes from transmission, Compton/Rayleigh and flu-
orescence tomography has been developed [78]. This method uses so-called
“optimal-estimate functions” to extrapolate the absorption coefficient μ(E′)
at all fluorescence lines energies from μ(E0) and pscat(E0, Θ). For the flu-
orescence reconstruction it is necessary to estimate μ(E′) at the energies of
elements not accessible in fluorescence (Z ≤ 15). When the mass-density dis-
tribution of some elements is known, one can separate the contribution of
the known elements to μ(E0) and pscat(E0, Θ) from the contribution of the
unknown treated as a whole.

The reconstruction algorithm starts from an initial guess of the distribu-
tions of all the elements with Z ≥ 15 which can be obtained by a reconstruc-
tion with no self-absorption corrections. Further details of the reconstruction
algorithm, combining the three tomographic signals can be found in the paper
by Golosio et al. [78]. This method was applied to the study of a grain ex-
tracted from the martian meteorite NWA817 and stored in a silica container.
Special care was given to the determination of the Fe and Mn contents since
they are key values to discuss the martian origin.

The grain was placed inside a pure silica capillary having a 170 μm-internal
diameter and 45-μm-thick walls. A monochromatic beam of 25 keV was used,
with a transverse beamsize of 3 × 5μm2 (Vert. × Hor.). The beamspot was
obtained using compound refractive lenses for focusing coupled to a 5-μm
pinhole to reduce the horizontal size. The measured flux on the sample was
about 1010 ph s−1 in the focused beam. The capillary was placed on a system
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(a) (b) (c)

Fig. 7.33. NWA 817 grain reconstructed in (a) transmission, (b) Compton and
(c) Rayleigh

for vertical translation and rotation around a horizontal axis (vertical scanning
geometry). A Si-drift detector placed at 90◦ in the vertical plane was used
for measuring the intensity of the fluorescent/scattered signals. The sample
was scanned with 120 angular steps of 3◦ and 100 translation steps for each
angle. Fitting and background subtraction for the X-ray characteristic lines
as well as for the Compton and Rayleigh signal were performed using the Axil
program. All distributions were reconstructed on 100 × 100 square grids of
3 μm pixel size.

The distribution of μ(E0) was reconstructed from transmission tomogra-
phy using the filtered back-projection algorithm and is presented in Fig. 7.33a.
The distributions of pCompt and pRay have been reconstructed from the Comp-
ton and Rayleigh signals using the SART algorithm, modified for absorption
correction (Fig. 7.33b and c).

As expected from the Compton, Rayleigh and photo-absorption cross-
sections, respectively proportional to Z, Z2 and Z4, the relative contrast
between the pure silica capillary and the ferrous silicate grain increases
from the Compton to the transmission reconstructions. Iron and manganese
contributed significantly to the fluorescent signal and their reconstructions
with/without self-absorption corrections are presented in Fig. 7.34a and 7.34b
(Fe) and 12a and b(Mn).

Self-absorption effects are clearly visible in the image without self-
absorption corrections, as an underestimation of the gray-level inside the
sample. The average densities of iron and manganese, calculated from the
distributions shown in Fig. 7.34b and Fig. 7.35b are, respectively ρFe =
1.45± 0.07 g cm−3 and 0.058± 0.017 g cm−3. The average total density, evalu-
ated from the distributions of Fe, Mn and unmeasured fluorescences is 3.89±
0.3 g cm−3 while the corresponding weight fractions of iron ρFe/ρtot respec-
tively manganese ρMn/ρtot are approximately 37.3±3 wt% and 1.5±0.5 wt%.
All these results were compared to an EPMA study [82] of thin sections of the
same meteorite and discrepancies between the Fe estimations and the average
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(a) (b)

Fig. 7.34. Fe reconstructions (a) without self-absorption, (b) with self-absorption
corrections

bulk chemical composition of the NWA817 olivine grains appear on the order
of 1 wt%. For Mn, the discrepancies are of about 0.5 wt% and they appear
largely due to the Mn/Fe overlap, already discussed in Fig. 7.29.

Improvements on the collection statistics, achievable by using a multiele-
ment solid state detector, and by reducing the acquisition electronics overhead
time and alignment time through automatic alignment procedures are direct
ways of significantly improving our accuracy.

To conclude, a new technique has been developed that combines the in-
formation from transmission, fluorescence and scattering tomography. The
studied reconstruction methods applied to submillimeter silicate grains are
efficient to determine in the volume of the sample, the average densities and
the weight fractions of the major and detectable elements with precisions
better than 10 wt%. Analysis of the minor elements however, remains semi-
quantitative.

(a) (b)

Fig. 7.35. Mn reconstructions (a) without self-absorption, (b) with self-absorption
corrections
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7.3 Total-Reflection X-Ray Fluorescence (TXRF) Wafer
Analysis

C. Streli, P. Wobrauschek, L. Fabry, S. Pahlke, F. Comin, R. Barrett,
P. Pianetta, K. Lüning3, B. Beckhoff

7.3.1 Introduction

The semiconductor industry must earn profits by manufacturing quickly
changing, high-performance, and high quality mass products for rapidly de-
creasing prices. Contamination causes quantifiable losses in yields; therefore,
expenditures on defect diagnostics and monitoring of process cleanliness are
necessary but not sufficient preconditions for profitable operation [83]. By
understanding how to avoid metallic and nonmetallic contamination, mater-
ial defects, and process flaws, the objectives of economic growth and income
became attainable in the semiconductor industry. Though smart engineer-
ing measures lessen the pressure on ultra pure process conditions [84], the
reproducible cleanliness of starting materials well below 1011 atoms/cm2 or
ions/cm2, and for gate oxide layers in the range of 109 atoms/cm2, is an ab-
solute requirement. The purposeful use of sophisticated diagnostic tools re-
sulted in quantifiable defect reduction, advanced knowledge of materials and
processes, and in steep learning curves. Achieving a yield of 98% took 7 years
for 256 Kb technology but only 2 years for the crucially more complex 16 Mb
generations. Analytical tools must be integrated in the fab operation system,
must provide relevant and reliable technology information on the production
floor as an at-line or in-line metrology tool.

Providing high uptime and reasonable throughput, total reflection X-ray
fluorescence (TXRF) became a standard at-line and in-line inspection tool
of monitoring wafer cleanliness up to 300 mm diameter in the last decade.
Even beyond the aspect of laboratory operation, TXRF systems are ideal
tools for the analysis of surface contamination because the various technical
elements that generate a TXRF spectrum are much easier to control than
those of the other analytical tools of contamination analysis on the surface.
Another merit of TXRF is its capability in the area of layered structures to
inspect depth profiles, layer compositions, and/or thicknesses because the in-
tensity of the fluorescence radiation correlates with the thickness of the layer
as a function of the glancing angle. The function of fluorescence intensity vs.
glancing angle depends upon the optical form of the predominant contami-
nation: particulate, surface film, or near surface bulk contamination exhibits
characteristic curvature due to the Fresnel formulas of reflection. Therefore,
the optical surface conditions on practical samples must match the optical
conditions of the reference materials [85].

3Née Baur
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Spot-wise TXRF data cannot be generalized for the whole surface without
performing statistically valid measurements that permit generalization. How-
ever, whole-surface results can be provided after a vapor phase decomposition
(VPD) preparation of the native silicon oxide that has become a standard
preparation procedure of wafer surface analysis. Combining TXRF with VPD
leads to improved detection limits (LOD) of dissolved surface contamination
and provides reproducible data on overall surface cleanliness, particularly,
when the VPD preparation is automated. In order to increase the reproducibil-
ity of the VPD method, an automated surface preparation system has been
recently developed by our group4 and accepted by the international semicon-
ductor community. Pursuing goals of higher sensitivity, synchrotron radiation
(SR) TXRF and other novel X-ray sources have already penetrated the fron-
tiers of classical TXRF [86].

Comparative methods of surface analysis such as inductively coupled
plasma mass spectrometry after VPD preparation (VPD-ICP-MS), secondary
ion mass spectrometry (SIMS), scanning Auger microprobe (SAM), scanning
electron microscopy with energy dispersive X-ray analysis (SEM-EDX), high
resolution electron energy loss spectroscopy (HR-EELS), Rutherford back
scattering (RBS), etc. require equipment of the same or higher complexity
and are troubled by more tedious calibration, data management, and quality
control procedures.

Data management of VPD-ICP-MS requires, e.g., a memory capacity 60%
larger than required for VPD-TXRF. However, under optimized plasma and
nebulizer conditions, ICP-MS, an ideal tool for ultra pure water, can be read-
ily applied to monitoring a limited number of light metal surface contaminants
after VPD preparation [87]. The main difference between hyphenated VPD
and SIMS, SAM, EDX, EELS, or RBS is that the VPD methods are integrat-
ing and thus average the surface contamination whereas the other methods
are probing a spot of the surface. As a result, VPD-ICP-MS is incapable of
providing mapping or spot-wise information [88].

Here we provide a review of TXRF as a paramount part of an industrial
ultra trace analytical inspection system for process media and novel microana-
lytical methods for monitoring the cleanliness of silicon wafer. The methodical
design had to balance affordable costs and severe requirements of robust, ultra
trace analytical routine procedures.

The validation of mono-isotopic elements such as Na, K, and Al has been
an issue to be solved because the complementary graphite furnace atomic
absorption spectrometry (GFAAS) is not sensitive enough to be used as an
independent method and statistics sets the limits of interlaboratory corre-
lation at the lower range of ng/ml (ppb) [89]. Consequently, interlaboratory
evaluation of ultra trace analytical methods cannot be applied to validation in
the range of lower ppts (ng/l) either. In the sub-ppb range, we had to go back
to intralaboratory, independent, and complementary methods of validation,

4Siltronic AG, Central Research & Development, Burghausen, Germany
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such as instrumental neutron activation analysis (INAA) [90], and laser diode
atomic absorption spectroscopy (LAAS) [91].

By applying modulation techniques and second harmonic generation (SHG)
connected with the use of LiIO3 laser diode radiation source, the relative stan-
dard deviation of the background can be reduced due to the missing flicker
noise of the hollow cathode lamp. In close cooperation with our laboratory,5

LAAS has been developed by LaserSpec Analytik GmbH. 80807 München,
eventually in fusion with ATOMIKA Instruments and became a very sensi-
tive analytical tool for Al at 396.15 nm (SHG) and K at 776.7 nm wavelength
down to 5 ng/l and, respectively, 0.1 ng/l. LAAS is also an ideal tool of in situ
analysis of various cleaning bathes on the production floor. In the referenced
application, LAAS has surpassed the classical GFAAS [92] by one order of
magnitude. Until an efficient SHG laser diode for Na is commercially avail-
able, INAA will remain the most suitable validation method for Na down to
an absolute amount of about 1 ng.

7.3.2 Analysis of Metallic Surface Contamination
by Means of TXRF

In the daily analytical routine, the merit of TXRF is the simplicity of the
TXRF spectra and the broad range of linear response over four orders of
magnitude. The spectral simplicity allows straightforward quality control of
the analytical results and easy data management. The broad range of linear
response provides facile ways of calibration control combined with automated
sample preparation, measurement, and data evaluation. In this regard, com-
peting microanalytical methods cannot defeat TXRF. Providing high uptime
and reasonable throughput, TXRF proved to be an ideal at- and in-line mi-
croanalytical tool of monitoring front-end cleanliness and process hygiene of
wafer processes. The disadvantages of commercially available TXRF are the
high investment costs, unsatisfactory detection limits (LOD) for light ele-
ments, and the inability to analyze the target X-ray source metal. The latter
issue was recently circumvented by applying bright synchrotron radiation (SR)
sources [93]. Further development requests advanced sensitivity, particularly
in spot-wise surface analytical application, and a broader choice of analytes
including the light elements, as suggested by the presently valid International
Technology Roadmap for Semiconductors [94].

7.3.3 Historic Background

Compton reported in 1923 that reflectivity on a flat target was increasing
below a critical angle of 0.1◦ under conditions of total X-ray reflection. The
high reflectivity of the sample support reduced the spectral background of the
support and improved the LOD down to picogram levels in the early 1970s

5Siltronic AG, Central Research & Development, Burghausen, Germany
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when Yoneda and Horiuchi applied the principle of TXRF, mainly, to ultra
trace elemental microanalyses of biological samples in 1971 [95]. For more de-
tails of the history of TXRF please refer to [96–98]. Since then, TXRF has
become the standard tool of surface and subsurface microanalysis [99–101].
In 1983, Becker reported on the angular dependence of X-ray fluorescence in-
tensities in the range of total reflection [102]. By deploying SR X-ray sources,
the LODs have been recently improved [103] in combination with VPD prepa-
ration techniques [104, 105], even to ultra traces (pg) of light elements such
as Al as described in Sect. 7.3.10, speciation of different chemical states [106],
novel optical arrangements [107], innovative X-ray sources [108, 109] and, par-
ticularly, sensitive novel detectors (cf. Chap. 4) have set the pace of further
development in the field of TXRF.

Beside the characteristic fluorescence, simultaneously, a competing process
of Auger emission also takes place, with higher yield for light elements
Z < 20 than for heavy elements. If the primary X-rays are not monochro-
matic and exhibit a continuous spectrum, without band filters, the X-rays
will be strongly scattered. The scattered X-ray photons inconveniently in-
crease the background, when the X-ray source is utilized at photon energies of
5 keV to 30 keV.

According to (7.14), the critical angle αcrit depends upon the photon en-
ergy E and the atomic mass of medium A, its atomic number Z and density ρ.
Below the critical angle of incidence, the penetration depth approaches a mini-
mum, particularly in the case of reflective surfaces such as chemi-mechanically
polished monocrystalline Si. Total reflection principally disappears on rough
surfaces. An estimate for the critical angle of total reflection is

αcrit ≈ 1.65
E

√
Z

A
ρ, (7.14)

where ρ is expressed in g cm−3, E in keV, α in degrees.
For practical applications, multiple-beam interferences of the incident and

reflected beams are relevant both on stratified multilayers and above optically
flat samples. Periodic, plane-parallel, isotopic, and homogeneous layers are ap-
plied as optical filters, i.e., monochromators for short wavelengths in TXRF
instruments. At certain X-ray wavelengths, steep incidence angles, and az-
imuthal orientations, the optical conditions satisfy the reflections of Bragg
reflections. Stratified multilayers and/or monocrystalline silicon specimen re-
flect with varying background intensity when turning around to measure at
different Θ azimuthals. At local Bragg maxima, spurious peaks of increased
background signal emerge [110–112]. Thus, monocrystalline silicon surfaces
can only be analyzed at Θ orientations of local Bragg minima. Our labora-
tory also tested the effect of off-axis crystal orientations on the Bragg reflec-
tion because realistic wafers are off-axis oriented by 0.6◦, 0.3◦, and <0.1◦ and
proved that background variations were minimal at positions 30◦ < Θ < 42◦

(Fig. 7.36).
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7.3.4 Instrumentation of Total Reflection X-Ray Fluorescence
Analysis

Though the construction of a TXRF system, including the X-ray source,
energy-dispersive detector, and pulse-processing electronics is similar to that of
the classical XRF, the geometric arrangement must provide total reflection
of the monochromatic primary beam. The detector is positioned above the
specimen surface. At the same time, the totally reflected beam interferes with
the incident primary beam. This interference leads to the formation of stand-
ing waves above the surface of a homogeneous or in a multiple-layered sample
and, simultaneously, a part of the primary beam fades away in an evanescent
wave field in the subsurface layers [113]. In the investigations, reported in this
chapter, ATOMIKA Instruments [114], Model TXRF 8010/TXRF 8030 W
have been used.

For preferable economic operation, TXRF instruments consist of a fine-
focused, sealed anode X-ray source, a low pass filter, collimator, monochroma-
tor, sample holder, detector, and an electronic registration unit. The system
runs with an uptime of >90%. Various target materials, e.g., Mo, W for heavy
metals Cr, Cu, Au for light elements, or alloys, e.g., Mo–W are available. The
X-ray tubes are used in fine-focused, sealed-anode tubes that operate with a
generator of 3.5 kW and need water-cooling (5 L min −1) applying a power of
about 2, max. 3 kW and they operate for 2000–6000 h. Rotating anode sources
increase operation costs. They are built for 2000 h of operation and powered
by up to 30 kW under strong water-cooling (15 L min−1).

Currently, a curved double reflector is used for the low-pass filter. Tunable
monochromators in combination with an alloy target are also commercially
available. Monochromators are made of LiF, highly oriented pyrolytic graphite
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(HOPG), or multilayers of W/Si, W/C, Mo/B4C to provide intense and mono-
chromatic excitation, by, e.g., Mo-Kα or W-Lβ . For further advancement of
TXRF and rotatable multielement anode please refer to [115].

The sample-positioning device must operate at high geometrical repro-
ducibility in all three dimensions with automated sample load and unload
stations. The sample must be in an evacuated or helium-flushed chamber to
avoid absorption in the air that Ar-Kα interferes with Ag-Lα, Cd-Lα. Inves-
tigations on DL improvements have long been focusing on new, bright, and
monochromatic X-ray sources such as SR-TXRF (Chap. 2.4.5) and femtosec-
ond laser-induced X-ray sources [108, 109].

The energy-dispersive (EDX) solid state detector (SSD) is made of a
lithium-drifted Si crystal (Si(Li)). Between a thin p-type and an n-type layer
lies a large Si crystal of high resistivity. The front and the end plane of the
crystal are coated with Au and serve as electrodes. By inverse dc voltage the
crystal is polarized and forms a p-i-n diode in reverse bias. It must be cooled
at 77 K by liquid nitrogen. Incident X-ray photons >2 keV from the fluorescing
analyte readily impinge the crystal through a Be window and ionize the crys-
tal by generating photoelectrons, Auger electrons, and Compton electrons.
These electrons excite outer electrons from the valence band into the conduc-
tion band of Si. A cascade of electron—hole pairs emerge until the energy of
incident photons get completely converted. Due to the reverse bias, electrons
rapidly drift to the positive n-type electrode, and holes to the negative p-type
electrode. The number of the electron-hole pairs is proportional to the energy
of impinging photons, thus, the charge pulse is a measure of the characteristic
photon energy. Optimal resolution, i.e., a sharp full width at half-maximum
(FWHM ≈0.1 keV) is a trade-off between high count rate, i.e., low dead-time
and sharp spectral resolution. The analyst must always be aware of poten-
tial spectral interferences that, occasionally, cannot be resolved with standard
EDX detectors [94]. The central component of electronic data collection and
management systems is a multi-channel analyzer (MCA). Figure 7.37 shows
the flow chart of an EDXRS spectrometer.

Detector systems are the most dynamic field of current TXRF devel-
opment. Silicon drift detector arrays and new electronic concepts involving
preamplifier multiplexing and digital signal processing will result in further
improvements of sensitivity and simpler operation without liquid nitrogen
cooling [115, 116]. For monitoring cleanliness, the robust ultra trace ana-
lytical systems must become an integrated part of the operation and data
management system of the factory (Fig. 7.38) [88].

7.3.5 Quantification of TXRF Analysis

Beside the effects of Bragg reflection on the quantification, we have system-
atically studied less obvious pitfalls of quantitative TXRF analysis [85]. The
bulk-type fluorescence yield curve depends also on the surface microrough-
ness [117]. The background noise is a function of the optical quality of the
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Fig. 7.37. Flow chart of a TXRF energy-dispersive spectrometer (ADC: ana-
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results on a host PC and the integration in the factory data management, including
the calibration records, are necessary features of the monitoring methods. Communi-
cation between data management between host PC and database is a crucial feature
of the operational data management in the fabrication line

surface, the off-axis orientation of the crystal and, at certain excitation ener-
gies, of the azimuthal crystal orientation. Therefore, reference materials must
be carefully investigated by angle-scan prior to use. Angle-scan characteris-
tics of the sample may not deviate from the angle-scan characteristics of the
reference.

Real silicon surfaces can be covered by both particulates and impurity
films. Some of the common metal impurities, e.g., Zn, Fe, etc. occur in both
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Fig. 7.38. Watchdog, intelligent data management includes an automated alarm
function whenever data surpass the upper control limit
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Fig. 7.39. Regular control of calibration linearity using residual microdroplets on
a pure as-polished silicon wafer

particulate and film forms, but the angle-dependence of fluorescence yield of
optically thick particulates and thin films are different: counts on plated films
increase with rising incident angles, whereas counts on particulate residues
are independent of the incident angle up to higher degrees of relevant pene-
tration. Some other transition metals, such as Cu and Ni easily migrate in Si
even at room temperature and may remain undetectable by surface analysis.
Thus, calibration must take into account the reproducibility of both optical
and chemical conditions of the reference analyte on the surface. Therefore,
measurement on particulate cannot be calibrated using film-type reference
materials. The error of the reference samples must also be accounted for in
all results.

Although the linearity range of TXRF is broad over an areal density range
of 1010−1013 atoms/cm2 and it allows a controlled one-point calibration using
(1 pg to 1 ng residual spot of Ni in Ni(NO3)2 on a hydrophobic wafer surface,
Fig. 7.39), practical analyses must rely on a calibration over the whole range
of interest. Schwenke et al. elaborated on the absolute calibration procedure
using a polished nickel plate [118]. Calibration and measurement are stan-
dardized for the referenced VPD-TXRF applications [119]. The linearity of
the one-point calibration must be controlled by a series of residual droplets
of multielement stock solutions containing 1 pg to 1 ng of Fe-, Cu-, Ni-, Cr-,
Zn-, Ca-nitrate on a hydrophobic wafer (Fig. 7.40). The corresponding rela-
tive standard deviations are shown in Fig. 7.41 in dependence on the absolute
amount of the analyte.

Some spurious peaks can emerge due to contamination along the beam
path, others can be assigned to escape peaks in the energy-dispersive spectra.
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An escape peak emerges when an intense fluorescence mother peak of suf-
ficiently high energy is recorded by the SSD and photoelectrons can leave
the inner shell of Si atoms of the SSD crystal lattice. The excited Si emits
an X-ray photon that is usually reabsorbed by the crystal and the generated
photoelectrons trigger a chain-hole cascade, i.e., a charge pulse in the same
way like the fluorescence from the sample. However, photons near the crystal
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Table 7.8. Analytes whose Kα peaks interfere with escape peaks of various other
elements

Analyte Interfering escape peaks

V Co-Kα, Mn-Kβ , Dy-Lα, Ho-Lα, Er-Lα, Gd-Lβ

Cr Co-Kα, Fe-Kβ , Er-Lα, Tm-Lα, Tb-Lβ , Dy-Lβ

Mn Ni-Kα, Co-Kβ , Yb-Lα, Lu-Lα, Hf-Lα, Ho-Lβ

Fe Cu-Kα, W-Lα, Ta-Lα, Hf-Lα, Ni-Kβ , Tm-Lβ , Er-Lβ

Co Zn-Kα,W-Lα, Cu-Kβ , By-Lβ , Lu-Lβ , Re-Lα, Os-Lα

Ni Ga-Kα, Pt-Lα, Ir-Lα, Ta-Lβ , Hf-Lβ

Cu Zn-Kβ , Au-Lα,W-Lβ , Hg-Lα, Ge-Kα

surface might also escape from the crystal without producing the cascade of
charge pulse and carry off the energy difference between the energy of the
mother peak and the energy of the generated inner photoelectron. This en-
ergy difference appears to be a separate daughter peak in the spectrum. Using
SSD, certain escape peaks of various elements interfere with the element of
interest as listed in Table 7.8 [120].

Spurious peaks can also appear by energy-doubling, when the charge
collection induced by the first fluorescence photon has not been completed
while a second photon from the same fluorescence source is impinging and
the detector registers the double number of charges and then a sum-up peak
emerges. Sum-up peaks can be reduced by pulse Pile-Up-Rejector (PUR,
Fig. 7.37). Contamination, along the beam path, e.g., Fe in the detector win-
dow (Be) may also result in spurious peaks and limit the detection capability
of certain elements involved [121].

Reliable TXRF quantification is based on peak-search software that com-
bines calculations on relative intensities, peak localization, identification, an
accurate measurement of relative fluorescence intensities, and the element
deduction. In this regard, element deduction means that, for unambiguous
detection, at least two of the principal peaks can be detected for each analyte
of interest. In ultra trace analysis, only the strongest α peaks can be detected.
Therefore, special attention must be paid to interfering satellite and spurious
peaks.

Using the optically flat, chemically pure Ni plate, TXRF systems can be
also calibrated in the sense of absolute calibration that is traceable to accepted
reference materials [122]:

Nx = BxCx. (7.15)

Nx is the background-corrected net intensity of the principal peak of an an-
alyte x, Bx a proportionality factor of absolute sensitivity of the standard
reference, e.g., a Ni plate, Cx the concentration of the analyte x. Multiele-
ment analyses are based on known relative sensitivities (Fig. 7.40):

Sj =
Nj/cj
Nrf

/
crf
Srf. (7.16)

S is the relative sensitivity, N the net intensity, c the concentration relative to
the “rf” reference values. Figure 7.42 shows the LODs in the 5 pg to 10 pg range
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of multielement droplets, the threefold values of standard deviation, when 10
residual droplet of blank solution measured ≤atoms/cm2, non-detected values
were not included. An internal standard can also be used to reduce matrix
effects. Values of relative intensities can be adjusted to theoretical calculations
including, e.g., the impact of the mass absorption effects [123]. The propaga-
tion of errors in crf values must be taken into consideration because declared
standard reference materials can vary by 3% to 20% [124] and the accuracy of
the reference concentrations strongly affect the accuracy of the results [125].
Using monochromatic Au-Lβ (11.44 keV) excitation, the migration effects of
Cu in monocrystalline Si reference materials were studied by TXRF [126] and
it was found that not only the optical compatibility, but also the thermal and
chemical stability of the reference must be approved when using reference
materials of unknown physicochemical behavior.

For VPD-TXRF application, we calibrate and/or control our TXRF by
measuring a series of diluted, multicomponent standard reference solutions
as droplet residues in the same manner like atomic spectrometers are cali-
brated with standard stock addition (Fig. 7.40). The reliable preparation of
controlled, spin-on spiking has been recently reported by our laboratory [127].
For general issues of external calibration of TXRF systems and validation
with complementary methods [128, 129] please refer also to Diebold [130] and
Hockett [131].

7.3.6 Surface Analysis

Semiconductor applications of TXRF go back to the late 1980s and were intro-
duced by Eichinger et al. [132]. Due to its high sensitivity, wide linear range,
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the facile deconvolution of TXRF spectra, and the simplicity of its calibration
control, TXRF soon became the affordable workhorse of monitoring clean-
ing efficiency and front-end wafer cleanliness [133, 134]. TXRF provides the
mandatory quality control with reliable data to be easily integrated in the
factory data management as shown in Fig. 7.38 [88]. Applying automated op-
eration with repeated one-point calibration every 8 h, automated data man-
agement and up-load, high uptime, at- and in-line applications of TXRF are
common in the semiconductor industry [85].

Besides that TXRF offers some more features that can be useful for the
investigation of semiconductors.

Particulate and Film-Type Surface Contamination
on Wafer Surfaces

The penetration depth of impinging X-rays is limited to the upper nanome-
ters under the condition of total reflection when using light substrates such as
Si, quartz, or poly(methylmethacrylate). The fluorescence signal arises from
the uppermost layer, therefore, the scattered intensity, i.e., background is
about six-times lower than in a conventional XRF arrangement. Position-
ing thin (<100 nm), even precisely dried residues of a solution, suspension or
dispersion, metallic smear or organic tissues within the standing wave front
above the substrate in the angular range of total reflection, the signal in-
tensity strongly oscillates. However, the oscillation virtually diminishes with
increasing grain size or film thickness of ca. 1000 nm [135].

As shown in Fig. 7.43, the particulate (b) and thin-layer type (c) of
angle-characteristics do not differ at larger angles [136, 137]. Upon the
angle-characteristics of thin films above or of embedded analytes below the
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subsurface (c), thick films can be clearly distinguished from particulate ana-
lytes by recording the fluorescence intensity at more than one glancing angles
below the angle of critical incidence. However, the surface roughness crucially
modifies the peak height, as if it was a stratified structure [138].

A reliable quantification for granular residues can be reached by setting
the glancing angle to approximately 70% of the critical angle of total reflection
because the fluorescence yield of particulates is nearly equal to the fluorescence
yield of film-type contamination, cf. (b) and (c) in Fig. 7.43, in this angular
range.

Depth Profiling by TXRF

Buried layers and shallow dopant implants are important passive and/or active
structures of integrated microcircuits. On the other hand, TXRF is a sensitive
microanalytical tool of inspection of buried layers. In a thick substrate, the
angle characteristics are a function of the layer thickness [139, 140]. Using
angle-scan TXRF, stratified microstructures can be accurately analyzed for
element composition, layer thickness, and density [135].

Shallow doping profiles, particularly those of As, require reliable nanoscale
information on the dopant distribution. Particularly at high concentration, As
forms clusters in monocrystalline Si and, therefore, not all the As atoms are
electrically active donors. We have evaluated various analytical techniques and
found that optimized secondary ion mass spectrometry (SIMS) methods can
be reliably applied to layers at 5 nm and below, but for the upper subsurface,
the technique of choice is angle-dependent TXRF, as shown in Fig. 7.44 [141].
The angle-scan TXRF is a nondestructive method, whereas the combination
of TXRF with layer-by-layer chemical etching provides reproducible results
by a destructive type of stratigraphy [104, 142–144].

Characterization of Layers on Si Wafers and Implants in Si Wafers
by TXRF

TXRF allows the nondestructive element analysis of particulate spot size sam-
ples but also of near surface layers, layers on top of a reflecting surface, as well
as so-called buried layers and depth profiles below a reflecting surface. This is
a consequence of the variation of the primary intensity above and below the
surface with the angle of incidence. The variation results from an interference
caused by the superposition of incoming and reflected beam as can be seen in
Fig. 7.45 for Si and Mo-Kα radiation.

Above the surface a standing wave is formed in the intersection of incident
and reflected beam. For the critical angle 1.8 mrad above the surface for Mo-
Kα on Si nodes and antinodes follow with a distance of about d = 18 nm
and the first antinode coincides with the surface. Assuming a reflectivity of
90%, the antinodes have a 3.6-fold intensity of the primary beam. Below the
surface the intensity is damped exponentially within a depth of some 10 nm
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(penetration depth). For angles smaller than the critical angle, the distance
d is stretched and the first antinode moves away from the surface. Inside
the substrate, the intensity is damped within a few nanometers. For angles
larger than the critical angle d is compressed, the oscillations vanish, and
intensity approaches unity; also inside the substrate to some micrometers
depth, the penetration depth increases. The big advantage of excitation close
to the critical angle for the investigations of depth profiles and buried layers
close to the surface is the fact that the intensity of the exciting radiation due
to the standing wave phenomenon is up to a factor of 4 higher than excited
at an angle higher than the critical angle.

As the primary field varies with the angle of incidence also the intensity
of the fluorescence signal shows this variation. From the obtained shape it is
possible to distinguish between film type samples, residue samples, thin layers,
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and buried layers. The theory behind this is discussed in detail in [145–155]
as well as in [113]. The differences have been shown in Fig. 7.43.

The step-like function (Sc) is obtained, if the contamination forms par-
ticles on the surface of the wafer (equivalent chemical analysis TXRF). The
peaking curve (Ni) is obtained, when the atoms are evenly distributed within
a layer of a few nanometers thickness placed on the wafer surface. Most of
the real samples do not show one of these extreme cases. If one does not want
to measure the complete angle-dependent behavior, only a single measure-
ment performed at the operating angle, where the two curves (Sc, Ni) are
crossing, allows already accurate quantification. For completeness, the typical
curve for the bulk material (silicon of the wafer) or bulk contamination is
given. Usually the bulk Si signal is used for control of the angular adjustment.
Quantification differs for the types of contaminants.

For the case of granular residues on a substrate (particulate type)—which
is equivalent to chemical analysis by using TXRF—the intensity above the
critical angle is constant, because the thin, small “sample” is completely ex-
cited. The intensity doubles at the critical angle in a step-like fashion and
remains at the twofold value down to very small angles due to total reflection:

Iparticle
i (ϕ0) = kparticle · I0 · ci · (1 +R(ϕ0)), (4a)

following the angular behavior of the reflection coefficient R(ϕ0). This inten-
sity is proportional to the primary intensity I0 and the interesting area-related
concentration ci. For incidence angles ϕw below ϕcrit, (4a) can be simplified to

Iparticle
i

∼= kparticle · I0 · ci · 2. (4b)
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For buried layers (film like) in a substrate the intensity far above the crit-
ical angle becomes constant. The asymptotic behavior of the intensities for
the particulate and film like contaminations can even be equal, if both con-
centration values are the same and the appropriate scaling factors kparticle

and kfilm are chosen. But the intensity for the buried layers steadily increases
with decreasing angle and can reach (theoretically) the fourfold value at the
critical angle. For the smaller incidence angles the intensity approaches zero,
according to

Ifilm
i (ϕ0) = kfilm·I0·ci·(1−R(ϕ0))· ϕ

zP
= kfilm·I0·ci·T (ϕ0)· ϕ0

ϕT (ϕ0)
·ρ·τm, (7.5)

where ZP is the penetration depth

zp =
1
ρτm

ϕT .

The angular behavior is caused by the counter effect of the transmission co-
efficient T (ϕ0) and the refraction angle ϕT .

The intensities of the characteristic X-rays for homogeneously distributed
contaminations and major constituent(s) in an infinitely thick and flat sub-
strate can be described by:

Ibulk
i (ϕ0) = kbulk · I0 · ci · (1 −R(ϕ0)) · ϕ0 = kbulk · I0 · ci · T (ϕ0) · ϕ0. (7.6)

Due to the geometry factor, represented by the direct proportionality to ϕ0 ,
there is a monotonous increase in intensity for angles above the critical angle.

For practical purposes the divergence of the primary beam has to be con-
sidered, as it influences the signal intensity and thus the shape of the I/φ
curve.

The scaling (calibrating) factors k must be determined during calibration
of an instrument. Layer type external standards produced by immersion or
spin-coating of a wafer with a spiked solution are recommended [156, 157] but
also particulate type [158] and bulk type standards have been used [159, 160].
All types of standards are commercially available. Calibration by internal
standard is not permissible.

In the case of residue on a surface (droplet pipetted on reflector, liquid
evaporated), the signal is proportional to the factor 1+R, where R as usually
means the reflection coefficient. This is only valid, if the grain size of the
residue is in the range of 100 nm and larger because the oscillations vanish.
Therefore, the addition of an internal standard homogeneously distributed is
a successful solution for calibration. If the reflectivity is assumed to be nearly
unity, the fluorescence signal is doubled for angles lower than the critical angle.
The angle dependence of the bulk signal—atoms exceeding some 1000 nm
depth—the signal is low for small angles and increases rapidly above the
critical angle due to increase of the penetration depth. For the near surface
impurities the angle dependence leads to a strong peaking at the critical angle.
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Fig. 7.46. Variation of the shape of the fluorescence intensity vs. angle of incidence
with variation of the depth of the implanted Ni atoms. Rectangular depth profile
assumed

Looking at an analyte below the surface, so-called “buried layers” or depth
profiles, the fluorescence signal shows a behavior like the one seen in Fig. 7.46
where a rectangular profile of Ni atoms in Si is assumed for depth varying
from 1 nm to 1000 nm.

The fluorescence intensity Ii(ϕ0) of an element i, implanted in a flat
smooth substrate, with a depth profile ci(z), showing a variation of its con-
centration over depth z (normal to the surface), is a function of the incident
angle ϕ0:

Ii(ϕ0) ∝ T (ϕ0)· ϕ0

ϕT (ϕ0)
·

∞∫
z=0

ci(z) · exp
[
−
(

μ1

ϕT (ϕ0)
+ μ2

)
· ρ · z

]
· ρ · dz,

(7.7)
which is the generalized form of (7.6). The mass attenuation coefficients μ1

and μ2 describe the absorption of the exciting and the fluorescence radiation
of the element i, respectively, ρ is the density of the substrate. The transmis-
sion coefficient T (ϕ0) takes into account the refracted part of the incoming
radiation and ϕT is the refraction angle inside the substrate.

The data evaluation is performed by comparing the measured data points
with theoretical calculations and the adjustment of the parameters like as-
sumptions about the shape of profile, depth, and roughness to achieve the
best fit. Figure 7.47 shows the differences in the response for different depths
and the fit to the measured data points. The resolution is less than 5 nm.
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with a depth of 10 nm

Reflecting layers on a substrate induce some oscillations due to the stand-
ing wave. Figure 7.48 shows various Ni layers on Si excited with Mo-Kα radi-
ation. It is recognizable that the critical angle changes from that of Si to that
of Co with increasing Co thickness.

The composition, density, and thickness of single as well as periodic and
non-periodic multiple films can be analyzed [161, 162]. The fluorescence in-
tensity Ii(ϕ0) of an element i (with concentration ci) embedded in a single
thin film with thickness d on top of a flat smooth substrate, is a function of
the incident angle ϕ0 and is described by [163–166].

Ii(ϕ0) ∝ ci ·

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

|ET |2 · 1 − exp [− (μ1/ϕT + μ2) · ρ · d]

μ1/ϕT + μ2

+ |ER|2 · 1 − exp [− (−μ1/ϕT + μ2) · ρ · d]

−μ1/ϕT + μ2

+2 · Real part

(
ET · ER ·

1 − exp
[
−
(
−i · 4π · ϕT

λ·ρ + μ2

)
· ρ · d

]
−i · 4π · ϕT

λ·ρ + μ2

)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(7.8)

The electric fields ET (transmitted by the film surface) and ER (reflected
from the substrate) are derived from Fresnel’s equations and are complex
quantities. The wavelength of the exciting radiation is λ. The formation of
standing wave above a reflecting surface is already taken into account by this
formalism. An example is given for a Ni thin film (Fig. 7.48).
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The layer(s) and the substrate must be homogeneous, flat, and smooth,
with perfectly sharp interfaces. With some effort, even a certain roughness of
the interfaces can be taken into account in the calculations [167]. A review on
grazing incidence X-ray spectrometry and reflectometry has been provided by
Stoev and Sakurai [168].

7.3.7 Statistical Process Control (SPC)

Concerning the pitfalls of practical TXRF analysis, the reliable quantification
of TXRF is crucially dependent on accurate, reproducible, and stable stan-
dards of the same optical reflection as the specimen to be analyzed. Since the
TXRF response is linear over a broad range of contamination levels and the
relative fluorescence intensities of the elements are known, it is possible to use
a Ni reference at relatively high areal concentration such as 1014 atoms/cm2

and quantify four orders of magnitude lower levels with the same one-point
calibration [137]. As depicted in Fig. 7.49, this way a routine control of calibra-
tion status can be regularly carried out as requested by international quality
standards such as DIN EN ISO 9001 Sects. 4.11 and 4.12.
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Fig. 7.49. SPC Chart for TXRF measurement systems. Upon daily calibrations
with a Ni standard reference sample the sensitivity of the system can be controlled.
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7.3.8 Automated Vapor Phase Decomposition (VPD) Preparation

VPD-TXRF is a standard, invasive but nondestructive, multi-stage method of
wafer surface analysis [119, 169]. The native oxide on wafer surfaces readily re-
acts with HF vapor and forms small droplets on the hydrophobic wafer surface
at room temperature [170]. These droplets can be collected with a scanning
droplet that contains all dissolved contamination [171–175]. The droplet must
be reproducibly dried forming a concentrated spot without losing analytes
and measured against the droplet residue of the blank scanning solution us-
ing an automated preparation system as depicted in [105]. Depending on the
scanned surface area, the enrichment factor VPD preparation lies between 78
and 720 for 100 mm and 300 mm diameter, respectively.

Applying statistical design-of-experiment principles, we carefully opti-
mized the VPD preparation for robust reproducibility and high recovery
rate [176]. The preparation method has been also correlated with accepted
and traceable reference materials [127–129]. Later, in order to increase the
reproducibility of the method, an automated, 300 mm capable, multi-stage
system6 was developed by Wacker Siltronic central analytical laboratory in

6Other VPD systems are: Liquid Drop Wafer Inspection manufactured by Mesa-Tek
Inc., Morganville NJ 07751; Wafer Surface Scanner of Sankyo Engineering Co., Ltd,
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Fig. 7.50. Wafer surface preparation system modules (WSPS): a novel system for
vapor phase decomposition preparation for wafer diameters 100 up to 300 mm

cooperation with GeMeTec [177], Germany. Since then, this reliable mod-
ulated system has dominated the market of automated VPD preparation
systems.

The operator loads the wafers in a carrier on the load/unload module
(for follow up on the procedure please refer to Fig. 7.50) beginning at module
no. 4, counting the modules from the left. A robot arm takes the wafers
one by one into the HF vapor phase treatment module no. 2, then onto the
droplet collection scanner module no. 1. Both the scanning pattern and the
scanned area can be adjusted to individual requirements. The splitting of
the droplet into two parts and placing the aliquot into a vial is optional
and affords economical, simultaneous processing of expensive samples and
evaluation by complementary methods. Then the robot transfers the wafer
with the dried scanning droplet residue and a blank droplet to the drying
station module no. 3. After controlled drying, the wafer arrives at the carrier
unload module no. 4. The droplet residue remains concentrated in an area
of ∅ 200 μm without losing analyte, as shown in Fig. 7.51 [178]. By means of
the automated VPD equipment both the LOD, at present in the upper range
of areal density of 107 atoms/cm2, the procedural reproducibility (standard
deviation <30%) and the operational reliability (>90 %) of the VPD-TXRF
procedure are improved [105].

The accuracy of VPD-TXRF is a sensitive function of the reliability of the
standard reference material and of the reproducibility of the droplet drying

Tachikawa-shi, 190 Japan; Purex Preparation Method for Wafer Analysis of Purex
Engineering Co., Ltd., Tokyo, 103 Japan.
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(a) (b)

Fig. 7.51. Dried scanning droplets, worst case (a): exploded droplet under enforced
drying using an infrared lamp, droplet size of a few mm; optimized case (b): scanning
droplet dried under controlled conditions using vacuum and carrier gas in the drying
module of WSPS

procedure [179]. Mass absorption sets the upper limit of reliable analyses at
1014 atoms/cm2 [123]. Concerning the recovery of less soluble fluorides such
as CaF2, silicides, e.g., NiSi2 and electroplating noble metals, solubility in
aqueous HF solutions is the only matrix limitation of VPD-TXRF in any VPD
preparation and hyphenated VPD-methods. Though the VPD preparation
has been optimized for maximum recovery >90% even for the electropositive
Cu [105, 176], noble metals can only be dissolved when the oxidation potential
of the scanning solution is higher than the reduction potential of the bare Si
surface. Consequently, we suggest a vigilant approach in the diagnostic use
of VPD, applying correlation with other, independent, and complementary
methods. For this purpose, optional droplet-splitting facilitates simultaneous
complementary analyses [180]. Current research focuses on issues of sample
holders [181] and light element capabilities [130].

7.3.9 Low Z Determination – Problems – Solutions and Results

The requirements of the SEMATEC road map also includes the determi-
nation of Na and Al at ultra trace levels (1.5 × 109 atoms/cm2 for Al and
2 × 108 atoms/cm2 for Na in 2003). The measurement of low Z elements
at the required ultra-trace levels is possible with other methods like ICP-
MS. However, ICP-MS not only requires sample preparation but also requires
more tedious data evaluation and data management than TXRF. Measure-
ment of low Z elements with TXRF would also allow in situ mapping that
is not viable by VPD-ICP-MS. But these light elements are more difficult to
excite as well as to detect; furthermore fluorescence yield is very low for low
Z elements. Special detectors offering high efficiency in the low energy region
have to be used in combination with special sources like special X-ray tubes
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or synchrotron radiation emitting a sufficient flux of low energy photons for
efficient excitation.

The anode material with the lowest Z element as target material for fine fo-
cus X-ray tubes commercially available is Cr (Cr-Kα = 5.41 keV). Figure 7.52
shows the spectrum obtained with monochromatic Cr-Kα excitation mea-
sured in the wafer chamber of the Atominstitut (ATI) which was equipped
with a 30 mm2 GeHP detector with an ultrathin Diamond window. The mono-
chromator used was a W/C multilayer monochromator. The detection limits
obtained are 90 pg for Mg. This corresponds to about 2 × 1012 atoms/cm2

assuming an inspected area of 1 cm2, which is realized by the solid angle of
the setup.

To improve the detection limits further, the X-ray group at ATI developed
a windowless Si anode X-ray tube [103], which leads to a reduction in detection
limits down to the low pg level for Mg. The tube can only be operated up
to 500 W. Si as anode material offers the advantage of not exciting Si with
the monochromatized Si-Kα line (E = 1.83 keV), so the detector will not
be saturated by the Si signal from the wafer. As it was a setup for research
there was no window between the sample chamber and tube so that the tube
was flushed during every sample change as can be seen from Fig. 7.53. A
very important step was to insert a magnetic electron trap to capture the
electrons scattered on the anode before they can reach the detector area.
Another step was the insertion of a thin C foil as optical filter because the
ultra thin window of the detector was transmitting light of the glowing cathode
which was reflected by the polished surface of the Si anode onto the detector
crystal.

Preliminary measurements were performed in the first prototype of the
ATI low Z spectrometer which is equipped with a simple cut-off reflector
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Fig. 7.54. Spectrum of a droplet sample on an Si wafer, excited with the windowless
Si anode tube

instead of a multilayer monochromator to suppress the high energy part of the
exciting spectrum [182]. The 30 mm2 GeHP detector with a 400-μm Diamond
window was used. The detection limit obtained with this windowless Si anode
X-ray tube was 7 pg for Mg. Figure 7.54 shows a spectrum.

A similar idea for the efficient excitation of low Z elements was realized
by T. Arai from RIGAKU [183], using a W rotating anode tube for excitation.
The exit window is thin enough to transmit the W-Mβ characteristic line with
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1.83 keV, the monochromator can be selected among three possibilities, i.e.,
W-Mβ or W-Lβ characteristic radiation or higher photon energies from the
W bremsstrahlung continuous spectrum. This configuration is commercially
available, the RIGAKU 3750 for 300 mm wafer [184]. The detection limits for
Al in straight TXRF are reported to be 5× 1010 atoms/cm2. This instrument
allows mapping of the wafer. After VPD procedure detection limits of 3×1010

for Na and 2 × 109 for Al for a 6 –in. wafer were reported [185]. Another
recently commercially available instrument is from GEMETEC, Munich [186].
The detection limits are 8×1010 atoms/cm2 for Na and 1.5×1010 for Al for a
200 -mm wafer after VPD sample preparation. The excitation is done with a
standard 2 kW Cr-fine focus tube. In a presentation at the TXRF conference
2000 in Vienna, this company presented detection limits of 2×1010 atoms/cm2

for Na and 2 × 109 atoms/cm2 for Al [187].

7.3.10 Synchrotron Radiation Induced TXRF

General Remarks

If the detection limits should be further improved it is helpful to look at the
definition of the lower limits of detection (LLD):

LLD =
3 ·√IB/t
IN

·msample, (7.9)

where IB is the background intensity, IN is the net intensity and msample is
the sample mass and t is the measuring time.

One can easily see from (7.9) that there are different ways of improving the
detection limits, namely increasing the sensitivity S, reducing the background
and increasing the measuring time, which, however, is limited for practical
reasons.

Besides using total reflection geometry for reducing the spectral back-
ground and doubling the fluorescence signal from the sample, a further possi-
bility to reduce scatter contributions from the sample itself is the use of po-
larized primary radiation [188, 189]. The scheme can be seen in Fig. 7.55.

Due to the anisotropic emission characteristics of the scattered radiation
based on the classical dipole radiation it is advantageous to place a detector
in such a position that only the isotropic emission of the fluorescence signal
is detected. So the combination of TXRF with polarized radiation leads to
a lower background. Moreover, the use of monochromatic primary radiation
improves the background conditions because only photons of one energy can
be scattered. An increase in sensitivity can be attained by using a tunable
intense excitation source, enabling the exciting energy to be adjusted to just
above the absorption edge of the element of interest.

Synchrotron radiation with its outstanding properties offers new possi-
bilities for improving the performance of TXRF. The intense beam with a
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Fig. 7.55. Schematic view of the effect of using polarized radiation

continuous spectral distribution from photon energies in the infrared to high
energy X-ray photons as well as the linear polarization in the orbit plane
and its natural collimation are features best suited for excitation in total re-
flection geometry. Figure 7.56 shows the spectral brightness of Beamline L at
HASYLAB allowing excitation by photons between a few eV and 100 keV.

For optimal excitation conditions the spectral distribution can be modi-
fied by elements like cut-off mirrors, monochromators, and filters. Details can
be found in [190]. Multilayer monochromators are best suited for the com-
bination with synchrotron radiation excited XRF [191, 192]. In comparison
to crystal monochromators they offer a larger bandwidth (ΔE/E ≈ 0.01),
which leads to a much larger photon flux on the sample. Another advantage
is the possibility of selecting the excitation energy just below a matrix element
with high concentration and just above the absorption edge of the element of
interest (“selective excitation”), with the drawback, however, of an increased
background due to Raman scattering.

The combination of TXRF with synchrotron radiation allows various geo-
metrical arrangements for reflector and detector. Figure 7.57 shows three possi-
bilities. For geometry A the polarization effect is fully utilized by positioning
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the detector axis in the plane of the orbit. Scattered radiation is not emitted
in that direction. The sample is excited efficiently, and full homogenous illu-
mination of the sample by the width of the beam in the horizontal plane is
given. There are hardly any losses due to the collimators because the beam
is naturally collimated in the vertical plane with 0.1 mrad to 0.2 mrad diver-
gence depending on the energy. The detection of the fluorescence signal is not
optimal because the detector must be sidelooking to take advantage of the
polarization effect. The fluorescent radiation has a long path in the sample to
reach the detector.

The excitation conditions for the arrangement as displayed in Fig. 7.57
(b) are poor. Most of the photons in the horizontal plane are absorbed in
the collimation system. The intensity distribution in the vertical plane drops
drastically and therefore the fluorescence intensity also drops with the devia-
tion of sample regions from the plane of reference. Thus a restriction to 2 mm
to 4 mm sample diameters is advisable due to the intensity and polarization
distribution in the vertical plane. However, the detection efficiency is perfect
because of the large solid angle. Excellent excitation and detection will be
achieved with arrangement (c). This combination of sample–detector position
results in a complete loss of the use of the polarization effect. If the sample
is small, which is the case in ultra trace analysis, the scattering contribution
from the sample itself is negligible. Scattering from the substrate is reduced
by total reflection.

If the experiments are performed in air, scattering of the exciting radiation
contributes to the background. So all measurements have to be done in a
vacuum chamber and thus led to excellent results.



Methodological Developments and Applications 525

Synchrotron

Reflector

SampleDetector

Entrance
slit

Reflector

Detector

Sample

Synchrotron

Entrance slit

Sample
Reflector

Detector

Sample

Detector

Reflector

Detector
Entrance slit

Sample

Reflector

Sample

Detector

Reflector

(a)

(b)

(c)

Fig. 7.57. Three possibilities of arranging wafer and detector for SR-TXRF



526 C. Streli et al.

Doris
Entrance slit

Diaphragm

Single multilayer
monochromator

Beam stopper

Sample
reflector

Vacuum chamber

Beam
stopper

Detector
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Results From the ATI Group

First experiments of the group from Atominstitut, Vienna, have been per-
formed in 1994 at HASYLAB, DESY Hamburg, Beamline L, which is a
bending magnet beamline. Details are described in [86]. The arrangement
can be seen in Fig. 7.58 following the geometry (b) of Fig. 7.57 with ver-
tical reflector and sidelooking detector. The beam is collimated by a pri-
mary slit system and then impinges on the multilayer monochromator; the
primary beam after the monochromator is absorbed in a beamstopper. The
shielding of the vacuum chamber is extremely important because there are
always multiple scattered high energy photons which would penetrate into
the measuring chamber through the Al wall. Detailed information concerning
the experiments are given in [193, 194]. Detection limits for Ni with excita-
tion energy of 10 keV were found to be 13 fg or 1.3 × 108 atoms/cm2 for an
inspected area of 1 cm2. An Al filter was used to prevent the detector to be
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Fig. 7.59. Spectrum of 10 pg Ni sample on a Si wafer, measured at HASYLAB,
Beamline L in 1994
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Fig. 7.60. SR-TXRF setup at SSRL, Beamline 3-3

saturated by the Si signal. Figure 7.59 shows the respective spectrum. From
the group at Atominstitut a comparison of the various geometries have been
performed [195].

The ideal source for efficient excitation of the low Z elements is defi-
nitely synchrotron radiation due to its high intensity also in the low energy
region. Experiments have been performed at SSRL, BESSY II, and ESRF,
starting with the work of Madden et al. in 1993 [196], at SSRL, Beamline
III-4 with filtered white radiation. The group of the Atominstitut started
their experiments also in 1993 at Beamline III-4 and investigated in the fol-
lowing years the spectral distribution and geometries [103, 197, 198]. The
best suitable beamline at SSRL turned out to be bending magnet beam-
line BL 3-3 in combination with a multilayer monochromator. Figure 7.60
shows the setup of the Beamline 3-3 at SSRL. Figure 7.61 shows the spec-
trum obtained from a sample of 25 pg Na, Mg, and Al. Detection limits of
127 fg for Na have been obtained for droplet samples simulating the VPD
droplets. Details can be found in [199]. In 1999, the ATI group started ex-
periments at the plane grating monochromator beamline for undulator radi-
ation of the PTB at BESSY II. Figure 7.62 shows the setup. The undulator
of the beamline could also be operated in wiggler mode, so an efficient exci-
tation of Na, Mg, and Al was possible, the detection limits obtained were
in the low pg range. As this beamline is best suited for providing a low
energy (<1 keV) beam with extremely high spectral purity, detection lim-
its for C and N could be determined. Figure 7.63 shows the respective spec-
trum. The detection limits are below 1 pg for carbon and oxygen. Also a
comparison between the possible geometries have been performed, the ver-
tical arrangement of the wafer and sidelooking detector turned out to pro-
vide better results. Details can be found in [200]. Recent improvements were
achieved using the undulator U49 (cf. the subsection facility of the PTB at
BESSY).
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Facility at SSRL

As mentioned in the previous sections, TXRF in conjunction with synchrotron
radiation had demonstrated enhanced sensitivities which, for transition met-
als, are approximately 50 times better than what is possible with conventional
X-ray sources. The efforts at SSRL began with industrial interest to both ex-
tend the TXRF technique to low-Z elements such as aluminum [196] as well
as improving the sensitivity for transition metal detection [201–203]. The en-
suing development effort resulted in a multi-company collaboration under the
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Fig. 7.63. Spectrum of the same wafer on the droplet of 1 ng C,1.2 ng N, 1.3 ng O,
and 1.9 ng Na with radiation of 511 eV photon energy at an electron beam current
of 66 mA during a counting time of 100 s

auspices of Sematech that resulted in the establishment of a facility at SSRL
capable of routinely performing well-calibrated, industrially relevant measure-
ments as well as carrying out research to understand the basic deposition
mechanisms of metals on semiconductor surfaces [204].

Important considerations for the development of an industrially useful
synchrotron TXRF facility include: a high brightness X-ray source, a suit-
able detector, a sample chamber in a cleanrom mini-environment, as well as
automated measurement/analysis software that allows for calibration of con-
centrations and wafer mapping. All of these elements are equally important in
providing high sensitivity measurements useful in problem solving and process
development.

One of the primary features that distinguish SR-TXRF from what can be
done using conventional sources is the availability of a linearly polarized beam
with high flux and low divergence. This leads to increased fluorescence sig-
nals while reducing the background due to elastic and inelastic scattering of
the X-rays. In addition, by exploiting the tunability of synchrotron radiation,
the photoabsorption cross-section can be optimized for detection of transi-
tion metals or low Z elements. Synchrotron radiation provides three different
types of sources: bending magnets, wigglers, and undulators. This section will
focus on the use of wiggler sources with comparisons made to bending mag-
net sources. Details of an undulator-based beamline will be given in the next
section, which describes the TXRF facility at the ESRF.

Synchrotron radiation is emitted tangentially to the electron orbit in the
bending magnets, and its properties are fully defined by the energy of the
electrons in the storage ring and the radius of the bending magnet. A wiggler,
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however, consists of a period array of magnets in a storage ring straight sec-
tion that provides a source that can be described as a sum of 2n individual
bending magnet sources where n is the number of magnetic periods in the
wiggler. This significantly influences the intensity, collimation, and spectral
distribution of the emitted radiation. One example of this is the character-
istic energy of the wiggler radiation, or its critical energy, which is shifted
toward higher energies as compared to the one of a bending magnet source
due to the higher magnetic field and thus smaller electron bending radii in the
wiggler [205]. Figure 7.64 shows the horizontal brightness obtained from the
27 period wiggler at beamline 6.2 at the Stanford Synchrotron Radiation Lab-
oratory (SSRL). For a typical excitation energy of 11 keV for transition metal
detection, the wiggler shows a higher horizontal brightness of about 2 orders
of magnitude relative to a typical SSRL bending magnet source. It should
be noted that the storage ring, SPEAR2, being used at SSRL is currently a
second-generation synchrotron source in which the electron beam emittance
is fairly large. As a result, a wiggler source is required to achieve the high
fluxes needed for state-of-the-art detection limits. However, SPEAR2 is being
upgraded to a third generation storage ring known as SPEAR3. Once that
upgrade is completed in January 2004, the reduced radius of curvature and
reduced electron beam size of an SPEAR3 bending magnet will make such a
source competitive with the present SPEAR2 wiggler for excitation energies
above 10 keV. In addition, the SPEAR3 wiggler will become even more favor-
able with a factor of 45 advantage in horizontal brightness over the SPEAR2
wiggler. These comparisons are also included in Fig. 7.64.

Optimized undulator sources are in many ways more favorable than ei-
ther wiggler or bending magnet sources but require a third generation, high
energy (>6 GeV) storage ring. The undulator provides a beam with higher
natural collimation and linear polarization affording the possibility of bet-
ter MDLs. However, with counting rate limitations of the presently available
detector technologies, all advanced synchrotron implementations to date (on
wiggler and undulator sources) have achieved approximately the same detec-
tion limits.

Since the wiggler spectrum shown in Fig. 7.64 is continuous, it is very
important that the X-rays be monochromatized to minimize scattered radia-
tion under the peaks of interest which would severely degrade the detection
limits. Multilayers are ideal broadband and high throughput monochromator
“crystals” for TXRF provided that they are designed to have a high peak
reflectivity (reflectivities ∼70% are commercially available) and low back-
grounds. The calculated reflectivity as a function of energy for a single and
double reflection for the multilayers used in this work is shown in Fig. 7.65.
Note that the reflectivity in the region below the Bragg peak for a single reflec-
tion is approximately 1×10−3. Even at this low level, there are enough trans-
mitted photons in the region below the Bragg peak that diffraction from the
wafer into the detector results in small but significant peaks that can interfere
with the signals of interest. As a result, two multilayers, which are normally



Methodological Developments and Applications 531

Wiggler - Spear3

Wiggler - Spear2

Bending magnet - spear3

H
or

iz
on

ta
l b

rig
ht

ne
ss

(p
h/

s/
h_

m
ra

d/
m

m
/0

.1
%

bw
)

Bending magnet - spear2

hv=11keV

1017

1016

1015

1014

1013

1012

1011

1010

104109

100 1000
Energy (eV)

Fig. 7.64. Comparison of the horizontal brightness (brightness integrated over the
vertical source size and divergence) for both SPEAR2 and SPEAR3 bending magnet
and wiggler sources

placed in a parallel geometry, are used to eliminate this problem [201]. To fur-
ther increase the flux density on the sample, the X-ray beam is focused onto
the Si wafer using a 1:1 geometry. Figure 7.66 shows the resulting beamline
configuration including the detector and sample chamber.

As shown in Fig. 7.66, the semiconductor detector and Si wafer are
mounted in configuration B as shown in Fig. 7.57 in which the detector is
oriented horizontally, along the polarization vector of the incident radiation,
and the wafer is mounted vertically. As mentioned above, this configuration
allows the detector to collect a large solid angle of fluorescent radiation as
well as maintaining the advantage of reduced scattering by collecting the sig-
nal along the linear polarization vector of the synchrotron radiation.

It is also very important that the detector does not add any parasitic flu-
orescence that could contribute to the measured signal. This is a problem
arising primarily for the detection of transition elements in which the high
intensity scatter signal enters the detector striking components made of ele-
ments with fluorescence peaks in the regions of interest. An example is shown
in Fig. 7.67 which shows the spectrum obtained from a clean wafer for three
different internal configurations of the SSRL detector.

The top spectrum shows definite signals from Cu, Ni, and Fe. The Cu and
Ni signals were identified by the detector manufacturer (Kevex) as being due
to the presence of these elements in the internal components of the original
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as the double multilayer configuration used in the SSRL TXRF monochromator

detector. Once these components were replaced with materials whose fluo-
rescent lines were outside of the region of interest, the second spectrum was
obtained. This one still shows a small but significant Cu signal at a level equiv-
alent to 4 × 109 atoms/cm2 contaminant atoms on a sample wafer. This level
of parasitic fluorescence must clearly be eliminated if reliable sensitivities of
less than 1×108 atoms/cm2 are to be obtained. In this case, it was determined
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Focusing Optics
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Fig. 7.66. Schematic of the SSRL TXRF facility showing the SPEAR2 storage ring,
BL6-2 54 pole wiggler, toroidal focusing mirror, double multilayer monochromator,
Si(Li) detector oriented along the polarization vector of the incident radiation, and
the vertically mounted wafer
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Fig. 7.67. Spectrum obtained from a clean wafer for three different internal detec-
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configurations used and showed significant parasitic signals. The spectrum in full
line was taken after all offending elements were removed from the detector. Note
that the red spectrum was taken at higher excitation energy than the first two

that the Cu signal was due to Cu in the Al alloy being used to fabricate the de-
tector housing. Once this housing was replaced with 99.999% pure aluminum,
the third spectrum with no parasitic signals was obtained and the detector
could be used under the most rigorous conditions. Although the occurrence of
parasitic signals became evident due to the very high intensities made avail-
able with synchrotron radiation, the solutions developed as a result of the
synchrotron experiments were transferred to the conventional TXRF instru-
mentation and now such “clean” detectors are available commercially [206].

Figure 7.68 gives a clear appreciation for the power of a synchrotron source
for TXRF applications. Both spectra are from a standard made by dip prepa-
ration and are measured for 1000 s counting time. The top spectrum is from a
rotating anode TXRF system and the bottom taken at the SSRL facility. The
most apparent difference is the peak intensity: 65 counts for the conventional
spectrum and 16000 counts for the synchrotron spectrum. This alone accounts
for a factor of 16 improved MDL. Furthermore, the background in the syn-
chrotron spectrum is proportionally lower than in the conventional spectrum
resulting in an additional factor of 3 and thus yielding an overall improve-
ment in MDL of approximately a factor of 50. The predominant background
in the 3 keV to 7 keV region in the synchrotron spectrum is due to photoelec-
tron Bremsstrahlung and is one of the major factors limiting the sensitivity
in the synchrotron case whereas in the case of the conventional spectrum,
the background in the same region is primarily statistical noise. That means
that in the conventional spectrum the intensity of the Bremsstrahlung is be-
low the one of the statistical noise. The background under the higher energy
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1 × 1011 atom/cm2 Fe, Ni, and Zn standards made by dip contamination [202]

fluorescence signals such as Ni and Zn is formed by the tail of the inelas-
tic scattering peak which is reduced in a relative sense for the synchrotron
case due to the linear polarization of the radiation. In addition, since the
synchrotron excitation source can be tuned in energy, the scatter peak and
its associated escape peak can be easily shifted to higher energy away from
the Zn peak greatly improving the Zn MDL. Finally, it should also be noted
that a 25 μm Teflon filter is placed in front of the detector to reduce the
intensity of the Si substrate signal and prevent saturation of the detector.
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This results in a decrease in intensity between 2 keV and 2.5 keV, but does
not significantly affect the fluorescence intensity of the transition elements of
interest [202, 203, 206].

Although the MDL can be easily obtained from the standard spectrum
of Fig. 7.68, the background which arises from the higher signals associated
with the standard gives a higher apparent MDL than one measured using
a sample with lower concentrations. Therefore the MDLs quoted here are
typically obtained using samples with low overall levels whose concentration
has been calibrated using a standard.

The most advanced processes for wafer cleaning available in the industry
are truly able to produce wafers whose levels of surface contamination are
below what can be observed even with SR-TXRF. The spectrum of such an
ultraclean wafer taken with 11.28 keV excitation energy is shown in Fig. 7.69.

The only features observed are the Si, Cl, Ag, and the escape and scatter
peaks. The Cl comes from the cleaning solution and is viewed as a benign
component that does not pose problems for gate oxidation and the Ag is an
artifact from the detector collimator. Ag was intentionally chosen as the colli-
mator material because the Ag L fluorescence peaks were small and out of the
region of interest. This spectrum was taken for a count time of 3000 s and cor-
responds to an MDL of 4.4 × 107 atoms/cm2. Note that this concentration
corresponds to a detected mass of approximately 0.1 fg when the 2 × 7 mm2

sampling area is taken into account. The SSRL TXRF facility is sufficiently
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Fig. 7.70. TXRF spectrum of an unintentionally contaminated wafer taken for
20.4 h of counting time at an excitation energy of 11.28 keV. The MDL for this
spectrum is 1.2 × 107 atoms/cm2

well behaved that the use of extended counting times to improve detection lim-
its for ultra clean wafers can be routinely performed. In an effort to determine
the extent to which this is true, a very lightly contaminated wafer was mea-
sured for 1000 s, then repeatedly measured using a series of 5000 s spectra
with a total counting time of approximately 48 h. Figure 7.70 shows the sum
of the individual spectra after 20.4 of the 48 h.

If one were to compare the first spectrum of this series (1000 s count-
ing time) with that of Fig. 7.70, the same features at the same concen-
trations would be observed with the only difference being the respective
MDLs. The 1000 s spectrum yields an MDL of 8.9 × 107 atoms/cm2 for Ni
while the sum spectrum of 20.4 h yields a proportionately better MDL of
1.2×107 atoms/cm2. The relative MDLs are consistent with the improvement
expected from the longer counting time, i.e., approximately equal to the ratio
of the square root of the counting times. Beyond the 20 h counting time, the
appearance of a Zn peak as well as variations in the intensity of the Fe and
Ni peaks were observed. Such changes could be the result of contaminants
from the vacuum chamber being deposited onto the surface as well as diffu-
sion of the contaminants within the wafer. This example demonstrates that
the practical limits on the MDL is simply related to the number of signal
counts which is what would be expected in the case of a well-behaved system.
Higher counting rates rather than longer counting times would be the ideal
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way to obtain more counts in the signal peaks; however, detector saturation
stands in the way of achieving these results. For example, in the case of the
SPEAR3 storage ring, the expected increase in flux density of a factor 45
should improve the MDL by a factor of 6.7 resulting in a minimum detection
limit of about 1.2 × 107 atoms/cm2 for Ni after a standard 1000 s counting
time. However, this would require a detector whose count rate capability were
as high as 500 kHz while maintaining a resolution of better than 200 eV.

With such low MDLs being made possible with synchrotron TXRF, it is
natural to think about pushing these detection limits even further by incorpo-
rating a VPD preconcentration as is currently being done with conventional
TXRF. However, the contribution of impurities in the ultrapure water or the
chemicals used in the VPD process as well as the handling of the wafers can-
not be ignored when trying to perform such extrapolations. A recent study
has shown that a baseline is introduced by the VPD process itself and that
the MDLs for VPD-SR-TXRF with a 1000 s counting time will range from
a low of 1.2 · 105 atoms/cm2 for Co to a high of 2.7 × 107 atoms/cm2 for
Cr [207]. The MDLs for the other transition metals are within this range: Fe
(2.2 ·107 atoms/cm2); Ni (6.7×105 atoms/cm2, Cu (9.8×106 atoms/cm2), and
Zn (3.1 × 105 atoms/cm2). This baseline is well within the sensitivity range
of the SR-TXRF measurement as can be shown for the case of Zn which has
one of the lower VPD-SR-TXRF MDLs observed. In this case, the Zn MDL
of 2.2× 107 atoms/cm2 corresponds to a concentration in the VPD droplet of
7 × 108 atoms/cm2 which is an order of magnitude higher than the MDL of
SR-TXRF.

The mechanisms associated with the introduction of impurities onto the
silicon wafer surface during the VPD process are identical to what happens,
for example, during chemical cleaning of wafers prior to gate oxidation. In
these situations, metal impurities present in the etching solutions or in the
UPW used in wafer processing will become readily ionized. As a result the
solutions behave like an electrochemical bath in which the impurities can be
deposited on the wafer surface. The deposition mechanism for a particular
impurity can be affected by a variety of parameters including the amount of
dissolved oxygen in or the pH value of the solution as well as the doping in the
semiconductor. Important insights into the chemical reactions leading to metal
deposition can be obtained by understanding the oxidation state or specia-
tion of the deposited metal atoms. Fortunately, the oxidation state of the trace
impurities can be obtained from X-ray Absorption Near Edge Spectroscopy
(XANES) [208] in conjunction with a SR-TXRF measurement where the pho-
ton energy is now scanned across the absorption edge of the element of interest.
This requires the use of a silicon crystal monochromator vs. multilayers so that
some sensitivity is sacrificed but the resulting MDL of 1 × 109 atoms/cm2 is
still adequate for most of these studies. By using XANES spectra of reference
materials as fingerprints, specific details about the chemical environment can
be derived. For example, Fig. 7.71 shows the Cu 1s XANES spectrum of an
Si wafer dipped into Cu-contaminated (1000 ppb) 2% HF (solid dots) with a
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Fig. 7.71. Cu 1s XANES spectrum of a Si wafer dipped into Cu-
contaminated (1000 ppb), 2% HF (dots) with a resulting surface concentration of
6 × 1013 atoms/cm2. The solid curve is the XANES spectrum from a Cu metal foil
standard

resulting Cu surface concentration of 6× 1013 atoms/cm2. This is identical to
the spectrum of bulk Cu metal (solid line) also shown in Fig. 7.71 except for
a small but real 0.35 eV shift. The use of this simple fingerprinting method
verifies that the deposited Cu exists as clusters, which are mainly metallic
in character. This is also in line with electrochemical models predicting that
the reaction pathway for metal deposition in a low pH solution such as HF
will be reductive [209]. Such studies have also been extended to more complex
solutions involving oxidative depositions in high pH solutions [204].

As mentioned in the previous section, the detection of light elements such
as Al presents a challenging situation where the tunability of synchrotron
radiation can be used to suppress the excitation of the substrate Si Kα flu-
orescence while enhancing the cross section for the Al Kα. Results from a
bending magnet at SSRL (BL 3-3) from a Si wafer intentionally contami-
nated with 3 × 1011 atoms/cm2 of Al are shown in Fig. 7.72. The spectrum
was taken with an excitation energy of 1720 eV at an angle of incidence of
0.1◦ and measured for 10000 s. The low energy peak is the Al Kα fluores-
cence signal at 1487 eV and the high energy signal results from the elasti-
cally scattered synchrotron radiation. This spectrum also shows the Raman
contribution to the background as an asymmetric peak with a tail extend-
ing under the entire Al peak. Baur et al. have shown the Raman signal to
be one of the primary factors that limit the MDL for Al [210]. This work
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Fig. 7.72. TXRF spectrum of an Si wafer intentionally contaminated with 3 ×
1011 atoms/cm2 Al taken for 10000 s at an excitation energy of 1.72 keV and an
incidence angle of 0.1◦. The corresponding MDL for a 1000 s counting time is
5.7 × 109 atoms/cm2

has also provided a detailed analysis of the Raman contribution to the over-
all spectrum that must be taken into account when determining the MDL.
With this analysis method, the MDL for the spectrum of Fig. 7.72 is found
to be 5.7 × 109 atoms/cm2 for a counting time of 1000 s. As described above,
laboratory instruments are also able to provide acceptable sensitivities for
Al detection by using the W-Mα fluorescence line (1780 eV) for primary ex-
citation [183]. Figure 7.73 shows the fluorescence spectrum obtained from a
wafer with an intentional Al contamination of 8 × 1012 atoms/cm2 using a
TXRF 300 system from Rigaku [211]. This spectrum has been integrated
for 3600 s at an angle of incidence of 0.45◦. The fluorescence signature of
the Al Kα line is observed in the low energy region of the spectrum with
the dominant contribution at 1780 eV being due to elastic scattering of the
W-Mα excitation line. By comparing the elastic scattering contributions in
Figs. 7.72 and 7.73, the advantage of using a linearly polarized synchrotron
source becomes apparent. The Raman contribution is also seen to pro-
vide a significant contribution in this spectrum and results in an MDL of
4.7 × 1010 atoms/cm2 for a standard 1000 s counting time [211]. It is worthy
to note that this type of data analysis, which resulted from the synchrotron
experiments, has currently been implemented in the analysis software for
the Rigaku TXRF 300 instrument. Finally, as in the case of the transition
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elements, the MDL for Al and other light elements can be improved with the
increased horizontal brightness as available from third generation synchrotron
sources.

In addition to the examples discussed above, the list of applications carried
out by industry using the SSRL facility has been quite varied and include eval-
uation of advanced cleaning methodologies, qualification of wet stations used
in actual wafer manufacturing, verification of repairs to manufacturing lines,
qualification of cleaning chemicals, and quality control on VPD processes. In
all these cases, the high sensitivities and flexibility afforded by synchrotron
TXRF were critical in addressing the problems of interest.

Facility at ESRF

The needs of the semiconductor industry for a more strict control on wafer
contamination and the availability of synchrotron radiation sources for uses
other than pure research has stimulated the development of test facilities at
synchrotrons and primarily at SSRL in Stanford [203].

In Europe, semiconductor companies encouraged similar developments
at the existing synchrotron installations. At the ESRF, the European Syn-
chrotron Radiation Facility in Grenoble, a feasibility test in 1996 [212] showed
that third generation machines, as the fully dedicated and application-oriented
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installations like ESRF are called nowadays, offer new possibilities for map-
ping the distribution of metallic contaminants over the wafer surface with
LLD in the 108 atoms/cm2 range. These possibilities are the combined result
of the increased flux of X-ray photon that can be shined on the wafer surface
and of the linear polarization of the radiation. The gain in flux alone, in fact
would not be directly exploitable if the elastic scattering contribution that
would saturate the solid-state detector could not be strongly suppressed. The
early experiments at ESRF showed that by exploiting the linear polarization
of the ESRF beams it was possible to reduce the elastic scattering peak to
values comparable to the fluorescence signals from 1012 atoms/cm2 by sensi-
bly increasing the distance between wafer and detector. Following this test,
an agreement was signed in 1997 by European semiconductor related organi-
zations7 to sponsor a four-year program aimed at the construction at ESRF
of a facility completely dedicated to TXRF analysis of 200 mm and 300 mm
diameter wafers.

Experimental Layout

The facility was opened to users in 2000. The layout of Fig. 7.74 shows the
essential elements that compose the 50 m long installation: the X-ray beams
produced on the right by insertion devices are conditioned in an Optics Hutch
by slits and photon absorber. The hundreds of watt of power emitted by the
undulators would not be directly exploitable without any further condition-
ing. For this, out of the energy spectrum of the emitted radiation, a cooled
multilayer monochromator selects a bandpass continuously tunable between
800 eV and 20000 eV. Typical flux at the output of this monochromator is of
the order of 1014 photon per second.

The X-ray beam passes then in the Experimental Hutch: a lead shielded
enclosure kept in class 100 by filters and laminar flow hoods and that hosts

7Personnel funding has been provided through the MEDEA platform, while capital
funding has been provided by the LETI and TELECOM companies
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the TXRF measuring chamber and the ancillary wafer-handling devices for
automatic loading and unloading of the wafers.

Because of the need to handle photon energies as low as 800 eV, the entire
beamline, TXRF chamber, and detection system are in vacuum with no win-
dow to intercept the beam.

The optical layout of the installation is completed by a silicon post-
monochromator that can be inserted in the beam path after the multi-
layer monochromator; this monochromator selects a bandpass of few eV for
performing, when required, XAS measurements around selected absorption
edges for analyzing chemical and geometrical atomic structure around the
contaminant species.

Finally, a mirror for rejecting the higher harmonics transmitted by the
monochromator is installed upstream the wafer analysis station. This mirror
is of the bimorph type and can be piezoelectrically bent longitudinally to focus
the radiation in the vertical direction and increase then the photon density
on a particular area of the wafer.

The TXRF Station

The TXRF end-station is at the core of the beamline. The station encompasses
an atmospheric loading robot that transfers the wafers from standard cassettes
to an indexer to azimuthally orient and center it before passing introduction
into the load-lock vessel. The load-lock can host up to five 200 mm and five
300 mm wafers. After pump-down of the load-lock, one wafer at a time can
be transferred to the main TXRF chamber for analysis. The TXRF system
is sketched in Fig. 7.74: a large, rugged hexapode actuator installed in air
just below the vacuum chamber is coupled through a bellow and a rotary
feedthrough to the electrostatic chuck that flattens and holds the wafer in
vacuum. All the alignment procedures of the wafer on the X-ray beam are
performed via the air operated hexapode and transmitted through the bellow
and the rotary feedthrough to the vacuum chuck.

The Detection Scheme

The operation scheme of the station was selected on the basis of a few geomet-
rical constraints; on the one hand it was desirable to have the wafer loading,
unloading, and alignment procedures to be performed in an horizontal plane
for ease of operation; on the other, the fluorescence detectors should look
along the horizontal polarization plane of the radiation to minimize the col-
lection of elastically scattered photons. A third important constraint is that
the radiation beam cannot be focused down into a small region of the wafer
because any single element detector would be easily saturated. As a result
the unfocused beam of radiation is left to impinge on the wafer surface at the
desired angle of incidence along an entire diameter. The wafer stays then in
an essentially horizontal geometry: the side tilt of about 5◦ toward the two
arrays of six Si(Li) solid state detectors permits a close approach of the silicon
elements to the impinging line. Each element of the arrays is provided of a
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Fig. 7.75. Structure of the TXRF end station. The 200 mm or 300 mm wafer sits
at the center of the vacuum enclosure; two arrays of solid-state detectors approach
sideways the line illuminated by the beam; an external goniometer rotates the wafer
for mapping the complete surface. All the alignments are performed from the outside
by an external heaxapode through the bellow and the rotary feedthrough

collimator that limits the detection footprint to a segment of about 12.5 mm
of the illuminated diameter. The geometry is shown in Fig. 7.76. A mapping of
the contaminant distribution along this line is then performed in parallel by
the detector array and a complete rotation of the wafer around its axis will
permit a complete mapping of the impurity distribution. Special care has been
put on the initial alignment of the chuck with respect to the external axis of
rotation in order to keep the precession angle below 50′′; this avoids the con-
tinuous readjustment of the angle of incidence during the rotation scan. Of
course it is always possible to trade lateral resolution with detection limits by
adding spectra from contiguous pixels.

Performance and Limitations

With processing time per wafers of the order of one hour the attainable LLDs
for transition metals are in the range of 108 atoms/cm2. Much longer integra-
tion times have been chosen to analyze an ultra-clean wafer borrowed from
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Fig. 7.76. Parallel detection scheme. The drawing at the top shows the overall
geometrical wafer-detector arrangement. The distance of the beam impinging points
from the 20 mm2 active detector crystal is 85 mm. On the left a top view of the
chamber with the lid removed: the two sets of snout tubes of the detectors are
clearly visible above the chuck

the SSRL facility (see preceding section), in order to asses the stability of the
instrument and the absence of any stray signal from the system environment.
The results obtained of LLD in the lower 107 range are in line with the SSRL
findings (see Fig. 7.77).

The detection of low Z atoms presents instead additional problems that
have been addressed with the development of Synchrotron Radiation TXRF
[210] and that establish new, intrinsic limits to the lowest detectable concen-
tration of impurities. When detecting elements lighter than silicon, in fact,
it is necessary to utilize excitation radiation below the Si K-edge threshold
in order to cut down the intense silicon fluorescence that with its low energy
tail would bury the emission from aluminum. However, when exciting below
the silicon threshold, the emission spectra is dominated by a resonant Raman
background. This spectral distribution of inelastically scattered photons is
produced by incoming photons that lose the energies to excite 2s electrons in
the continuum. This process is responsible for a triangular-shaped background
peaked at the exciting energy decrease of 100 eV and far extending in the low
energy tail. This background, at variance with the elastic scattering, does not
present a pronounced variation with the detection geometry and limits the
LLD for Al to a value of 7 · 109 atoms/cm2. Figure 7.78 shows the spectra
from two reference wafers with ∼1011 and ∼1012 Al atoms/cm2 as compared
to the spectrum from a clean wafer. The implication of the Raman effect in
limiting the LLD for Al is quite evident.
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Fig. 7.78. Spectra of Al contaminated (1.6× ·1011 at/cm2 and 3.5× ·1012 at/cm2)
and blank wafers (energy 1730 eV, incidence angle 8 mrad). The rightmost peak at
1740 eV is residual Si fluorescence excited by the high energy tail of the multilayer
pair transmission. The central peak at 1600 eV is the Raman background that ex-
tends at lower energies interfering considerably with the Al peak at 1490 eV
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In the case that the required mapping detection limits for impurities of
low Z elements would be lower than 7× 109 atoms/cm2 it would be necessary
to move from energy dispersive detection toward wavelength dispersive solu-
tions, that because of the higher energy resolution of optical elements such as
multilayers would increase the relevance of the low energy fluorescence peaks
with respect to the Raman background.

Automation

The facility has been designed with a high degree of automation in mind to
cope with the high throughput that can be envisaged for the years to come.
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Facility of the PTB at BESSY II

Using undulator radiation at electron storage rings, very high photon fluxes
of linear polarized radiation for the TXRF excitation can be achieved. The
photon energy of the undulator radiation depends on the energy of the stored
electrons as well as on both the strength and periodicity of the magnetic field
generated by the undulator. At the 1.7 GeV electron storage ring BESSY II
in Berlin, Germany, photon energies of undulator radiation range from the
VUV well into the soft X-ray regime, up to about 2 keV, thus allowing for the
effective inner-shell excitation of light elements. The Physikalisch-Technische
Bundesanstalt (PTB), Germany’s national institute for metrology, operates
a laboratory [213] at BESSY II, including a plane grating monochromator
(PGM) beamline [214] for undulator radiation. Complementary to the work
at SSRL and ESRF, the PTB lays emphasis on the methodological develop-
ment of soft X-ray TXRF analysis, providing a means for the quantitation
of low Z contaminants on silicon wafer surfaces at its PGM beamline. Ini-
tial TXRF investigations were carried out in cooperation with the ATI and
the semiconductor company Siltronic in order to determine the absolute LOD
values of TXRF for some low Z elements [200, 215] such as C, N, Na, Mg
and Al, which ranged between 0.3 pg and 1.3 pg with respect to a measuring
time of 1000 s. The calculated VPD detection limits, based on the assump-
tion that the sample droplets were collected from a 200 mm wafer, ranged
from 2 × 107 atoms/cm2 to about 108 atoms/cm2 for Na, Mg, and Al, thus
fulfilling current analytical requirements of the semiconductor roadmap. For
the explicit purpose of the semiconductor industry, the PTB has extended its
TXRF instrumentation [216] and, to date, can handle 200 and 300 mm sili-
con wafers. In recent investigations employing again small droplets containing
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the elements Na [216] and Al deposited on 200 mm Si wafers considerably
improved LOD values of less than 100 fg were achieved by further optimizing
the excitation conditions.

Compared to the analysis of medium Z elements, such as transition met-
als for which excitation energies in the 5 keV to 15 keV range are needed to
induce K fluorescence, some drawbacks exist when exciting K fluorescence
radiation of low Z elements below 2 keV. The measured fluorescence count
rates are proportional to the fluorescence yields when the self-absorption ef-
fects are negligible, which is the case when only minute amounts of a low
Z element are present. Since the fluorescence yield rapidly decreases as the
atomic number Z decreases, the fluorescence yields of light elements are about
one to two orders of magnitude smaller than those for medium Z elements.
Additionally, the detection efficiency decreases with decreasing photon energy
due to the inevitable absorption of the fluorescence radiation in the entrance
windows of an energy-dispersive semiconductor detector, leading to a reduc-
tion in the detected fluorescence count rates. Another complication is that
the recorded spectra are more difficult to deconvolute because the energy res-
olution of conventional semiconductor detectors does not, in general, decrease
quickly enough with respect to the decreasing energy in order to allow for a
sufficient separation of the K fluorescence lines of neighboring elements. The
situation becomes even more unwieldy when L fluorescence lines of medium
Z elements overlap with K fluorescence lines of low Z elements. Therefore,
when considering a specific fluorescence line of an element, the detected peak
shapes and the relative intensities of the adjacent fluorescence lines of other
elements strongly influence the lower level of detection (LLD or LOD).

The first step in the quantitation of TXRF spectra is to determine the
detected fluorescence count rates. Here, experimental detector response func-
tions [217] can most effectively contribute to deconvoluting the TXRF spec-
tra [200]. The detected count rates are then divided by the efficiency of the
detector, leading to the fluorescence intensities. To ensure reliable values, the
energy dependence of the detection efficiency should be well known, for ex-
ample by means of an absolute calibration [213].

In the following, the PGM beamline characteristics and the TXRF instru-
mentation of the PTB will be explained in detail. The PGM beamline provides
high photon flux of high spectral purity in the soft X-ray range. The photon
flux at the PGM ranges from 6.0 × 1011 s−1 at about 400 eV to 6.0 × 109 s−1

at 1700 eV using the U180 undulator with respect to a typical stored elec-
tron current of 200 mA. The U49 undulator produces an even higher flux, for
example about 8× 1011 s−1 at the photon energy of 400 eV. The PGM resolv-
ing power E/ΔE, ranging from about 1000 to 9000, depends on both the exit
slit size and the trigonometric ratio of the incident to the exit angle at the
1200 l/mm grating. The horizontal beam profile in the focal plane of the PGM
beamline is about 140 μm (FWHM) wide, whereas the vertical extension of
the beam profile is generally equal to the size of the exit slit, which can be
varied between 20 μm and about 600 μm.
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Fig. 7.79. Picture of the UHV-compatible TXRF irradiation chamber of the PTB
for wafer samples with diameters ranging from 25 mm to 75 mm located at the PGM
experimental station. The mounting of equipment such as the Si(Li) detector as well
as samples changes can be performed below a class 100 cleanroom

The first irradiation chamber [200] of the PTB for TXRF and XRF analy-
sis is shown in Fig. 7.79. This UHV chamber can simultaneously accommodate
three wafer samples with areas ranging from 25 × 25 mm2 to 30 × 30 mm2 or
two wafer samples, each with an area of up to 50×50 mm2, or one wafer sample
with a diameter ranging between 75 and 100 mm. The individual wafer sam-
ples can be scanned completely in the horizontal direction. Scanning along
their vertical axes can lead to some restrictions that depend on the specific
sample holder employed. With respect to the incident radiation, the possi-
ble angles of incidence range from 0.001◦ to 5◦. At an angle of incidence
of 2.5◦ and a typical exit slit size of 40 μm, for example, the PGM beam
profile results in an illuminated area of 3.2 mm × 40 μm. The solid angle of
detection is defined by the distance between the Si(Li) detector, which has
a 4.4 mm large diameter of its silicon entrance diaphragm, and the illumi-
nated area on the silicon wafer. This distance can be varied from a few mil-
limeters up to several centimeters, depending on the total fluorescence count
rate to be detected. The Si(Li) detector is calibrated absolutely, i.e., both
its counting efficiency and the energy dependence of its response to mono-
chromatic radiation was determined prior to its use for detecting fluorescence
photons.



Methodological Developments and Applications 549

Fig. 7.80. Picture of the entire experimental (T)XRF arrangement for 200 mm and
300mm wafers, including an equipment front-end module (EFEM) placed below a
class 100 cleanroom, a high-vacuum load-lock, the ultra-high vacuum TXRF analysis
chamber, and a conventional Si(Li) detector

A novel instrumentation [216], recently designed and constructed by the
PTB for the explicit purpose of the semiconductor industry, fully utilizes the
excitation conditions at the PGM beamline: 300 mm Si wafers, as well as
200 mm wafers, are transported directly from their shipping cassettes (FOUP
or SMIF) via a prealigner into a high vacuum load-lock by an adapted com-
mercial equipment front-end module (EFEM). After the pump down, a vac-
uum robot located inside the load-lock takes the wafer and places it inside
the UHV irradiation chamber on an electrostatic chuck (ESC) mounted on an
8-axis manipulator. Figure 7.80 shows a picture of the entire arrangement. To
take advantage of the linear polarization of the exciting radiation, the ESC
is moved into a vertical orientation during the measurements. The whole sur-
face of a 200 mm or a 300 mm wafer can be scanned. To extend the capability
of the system from the TXRF into the XRF regime, the angle of incidence
can be increased from grazing incidence up to 45◦, allowing for the analy-
sis of thin multi-elemental, multi-layered structures. Both conventional Si(Li)
detectors or superconducting tunnel junction (STJ) detectors [218, 219] can
be used. The EFEM, including a class 1 mini-environment, is surrounded by
a mobile class 100 environment to further reduce the risk of unintentional
cross-contaminations of the samples.

The commissioning of this arrangement was initiated in late 2002 with the
investigation of a 200 mm silicon wafer, which was intentionally contaminated
with 100 μl droplets containing metal and light element contamination in the
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Fig. 7.81. TXRF investigation of a 100 μl droplet containing 500 pg Na dried
on a 200 mm silicon wafer. The figure to the left shows the lateral distribution of
Na, deducted from the number of events in the corresponding region of interest
(ROI) in 10 s spectra, using a 150 μm wide excitation beam. The TXRF spectrum
to the right was recorded at the respective maximum Na position during 100 s
real time

pg range. The droplet depositions were prepared by the Central Analytical
Laboratories of the company Siltronic. The first element of interest was Na,
which was excited with monochromatic radiation having a photon energy of
1206 eV at an angle of incidence of one degree. The left part of Fig. 7.81
shows the lateral scan across the 500 pg Na droplet [216]. The TXRF spec-
trum recorded at the maximum position of the lateral scans was deconvo-
luted by means of experimentally determined detector response functions.
The remaining background, which was used to calculate the LOD value, is
depicted by the gray line to the right in Fig. 7.81. For the accumulation time
of 100 s, the conservative estimate of the LOD value for Na is 1.0 pg. Taking
into account the ratio of the respective Na deposition present in the lateral
maximum position to the total Na deposition in the droplet, the LOD value
for Na is only 170 fg resulting in an LOD well below 80 fg for a measuring time
of 1000 s. Employing various exchangeable thin absorption filters in front of
the Si(Li) detector it becomes possible to modify the spectral distribution
detected in favor of selected fluorescence lines of interest, thus improving the
related detection limits, e.g., of transition metals such as Ni, Cu and Zn, by
factors ranging from about 3 to 6.

A study [220] concerning the resonant Raman scattering effect [210] which
is a limiter for the determination of Al at ultra trace levels, was performed
with respect to both the energetic and the angular variation of the incident
radiation employing a droplet deposited on a 100 mm wafer in the TXRF
chamber of the ATI. In a recent investigation employing a droplet deposition
on a 200 mm wafer in the new PTB arrangement a LOD value of about 90 fg
could be achieved with respect to a measuring time of 1000 s by means of
further varying the excitation conditions.
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In additional studies employing the ATI arrangement for 100 mm wafers
at the PGM beamline, a LOD [220] of 7 ng for B was found. Furthermore, by
varying the angle of incidence, a TXRF investigation [220] of both a 1.6 nm
C – 2.1 nm Ni – 1.6 nm C multi-layered structure and a 5 nm thick C layer
was performed, confirming the respective layer thicknesses.

Organic contaminants are starting to play an important role in the produc-
tion and quality control of silicon wafers. A near-edge X-ray absorption fine
structure (NEXAFS) investigation in conjunction with TXRF is able to con-
tribute to the speciation of low Z and organic compounds. The PGM beamline
is an appropriate source for TXRF-NEXAFS experiments, which require the
tunability of the excitation radiation and a relatively high resolving power
while ensuring both a sufficient photon flux to allow for trace analysis of low
Z elements and a high spectral purity. Figure 7.82 shows the principle of NEX-
AFS measurements obtained by transmittance measurements of thin foils and
the TXRF-NEXAFS based on the detection of element specific fluorescence
radiation. The contaminants were diluted and deposited as droplets on wafer
surfaces. The K-edges of C, N, O have been examined in initial experiments
using the two TXRF chambers [216, 221] of the PTB. Apart from the K fluo-
rescence count rates of the element of interest also the incident radiant power
was recorded by means of a reference measurement employing a calibrated
photo diode [213] allowing for an absolute normalization procedure. During
the TXRF spectrum acquisition, the incident radiant power can be monitored
by both the measurement of the stored electron beam current as well as the
measurement of the radiant power of the beam reflected at the wafer sample.
For a typical energetic scan at the N-K edge the incident photon energy was
varied from 395 eV to 415 eV in steps of 125 meV or 250 meV. At each point of
the scan a TXRF spectrum was recorded during 15 s to 40 s and the detected
K fluorescence count rate deduced. TXRF-NEXAFS spectra recorded from
droplets containing 12 ng N deposited on a 200 mm silicon wafer are shown
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Fig. 7.83. TXRF-NEXAFS spectra of about 500 pg of two different compounds
of light elements deposited as small droplets on a 200 mm silicon wafer surface. In
these measurements, the energy of monochromatized undulator radiation is var-
ied in the range around the K absorption edge of N in steps of 0.25 eV while
recording the N-Kα fluorescence count rate normalized to the incident radiant
power (nW)

in Fig. 7.83. Here about 500 pg of each compound was excited by the incident
beam. The reproducibility of these measurements at the N edge was good,
whereas unintentional contaminations of the wafer at the C-K edge and the na-
tive oxide layer at the O-K edge can interfere, thus requiring TXRF-NEXAFS
scans at both the on-droplet and a reliable off-droplet position. Self-absorption
effects and dependencies of the absorption on the adsorbate orientation will
require further investigation. vs. TXRF-NEXAFS [222] has also been em-
ployed to investigate the chemical state of nitrogen compounds in aerosols.
The aerosol samples of different size fractions were deposited on 30× 30 mm2

large silicon wafer surfaces in relatively narrow (100 μm to 300 μm) lines by
means of a May impactor. The TXRF detection limits for nitrogen being in
the upper fg range enable analysis of aerosol samples taken during 10-minute
intervals with acceptable accuracy. The applicability of the technique to real
aerosol samples has been used to compare nitrogen oxidation state in sub-
urban and rural aerosols. For example, A reference spectrum of ammonium
sulfate at the N K-edge contains a typical multiplet of π∗ resonances between
400.0 eV and 401.5 eV. The N K-edge NEXAFS spectra of the nano-sized
aerosol fractions showed multiplet π∗ resonances similar to that of ammonium
sulfate.

Both the first TXRF irradiation chamber and the novel (T)XRF in-
strumentation for analyzing contamination and depositions on 200 mm and
300 mm silicon wafer surfaces offer off-line reference measurements to assess
wafer cleaning procedures and multi-layered systems on wafers, the latter
also in a completely reference-free XRF mode [144]. The various experimental
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investigations demonstrate the promising prospects of this new instrument
in soft X-ray TXRF analysis for ultra-trace contamination of light elements
and their speciation by combing NEXAFS with TXRF. Further investiga-
tions will also focus on various kinds of contamination such as surface clusters
and particles, intentionally deposited aerosols as well as on a reliable analysis
of nano-layered materials on wafers exploring the transition regime between
TXRF and XRF in the soft X-ray range.
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7.3.11 Conclusion and Outlook

In a well-balanced system of highly motivated, well-trained personnel, and
automated equipment, pure reagents and bulk media, cleanrooms and inte-
grated data management, TXRF can and must contribute to quality assurance
and process stability, support, and canalize creative engineering by continuous
learning about materials and processes. TXRF has the advantage of controlled
one-point calibration, a linear dynamic range of three orders of magnitude,
high grade of automation in operation and data management, high up-time,
and a simple control of data plausibility.

For that hotly pursued goal, we have been developing and combining novel
instrumental procedures of ultra trace contamination analysis for the silicon
industry for a decade. Ten years is a long time when experiencing the revo-
lutionary changes in the silicon industry and in integrated device manufac-
turing. It is yet a short period for international standardization of new ultra
trace analytical procedures in the daily routine of a global, corporate qual-
ity assurance system. Our ultra trace analytical equipment and methods are
integrated in the factory operation system. We established an internationally
accepted, automated surface preparation and standard test method that ap-
plies our vapor phase decomposition/total reflection X-ray fluorescence for
semiconductor applications.

We anticipate further TXRF development in the field of in situ instru-
mentation, particularly in the field of the ultra trace analysis of nanos-
tructures, including mapping and speciation. Sensitive detector systems will
remain the most dynamic field of TXRF research. The resulting new atomic-
level knowledge will be necessary to be able to integrate emerging new
materials and process technologies in silicon wafer and integrated device
manufacturing.
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7.4 Analysis of Layers

V. Rößiger and B. Nensel

7.4.1 Introduction to the Analysis of Layers

Viewed historically, we can recognize two sources for layer analysis with X-ray
fluorescence practiced today. First, we notice the classical materials analy-
sis [224–226], which typically assumes thick samples but easily misses this pre-
requisite with light matrixes. In this case, the non-saturation thickness layer
was viewed as an unwanted disturbance that led to an even greater complexity
of the already rather complicated evaluation formalisms. However, methods
have been developed that take into account the finite sample thickness [225]
and therefore can be counted among the layer analysis methods.

On the other hand, the rapid development of the surface technology in
the second half of the last century created numerous analytical problems. To
name but one example, galvanically deposited gold and solder layers on printed
circuit boards and on contacts required large-scale measurements. For a num-
ber of reasons, this was asking too much of the beta backscatter method,
the dominating method up into the 1970s – and the energy-dispersive X-
ray fluorescence method experienced a rebound. Complementing the already
well- established energy-dispersive XRFA (X-ray fluorescence analysis) with
Si(Li)-detectors [226, 227], comparatively simple instruments with propor-
tional counter tubes were developed and employed [228–230]. Initially, they
were specialized only for the measurement of the layer thickness of coatings
made of one or at most two elements. From the measured spectra, the count
rates in certain windows (“regions of interest” = ROI) were converted into
layer thicknesses, using simple model equations. They could be calibrated
using standards. Setting up physically sound models for industrial applica-
tions was not yet feasible with these instruments, mainly due to the limited
computation capacity of the 8-bit computers used at that time. Still, they
were instruments that were suitable for process control. It was necessary to
solve very specific problems that did not exist in the general field of materi-
als analysis. One of the problems was the small size of the samples. It was
necessary to use a measurement spot size significantly below 1 mm. The sam-
ples needed to be positioned properly and monitored. Finally yet importantly,
the main application of this measurement method in industrial manufactur-
ing rather than in research labs required a high degree of robustness and
user-friendliness.

There are also several practical reasons why especially the XRFA method
has found such broad acceptance alongside other radiometric methods. First
of which is the typical information depth in a magnitude of barely one
micrometer to several tens of micrometers. This corresponds to the thicknesses
produced by most chemical and physical coating methods (electroplating,
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CVD, PVD). Electron beam microanalysis [231] and ion beam technologies
such as PIXE [232] or RBS [233], on the other hand, cannot analyze to such
depths—and high vacuum is required. XRFA measures in air, significantly
simplifying instrument operation and keeping costs comparatively low. The
fact that the method is non-destructive and non-contact does not need to be
emphasized here.

This chapter is not an exhaustive presentation of the field with all its
historical developments, its different theoretical approaches, and its countless
applications. To minimize the risk of information overflow, an abstract formal-
ism utilizing the development of the so-called fundamental parameter (FP)
calculation is described, which will then allow the theoretical and application-
relevant questions to become transparent.

The FP method refers to the fact that, for a well-defined situation (sam-
ple, instrument), the measurement signal can be computed on the foundation
of well-known physical processes and constants. Section 7.4.2 will provide an
overview of this formalism while Sect. 7.4.3 will cover the computation of the
desired sample parameters from the measurement data. Mathematically, this
can be described as parameter estimation. From today’s perspective, a gen-
eral solution is not possible, such that approximation methods known from
numerical mathematics must be used.

Section 7.4.4 will introduce an implementation of the FP method for
the practical analysis of layers and materials (WinFTM [234]). In the same
context, the traceability of the measurement results will be discussed as
well.

The presentations in Sects. 7.4.2 and 7.4.3 are generalized; subsequent
sections are essentially limited to the energy-dispersive method. The de-
scription of the experimental part (Sect. 7.4.5) is limited to today’s common
instrument types, excluding some interesting modifications or separate meth-
ods, such as TXRF, for example. This becomes obvious with the selection of
application examples (Sect. 7.4.6) being influenced by the practical experience
of the authors.

7.4.2 Theory of the Quantitative Layer Analysis:
Yield Calculation

The Layer Model

In general, the layer to be analyzed is defined by its plane-parallel boundary
planes. Their distance is the thickness d of the layer. It is one of the most
sought-after measurement quantities, yet strictly speaking cannot be mea-
sured using X-ray fluorescence because the measurement requires knowledge
of the density of the layer material. If a layer consists of several elements, we
always need to assume a homogenous distribution of these elements. Within
the scope of this model, a layer system or a sequence of layers is characterized
fully by a mass per unit area matrix Xij , where the first index i designates



556 V. Rößiger and B. Nensel

the layer number and the second index j the type of element. The entire mass
per unit area Fi of a layer i is then

Fi =
∑

j

Xij . (7.10)

The thickness of the i-th layer is

di = Fi/ρi, (7.11)

where ρi is the density of the layer i. The concentration Cij of the element j
in the layer i is simply

Cij = Xij/Fi. (7.12)

The value of the density is a function of the composition of the layer for which,
however, no general term can be stated. As an approximation, we use

1/ρi ≈
∑

j

Cij/ρij , (7.13)

where ρij is the density of the j-th element of the i-th layer. It is assumed
that each element in the composition retains its own density, as if this were
a mixture of microscopically finely distributed pure elements. However, this
in principle indefiniteness of the density is significant only if indeed geometric
thicknesses are to be measured. The WinFTM� software [234] utilizes (7.13)
as a pre-setting with tabulated ρij , where the densities can be overwritten,
cf. Fig. 7.92. From the perspective of the X-ray fluorescence, characterizing
the sample using the mass per unit area Xij is sufficient. Aside from specific
optical appearances at the total reflection, XRFA is blind for quantities such
as thickness or density of a layer.

The Equipment

From the perspective of the formal layer analysis, the instrument is char-
acterized by the primary radiation (“spectral density function”) and by the
geometry parameters, which define the sample position with regard to radia-
tion source and detector. To simplify matters, a few applicable assumptions
are made:

1. The total thickness of the sample is small compared to the distance from
the detector.

2. The lateral expansion of the interactive zone (measurement spot size)
is small compared to the distance from the detector and the primary
radiation is parallel.

3. The detector window is small compared to the distance between sample
and detector.
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Fig. 7.84. The model

With these assumptions, we can count on a fixed incidence and take-off
angle, ψ1 an ψ2 for each partial layer i; cf. Fig. 7.84.

The properties of the radiation source required for the quantitative com-
putation are fully described through the spectral composition of the primary
radiation g(E) dE, where g(E) stands for the number of photons in the energy
interval E ... E+dE that strike the sample surface per second. Potential mod-
ifications by means of air path absorption or by special filters are included.
With an X-ray tube as radiation source, the spectral distribution reflects the
influence of the operating voltage, the anode material and anode angle, the
window material, and possibly additional absorbers or monochromators.

The properties of the detector with regard to solid angle, detector effi-
ciency, and absorption in air should be de-coupled from yield calculation itself.
This is possible when we normalize the intensity of any radiation component
k to that of the solid pure element. We then speak of normalized count rates
Rk. Generally, k applies across all measurable fluorescence components of the
layer system.

With g(E), ψ1 and ψ2, the measuring equipment is sufficiently character-
ized for computation of the intensity of the fluorescence radiation.

Formalism of the Yield Calculations

The calculation of the relevant fluorescence component Rk is the prerequisite
for the determination of the unknown Xij . The final objective is to find a
formalism that allows for a normalized countrate

Rk = f(Xij , g(E), ψ1, ψ2) (7.14)

to be calculated as a function of the partial masses per unit area Xij and of
the instrument properties (g(E), ψ1, ψ2).
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Fig. 7.85. Primary fluorescence excitation of layer with mass per unit area X

Single Layer—Primary Excitation

The probability of generating a fluorescence quantum with the quality k (e.g.,
Cu-Kα) for a layer with an infinitesimal thickness1 (dX ′) in the depth X ′

is proportional to the interaction length dX ′/cos ψ1 and proportional to the
concentration Cj of the respective element j. Different from (7.12), here we can
omit the index i for the single layer example. For the mono-energetic excitation
of the component k with the energy E, the effective cross-section [224, 226]
is designated with τo

k . The index k designates both the element and the type
of radiation, i.e., K,L, . . . and α, β, . . ., etc. If we also take into account the
absorption2 of the primary radiation p on its path to the location of interaction
and that of the fluorescence radiation f on its path to the detector (Fig. 7.85),
we obtain as infinitesimal yield

dyk = exp(−μ0X
′/ cosψ1)∗ (Cjτ

0
k dX ′/ cosψ1)∗ exp(−μkX

′/ cosψ2), (7.15)

which we only need to integrate across the total mass per unit area X in order
to arrive at the total yield:

yk = (Cjτ
0
k/μ

′ cosψ1) ∗ (1 − exp(−μ′X)), (7.16)

with
μ′ = μ0/ cosψ1 + μk/ cosψ2. (7.17)

For simplicity, in this case the geometry factor—the probability that a fluores-
cence quantum will be detected—can be ignored, since we will, as mentioned

1To eliminate density from the equations, mass per unit area dimensions are used
in the calculation , when units of length are used in graphical presentation, they
always should be interpreted as length*density.

2The absorption cross-sections μ0 and μk are, dependant on the elemental compo-
sitions of the layer [226, 227].
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before, normalize to the yield of the pure elements. From (7.16), we receive
for Cj = 1 and X → ∞ the yield of the pure saturation thick element j.

yk0 = τo
k/μ

′ cosψ1 (7.18)

Single Layer — Secondary Excitation (Enhancement)

We call interactions that occur in addition to excitation by the radiation
source (i.e., the primary excitation) secondary excitation. Any radiation com-
ponent that has experienced primary excitation and that is energetically ca-
pable of secondary excitation must be taken into account. We differentiate
between secondary excitation within a layer (this section) and that between
layers (next section). For illustration purposes, Fig. 7.86 shows a representa-
tive example for the process for the case of a NiZn alloy layer. Ni–K radiation
with an ionization energy of 8.331 keV is excited very effectively by Zn-K
radiation, which has energies of 8.63 keV (Kα) and 9.57 (Kβ1). In this ex-
ample and for thicker layers, the secondary excitation is even more effective
than the primary excitation. When ignoring this effect, the Ni concentration
would be calculated wrong by more than 100%.

Within a layer, the radiation component k of the element j (concentration
Cj) experiences secondary fluorescence excitation by a radiation component

0.1
0.001

0.01

RNi-K

0.1

1

1 10

prim

prim. + sec.

100

d/mm

Fig. 7.86. Relative Ni–K yield RNi−K of an Ni10Zn90 alloy layer as a function
of coating thickness d. Excitation using an X-ray tube (W-anode, 50 kV, ψ1 = 0◦,
ψ2 = 37◦)
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Fig. 7.87. Secondary excitation within a layer. p designates the primary radiation
and f the fluorescence radiation

kk of another element jj (concentration Cjj (Fig. 7.87)). Again, we observe an
infinitesimal layer between X ′ and X ′ + dX ′ for the excitation of the compo-
nent k by component kk. We designate the respective interaction cross-section
with τkk

k (the upper index characterizes the exciting radiation). The source of
the kk -component emits isotropically, such that the probability p(ϑ)dϑ, to be
emitted in the angle range ϑ, . . . , ϑ+ dϑ, is given by

p(ϑ)dϑ = (sin(ϑ)/2)dϑ (7.19)

(the integral of 0, . . . , π results in = 1). Thus, the differential yield dykk
k can

be described as a product of probabilities:

dykk
k = exp(−μ0X

′′/ cosψ1) ∗ (CjjdX ′′/ cosψ1) ∗ p(ϑ)dϑ
∗ exp(−μkk(X ′ −X ′′)/ cosϑ) ∗ (Cjτ

kk
k dX ′/ cosϑ) (7.20)

∗ exp(−μkX
′/ cosψ2).

Three integrations over X ′′, X ′ and ϑ must be carried out. Strictly speaking,
(7.20) applies only to X ′ > X ′′ and ϑ < π/2 (Fig. 7.87). An analogous relation
applies to the reverse case (X ′′ > X ′ and π/2 < ϑ < π), such that we can
write

ykk
k = (Cjjτ

o
kkCjτ

kk
k /2 cos ψ1) ∗

X∫
0

dX ′ ∗ exp(−μkX ′/ cos ψ2)

∗
( X′∫

0

dX ′′ ∗ exp(−μ0X
′′/ cos ψ1)

π/2∫
0

dϑ tan ϑ exp(−μkk(X ′ − X ′′)/ cos ϑ)

+

X∫
X′

dX ′′ ∗ exp(−μ0X
′′/ cos ψ1)

π∫
π/2

dϑ tan ϑ exp(−μkk(X ′′ − X ′)/ cos ϑ)

)
.

(7.21)
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This integral cannot be solved fundamentally. With the substitution t =
−α/ cosϑ, the ϑ-integral can at least be converted to an integral exponen-
tial function

π/2∫
0

dϑ tanϑ exp(−α/ cosϑ) =

−∞∫
−α

dt exp(t)/t = −Ei(−α) (7.22)

and then being determined numerically [235]. Up to now, we acted as if the
examined layer were the first layer (top layer). If this is not the case, then in
addition the absorption by the top and any possible interim layers must be
taken into account for both primary radiation as well as secondary radiation.

Secondary Excitation — Enhancement by Another Layer

Secondary excitation by a radiation component of another layer is determined
similarly to the one described above (Fig. 7.88). If, for the sake of simplicity,
we again do not concern ourselves with the absorption of the top and interim
layers, we obtain for the situation where the exciting layer ii is located above
the excited layer i the differential yield

dykk
k = exp(−μ0X

′′
ii/ cosψ1) ∗ (Cjjτ

0
kkdX ′′

ii/ cosψ1) ∗ p(ϑ)dϑ

∗ exp(−μii
kk(Xii −X ′′

ii)/ cosϑ− μi
kkX

′
i/ cosϑ) ∗ (Cjτ

kk
k dX ′/ cosϑ)

∗ exp(−μi
kX

′
i/ cosψ2), (7.23)

which analogous to (7.21) is to be integrated over ϑ(0, . . . , π/2), X ′
ii,

(0, . . . , Xii) and X ′
i(0, . . . , Xi). Here as well we need to rely on numeric

approximation methods.

p

x�ii
x�ii xiidx�ii+

x ix�i

x�i

dx�i+

dJ
J

f

Fig. 7.88. Model for secondary excitation between layers. Exciting layer ii is located
above excited layer I; p designates primary radiation, f fluorescence radiation
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Table 7.9. Secondary excitation. Plus (+) and Minus (−) indicate which radia-
tion component of the layer system Cr/Ni/Cu/Fe yields secondary excitation for
which element. The enhancement effect occurs when the radiation energy is greater
than the respective ionization energy. Only K-radiation components that are easily
available for the measurement are shown

Excited atomic shell
(ionization energy in keV)

Exciting radiation component Cr–K Fe–K Ni–K Cu–K
and radiation energy in keV (5.988) (7.057) (8.331) (8.980)

Cr-Kα 5.41 − − − −
Cr-Kβ 5.95 − − − −
Fe-Kα 6.40 + − − −
Fe-Kβ 7.06 + − − −
Ni-Kα 7.47 + + − −
Ni-Kβ 8.28 + + − −
Cu-Kα 8.04 + + − −
Cu-Kβ 8.93 + + + −

For illustration purposes, Table 7.9 shows the excitation channels (which
fluorescence component excites which element) for the example Cr/Ni/Cu/Fe3

(cf. Sect. 7.4.6 Decorative Multi-coatings). Similar to Fig. 7.86, we can again
observe situations where the secondary excitation dominates in comparison
to the primary excitation. This primarily concerns Cr. Eleven different kinds
of secondary excitation need to be included because we need to treat the Kα
and the Kβ radiation components separately.

Summary – Polychromatic Excitation

It is the objective to calculate all relevant fluorescence components Rk of
(7.14). A complete description of all equations involved has limited usefulness;
here rather the procedure shall be described in a summary taking into account
primary and secondary excitation but not tertiary or those of an even higher
order.

Analogous to the example in Table 7.9, at first, all elements have to be
determined that are capable of producing secondary excitation with any fluo-
rescence component, either in the same or in a different partial layer i. With
an increasing number of elements, or layers, a considerable number is quickly
generated. For each individual secondary excitation process, the absorption
of both the primary radiation and that of the secondary excitation radiation
must be taken into account. Finally the absorption of the analyzed component
k on its path to the detector must be considered

3We designate the individual layers with the elements that are contained in them,
beginning from the top.
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For polychromatic excitation, which is defined by the so-called spectral
density function g(E), we need to mathematically convolute the mono-
energetic yields y(E), in which the integral can be approximated well by a
sum expression

Emax∫
0

y(E) ∗ g(E)dE ≈
∑

n

y(En)g(En), (7.24)

which corresponds to a discretization of the primary energy distribution.

7.4.3 Calculation of the Unknown Measurement Quantities Xij

The objective of this section is to calculate from the measured spectrum the
unknown sample parameters Xij, i.e., the individual element masses per unit
area in each layer. The interface to the FP theory is established by the nor-
malized countrates Rk, which can be computed from the measured spectrum
with some effort. Figure 7.89 provides an example.

Spectra Evaluation

The basis for the analysis is an essentially complete and error-free evaluation
of the experimental spectrum. Meaning, to determine the normalized count
rates Rk. As a good approximation, we can view a (energy-dispersive) acquired
pulse height spectrum s1 (l= channel number) as a superposition of detector-
typical response functions Bkl(Ek),

sl =
∑

k

R∗
kBkl(Ek). (7.25)

Summation is over all detectable components k with energy Ek.
For the pure element that belongs to k (allRk = 1), the measured spectrum

is exactly the sum of the related response functions. Unfortunately, we cannot
measure the components k individually, and therefore determine the response
functions directly – this, however, is not the only difficulty when evaluating
the spectra. Equation (7.25) neglects the spectral noise caused by scatter and
such artifacts as pulse pile-up (cf. [227], for example). Since this is a general
problem of energy-dispersive XRFA, and not specific to the analysis of layers,
a reference is made of the state-of-the-art description of this problem [236],
otherwise the solution of the linear equation system (7.25) is treated as known
with regard to the unknown Rk.

The Inversion Problem

We can view the conversion of the measured spectrum into the Rk-countrates
as information compression. The other conversion, into the actual measure-
ment quantities of interest, the masses per unit area Xij , is a comparatively
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Fig. 7.89. Spectrum of a sample with the layer sequence Pd/Ni/Pd/Au/CuFe2 (top
right), recorded using a Fischerscope� X-Ray XDAL (50 kV, W-anode, primary filter
8 μm Ni, ψ1 = 0◦, ψ2 = 45◦, detector =PIN-diode, cf. Sect. 7.4.5). The fluorescence
components (peaks) are indicated by lines. For the fine structure of the fluorescence
radiation spectrum, cf. [226]. The objective of the spectra evaluation is to determine
the area of each individual peak. Potential overlap with adjacent peaks and the
continuous radiation background due to scattering of the primary radiation to the
detector must be taken into account. In addition, one must pay attention to detector-
specific artifacts such as pulse pile-up and escape-peaks. Here, as in the subsequent
spectra, the x-axis denotes the channel number and the y-axis the number of the
counted events per second

more complicated problem. If we identify in (7.14) the left sides with the ex-
periential, normalized countrates from the spectra evaluation Rexp

k , we receive
for each measurable component k an equation for Xij .

Rexp
k

∼= (Rtheor
k =)f(Xij , g(E), ψ1, ψ2). (7.26)

In this manner, (7.26) defines a non-linear equation system, where the solution
cannot be provided directly, or by analytical means. As a solution, we view
those values Xij, for which the values Rtheor

k calculated according to (7.14)
correspond best with the experimental countrates. Generally, the minimum
of a Least Squares calculation

F (Xij) =
∑

k

((Rtheor
k −Rexp

k )/ΔRk)2 → Min (7.27)

is considered to be the best fit. At the same time the differences are normal-
ized with regard to the uncertainty of the experiential countrates ΔRk. This is
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absolutely necessary in order for the radiation components with smaller inten-
sity, and thus with greater uncertainty, to not falsify the result. The squared
sum F is a function of the unknown Xij . This transforms the problem of
solving the equation system into a minimum search, for which a number of
mathematic/numeric algorithms is available, cf. [237], or Sect. 5.5.3 (Back-
Calculation Schemes)

Characteristics

The general solution of the problem presented above is more of theoretical
than practical importance. Most often, the tasks are of a rather simple na-
ture, such that simple equations are sufficient to convert the measured signal
quantities into the desired parameters. If one does not want to or is not able
to proceed on the difficult path of a complete solution to the problem, two
shortcuts are available that often lead to the goal as well. The first shortcut
(Parameterized Model Equations) concerns only the inversion problem, the
more radical second shortcut (Empiric Characteristics) also circumvents to a
large degree the difficulties of the theoretical yield calculations.

Parameterized Model Equations

For a specified Xij , the program calculates the Rk values, assuming that the
intensity calculation according to (7.14) works correctly, the values are also
accessible to the measurement. Thus, one is able to calculate one or more
measurable countrates for any desired Xij-combinations (parameter table).
On this basis, model equations F are created for each Xij of interest

Xij = F (P;R1, R2, . . . RK). (7.28)

These equations are parameterized and the respective parameters P are in
essence determined beforehand—specifically through the adaptation to the
computed parameter table. An example is the often-used “linear mode,”
which offers good results for small layer thicknesses. In the case of a single
coating

X1 = p1 + p2 ·R1 (ifR1 << 1). (7.29)

Equation (7.29) simply describes the linear correlation between R and X,
which applies to a small range only. The parameters can be predicted through
FP calculations, such that no calibration standards are required. Of course,
this procedure may also be expanded to more complex situations. Selection of
the function F (7.28) is typically not disclosed in commercial evaluation pro-
grams, with the exception of trivial correlations. Such parameterized charac-
teristics are useful even without pre-calculated points for constructing empiric
characteristics.
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Fig. 7.90. Plot for Ni thickness as a function of Ni–K-intensity, computed using
the FP method can be approximated well using a logarithmic function (7.30). Per
definition the R values for absent Ni and for saturation thick Ni are known, the plot
is governed by a single parameter. One standard would be sufficient to determine
such a characteristic

Empiric Characteristics

Qualitatively the functional plot profile is known from theory. If this plot can
be described quantitatively with only a few free parameters, the adaptation
using a calibration (i.e., with the measurement of samples with known Xij) is
a suitable means to circumvent the difficult inversion problem. For example,
one can solve (7.16) from Sect. 7.4.2, which strictly speaking applies only to
primary excitation with mono-energetic radiation, for X and obtain a quite
suitable (empiric) characteristic with two free parameters

X1 = Const1 ∗ log(1 − Const2 ∗R). (7.30)

If we are dealing with only one layer, we can approximate the actual plot pro-
file with such an equation. Only through verification with many precisely
measured standards will one notice that there are some differences. The
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reasons may be not consider polychromatic excitation. This is often the be-
ginning point of trial-based re-adjustments. The situation is less clear as layer
structures become more complex. In any case, it requires many standards to
measure “correctly.”

From a historic perspective, such empirically determined characteristics
were the foundation for the first XRF layer thickness instruments. Often, so-
called window countrates are used as independent variables and not Rk values,
which must be determined per spectra evaluation. These window countrates
are channel contents of the spectrum that are added up across a particular
range (ROI).

Today, the use of FP-supported algorithms is more common. The next
section will offer an example of such an FP-supported program.

7.4.4 The WinFTM� Program

This software program utilizes for the evaluation of the measured spectrum
the fundamentals described above. The current version (WinFTM�-V.6) has
been developed on the foundation of the previous software version WinFTM�-
V.3 described in [238], which was limited to a maximum of three unknown
measurement quantities. WinFTM�-V.6 is capable of computing any number
of measurement quantities, practically the number is only limited on a formal
basis to 24, which, considering physical conditions, at least today, does not
constitute a serious limitation. The software program is designed such that it
cooperates with any type of instrument (defined by the quantities described
in 7.4.2 The Equipment p. 556), regardless of the detector or radiation source
that is being used. An additional generalization in comparison to the previous
version is related to the so-called measurement mode. It determines whether
the individual measurement quantities are coating thicknesses or concentra-
tions. In WinFTM�-V.6, any desired combination is allowed, for example, a
single layer thickness, a combination of layer thicknesses, as well as a layer
on a solid material, which composition can be determined simultaneously.
While WinFTM�-V.3 operated with a fixed number of specified measure-
ment modes, the measurement mode in V.6 is only a derived variable, which
only needs to meet the formal condition that the total number of measurement
quantities and the total number of elements is ≤24. In addition, the assump-
tions of 7.4.2 The Layer Model (p. 555) and 7.4.2 The Equipment (p. 556)
apply, namely that the sample exhibits a plane-parallel layer structure in the
area of the interaction and that the elements are evenly distributed within
each layer. Of course, in addition to the measurement of layered structures,
regular material analysis is included as a special case (a single layer with
thickness = infinite).

DefMA

This acronym can be read as “Definition of Measurement and Application
conditions”. It designates the basic conditions of what is to be measured and
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Fig. 7.91. Example of a DefMA. The marked points are explained in the text

how. This includes both the structure of the sample, that is, which elements
are contained in which layer, and the parameters of excitation (high voltage
of the X-ray tube, primary filter). Figure 7.91 shows the respective screen
template. The explanations for the fields shown in this figure are used to
point to basic properties and features of the software program.

Feature 1

“Thickness mode”. Alternatively, “Mass per unit area mode relative,” “Mass
per unit area mode absolute,” “Solution analysis,” and “Component mode”
are available.

“Thickness mode” is the most common setting. For layers, the result is
presented in thickness units, e.g., in “μm”. As described in Sect. 7.4.2 The
Layer Model (p. 555), a density is determined that is then used to convert the
initially determined partial mass per unit area Xij into the thickness units
desired in practical applications.

This is skipped in the “Mass per unit area modes.” A layer is characterized
by its mass per unit area, e.g., in “mg/cm2”. The difference between “relative”
and “absolute” refers simply to the readout of the concentration for alloy
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layers: either in % or each portion is displayed as a mass per unit area value.
Bulk concentrations (sub-layers with thicknesses = infinite) are depicted in %,
in general.

The mode “Solution analysis” is a special version of the “Mass per unit
area mode absolute.” Here, we deal with the concentration readout of a liquid
layer with a fixed thickness which is given through the measurement cell [239]
that is being used. The display is in units of mass per volume, e.g., in “g/l−1”.

With the “Component mode,” the analysis is not carried out according to
elements but according to pre-defined components. These are, for example,
chemical compounds such as oxides.

Feature 2

Here, the measurement mode is displayed. It is derived from the actual defini-
tion of the sample structure (Feature 14). A series of letters, d for thickness, g
for mass per unit area and C or c for the concentration (mass portion) informs
the user about the determined parameter and the units of measurement.

Features 3 and 4

Setting of the operating voltage of the X-ray tube and primary filter. They
are dependent on the actual instrument type.

Feature 5

“Ratio method”. This toggle activates an internal spectra normalization. Dur-
ing evaluation, only the relative plot profile of the spectrum is taken into
account. Cf. also [238].

Feature 6

“Drift compensation.” This feature is used to correct a potential drift of the
peak position in the spectrum. This prevents a misrepresentation of the result,
especially when critical peak overlap is present.

Feature 7

“Measure elements.” Because internally all spectral components are based on
the intensity of the respective pure element, cf. Sect. 7.4.2 The Equipment
seq., the knowledge of the pure element spectrum is of fundamental impor-
tance. If the respective toggle is activated, all elements that occur in the
sample must be measured as solid samples. Otherwise, one can resort to an
element library that is calibrated during installation. It contains the spectra
of 12 or 14 pre-defined elements, depending on the type of detector. Based
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on these spectra, the program computes all other required pure element spec-
tra. This function of the program is of utmost significance, because not all
elements are available as measurement samples. Excluded are light elements,
where the fluorescence radiation cannot be measured. Which ones these are
depends on the instrument (detector).

Feature 8

“Notepad.” All DefMAs released by the supplier contain notes regarding the
specifications of the respective application. Each user equipped with respective
privileges can make entries that can then be viewed in a ready set-up product
(cf. Sect. 7.4.4 Measurement).

Features 9 and 10

“mq-ROI ” and “A-ROI.” These entries specify regions (“regions of interest”)
for the spectra evaluation and the computation of the mq quality factor.
Regarding the specific meaning, cf. Sect. 7.4.4 mq-A Measure for Measurement
Quality. Typically, the full spectrum is used. Reasons for limiting these factors
are various, their use for interesting applications is described in [240, 241].

Feature 11

“Compensation spectra.” This feature is used to specify provisions for correct-
ing the radiation background.

Feature 12

“For calibration.” As described previously in [238], WinFTM� allows for dif-
ferences in the sample structure (see Features 13 and 14 below) between the
specimen and the calibration standard. Therefore, two parallel definitions are
available for either of the two specimen and calibration standards. Conse-
quently, during measurement, specimens and standards, which may differ from
one another, are administered separately. The extent of the admissible differ-
ence must be decided responsibly in each individual case by the user itself.
The software will only perform formal checks .

Features 13 and 14

Input of the sample structure. This is the actual core of the DefMA. The sam-
ple consists of layers. A solid material is a layer, where the known thickness
is = infinite (saturation). Window 14 lists all entered partial layers, and the
key “Modify” (13) opens the entry template of Fig. 7.92, where detailed infor-
mation can be found for each respective layer (here it is the second, counted
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Fig. 7.92. Entering sample structure and measurement plan. Here, an 18 kt layer
with a fixed composition, consisting of 75% Au, 5% Cd and 20% Cu, is entered. The
program calculates the density using internal pure element densities according to
(7.13), Sect. 7.4.2 The Layer Model, and takes this as the preset value, which can
be manually overwritten in this field

from the top, cf. also Fig. 7.84): the elements or components that comprise
the layer and what shall be measured. Initially, if more than one element or
more than one component is present, the thickness or the total mass per unit
area as well as the composition can be measured. However, it is also possible
to keep the composition as fixed and to measure only the thickness. As an-
other option, both can be set to specific fixed quantities. The shown example
Au/AuCdCu(18 Kt)/CuZnSn/Cu/CuZn is a simple triple layer measurement,
where the 18 kt layer is composed of Au, Cd, and Cu and the white bronze
layer of Cu, Sn, and Zn with a fixed composition. The substrate material is
brass (CuZn), which is copper-plated. Due to the multiple occurrence of Cu,
the pre-copper-plating cannot be measured and is therefore entered as a fixed
quantity.
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Measurement

General

On the basis of the DefMA, the program sets up the “measurement applica-
tion.” Here, all other settings, such as size of aperture or measurement spot,
anode current, type and extent of calibration, and presentation of the measure-
ment uncertainty, that physically define the actual measurement are specified.
Administrative tasks, on the other hand, are not defined in the “measurement
application” but instead in the “product.” The product relates to everything
that concerns measurement display type, identification through certain com-
ments, units of measurement, statistical evaluation, and possibly aids in the
automation of the measurement (saving measurement positions). The product
accesses a measurement application, such that even several of such products
can use the same measurement application (including the calibration).

Making Measurements

All instruments operating with WinFTM include video optics making the sam-
ple visible on the screen. The measurement spot shown in the crosshairs takes
into account the divergence of the primary radiation (cf. Sect. 7.4.5 X-Ray
Source – Beam Guidance and Measurement Spot). By focusing the video
image, the correct measuring distance is set. The so-called DCM method
(distance controlled measurement) ensures that the current measuring dis-
tance is always provided to the program using an ADC converter that is
coupled with the focusing mechanism, even for variable measuring distances.
This is important for example if one needs to measure into a recess with an
instrument that measures from below.

In instruments with fixed measuring distances, the measuring head is
moved to keep it constant. An auto-focus system that maximizes the con-
trast in the selected video range, ensures a sufficiently constant measuring
distance. In addition to the simple measurement that is triggered by a mouse
click or a push of a button, numerous automatic sequences are possible that
are programmed by the user.

mq - A Measure for Measurement Quality

The FP calculation of the fluorescence components (cf. Sect. 7.4.2) allows the
software to carry out a test calculation, in order to check whether the pre-
sented measurement result is indeed consistent with the measured spectrum.
Supposedly a sample, that is not consistent with the definition of the sample
structure of the DefMA, had been placed on the instrument for measurement.
In such a case, the program must be able to advise the operator of the mis-
match, instead of just calculating and displaying a meaningless numeric. The
mentioned test calculation provides a number with a value that is an effective
measure for the correspondence of the measured spectrum sexp

l with the the-
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oretically calculated stheor
l (l = channel number, runs across all N according

to Feature 9 set channels). The mq-value is a measure of the mean square
deviation of the measured versus theoretical spectrum, whereby the individ-
ual channel contents are normalized according to their Poisson uncertainty
ul (uncertainty of the difference due to the counting statistics, cf. [226], for
example):

mq2 = (1/N)
∑

l

(sexp
l − stheor

l )2/u2
l . (7.31)

Thus, a value mq ≈ 1 is relatively good, while a value above 2 already indicates
that there are certain small discrepancies present. The program accepts a
maximum value of mq = 5 (default setting). This limit may be changed in
the application.

Evaluation

The use of XRF instruments in process control or quality assurance requires
a customized presentation of the measurement results. WinFTM offers nu-
merous variants, even including an analysis of variance (ANOVA). Not all
options can be presented here. Mention shall be made of only one option,
which is set up factory side for each instrument: the stability test. It is used
by the instrument to monitor itself with regard to intensity of the primary
radiation, resolution, and amplification factor of the spectrometer (detector
and electronics), and in doing so it utilizes some of the existing evalua-
tion options. Figure 7.93 gives an example. Additional options for display-
ing the evaluated measurement result are included in Sect. 7.4.6 (Application
examples).

Calibration—Measurement Uncertainty—Traceability

With a consistent error calculation, WinFTM secures the traceability of the
individual measurement result. Distinguishing it from other evaluation pro-
grams, which are, for example, based on empiric characteristics (cf. Sect. 7.4.3
Characteristics), WinFTM already provides standard-free measurement re-
sults, which, as a rule, are already relatively accurate. This measurement
result is the solution of the non-linear equation system described in Sect. 7.4.3
Characteristics, with the boundary conditions given by the instrument and
geometry parameters. To secure traceability, the theoretical (standard-free)
measurement result is compared to the “correct” result. To this end, samples
(standards) with known“correct” values are required. Based on this compari-
son (Fig. 7.94), the program carries out a correction of the theoretical values.
Due to this so-called calibration, the measurement results are then traceable
to the used standards. As shown below WinFTM can indicate how “exact”
or uncertain these corrected measurement results are.
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Peak position: the mean of each block (5 readings) is displayed

Block Size n = 5

50

169.2

169.5

Pos.

100 150 200 250 300 350 40

Statistical evaluation of 400 blocks

0

Mean value

Mean Std.Dev.

Mean Range

Number of Blocks

Min.Block Mean Value

fwhm

13.65

0.166

0.411

400

13.4

13.9

Int.

0

5203.2

17.84

44.08

400

5179

5203Max.Block Mean Value

0

Pos.

169.4

0.044

0.109

400

169.3

169.4

0.016

x..

s.

R.

nbl

min

max

saStd.Dev

Fig. 7.93. Stability test. An instrument with a proportional counter tube, the Ag-K
peak as measured for about 4 h using a defined cycle of measurements in fixed blocks
and breaks after several blocks. The statistical evaluation provides mean values and
scatter values of total intensity, peak position, and full width half maximum (fwhm).
The analysis of variance detects drifts and characterizes them with a value sa that
characterizes the variance between the blocks. In the example case, a small drift
by 0.02 channels has been established for the Ag-Kα peak (at channel 170.6). The
upper portion shows the corresponding block mean values in an SPC chart. Intensity
and full width half maximum are stable. The 100 evaluated blocks have been taken
from a longer test series

The Term “Measurement Uncertainty”

“Measurement uncertainty” characterizes the difference of the displayed mea-
surement value to the true value. Samples that represent a “correct” value
are called “standards.” Their specified values are called nominal values or
engraved values. However, only if their uncertainty is stated are they valid
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Standard N

±

Measuring result
not corrected
6.911 ± 0.014

7.433
± 0.004

Measured:
7.12 ± 0.05

Corrected measuring result
6.47 ± 0.033

Standard 1

Fig. 7.94. Representation of the correction using a calibration

and can be used for calibrations. The uncertainty is a measure for the differ-
ence to the unknown “true” value, and it is, naturally, a probability state-
ment. Its numeric value δX characterizes a range X ± δX. It is dependent on
the probability of having the “true” value included in this range. The term
“level of confidence,” is typically used in statistics literature to characterize
this probability [242–244, 246]. Based on a probability density with normal
distribution for the differences to the true value, one identifies the distribu-
tion parameter σ with the “standard measurement uncertainty” u, and can
specify well-defined measurement uncertainties using k multiples thereof. The
often-recommended expansion factor k should be 2 (then referred to as an
“expanded measurement uncertainty,” such that a range of X ± 2 ∗u includes
the true value with a probability of 95%).

Using k = 1 makes sense for several reasons. For a large number of repeata-
bility measurements, the standard deviation will here approach the random
(statistical) portion (see below) of the measurement uncertainty. The level of
confidence for k = 1 is 68%.

To permit only a small probability of error, k = 3 can be selected, where
the confidence interval covers 99.7%. In the end, the unit in which the mea-
surement error is stated does not matter as long as it is known. To master all
requirements, WinFTM allows for the input of k. The default value is set to
k = 2.
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Regarding the terminology: “measurement uncertainty” is the term used
in national and international standards. In everyday common language, terms
such as “error” and “accuracy” are common. In cases where these terms are
occasionally used in this paper, one always should refer to them as “measure-
ment uncertainty.”

Random Errors (Precision) [244, 245]

If one were to repeat a measurement N times under repeatability conditions,
the single measurements will scatter around a mean value. The cause for this
is the random distribution of the individual channel contents of the spectrum,
the law it abides is known, the so-called Poisson distribution. This is an im-
portant special case in measurement technology that allows us, or respectively
the program, to make a prediction about the repeatability precision based on
only one measurement, or one single spectrum. In reality, there are, however,
other causes for random fluctuations that cannot be grasped theoretically,
such as the influence of the gas amplification of a proportional counter in
connection with the software drift compensation, for example (cf. Feature 6
in Sect. 7.4.4 DefMA). In individual cases, this can lead the measured devi-
ation (standard deviation) to exceed the theoretical prediction. In any case,
the random error component (precision) can be determined using statistical
means. WinFTM-V.6 computes the uncertainty of the mean value from the
repeatability distribution, whereby the numeric value is dependent on the se-
lected expansion factor k, and therefore on the confidence interval. Random
influences except the ones from repeatability are covered by the term “repro-
ducibility.” The program cannot estimate the reproducibility. In the literature
(cf. [245, 246] for example) are described certain test procedures to evaluate
both repeatability and reproduciblity, so called R&R studies. If the individual
measurements, for example, are always connected with re-positioning of the
sample, possibly even with different operators, then the distribution of the
measurements will reflect the influences of repeatability and reproduciblity.
The confidence interval of the mean value will then simply also characterize
the reproducibility based on the analyzed influencing factors. In any case,
these measurement errors are greater than the random (repeatability) un-
certainties attributed to the X-ray fluorescence method due to the Poisson
distribution of the spectral intensities.

Systematic Error and Calibration

At least in a thought experiment, the random error portion can be reduced to
Zero, even if it were through a very large number of consecutive measurements
and mean value generation. We call the remaining difference to the true value
the systematic uncertainty usys. This systematic measurement uncertainty
must be corrected, for the instrument to measure correctly. The basis of this
procedure, known as calibration, is initially the determination of the deviation
from the correct value. The evaluation software then makes the appropriate
corrections (Fig. 7.94). Standards are the basis for the calibration. They are
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Fig. 7.95. Calibration standard set. Input of nominal values of the standard. Un-
certainties (errors) must be entered as well. If default value Zero is not changed,
the software will automatically use 1% from the nominal value for layer thicknesses
and masses per unit area, 1% of mass as uncertainty for concentrations, referenced
to k = 1 (68% confidence interval). Example applies to measurement application
Au/AuCuCd/Ni/CuZnPb; Fig. 7.92 shows the DefMA for this application

samples that correspond in structure to the measurement application and
have values that are known within a specified uncertainty. The systematic
error portion can be determined by measuring these standards. However, one
has to take into account that this measurement has a random measurement
uncertainty associated with it and the nominal value of the standard only has
a finite accuracy.

While the random errors described above can be characterized using sta-
tistical means, for the systematic error portion this is only possible by com-
paring the measurement result with standard samples. It would be possible
to describe and even correct the systematic error if the nominal values of
the used standard samples were exact and it were possible to measure them
without a random failure portion. Neither one of these is possible. Both the
uncertainty of the nominal value and the (random) measurement uncertainty
of the calibration measurement determine the error of the calibration – and
therefore the uncertainty of the correction that is based on the calibration
(Fig. 7.96). Particularly, it must be taken into account that from experience,
the uncertainty of the calibration increases for measurement results that are
distant from the values of the standards. The uncertainty of the correction
is of course dependent on the size of the correction itself. Due to the quality
of the FP-supported evaluation program, the required corrections are rather
small, such that this fact dominates the measurement error only in rare cases.
It is important that this error can now be stated, therefore making the “risk”
known. Details for determining the systematic measurement uncertainty are
described in [247].
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Fig. 7.96. Principle of calibration. Three standards define a correction function.
X is the theoretical uncorrected value. Its uncertainty is reflected by the width of
the red rectangle. Its height equals the uncertainty of the standard value according
to the inputs of Fig. 7.95, and the uncertainty of the calibration measurement

A prerequisite for calculating the systematic measurement uncertainty is
the knowledge of the uncertainties of the standards. This takes place in the
definition the calibration standard set, where the corresponding information
is provided to the program, cf. Fig. 7.95. If a calibration is not performed,
the systematic portion cannot be determined and the program will default it
to Zero.

WinFTM V.6 can display the uncertainties for single readings and for the
mean values (either on the screen or through the so-called online export func-
tion) [248], namely the random and the systematic portion, or both together.
Table 7.10 provides an overview.

Table 7.10. Measurement uncertainty with WinFTM-V.6

Toggle “Display of the Error information Error information
measurement uncertainty” for the single reading for the mean value

Random portion Theoretical error estimate Confidence interval of
from the measured spectrum the mean value according

to t-distribution (Student-
Distribution.), calculated
from the standard
distribution of the block

Systematic portion Computed from the random Uses the error value of
error of the calibration the last single reading of
measurements and the the block
uncertainties of the nominal
values of the standards,
as entered into the
“Calibration Standard Set”

Systematic + Root of the square sum Root of the square sum
random portion of the random and the of the random and of the

systematic portion systematic portion
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7.4.5 Instruments

The foremost requirement for any instrument is that a high reproducibility
of the results is ensured. To this end, a good repeatability is required, which
for XRFA instruments is essentially determined by counting statistics and
therefore by the X-ray source, the beam guidance and the detector.

For many applications in the field of layer analysis, good knowledge of
the measurement location is also necessary for a good reproducibility. Thus,
next to X-ray source and detector, the beam guidance and the observation
of the measurement spot are important components within the instruments
(cf. Fig. 7.97). The instruments are designed such that the specimen can be
viewed using a video camera. The observer has a vertical view (or at least
one under a steep angle) of the sample surface, and the measurement spot is
indicated by the crosshairs on the video image (Fig. 7.98).

Accurate positioning using the video image is in many instances an im-
portant prerequisite for correct measurements.

Detectors

Selection of a suitable detector type is governed by the requirements of the
application. The objective is essentially good repeatability. Because the struc-
tures to be analyzed are typically very small, the active measurement areas
must be very small as well, leading to very low intensities of the radiation to
be detected. To balance this, the detectors should operate very efficiently, and
in particular cover a very large solid angle. Size of the detector window and
distance from the sample play an important role in this respect. Table 7.11
offers some values as a guideline.

In many cases, the energy resolution of the detector is of secondary im-
portance. However, with strong overlap of element lines in the spectrum, or
when measuring very thin layers or low element contents, a better energy res-
olution will result in a better repeatability. Of course, in addition, cost and
handling (cooling, durability, stability) are of great significance in industrial
manufacturing or quality control.

Considering what has been said thus far, it is understandable that propor-
tional counter tubes are commonly used. Although the energy resolution is
relatively poor, with low costs they generally exhibit large active areas. Semi-
conductor detectors (in layer analysis almost exclusively Si-PIN diodes and
Si-drift chamber detectors are used) have a significantly better energy resolu-
tion, however, costs are higher and the active areas are significantly smaller.
Their use is therefore limited to applications where a high energy resolution,
due to strong overlap of peaks in the spectrum or due to low detection lim-
its, is required. The increasing complexity of the measurement applications
and ever thinner layers will most likely lead to greater use of semiconductor
detectors in the future.



580 V. Rößiger and B. Nensel

Anode
Cathode

Au = 751.3

X-ray tube

Mirror

Video
camera

Detector

Sample

Collimator

Spectrum

Fig. 7.97. XRFA instrument for layer analysis. Primary radiation generated by the
X-ray tube is laterally limited by a collimator or an X-ray optics, such that a defined
area of the sample is excited. Using a video camera, the sample can be observed dur-
ing measurement. Instrument equipped with a programmable, motorized measuring
stage, measurement can be easily automated to cover several samples or several
spots of one sample. Detector registers fluorescence radiation that is converted into
a spectrum by suitable electronics. Spectrum is used by evaluation program as the
basis for the computation of the result values. Representing a typical instrument,
the Fischerscope X-ray XDAL is shown above. Equipped with a PIN diode with
Peltier cooling as the detector. X-ray source is a microfocus tube with a W-anode
that operates at a maximum of 50 kV and 50 W. Measurement example of Fig. 7.89
as well as several applications of Sect. 7.4.4 refer to this instrument
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Fig. 7.98. Video image of a bond pad. Instrument: FISCHERSCOPE XDVM-μ.
The size of the shown measurement spot is 0.04 mm × 0.05 mm

Table 7.11. Comparison of proportional counter tubes and semiconductor detec-
tors. The given numbers are typical values

Proportional Si drift
Property counter Si PIN chamber Si(Li)

Energy resolution
(FWHM) for Mn-Kα 900 eV 180 eV 150 eV 125 eV
Effective entrance
window 10 cm2 5–25 mm2 5–10 mm2 10–100 mm2

Solid angle Ω 0.05 sr 0.005 sr 0.002 sr 0.01 sr
Cooling None Peltier Peltier Liquid Nitrogen

X-Ray Source – Beam Guidance and Measurement Spot

The system consisting of X-ray source and beam guidance system determines
the intensity of the fluorescence radiation emitted by the sample, and therefore
the repeatability of the measurement. At the same time, they define size and
position of the measurement spot and therefore influence the reproducibil-
ity. The following section will provide more detailed information about the
individual components.

X-Ray Tubes

The spectral distribution of the radiation of the X-ray tube controls the
excitation of the fluorescence radiation. To achieve optimum excitation of
fluorescence line, as much radiation as possible should be in the energy range
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just above the absorption edge that belongs to the particular fluorescence
line. However, most often, several fluorescence lines need to be excited be-
cause either several elements are present in a sample or various samples need
to be analyzed. The energy range of the lines for the elements that are most
common in layer analysis stretch from approx. 3 to 30 keV. In most cases,
therefore, a tube with a W anode is employed as a good compromise. Certain
adjustment of the primary spectrum can be achieved by the applied high volt-
age or by additional primary filters (cf. Sect. 7.4.4 DefMA, Features 3 and 4).
For special applications, anode materials with a high fraction of characteristic
radiation are employed, for example Cr for elements with an atomic number
of ≤ 22 or Mo for the excitation of Au-L and Pt-L lines.

Apertures

The size of the measurement spot M is dependent on the size of the focal spot
L on the anode. Micro-focus tubes with focal spot sizes of less than 0.2 mm
diameter are used to realize very small measurement spots. Viewing the linear
expansion of the measurement spot M (Fig. 7.99), one can see that it depends
on the dimension of the X-ray source L, the size of the collimator d and the
distances source to collimator a and collimator to measurement plane b:

M = d · (a+ b)/a+ L · b/a. (7.32)

M specifies the maximum extension of the illuminated area at the measure-
ment plane. No radiation is present outside of this area. The intensity distribu-
tion within this area, in particular the transition at the border depends on the
lateral intensity distribution of the X-ray source. A clearly delimited center
area P with a nearly even distribution results only with a point source. To ob-
tain small, well-defined measurement spots, the distance from the collimator
to the measurement plane and the size of the X-ray source should be as small
as possible. If these conditions are fulfilled, the size of the measurement spot
is then essentially determined by the collimator size. In practical applications,

a b

I P MdL

Fig. 7.99. Size of measurement spot M(I, P) depending on distances a ,b, aperture
opening d (collimator) and size L of the focal spot of the tube
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Fig. 7.100. Monocapillary

collimators with round or rectangular shapes are used and dimensions down
to less than 50 μm are realized. A lower limit is given only by the resulting
intensity of the primary radiation.

Focusing Elements (X-Ray optics)

Small measuring spots and high primary intensities can be achieved using fo-
cusing elements. Because the refractive index of X-rays for almost all materials
is very close to 1, special X-ray optics must be used for focusing purposes,
cf. also Chapter 3 “X-ray Optics” (pp. 85–198). In instruments used for layer
analysis, they are all based on the principle of a light conductor by means of
total internal reflection.

Figure 7.100 shows the principle of a monocapillary. X-rays are reflected
at the interior walls of a glass capillary at the transition from air as optically
denser medium to glass as optically thinner medium, if the angle of incidence
is smaller than the critical angle for total reflection. Through repeated reflec-
tion, transport of the radiation through the capillary occurs almost without
loss. The size of the measurement spot is determined by the inside diameter
of the capillary, the divergence according to the critical angle of the total re-
flection and the distance to the measurement plane. The amplification of the
intensity results from the ratio of the covered solid angle of a collimator at the
exit location of the capillary and of the solid angle covered by the capillary.
However, since the refractive index depends also on the energy of the radia-
tion, in addition to the material of the capillary, the size of the measurement
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Fig. 7.101. Polycapillary lens

spot and the intensity amplification depend on the energy of the radiation.
Polycapillary lenses can be created by bundling many individual capillaries
(Fig. 7.101). They offer the advantage that a significantly greater solid angle
is covered compared to a monocapillary, which increases the intensity ampli-
fication significantly. Using a suitable shape, focusing of the radiation can be
achieved, which results in an increase in the radiation density. The size of the
measurement spot is determined by the critical angle of total reflection for a
given energy, the inside diameter of the individual capillaries, and the output
focal length of the optic.

Figure 7.102 shows a system consisting of two X-ray mirrors that serve as
X-ray guides in one spatial direction. The generated measurement spot is de-
termined in one direction by the size of the exit slot of the mirror, the critical
angle of total reflection, and again the distance optic output to measurement
plane. The other direction is defined by a classic aperture. In contrast to the
capillary optics, one obtains a measurement spot of rectangular shape that is
sharply defined in the direction in which the aperture is effective, regardless
of the X-ray energy. The intensity amplification that can be achieved is com-
parable to that achieved with a monocapillary.
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Aperture

X-ray mirror

Fig. 7.102. X-ray mirror. Figure 7.104 shows an application example

Table 7.12. Comparison of various X-ray optics

Monocapillary Polycapillary X-ray mirror

Amplification ∼10 ∼500 ∼10
Measurement 10–300 μm 20–50 μm x≥20 μm
spot (FWHM) y 40–200 μm

A comparison of the various X-ray optics shows that the polycapil-
lary provides by far the highest intensity gain for small measurement spots
(Table 7.12).

Measurements From the Top or From the Bottom (Fig. 7.103)

Placing the measuring head, consisting of X-ray source, detector, and beam
collimation, above the sample, such that the X-ray beam strikes the sam-
ple from above, allows for the analysis of samples with very different forms
and geometries. The measuring head can travel in the z-direction, enabling
measurements of samples of different size and in particular in recesses and in-
dentations. In addition, the sample can be placed on a stage that can move in
X-Y-direction. If the X-Y-Z-axes are motorized and programmable, measure-
ments on several locations of a sample or on several samples can be automated.

If the measuring head is located below the sample, then the distance be-
tween sample and detector becomes constant simply by placing the sam-
ple onto the specimen support. This enables easy handling of flat samples.
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Fig. 7.103. Basic design of measuring instruments for measurement from top or
from bottom

However, automatic sample positioning is hardly possible with instrument
geometry from the bottom.

7.4.6 Application Examples

Covered are a few typical applications that are possible using the shelf pro-
duction models.

Single Layer, Zinc and Zinc Alloys, Zinc Flake Coatings

Zinc layers provide effective corrosion protection for steel surfaces. They are,
therefore, used in many different ways, for example, especially in the auto-
motive industry. A sufficient layer thickness is required for a quality coating.
The zinc layer can be measured by the magnetic induction method on large-
area, flat components using hand-held probes [249]. XRFA further enables
layer thickness measurement even on components with complicated shapes,
such that the method has been widely accepted in the electroplating indus-
try. The simple measurement application zinc on iron (Zn/Fe) rarely causes
problems for the operator; at most, the shape of the specimen may require
careful positioning. Measurement on threads or in indentations may not be
so simple due to potential obstruction of the path between the location were
the X-ray fluorescence is emanating from the sample and the detector.

Coatings of a Zn-alloy significantly improve the properties of the coating.
On the other hand, the coating process and the characterization of the layer
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Table 7.13. Evaluation of the measurement of a chromate passivation layer on
CoZn on Fe

Measurements Cr CoZn2 Co2(%)

n=1 25.85 9.586 0.932
n=2 23.70 9.602 0.786
n=3 24.39 9.549 0.825
n=5 23.77 9.630 0.840

Cr(μg/cm2) CoZn(μm) %Co
Mean value 25.08 9.617 0.871
Standard deviation 1.336 0.053 0.082
Stat. meas. uncertainty (68%) 0.357 0.014 0.022
Number of measurements 15 15 15

A Fischerscope XDAL with a PIN diode as detector has been used (cf. Sect. 7.4.5
Detectors). The aperture has a diameter of 0.6 mm. Additional instrument details:
X-ray tube with W-anode, 50 kV, primary filter 10 μm Ni, measuring time 30 s

become more difficult. Alloy elements may be Ni (6–15%), Fe (about 1%) or
Co (about 1%). In the case of Ni, the composition can be measured well using
instruments with proportional counter tubes. For Fe and Co they cannot be
used because of the severe peak overlap caused by the poor energy resolution
of the detector. Of course, it is still possible to measure the thickness for those
alloy coatings. Instruments with semiconductor detectors are well capable of
measuring the other alloy elements, except for Fe due to the substrate material
of steel. Table 7.13 shows an example.

This application measures simultaneously the Cr-containing passivation
layer. These typically very thin layers additionally improve the corrosion
resistance, such that they are very common in the automotive and other
industries. Many types of passivations are available [250]. For XRFA, it is
important that only the Cr mass per unit area can be measured and not the
oxidation state of the Cr. For effective passivation a minimum layer of Cr is
necessary, although the Cr mass per unit area by itself is not sufficient [251].
The instrument must be sensitive enough due to the small amount of Cr;
therefore only instruments with semiconductor detectors can be used. On the
other hand, the chromatization does not influence the “normal” measurement
of the zinc layer [252].

In addition to the galvanic Zn layers, Zinc flake coatings have found accep-
tance in certain applications [253]. They are applied as an aqueous suspension
and cured when heat-treated. For XRFA, they present a mixture of Zn and Al,
often dye and other organic additives are added as well. In principle, X-ray
fluorescence can only determine the zinc amounts. However, since the sig-
nal of the Fe substrate material is also available as information, such a layer
may be measured as a two-component “alloy layer”AlZn. If TiO2 is added
as pigment, the model AlTiZn/Fe will provide reproducible results. The den-
sity must be determined with a different layer thickness measuring method,
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e.g., by cross-section or by the magnetic induction method. Typically, these
corrosion protection layers are combined with a functional top layer. These
top layers also consist of light elements, and to a degree again of Zn and Ti.
This poses a difficult if not hopeless situation: both layers consist of the same
elements. However, they have a different composition. The problem could in-
deed be solved if the concentrations in the individual layers were fixed or at
were least within very narrow limits. After all, the top layer is low in Zn and
the layer below rich in Zn. If samples of the individual layers, deposited on
Fe, are available, their compositions can be measured using the alloy layer
measurement application AlTiZn/Fe, the density of the individual coatings
can be measured using one of the above mentioned methods. A combination
of such top and interim layers can then be measured reliably. Unfortunately,
the requirement of a somewhat constant composition of the individual layers
is not fulfilled in practical applications. When analyzing a large number of
actual parts, a Zn content was found in a range from 25% to 75%, while lab
samples only had a range from 65% to 70%.

Single Layer Approximation

Under these circumstances, the dual coating measurement is not possible, be-
cause the systematic deviations become unacceptably large due to the different
compositions of the partial layers. The solution is to consider the entire layer
system as a 3-component single layer. In this manner, composition and thick-
ness can be approximated. One problem here is the correct determination of
the alloy density that must be made due to the many possible variations of
top layers. Considering all the problems that occur with Zinc flake coatings
the resulting thickness error with less than 10% is sufficiently small. The Zn
mass per unit area itself, which is responsible for the corrosion protection, can
be measured much more accurately. It is not influenced by the uncertainty of
the density.

Local Distribution

One advantage of XRFA is that the size of the primary beam determines the
analyzed area and that the local resolution of the measurement can be very
sensitive when using suitable collimators or X-ray optics (cf. Sect. 7.4.5). One
example is presented in Fig. 7.104, where the local resolution is very high.
A square with sides of only 0.5 mm had been scanned. The measurement ap-
plication was set such that all layer components (Al, Ti and Zn) were analyzed
with regard to their mass per unit area, of course only in single-layer mode.
The sample is a bolt that is coated using a procedure employed around the
world. The scanned section was selected at random and is in the center of the
coated surface of the cylinder, not on the edge.

If one considers that the corrosion protection is accomplished by sacrific-
ing Zn, which cannot be “replenished” then the locations with the smallest
Zn plating are, of course, the first that will corrode. If one only focuses on the
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Fig. 7.104. Distribution of Al and Zn mass per unit area within an area of 0.5 mm
× 0.5 mm, Fischerscope� XDVM-μ, equipped with an X-ray mirror as described in
Sect. 7.4.5 Focusing Elements (X-ray optics) as focusing element. Local resolution
approximately 20 μm× 50 μm
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Fig. 7.105. Histogram of Zn mass per unit area distribution (in mg cm2) for
the measurement according to Fig. 7.104. Maximum of the distribution is at 0.25
mg cm−2. Mean value 0.54 mg cm−2

feature “layer thickness,” which actually means the mean layer thickness, one
is “blind” for the critical “thin spots.” While Fig. 7.104 is quite illustrative,
the histogram of the Zn distribution (Fig. 7.105) is more informative for a
quantitative evaluation of the coating, especially when the measurement lo-
cations are truly representative (which is not being claimed for this example).
Here, we have the rare case that mean value and most frequent value are apart
by more than 100% (!).

Decorative Multi-Coatings

Lustrous, semi-lustrous and dark lustrous surfaces play a big role with con-
sumer goods, though of course certain functional properties such as hardness,
abrasion resistance, and corrosion protection are important as well. Classic
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nickel-plating in conjunction with a lustrous chrome layer is still a popular
application. The measurement application is Cr/Ni/Cu/Fe. The Cu layer is
indispensable as a bonding agent; Ni provides the corrosion protection, and
Cr the luster. For XRFA, this layer system is not trivial; because we find
here a rather complicated interaction of secondary excitation, cf. Sect. 7.4.2
Secondary Excitation–Enhancement by another layer Cr-K is excited by all
other involved elements, and the magnitude of this enhancement effect is sig-
nificantly influenced by the initially unknown interim layers Ni and Cu. This
clearly defined measurement application is a good test example of whether a
yield calculation according to Sect. 7.4.2 functions properly. The finite thick-
ness measurement range creates another difficulty. There are applications with
very thick Ni and Cu layers that often illustrate the limits of our method.
While the primary interaction reaches sufficient depths due to the high oper-
ating voltage of the X-ray tube, the self-absorption of the layers has a limiting
effect on the measurement range. The maximum can only be obtained through
a “steep” geometry (i.e., an essentially vertical emission angle ψ2, cf. Fig. 7.84).
It is increasingly difficult to measure the buried layers as the thickness of the
top layer increases. This trivial rule can be quantitatively challenged using
WinFTM V.6. The program calculates the random measurement uncertainty
(repeatability) for each measurement application, such that predictions can
be made without trial about what can and what cannot be measured. Fig-
ure 7.106 shows the calculated relative measurement uncertainty for the Cu
thickness for two different Cr/Ni variations.

x: Cu 3 (mm)
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Cr/Ni/Cu
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1mm Cr / 15 mm Ni
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Fig. 7.106. Calculation of the relative measurement uncertainty for Cu due
to counting statistics only. Cr/Ni/Cu/Fe application, Fischerscope� XULM
WinFTM�V.6. Parameters: 50 kV, W-anode, 1 mm Al-filter, ψ1 = 0◦, ψ2 = 40◦.
The two curves refer to top layers Cr + Ni with different thicknesses. The green line
indicates a relative measurement uncertainty of 5% (confidence interval = 68%)
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Chemical Tin and Chemical Silver – The Influence of the
Substrate Material and the Density Problem

Electroless deposited Sn or Ag layers are used for printed circuit boards.
Ag or Sn is applied directly to the Cu conductor as a bonding agent. The
measurement with X-ray fluorescence should actually present no difficulty
when one observes the usual details for measuring pc-boards (possibly Cu with
a finite thickness, Br-K-fluorescence from the epoxy resin carrier). Still, we
often encounter significant differences when comparing measurements made
with different instruments, even if a calibration had been performed prior to
the measurement.

Recommended for the calibration are foils on various pc-board blanks
(Cu/epoxy resin), because these samples differ only slightly from actual spec-
imens. Solid plated standards with a solid Cu substrate material show a dif-
ferent scatter background as Fig. 7.107 shows very effectively. Also diffusion
of Sn into Cu takes place and intermetallic phases are formed.

The relatively thin Ag layer absorbs Cu-K only slightly. The Ag-K peak is
overlaid by a scatter radiation background, which can be even stronger with
thinner Cu materials. Therefore its correction with a compensation spectrum
(cf. Sect. 7.4.4 DefMA) as specified in the DefMA is necessary. WinFTM au-
tomatically takes the overlap of the Ag-L peak with the Cu-K escape peak at
channel 24 into account.
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Fig. 7.107. Spectrum of Ag layer with thickness of 0.5 μm, once on massive Cu, the
other time on a typical pc-board material with about 17 μm Cu. Its Br-containing
epoxy resin is glass-fiber reinforced, which leads to an elevated scatter background
and to emission of Br-K-radiation. Although the latter does not influence the Ag
or the Sn measurement, a correction of the continuous radiation background is very
important. Disregard can lead to errors in the range of several tenth of a micrometer.
Instrument: Fischerscope X-Ray XDVM-W. Detector = proportional counter tube
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Fig. 7.108. Ag thickness distribution over Cu, scanned area of about 4.5 mm ×
5.5 mm, using Fischerscope X-Ray XDVM-W

One reason that can influence the mentioned difficulty when comparing
measurement results between different instruments is that the background cor-
rection is handled differently by various instruments or evaluation programs.
Additional reasons are the layer thickness distribution or the use of differ-
ent densities for the chemically (electroless) deposited metals Ag or Sn. The
density of the layer is usually less than that of the pure metal. Bath manu-
facturers sometimes provide a density range, e.g., 3–4 g cm−3 for chemical Sn.
Due to the impossibility of measuring the density using X-ray fluorescence,
we recommend to use the densities of the metals (for Ag 10.5, and for Sn
7.3 g cm−3), in order to obtain a secure starting point for comparison. If one
considers that true thickness measurements are extremely difficult or inac-
curate for thicknesses < 1 μm, a reference to a mass per unit area secures a
traceable and comparable measurement method.

In spite of the electroless deposition, there are large differences between
the center of the area and the edge regions (cf. Fig. 7.108). When comparing
results the measurement position must therefore be well defined.

Functional Layers. Gold and PdNi

Electrolytically (galvanically) or electroless deposited gold layers are com-
mon in the field of electronics [254]. They are used to minimize the electrical
resistance for plug-type connectors and as tarnish protection for solder and
bonding surfaces. The base material is Cu (printed circuit boards) or a Cu
alloy (plug-type connectors). Due to the material costs, coating is carried out
using narrow tolerances and secondly only the functional surfaces are coated.
Furthermore, due to increased degree of integration, the packing density on
pc-board and circuits (lead frames) decreases, such that for the coated surfaces
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Fig. 7.109. Spectrum of a solder area that is coated with Au and NiP on a pc-
board, using Fischerscope XDAL (detector = PIN diode) and XDVM-W (Detector
= proportional counter tube). Table 7.14 provides the evaluation of the same sample
using both instruments

become ever smaller. It is exactly this application Au/Ni/Cu that provided
the decisive breakthrough of the XRF layer analysis measurement method in
the 1980s. Replacing Au with Pd or PdNi [255] was originally the inexpen-
sive alternative to save Au. In addition one found excellent tribologic layer
properties, such that PdNi is still in use today, independent of the Pd and Au
price. Both materials are combined such that the analytically not easy layer
sequence Au/PdNi/Ni/Cu alloy is a frequent application for the XRF layer
analysis. Here the PdNi composition must be known, of course.

Coated Conductor Paths. pc-boards

Similar to the chemical Ag or chemical Sn case, the interaction of the pri-
mary beam with the carrier material made of epoxy resin or synthetics causes
certain problems for this application. Because bromine salts are often dis-
solved in the epoxy resin as a fire retardant, Br-K radiation is excited, which
energetically is close to the Au-L lines (cf. Fig. 7.109.). Demands on peak eval-
uation routines are particularly challenging when using a proportional counter
for radiation detection. The influence of the scatter radiation and of the Br-
K radiation becomes larger as Cu layers become thinner. Separating the Ni
and Cu peaks is also more difficult with the proportional counter than with
the semiconductor detector. On the other hand, if the Au layer thickness is
not too small (>50 nm), the proportional counter tube is a reliable tool for
measuring Au and Ni on pc-boards, as the comparison of Table 7.14 shows.
Although the Cu thickness is not of interest, it has to be measured to cor-
rectly calculate the spectral overlap of the Cu and Ni peaks. WinFTM can
suppress the display of the Cu result if desired. Flexible pc-boards do not
contain Br additives, but the design of the sample support requires particular
care [256].
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Table 7.14. Measurement evaluation of two samples using instruments that differ
in detector D and size of measurement spot M

Standard deviation from a minimum of

20 single readings

Sample

Measuring

time

Measured

quantity

(layer)

XDVM-WD:

Proportional

counter tube

M : ∅ 0.27 mm

XDALD:

PIN diode

M : ∅ 0.7 mm

XDVM-μ

SSD-MoD:

PIN diode

M : 0.1 mm ×
0.1 mm

Pc-board 20 s 86 nm Au 5 nm 4 nm 3.3 nm

Au/NiP/Cu/* 4.4 μm NiP 0.16 μm 0.05 μm 0.05 μm

Lead frame 100 s 5 nm Au 1.2 nm 0.8 nm 0.5 nm

Au/Pd/Ni/* 30 nm Pd 2 nm 3.8 nm 3 nm

0.6 μm Ni 0.02 μm 0.005 μm 0.01 μm

Small Measurement Spots for Lead-frames and pc-boards

Miniaturization of Si chips and their large number of lead connections re-
quires a large number of small bonding surfaces that are coated with chem-
ical nickel and thin Au (Fig. 7.110). The XDVM-μ is well suited to perform
these measurements; it uses an X-ray mirror as described in Fig. 7.102 for
beam focusing. Due to the proportional counter tube with its large entry
window, the fluorescence radiation can be detected very efficiently such that
one can expect to achieve about the same precision as with the XDVM-
W, in spite of the very small measurement spot (cf. Table 7.14). Using the
small spot, which is very well defined in the x-direction, one can still ana-
lyze the lateral thickness distribution even on such small areas as shown in
Fig. 7.111.

Plug-Type Connector Contacts

The layer sequence is an Au/Ni/Cu-alloy or an Au/PdNi/Ni/Cu-alloy. This
traditional application has changed in the course of recent times. Not only
have the effective areas become smaller, the geometry may have become more
complex as well [257]. For this reason, the requirement of a plane-parallel
layer in the area of interaction (cf. Sect. 7.4.2 The Equipment) is essentially
no longer fulfilled. With a radius of curvature < 1 mm, problems arise which
however can be resolved taking certain provisions [258]. These are primarily
proper positioning and an adapted measurement spot size.

Another difficulty with analyzing contacts is the frequent change in sub-
strate materials. Depending on the desired material properties, various alloys
such as CuFe, CuZn, CuNiZn, or CuSn with varying compositions are used.
This means a new “substrate material correction” (normalization for a new
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Fig. 7.110. Bonding surfaces of a printed circuit, overview above and detail below.
The shown measurement spot of the XDVM-μ is here 40 μm×60 μm

substrate) has to be performed with every change of the substrate material.
WinFTM V.6 offers an elegant simplification. According to the basic philoso-
phy presented in Sect. 7.4.4, the substrate material can be analyzed in addition
to the measurement of the actual layers of interest above. In this way, mea-
surement applications can be combined and the effort for calibrations and
inspections can be minimized significantly. Of course, there are limits, which
are, however, surprisingly liberal. Examples are described in [259]. This ca-
pability offers advantages especially for incoming inspection, aside of just the
use for contacts. An initial measurement of the uncoated substrate material
is not required.
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Fig. 7.111. Lateral distribution of the Au thickness of the bonding area shown
above, measured with the XDVM.μ

Hard Material Layers

Machining tools are often coated with hard materials. They consist of spe-
cialty steels (HSS = high speed steel) or of a hard material, which often is
tungsten carbide (WC) cemented with Co. The coatings are Ti composites
(TiC, TiN, among others) or even diamond like coatings. In addition, special
layer sequences are employed as well with structures that are not entirely
known. During chemical vapor deposition (CVD), certain parameters are set
in succession, such that combinations of harder and softer regions are achieved
as desired.

X-ray fluorescence can only measure the Ti coating. Al2O3 layers may
be characterized under certain conditions [260]. For hard material coatings,
typically process-specific standards are used, for which the layer thickness has
been determined by cross-section. Of course, it is not possible to measure
diamond coatings using XRF. Either the beta backscatter or the magnetic
induction methods can be used.

A particularity of the named WC hard metal consists of a near-surface
Co-leaching that has various causes. Thus, the stabilizing cement between
the individual hard metal grains is missing. This Co-leached layer must be
ground off prior to applying of the hard material coating, otherwise the coat-
ing will bond very poorly, leading to dramatic reductions in the service life
of the tools. Here, XRFA can contribute in detecting this Co-leaching. The
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Fig. 7.112. Lateral distribution Co-leaching depth. The sample is a square cutting
tool that has been cleaned at the corners using a “micro beam.” The untreated cen-
tral zone exhibits significantly greater Co-leaching. The difference is about 0.2 μm.
Sample from Balzers, Liechtenstein

layer thickness measurement application is WC/Co-WC, with normalization
on the unharmed substrate material without Co-leaching, being of utmost
importance (Fig. 7.112).

Precious Metal Layers. Jewelry

Covered here are Au alloy layers (mostly CuCdAu) with a high Au content
(>12 kt). Substrate materials are brass (CuZn) but also CrNi-steel (stainless
steel). For Cu alloys, a bonding agent is necessary between the Au alloy layer
and the substrate material. This is generally Ni, often with a copper backing.
Due to common Ni allergies in humans, for jewelry with insufficient CuCdAu-
layer thicknesses, Ni is often replaced by so-called white bronze (CuZnSn).
This does not make it easier to analyze the Au alloy coating, especially since
to top it off a thin hard gold coating (< 1 μm) is often applied as scratch
protection. Thus, the layer system is (from top to bottom, thickness and
concentration values are approximate values)

1. Au (1 μm, with 1% Co or Ni),
2. CuCdAu (2–5 μm, 20% Cu, 5% Cd, rest Au),
3. Ni (2 μm) or CuZnSn (2 μm, 40% Cu, 20% Zn, rest Sn),
4. Cu (3 μm),
5. Cu70Zn30 (saturation thickness).
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Aside from the fact that we have here a quadruple coating system, where
two partial layers consist of several elements, some elements occur multiple
times: Au in the 1st and 2nd layer, Zn in the 3rd layer and in the substrate
material, and Cu even in the 2nd, 3rd, and 4th layer as well as in the substrate
material.

In view of the limited information from the XRF spectrum, it seems that
simplifying assumptions are unavoidable when analyzing this system. The
composition of the partial alloy layers must be entered with fixed values (cf.
Sect. 7.4.4, DefMA Features 13 and 14); otherwise, the evaluation will become
unstable or ambiguous. The equation system (7.26), cf. Sect. 7.4.3, will then
have no explicit solution. This means that various values of the AuCdCu thick-
ness with different compositions have an equally good spectra adaptation. In
other words, the method fails here because the task is too complex. It is def-
initely possible that measurements with different geometries and/or different
excitation conditions provide additional information in order to enable an un-
ambiguous solution. Now, with WinFTM-V.6 and such complex cases we can
only analyze how the simplification of the DefMA influences the results.

As an example, we will consider the somewhat simpler layer system
AuCdCu/Ni/Cu/CuZn. The Cu-content of the substrate material shall be
known. Thus, the Cu of the 3rd layer is here the problem. The interim Ni
layer is not thick enough to suppress the Cu signal of the 3rd layer, which
interferes with the alloy measurement. The Cu, which is rather uninteresting,
provides a fluorescence signal, which the evaluation cannot differentiate from
the Cu of the Au-alloy layer. Expressed more precisely: the differentiation is
not sensitive enough to support a dependable measurement. What remains
is an essentially realistic input of the Cu thickness fixed by WinFTM when
evaluating the other measured quantities. The influence of this Cu value, on
the composition and thickness of the Au alloy layer is shown in Fig. 7.113.
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What has been expected qualitatively is supported numerically: 1 μm more
Cu in the interim layer reduces the Cu content of the alloy layer by 4%. The
Au content is overestimated, the influence on Cd is less. The layer thickness
is also affected (diagram to the right). This dependency on the Cu thickness
is significant, in particular if one considers the typical process control of the
Cu deposit. Certain mitigation results from the opposite tendency of the %Au
and the thickness dependency for the Au mass per unit area: while the dis-
played Au content increases by 6% for a Cu change from 3 to 4 μm, and the
displayed thickness is reduced by 10%, the displayed Au mass per unit area4

decreases by only 4%.

Layer Analysis as a Means

Here examples are described, where secondary samples from liquids and solids
samples are analyzed as layers. In this way, the methods developed for the
analysis of layers can be transferred to other analytical tasks without effort.

Analysis of Liquids

It is possible to simply measure the liquid in a beaker; this however has disad-
vantages. From greater depths, only scatter radiation is being emitted, which
reduces the detection sensitivity. In addition, the assumption that the thick-
ness of the sample shall be small versus the distance to the detector is not
fulfilled, which makes the quantification more difficult. A simple measurement
cell that sets a fixed liquid level has proven well for the analysis of main com-
ponents in galvanic baths (metal concentrations in a range of a few g/l)). The
bottom of the cell is made of a material which emits a fluorescence radiation
that provides an additional source of information for characterizing the solu-
tion. In this manner, the analysis of a liquid becomes a layer analysis. The
actually measured mass per unit area X of the individual components (e.g.,
in g cm−2) can be converted easily into a volume concentration (e.g., g cm−3)
using the specified thickness d of the liquid layer. In contrast to the analysis
of an alloy layer, the spectral background is here significantly more severe due
to the scattering of the primary radiation. Correct spectra evaluation is again
of highest importance.

Through evaporation of the solution, e.g., on a thin foil, the solvent can
be removed to a large extent, which reduces the distorting scatter radiation
background. One disadvantage that results is the inhomogeneous lateral dis-
tribution of the liquid residue. Averaging is accomplished with a sufficiently
large measurement spot (large collimator).

4With the mass per unit area mode, absolute (cf. Sect.7.4.4), the partial Au mass per
unit area is displayed as the result. With known densities, it can also be determined
from the thickness and the composition.
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One interesting option for increasing the detection sensitivity is to bind the
metal ions to a surface using chemisorption, and to subsequently measure them
“in the dry” [261]. However, this type of enrichment is very matrix-dependent,
such that the bound components do not clearly reflect the conditions in the
solution.

Analysis of Abrasion

Using an abrasive paper or similar, one removes a small amount of the com-
ponent to be analyzed. This is then either placed directly into the instrument
or onto a thin, adhesive foil. In either case, one obtains a thin sample with a
composition that is representative for the actual sample. This rather simple
“trick” has often been successful when the object to be analyzed cannot be
easily placed into the measurement chamber easily.

7.4.7 Summary and Outlook

We have discussed many application examples and even the theoretical part in
principle did not indicate a limitation concerning the number of the layers to
be analyzed and the number of elements in each layer. Aside from a limitation
through absorption and matters related to the instrument, diverse applications
are possible.

However, a few fundamental prerequisites must be fulfilled, which are de-
scribed in Sect. 7.4.2. First, there is the “one-dimensionality,” that is, the
infinite expansion of the sample, at least in the area of interaction. With
very small objects, e.g., at some coated conductor paths this is not the case.
Lateral expansion and thickness are not of the same dimension. We, there-
fore, have to deal with 3-dimensional samples, where our term layer no longer
applies.

Furthermore, we assumed the layer to be plane-parallel and homogenous.
Concentration profiles such as the ones that come into existence by diffu-
sion, are, therefore, excluded. Most technically generated alloy layers are, only
roughly homogeneous. Thus, we only measure the composition for the model,
with a mean value that is certainly not too far off; however, it does not fully
correspond to the “real” value. Still, at least for large-area samples, it is in-
deed possible to obtain additional information by measuring under various
angles and arrive at least at a coarse depth profile. Measurements with dif-
ferent excitation conditions may be of help as well. In the future, even for
production model instruments, a measurement may consist of obtaining not
only one single spectrum.

Concerning the effort to obtain as much information as possible from the
experiment, one should note that we have evaluated “only” the fluorescence
radiation. So far, the scattered primary radiation had been considered as
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radiation background; it made the evaluation of the spectrum with regard to
the fluorescence component more difficult. Yet, it provides information and as
in the bulk analysis, it could be a welcome source of information in the layer
analysis. On the other hand, the theoretical treatment is rather difficult and
the question remains, whether we will be successful in calculating the scatter
spectrum for any layer system, as is the case with the fluorescence spectrum.
If the development of the computer technology continues, in particular with
regard to the increase in floating number operations per unit of time, it will be
possible to integrate more sophisticated algorithms in the “normal” software
of production mode instruments – such that today’s state of the art could not
be achieved with PCs of ten years ago.

7.5 Environmental Studies

S. Kurunczi, J. Osán, S. Török, M. Betti

7.5.1 Introduction

With the political turmoil of the late 1960s the concern of human kind was
shifted from passive observer and sufferer of environmental problems to tak-
ing an active role in policy making. During the 1980s and 1990s most de-
mocratic societies formulated their fourth generation constitutions declaring
the right of the population to a healthy environment. Besides, the national-
level international movements (like the different environmental action plans
of the EC) had started. This social environment triggered very much the new
applications in environmental sciences. While in the 1970s the applications
demonstrated some amateurism, by the end of the century environmental
applications were the most published X-ray analysis results in the scientific
literature.

This boom of XRF application was also related to the commercial avail-
ability of semiconductor detectors (lower price) that enabled simultaneous
and fast multielemental trace analysis as well as the analytical electron mi-
croscopes (EPMA) and the loss of interest of nuclear science in the MeV
energy charged particles (PIXE). An important further step was the avail-
ability of spectrum deconvolution and matrix correction codes (AXIL, Gupix,
Sampoo) that was mandatory for quantitative analysis [262, 263].

Our definition of the environment has changed since the scouting experi-
ments of XRF and PIXE [264]. In the 1970s we were only concerned with
a confined environment directly related to human health and life quality.
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Nowadays environmental science in a broad sense means a science of complex
interactions that occur among terrestrial, atmospheric, and aquatic ecosys-
tems (http://www.britannica.com). This shift in apprehension was generated
by the transformation processes recognized in compartments (e.g., reduction–
oxidation, biomethylation, bioaccumulation). Although these are indirect ef-
fects they have a strong influence finally on human health. The physical envi-
ronments (air, water, and earth) are tied closely with living systems, among
them human beings. These four compartments have a mutual interaction with
technology. With the desire for a higher material standard of life and con-
sumption a massive worldwide pollution was developed. Most environmental
analysis tasks have the objective of studying the effects of such pollution by
monitoring the chemical composition or structure of samples. More specifically
the objectives of monitoring can be the assessment of the effect of pollution
on humans, the identification of the cause and effect relationship, the evalua-
tion of pollutant interaction, source apportionment, or the need for legislative
control on emission of pollutants. It is quite unfortunate that XRF has never
been rewarded to be a standard method having legal force for environmental
application in Europe. However, in the United States most aerosol monitor-
ing analysis is carried our by XRF. A remarkable observation was made in
a recent study that investigated the distribution of general applications in
the field of X-ray spectrometry [265]. Analytical abstract database in 1998
showed that environmental and geological applications of XRS make up more
than 80% of the total which means that at least in the academic sectors most
applications are carried out in this field. As can be seen in Fig. 7.114, water,
aerosol, and soil analysis are the major applications in this field. For this rea-
son, this chapter will concentrate on the analyses techniques and recent results
in these popular fields. Interested readers might find overviews and references
on other environmental applications in the annular X-ray spectrometry re-
views of Analytical Chemistry [266–268] and Journal of Analytical Atomic
Spectrometry [269, 270].

From the above definition (of the complex environment) we have to con-
clude that environmental applications involve large sample numbers and the
samples themselves have a large variability in concentration. For such tasks
X-ray fluorescence and in some applications (like aerosol analysis) PIXE was
an ideal method due to the low cost/sample/element on the one hand and
because of the high throughput capability on the other.

Characteristic X-ray emission spectroscopies from an analytical point of
view are atomic number sensitive methods. Most routine analyses in the last
decades have been carried out for geological explorations [272]. Environmen-
tal applications merit basically from the non-destructiveness and the wide
dynamic range of the technique. However, conventional XRF is often criti-
cized of having relatively high detection limits.

Since the beginning of the 1990s many other techniques have emerged,
some of them with much lower minimum detection limits (MDL) even for
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bulk analysis. Figure 7.115 displays the detection limits of XRF techniques at
this time.

The high performance in terms of smallest absolute mass was already ob-
vious at that time. With the new developments of the past 10 years in X-ray
optics, micro beam techniques have become very competitive in performance

Absolute
(g)

1E 0

1E 0

1E-3

1E-6

1E-9

1E-12

1E-3

1E-6

1E-9

1E-12

1E-15

1E-18
XRFA
macro
solid

TXRF
micro
solid

XRFA
macro
liquid

TXRF
macro
liquid

XMP
micro
local

SXRF
micro
local

PIXE
micro
local

EPMA
micro
local

Relative
(g/ml)

Fig. 7.115. MDL in gml−1 and in absolute mass. Reproduced from Tölg and
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Table 7.15. Some analysis characteristics of micro beam X-ray techniques

Lateral
Exciting Beam resolution Penetration MDL
beam size (μm) (μm) (ppm) Relocation Quantitation

Electron
(15–25 keV) 50 nm 1–2 1–5 100–10000 difficult established

methods
Proton

(2–3 MeV) 0.3–5 μm 1–2 5–20 1–10 difficult easy for
most
samples

X-ray 0.5–20 μm 0.5–10 10–1000 1–100 possiblea advanced
aIn intense synchrotron beams valence state or structure might change

for small volume samples (see Table 7.15). However, microscopic volumes are
not really representative of environmental analysis that anticipates monitor-
ing of large masses or volumes with temporal resolution. From this reasoning
it follows that samples with high level of heterogeneity are most suitable
for microscopic volume analysis and usually are kind of complementary to
bulk results. As a complementary technique to other instrumental methods
(AAS, ICP-AES, ICP-MS), XRF has the advantage that it does not destroy
the sample and very little or no sample preparation is needed. In many ap-
plications there is always an attempt to analyze the sample for an alter-
native method and either use the same sample preparation or relocate the
sample for the next analysis. Often the simple fact that a technique is non-
destructive does not imply that the sample can straightforwardly be ana-
lyzed with various techniques. When performance of the different analytical
methods is compared this property plays an important role. In view of these
the performance of micro beam X-ray emission techniques is compared in
Table 7.15.

The following paragraphs will describe some novel and competitive appli-
cations and analytical problems solved by X-ray fluorescence in the field of
environmental analysis.

7.5.2 Water

General

The goal of aquatic chemistry is to provide a basic understanding of the
behavior of elements in water. It is important to have data sets for concen-
trations and for environmental parameters to further understand the bio-
and geochemistry of elements. The utility of water research is found in water
management and environmental protection, since the extensive exploitation of
natural waters leads to several detrimental effects. First, we would like to refer
to basic handbooks as starting points for those readers who wish to intensify



Methodological Developments and Applications 605

their knowledge in water chemistry, see e.g. [273–275]. In the following only
selected topics will be retrieved and discussed, applying a practical approach
to inorganic analysis of natural waters where XRF and TXRF methods have
been successfully used.

Natural waters are complex systems, because dissolved metals, dissolved
gases, and organic compounds can interact with each other, and with the
non-soluble fine particulates and colloids. It is of great importance to main-
tain stability of species and to avoid contamination during water sampling
and storage. The inorganic analysis of water requires the filtration of the par-
ticulate phase by means of simple membrane filters (see: Chap. 6: Specimen
preparation). The usual practice is to use a 0.5 μm (or 0.45 μm) pore-size fil-
ter, which removes most of the microorganisms, particulates, and colloids.
In this way the dissolved phase of the water sample will still contain salt,
sugar, amino acid, protein, and polysaccharide. It is worth noting that the
0.5 μm pore-size is not a sharp cutting (especially for fiber-filters or porous
membrane filters). Also, the 0.5 μm pore size is arbitrarily selected and one
can find smaller values down to 0.1 μm. The filtration spectrum can be ex-
tended with other techniques, such as ultrafiltration, nanofiltration or reverse
osmosis. Sometimes it is important to have preliminary knowledge about the
sample to be analyzed and to refine the objective of the analysis in order
to select the appropriate filtration method [276]. The filtrate is acidified and
stored in refrigerator (at 4◦C) to preserve it until measurement.

Seawater can be characterized by a higher salt content and a usually lower
transition metal concentration than freshwaters. It can be considered as a con-
stant ionic medium. The treatment of seawater as a two-component system,
water and salt, has several advantages. Although the idea of “constant com-
position” is recognized as being not strictly accurate, it is a useful approach
in simplifying the study of the various physicochemical properties of seawa-
ter. The major components of seawater are Na+–10000 ppm; Mg2+–1200 ppm;
Ca2+ − 400 ppm; K+ − 400 ppm [273]. Many of the remaining ions, despite
their low concentration, may influence significantly global cycling as being
micronutrients in the enzymes and electron transport system present in the
living organisms. Trace element measurements at ppt (pg ml−1) concentra-
tions represent a significant challenge for instrumental analysis. A periodic
table of the elements displaying the distribution of elements in the North
Pacific has been compiled by Nozaki [277].

Following Livingstone [278], the mean concentrations of major ions for
world average river waters are Na+ – 6.3 ppm; Mg2+ – 4.1 ppm; Ca2+ – 15 ppm
and K+ – 2.3 ppm. Lakes have similar salt composition, but the actual geo-
chemical properties of the catchment area may significantly alter the concen-
trations. Acid rain or acid mine drainage effluents from nearby sources further
contribute to the observed concentrations of salt and trace metals. Rivers and
lakes can be affected by seawater; when there is a hydrological connection
between them an increased salt concentration will be found in freshwaters. As
a consequence of these factors, the salt concentration can reach even values
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10–20 times higher than the world average. Trace metal concentrations of
riverine water are normally higher than that of seawater representing a ppb
(ng ml−1) level. The concentrations appear in a wide range for the same el-
ement because of the similar effects mentioned above for salt. Furthermore,
different elements exhibit about 6 or 7 orders of concentration range in a
given freshwater sample. For example, Fe concentration is often high relative
to other trace metals reaching even few ppm, while Co concentration is usually
some tens of ppt. Rare earth elements are at the low ppt level. The toxicity of
many heavy metals to fish is inversely related to water hardness, with Ca2+

competing with free metal ions for binding sites in biological system.
Rain water collects its pollutants largely by dissolving particulate mat-

ter in the atmosphere (upper troposphere) when droplets of water nucle-
ate on atmospheric particulates, and secondarily by dissolving gasses from
the atmosphere. In open oceans and coastal areas a salt content essentially
like that of seawater (same ionic proportions but much more dilute) will be
characteristic. Terrestrial rain compositions vary significantly from place to
place because the regional geology can greatly affect the types of particu-
lates that get added to the atmosphere. The main composition in north-
ern Europe is: Na+− < 0.4 ppm; Mg2+ — < 0.1 ppm; Ca2+− < 0.15 ppm;
K+− < 0.17 ppm [279]. These values are significantly lower than that of lakes
or rivers. Taking into account the way of rain formation, the low salt con-
centration is not surprising and similar behavior may be expected for trace
metals as well. Reimann et al. [279] found, e.g., Fe usually below 10 ppb, Cd
below 0.1 ppb, Ni with a highest concentration of 57 ppb but normally <1 ppb
and Pb at ∼1 ppb or less.

Drinking water quality is of course of the highest concern for human health.
This does not mean that the lowest concentrations should be desirable, be-
cause some trace minerals have been shown to be needed in supplementing
diets. These common trace elements are Fe, Cu, Zn, Mn, Co, I, and Se. They
are needed in very small amounts, or traces, in the diet, and hence their
name “trace minerals”. Furthermore, such beneficial effect is not only for
these trace minerals, but also for salt. A certain minimum content of Mg and
Ca in drinking water is crucial from both the technical (water corrosivity)
and public health points of view [280]. There are recommendations for a min-
imum hardness, especially when water is softened or desalinated for public
use. An environmental standard is, however, the maximum concentration of
a pollutant in the water. It is set with regard to scientific and medical evi-
dence in relation to impacts upon public health or upon natural ecosystem at
a level of minimum or zero risk. Regarding the sample preparation, unfiltered
samples may be more appropriate for health-related studies, as most of the
particulate matter will ultimately yield bioavailable concentrations of heavy
metals in the hydrochloric acid digestion system, that is, the human stomach.
Again, trace metal concentrations in drinking water are shown in a broad
range, depending on the source of water (lakes, rivers, etc.) or the way of
transport. For example, concentrations of Pb in drinking water vary greatly,
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related particularly to the presence of lead in the plumbing system. This fea-
ture is taken into account by the US EPA regulation,1 setting an action level
at 15 ppb and similarly with EC regulation at 10 ppb. The objective of the
European Commission is to simplify the many individual directives covering
water into a Water Resources Framework Directive. The EC Drinking wa-
ter Directive 80/778/EEC has been updated in 98/83/EC and can be found
on the WWW.2 Also the World Health Organization (WHO) guidelines are
public with many other relevant data.3

From the above summary one can conclude some basic requirements for
the analytical methods being used for water analysis. The most important are
that the method should be a multielemental one if possible, exhibit a wide
dynamic measurement range and be free from matrix effect along with a detec-
tion limit (DL) at least of ppb. The analytical methods most commonly used
for such tasks are atomic absorption spectrometry (AAS) or inductively cou-
pled plasma mass spectrometry (ICP-MS). As it will be discussed later, total
reflection X-ray fluorescence (TXRF) method has performance characteristics
very similar to that of inductively coupled plasma atomic emission spectrom-
etry (ICP-AES). The next paragraphs will demonstrate that only the TXRF
method meets the above requirements, while the conventional XRF has serious
limitations and can be applied only in combination with preconcentration.

Preconcentration and matrix removal may be required where the concen-
trations of elements in the water samples are particularly low and the interfer-
ences caused by the matrix dominate any direct analysis. This is especially the
case for conventional XRF due to its moderate sensitivity and high detection
limits. From the point of view of trace metal analysis, salt content repre-
sents the matrix and it is detrimental owing to the strong absorption effect
caused in both exciting and fluorescence radiation. Actually, salt removal is
performed together with preconcentration, making it a difficult problem when
extremely efficient salt separation is needed with a quantitative trace metal re-
covery. There is a large selection of materials for separation-preconcentration:
activated carbon, liquid extraction, polyurethane foam loaded with chelating
agents, ion-exchange to mention only those that are most popular (see also
Chap. 6). There is a trend in analytical methods for water analysis with a
greater use of solid-phase extraction (SPE) [281]. Naturally, new SPE mate-
rials are being developed until now and it seems to be a never-ending story;
however, present efforts are aimed mostly at finding an optimum material
for a particular application rather than a universal sorbent suitable for every
purpose. The analytical practice may be divided into two fields regarding
specificity. A basic question of screening or specific target analysis demands
for different approach and this point should be carefully defined at the outset
of the work.

1http://www.epa.gov/safewater.
2http://www.europa.eu.int/comm/environment/water/water-drink/index en.
3http://www.who.int/water sanitation health/dwq/guidelines/en.
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It has become apparent that any mistake occurring in collecting and
processing a water sample or contamination during analysis could lead to a
substantial error in the final result regardless of the performance of any state-
of-the-art analytical technique applied subsequently. Therefore, it is important
to emphasize the need for a clean environment during sample preparation and
analysis [282]. In the case of TXRF a specimen is prepared on a flat carrier
drying a liquid drop on it. The absolute amount of this film-like deposit is
usually below 1 μg and it is measured in the laboratory air. In the case of
XRF, mainly thicker solid samples are prepared from the water sample, e.g.,
after preconcentration on ion-exchange resin. More strict rules of cleanliness
are therefore required for the TXRF laboratory, applying Class-100 level or
better air quality.4

Conventional-XRF Applications

Soon after the introduction of the energy dispersive (ED) spectrometers [283],
several methods were explored for a suitable sample preparation. Various pre-
concentration techniques were applied to wavelength dispersive spectrometers
earlier, thus the idea of upgrading the sample preparation with the much ef-
ficient ED detection system seemed promising. Luke’s paper [284] is based
on measurements with a wavelength dispersive spectrometer and described
a comprehensive view of precipitation methods mainly with carbamate, cup-
ferrate, ammonia, and hydrogen sulfide. The paper discussed different copre-
cipitating elements that were necessary to obtain quantitative recovery. The
precipitates were filtered on a paper filter from aqueous solution and the cali-
bration was established in the low μg range. A selective preconcentration was
developed using ammonium pyrrolidinedithiocarbamate and the subsequent
liquid extraction of the organic complexes [285]. This method is based on the
simple fact that organic reagents containing cyanide, heavy halides, and sulfur
donors form much stable complexes with transition metals than with alkali
or alkaline earths [286]. Seawater matrix (alkali metals, alkaline earth met-
als, and halogens) do not form extractable complexes with dithiocarbamates.
The complexed transition metals are extracted into an organic solvent (e.g.,
methyl-isobutyl-ketone or chloroform) while the matrix is retained in the aque-
ous solution. This liquid–liquid extraction procedure is normally performed in
funnels, hence the handling of large volume of water samples ultimately limits
the accessible preconcentration factor (typically between 10 and 50). The use
of ion exchange resin-loaded paper as Au-preconcentrator was discussed in
another early paper [287]. Electrodeposition was also explored for water pre-
concentration using a pyrolytic graphite electrode [288]. The constant current
mode of electrolysis was applied at 0.5 mA and then a 0.2-mm thick disk was
cleaved and covered by lacquer. The authors emphasized the problem asso-
ciated with the stability in electrolysis operation compared to other factors.

4Class 100: less than 3,500 particles/m3 with diameters >=0.5 μm; no particles
>=5 μm (U.S.Stand. 209D).
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One solution is to completely deposit all the metal in the sample, but this
would be time consuming. Typical working condition was 90-min electrode-
position (U = 15 V) from 15 ml solution, providing accurate analysis at the
low ppm level. From the foregoing, a DL of some ppm can be generalized for
typical WD systems.

Although liquids can be analyzed directly in the EDXRF spectrometer
using a special cell, the water mass will cause a high background in the
spectrum and will increase the detection limits to several ppm. In 1982,
Van Grieken [289] reviewed the preconcentration methods applied for wa-
ter analysis and the subsequent XRF analysis, taking into account mainly
ED spectrometers. Two important groups of the preconcentration methods
discussed are precipitation (typically chelate forming agents) and collection
on ion-exchange resins.

Traditional chelating reagents such as sodium diethyldithiocarbamate
(NaDDTC), dibenzyl dithiocarbamate (DBDTC), ammonium pyrrolidin-
edithiocarbamate (APDC) form strong, insoluble chelates in aqueous solu-
tion with many transition metals [290, 291]. The resulting precipitate is then
collected on a filter, dried and subjected to XRF. A typical method was de-
scribed in detail for rain water, a challenging topic because of the very low
concentrations involved [292]. The authors investigated the influence of pH,
stability and concentration of APDC, concentration of carrier ion, and the
concentration of an oxidizing agent on the quantitative preconcentration. Ra-
dioisotope (109Cd) excitation source and a common Si(Li) detector were used
in the spectrometer; DL were obtained at low ppb (Fe–1.7, Co–0.8, Ni–0.6,
Cu–0.9, Zn–0.8, Pb–1.3).

For chelating ion exchange, Chelex-100 is still the most commonly used
resin as cationic exchanger. A chelating sorbent essentially consists of two
components: the chelate forming functional group and the polymeric matrix
or the support; the properties of both components determine the features
and the applications of the respective material. The active group in the resin
is iminodiacetate fixed on a poly(styrene-divinylbenzene) support. Chelat-
ing provides more specificity toward transition metals compared to simple
ion exchangers. A typical preconcentration method involves column or disk
arrangement of the resin and then the water sample is passed through it.
Following this preconcentration step, the resin is either measured directly or
after pelletizing [293]. An improved detection limit can be obtained this way:
DL below 1 ppb was presented for Zn, Cd, Hg, and Pb taking 1 l water sample
and 1000 s measurement time.

A variant of chelating preconcentration is the polyurethane foam disk
loaded with an appropriate agent (e.g., diethylammonium diethyldithiocar-
bamate) [294]. In optimizing the performance of the analysis, sample (disk)
thickness proved to be essential. Increasing the mass (thickness) probed by
the X-ray will result in higher fluorescence intensity and lower DL up to a
certain extent. For much thicker samples, however, the background will in-
crease drastically, leading to worse DL. This implies that a minimum DL can
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be found as a function of sample thickness [295]. Optimizing the polyurethane
foam thickness the authors obtained DL for Co and Zn at 10 and 3 ppb, re-
spectively after preconcentration from 25 ml and taking 600 s counting time.
A simplified method of chelating disk method has been published recently
preconcentrating 1 l drinking water [296]. The detection limits for Cd, Ni,
Cu, and Pb were 3.8, 0.6, 0.4, and 0.3 ppb, respectively. The preconcentration
can be conducted in the field, eliminating the transport of large volume water
samples.

As seen from above, absorption often occurs in conventional XRF, thus a
correction is needed to obtain a reliable result. There are different
approaches (external standards, internal standards, dilution method, emission-
transmission method and mathematical corrections) to the absorption correc-
tion and these approaches request a given time depending on the difficulty
of the analytical problem [297]. Using the afore-mentioned methods, quan-
tification is usually straightforward. Thin film technique represents a special
case where no absorption takes place, making the quantification much eas-
ier. The simplest method for thin film preparation is to place a liquid drop
on a membrane filter or backing foil and dry it. The fluorescence intensities
from extremely thin residues can be very low because of the low amount of
mass probed, resulting in a high DL. However, with an optimized method it
is possible to approach the results obtained by TXRF [298]. In another study,
Meltzer and King [299] concluded that direct excitation is more advantageous
than secondary target mode because of the gain in intensity. Detection lim-
its were obtained at the low ppb level, enabling direct analysis of reference
waters with 5–10% accuracy. At this concentration level the purity of back-
ing material is also an important factor; Mylar and Formvar films have been
proved to be acceptable, clean, and economic materials. One can instantly
conclude the method of choice that would be the evaporation of large vol-
umes for thin sample preparation. Because of the high salt content possibly
present in fresh waters and especially in sea water, evaporation can be done
only for rain and some low salinity waters. An alternative way of evaporation
can be designed when the dried residue is taken up into a small volume acidic
solution. The possible contamination during a long evaporation process will
impede this procedure. Freeze-drying with faster evaporation avoids the loss
of volatile elements, and careful correction for matrix effects can be achieved
by internal standards or by means of Compton scattered lines [300]. How-
ever, freeze-drying as a simple preconcentration technique is recommended
for waters with low matrix content.

The development of micro-XRF methods, based on the efficient beam fo-
cusing, opened the door to a novel approach [301]. Microfocus X-ray tubes
or conventional diffraction tubes with polycapillary optics can be used as ex-
citation sources for the analysis of small-area sample; see: Fig. 7.116. Sample
preparation from water should meet the geometry requirement for the exci-
tation; a special hydrophobic foil is used here to obtain a small spot of dried
residue, which is then excited with the focused intensive beam. According
to the standard procedure 50 μl of liquid is dropped on the film (2-μm-thick
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Fig. 7.116. Excitation-detection geometry of XRF. (a) The conventional ED-XRF
spectrometers are equipped with collimators of typical diameter of few millimeters.
(b) A new approach of excitation delivers focused beam on the specimen surface.
In this case a polycapillary or a microfocus X-ray tube produces a small-spot beam,
typically with a diameter less than 100 μm. There is a demand for specimen pre-
sentation in the case of focused-beam excitation in order to exploit the X-ray flux
available in a restricted area compared with the conventional case

AP1TM film), allowed to evaporate resulting in a small solid residue of less
than 2 mm in diameter [302]. Instrumental DLs were obtained at 2–3 ppb in
environmental water sample. By using a thinner sample support (0.15-μm
film) it was possible to reach DL below ppb concentration [303].

When membrane filters are used instead of thin foils, the preparation
method may be much simpler. Chromium, arsenic, and lead were determined
by EDXRF after adsorbing the species on hydrous ferric oxide [304]. In prac-
tice Whatman filters were first impregnated with the hydrous ferric oxide and
then were placed in 100 ml water and shaken for 24 h. The filter collects the
analytes from the original water into the impregnated middle part. Although
not extremely thin, this method can also be considered to be a variant of
“thin-layer” technique, since there is no need for absorption correction. The
DLs are attainable at the low-ppb level.
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Recently, there were relatively few papers in which new approaches to
XRF were explored. Analysts prefer techniques that are simple, consume
fewer reagents and a simple operation to minimize contamination or loss.
On site preconcentration or sample preparation may offer the advantage to
prevent any change in composition during transportation of the sample to the
laboratory. Ion exchange membranes were used for river water sampling [305].
Portable XRF spectrometers are novel techniques enabling in site measure-
ment which further simplifies the analysis. A filter for liquids was designed
for selective extraction of heavy metals [306] combined with a portable spec-
trometer. Using the filtration process for Pb in tap water a DL of 8 ppb Pb
for a 500-ml sample was obtained. An extraction efficiency of 85–95% for a
4 ml/min flow rate was observed.

XRF was applied to a slightly different problem in water purification. Con-
taminated waters are usually treated by activated carbon to remove harmful
substances. Gharaibeh et al. [307] examined the utility of the solid residue of
olive mill product in removing heavy metals from waters searching for a cheap
alternative. They recommended the use of the olive by-product on the basis
of the experimentally determined absorption curves. Transition metals such
as Cr, Ni, Pb, Cd, and Zn were absorbed on olive residue from solutions in
batch experiments. The concentrations of these metals in the olive absorbent
were determined at the m/m% level.

TXRF Applications

Total-reflection X-ray fluorescence analysis may be considered as a variant
of XRF. The basic components are the same for TXRF and XRF: an X-ray
source, an energy dispersive detector and signal processing electronics. In the
case of TXRF, however, the exciting beam hits the sample at a very small
incident angle so that the beam is totally reflected. The sample is presented
for analysis on optically flat surfaces (e.g., quartz, Si-wafer, plexiglass). It can
be shown that X-rays totally reflected at a plane surface penetrate only the
upper atomic layers of the medium, the penetration depth is about a few
nanometers below the critical angle. Only these non-totally reflected photons
can interact and be scattered. If the sample is a thin material layer on the
flat carrier surface, then the background originated from the scattering of the
exciting beam will be extremely small compared to the conventional XRF.
The second main point that contributes to the power of TXRF is the exci-
tation by not only the incident beam, but the totally reflected one as well.
The third important effect that characterizes TXRF against XRF is the for-
mation of standing waves above the flat carrier surface, resulting in stronger
field intensity and excitation. As a summary of the effects outlined above,
the background is decreased while the fluorescent intensity is increased in
TXRF mode as compared to conventional XRF. It is worthwhile to mention
a technical advantage of the TXRF measurement geometry: the detector can
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be placed near to the specimen resulting in a large solid angle and thereby
increasing the geometrical efficiency of the fluorescence detection.

The TXRF method is a micro-technique in contrast to the conventional-
XRF, since only a very small amount of sample is needed for analysis (typi-
cally 1 ng–1 μg of water residue). Itas a lot in common with ICP-AES rather
than with the conventional-XRF. The range of elements from Z = 11 to
Z = 92 can be analyzed and it can be further extended toward lower Z with
some instrumental modifications [308]. The TXRF method is a multielement
technique like ICP-AES, but the fluorescent signals are collected simultane-
ously in the case of TXRF. Sample preparation is the most time-consuming
step in the analysis, spectrum collection, and evaluation is straightforward
and rapid. Fortunately, well-established sample preparation methods can be
directly adapted from AAS or ICP-AES. Another similarity with the ICP-AES
is the accessible DL.

The instrumentation for the TXRF spectrometer is described in detail by
Klockenkämper [309] [see Fig. 7.117]. Table top laboratory instruments are
available on the market, having the basic design very similar for all systems.
The X-ray source is usually a fine-focus diffraction tube, with molybdenum
anode for a wide energy range of excitation. The line-focus window is used
for TXRF because a strip-like beam is needed for excitation. For the Mo-Kα
line (17.4 keV) total reflection condition can be set at a small angle of inci-
dence (αcrit=0.1◦ for a quartz reflector as specimen holder). Almost all TXRF
spectrometers are equipped with energy dispersive detectors, dominantly with
Si(Li) demanding a regular liquid nitrogen supply, but the number of Peltier-
cooled detectors is increasing. The whole TXRF instrument consists only of
a few parts, this simplicity is an advantage in operation and maintenance.

X-rays from the tube are passed through a thin Mo-foil before reaching
the first reflector working as a low-pass filter. The first reflector allows the
operation of the X-ray tube in its most effective mode, setting at ∼50 kV high
voltage. The high energy bremsstrahlung will then be cut by the first reflector.

X-ray tube

Filter

Slit Edge

First reflector

Second reflector

Solid-state detector

Fig. 7.117. The geometrical arrangement of TXRF instrumentation illustrates the
simplicity of this method. Reproduced from: Klockenkämper [309] by permission of
John Wiley & Sons
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Finally a small slit or edge is placed in front of the sample reflector to define
the beam impinging on the specimen by blocking scattered rays. Although
the beam-adapting unit is simple, the alignment requires some experience.
For trace analysis of water, only one angle position is used slightly below the
critical angle (for Mo-Kα 0.07◦ is preferred).

An important analytical characteristic is the instrumental detection limit
(DL) which is Z-dependent and is around the low ppb level (or some tens of
picograms in absolute amount). The corresponding absolute DL is 1–20 pg.
The DL can be improved by decreasing the background or increasing the
fluorescent intensity. Whereas variation in instrumental parameters has rela-
tively little influence in general, the main effort has been extended to chemical
preconcentration.

There are, however, certain cases where the instrumental settings may have
a beneficial effect. By modifying the excitation spectrum with monochroma-
tors and collimators, the spectrometer can be tuned to a specific problem.
Considering an intermediate-Z specimen, the lowest detection limit can be
obtained by means of a simple cut-off reflector. In this case, the background
is not intensive because of the low scatter, and it can be further decreased
by choosing an appropriate distance between the specimen and the cut-off
reflector. The fluorescent signal is stronger than in the case of monochromatic
excitation from single crystal monochromators, double reflectors, or multilay-
ers. Therefore, the simple cut-off reflector is preferred in normal laboratory
experiments. The reflector is usually aligned by manually setting the proper
position of the baseplate for the total reflection. When high-scattering low-Z
matrix specimen is aimed, multilayers may be advantageous by decreasing the
background and hence improving the DL. In this respect salt separation offers
an alternative in water analysis.

Quantitative analysis of TXRF data is accomplished by standard addition,
internal standardization, or by means of theoretical calculation using physical
and geometrical data (this is the so-called fundamental parameter calcula-
tion). When the fundamental parameter method is used, an exact knowledge
of the specimen mass, the excitation spectrum is required as well as the ex-
citation and the detection solid angle. A comparison of the fundamental pa-
rameter calculation with the internal standard (empirical) calibration showed
an excellent agreement [310].

Standard addition is well known from other analytical methods, it is of-
ten used in AAS. A known amount of analyte is added into the unknown
sample so that the added concentration should be approximately the same
concentration as the unknown [311]. The complete analysis includes a series
of measurements of double and triple-added amounts and then regression fit
on the intensity–concentration graph. Internal standard is normally added
into the water or other solution to be analyzed in the first step. Recovery
of the applied procedure can be taken into account in this way. The choice
of a suitable standard is first determined by the composition of the unknown
sample: element which is not expected in the unknown may only be used (e.g.,
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Ga, Y, Co). The liquid sample (5–50 μl) is then pipetted onto the pre-cleaned
quartz reflector and dried. The drying process is performed in a clean envi-
ronment, taking only a few minutes to avoid contamination. Applying a hot
plate or an infrared lamp can reduce the drying time. The residue formed has
a size of 2–6 mm depending on the droplet volume and content. Furthermore,
the horizontal dimensions can be reduced with surface preconditioning of the
sample reflector with silicon oil to make it hydrophobic. The vertical extension
of the residue is normally a few hundred nanometers, again depending largely
on the actual composition, volume, and drying procedure. Uniform distribu-
tion of the internal standard along with the analyte, as well as the minimum
residue height (∼50 nm) is the two main prerequisites of the accurate analy-
sis [312]. For calibration, a multi-element standard solution is prepared taking
into account a limited number of elements in order to avoid line overlapping.
It is recommended to use two standard solutions each containing five to seven
elements, but one common element should be present (normally the internal
standard). Spectra are acquired from the calibration samples and calculation
is based on the relative sensitivities with respect to the internal standard and
is determined from the calibration spectrum by the formula:

Sx =
Nx/cx
Nstd/cstd

, (7.33)

where S is the relative sensitivity of the elements (x) with respect to the
internal standard (std). N and c stand for the net peak area and the concen-
tration of the given element. This elegant method is widely used in TXRF
quantification because it is reliable for all types of samples and matrices, and
a single measurement is sufficient for the multielement calibration [313]. The
calibration curve is a plot from the individual sensitivity values versus atomic
number. A polynomial fit of the experimental sensitivities makes possible the
determination of those sensitivity values of elements, which were not present
in the standard sample. Elements to be analyzed can be divided into two
groups; one for those that can be detected from the Kα line and the oth-
ers detected from the Lα line. Sensitivity values of Lα lines are about one
order smaller than those values of Kα lines, therefore two separate calibra-
tion curves are established. Once performed, the calibration remains valid for
several weeks and only a routine check is recommended before measurement.
The sample to be analyzed is spiked with the internal standard as mentioned
before, and measured with the same instrumental settings as the calibration.
The unknown concentrations are calculated by:

cx =
Nx/Sx

Nstd
c std, (7.34)

where N is the net peak area of the analyte (x) and the internal standard
(std); S the relative sensitivity; c the concentration.

Water samples are ideal for TXRF because the dried residue can be easily
prepared from droplets using micropipettes. In a pioneering work [314], it has
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been shown that the instrumental DL is ∼1 ppb, rendering TXRF suitable
for direct water analysis in many cases. The authors have already discussed
the effect from inorganic and organic matrix and recommended 0.5% as an
upper limit for salt. If the matrix content is higher than this value, the water
should be separated/preconcentrated in order to keep the DL appropriate for
the given sample. It is important to emphasize that TXRF is suitable for di-
rect determination of transition elements such as Cr, Fe, Ni, Cu, As in dilute
solutions, like drinking water [315]. A study of drinking water has shown how
the elemental content of water depends on geomorphology and local contami-
nation [316]. The authors presented DL without preconcentration, maximum
allowed values and recommended values according to the Portuguese law. The
direct DL values were in general much lower than the limiting values legally
established.

Generally, all the separation methods can be applied for TXRF sample
preparation which has been discussed in the XRF section. Finally, the sample
may be either in liquid or solid form, though liquid is preferred for the sake of
droplet preparation on the sample reflector. Liquid–liquid extraction or solid
phase extraction methods are often considered, but there are other unique
methods, such as electrodeposition.

Regarding the liquid extraction methods, NaDDTC or APDC complexing
agents are used for trace metal coordination as described in the previous sec-
tion, see also Fig. 7.118. The trace metals complexed will then be extracted
from the original water using a few ml of MBIK (organic solvent). The solvent
of trace metals is either used for direct droplet preparation or back-extracted
into Milli-Q water. By dropping 30 μl organic extractum on the reflector in 2-μl
steps, Holynska et al. [317] obtained DLs of 0.04, 0.06, and 0.06 μg l−1 for Cu,
Hg, and Pb respectively. Furthermore, it is possible to filter the trace metals in
complexed form through a Nuclepore filter and subsequently analyze a portion
of the deposit [318]. With this method the DLs were claimed to be 0.6, 0.5, 0.4,
1, and 0.8 ng ml−1 for Fe, Ni, Cu, Zn, and Pb. A powerful preconcentration
based on reverse-phase separation of the dithiocarbamate–metal complexes is
described by Prange et al. [319]. The original water was spiked with inter-
nal standard (Se) and buffered to pH 4.5–5. Then 1 ml of a methanolic 4%
(w/v) solution of NaDDTC was added and shaken to mix. After the reverse-
phase column had been pretreated with a few milliliters of methanol and
ultrapure water, the reaction mixture was sucked through the column within
10–15 min, the carbamate complexes being adsorbed on the column (packing:
Chromosorb AW-DMCS). After the column was sucked dry, the complexes
were eluted with 3–4 ml of purified chloroform/methanol (1:1 v/v). For 200 ml
water sample and 1000 s measurement, DLs of 5–20 ppt were achieved for the
first row transition metals.

The reverse-phase method was applied for the analysis of Mo, U, and
V in Baltic Sea waters [320]. DLs were reported as 14.3 ppt for U, 17.3 ppt
for V, and 9.6 ppt for Mo. Since, for example, Mo average ocean concen-
tration is 10.5 ppb, the method was sufficiently powerful for this task. The
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Fig. 7.118. Overview of the preparation methods using NaDDTC or APDC

concentrations of Mo and U were found to be controlled through conservative
mixing with North Atlantic waters. Scavenging seemed to be the main deter-
mining factor for V distribution; the Baltic waters were depleted in dissolved
V by more than 60% relative to the Atlantic waters. The total average concen-
tration was obtained at 1.4 ppb, and there were no systematic changes in the
concentration profile of V with depth. Schmidt and his colleagues [321] im-
proved the reverse-phase separation method. They designed a more compact
system containing the sample reservoir vessel, the chromatographic column,
and the eluant tube. Trace metals were enriched in the eluate by a concen-
tration factor of 45. Seawater was measured after the preconcentration, and
depth concentration profiles were obtained for the eastern part of the Atlantic
Ocean.

Introduction of commercially made on-line SPE applications eliminated
the need for laborious preparation of laboratory-made columns, and speeded
up the tedious handling procedures in environmental laboratories. Most an-
alysts still prefer laboratory made columns and packings, possibly as a re-
sult of greater selection of materials, hence tailoring the method to special
needs. The analyte flow in TXRF is inherently discontinuous, therefore the
on-line method cannot be exploited to its full extent. Preliminary investiga-
tions showed that the advantageous points are the low sample volume re-
quired and a high sample throughput [322]. An SPE method always consists
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of three to four successive steps, which is to be considered in optimization.
First, the solid sorbent should be conditioned using an appropriate solvent,
with the aim of wetting the sorbent, solvation of the functional groups, and
removing the impurities. The second step is the percolation of the sample
through the solid sorbent (loading). The flow rate should be set to a suffi-
ciently low value so that the metal ions are efficiently adsorbed. The third
step (which is optional) may be the washing of the sorbent to eliminate ma-
trix components. The last step is the elution of trace metals, usually with
a strong solvent (acid, base or organic). The key parameters are the solvent
flow rate and total volume to obtain a quantitative recovery and high precon-
centration factor. The reverse-phase extraction method discussed above was
improved continuously. Recently, an automated SPE extraction version has
been reported [323]. The authors reached good precision and accuracy with
the replicate analysis of certified reference waters, such as CASS-2 and NASS-
4. It was, however, impossible to decrease the total analysis time compared
with manual operation.

A promising preconcentration method for seawater has been described
[324] basing on electrodeposition of the metal ions from saline solution. Glassy
carbon was chosen as sample carrier, which fulfils the requirements for both
TXRF and electrochemistry. Duration of electrodeposition was set to 30 min
at a potential of 1800 mV and the pH of the solution was adjusted to 4.3.
Applying Mo-Kα excitation (or W continuum) and 500 s counting, typical DL
of 5–20 ng/l were obtained. From the experimental results on some artificial
saline waters, the authors found little salinity dependence of the deposition
yield. This study clearly shows the utility of the electrodeposition in seawater
analysis.

The low volume of sample needed for TXRF analysis may be important
when the availability is limited. In the case of precious or biological samples
this situation is quite common. When considering natural water analysis, the
liquid volume is normally not restricted. The small water volume, however,
makes the filtration and preparation fast and could prove efficient in reducing
contamination too. Lofthouse et al. [325] examined the analysis accuracy for
microvolumes of reference water samples. They compared TXRF with ICP-MS
equipped with a microconcentric nebulizer. ICP-MS offered better detection
limits for a wider range of elements but at least 90 μl of sample was required
and digestion of the sample was essential for organic solutions. TXRF provided
much simpler and faster preparation for these samples, but the instrumental
analysis took usually longer than with the ICP-MS.

Trace metals can exist in a number of physicochemical forms or species in
natural waters. These include free aquatic ionic forms, dissolved inorganic, or
organic complexes, complexes with colloidal particulate matter (inorganic or
organic), and complexes associated with the biota. The speciation can have a
major influence on the transport, behavior, bioavailability, and toxicity of a
trace metal. The free ionic form of a number of trace elements (e.g. Cd, Cu,
Pb, Zn) has been found to be considerably more toxic to aquatic biota than
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complexed, colloidal, or particulate forms. However, for elements such as Hg
and Sn, the methylated forms are more toxic than the ionic forms.

TXRF is not able to identify different molecular species or moieties. Hence,
speciation analysis can be performed after an appropriate chemical prepara-
tion and separation of such moieties. Because of this necessary additional
step(s), the application of TXRF is restricted to the field of speciation. A suc-
cessful work has been presented [326] determining metals and their species in
aquatic humic substances. Humic substances (HS) were preconcentrated from
water samples, both by the XAD 8 procedure and by preparative ultrafiltra-
tion. The HS sample was subsequently filtered through a multistage ultrafil-
tration system, off-line, and the fractions were measured by TXRF. Several
studies have related bioavailability or toxicity of trace metals to fractions re-
tained on different ion exchange resins. For example Figura and McDuffie [327]
determined lability of metals using voltammetric and ion-exchange (Chelex-
100) techniques and operationally defined metal speciation into very labile,
moderately labile, slowly labile, and inert species, see also [328]. As we dis-
cussed earlier, the feasibility of on-line preconcentration in TXRF is limited by
the inherent discontinous nature of droplet preparation on reflectors. There-
fore, TXRF speciation would be possible to simply divide and collect different
chromatographic fractions and then being presented for elemental analysis.

Synchrotron sources are unique facilities, offering high brilliance X-rays for
highlighted research. Further advantages are the tunability of the excitation
energy and linear polarization. With the increasing number of synchrotron
storage rings in operation, more beamtime would be expected for TXRF analy-
sis. The routine profile of water research is demanding and requires an eas-
ily accessible beamline and clean environment appropriate to the ultratrace
analysis. Generally, it is difficult to find a beamline which would fulfill re-
quirements for routine water analysis. Wobrauschek and co-workers [329–331]
systematically studied the excitation conditions and sample geometries for
synchrotron radiation TXRF analysis. Streli [332] has reviewed the field of
low energy TXRF, which has a direct relevance to synchrotron sources as a
consequence of the strong flux in the low energy region being available from
common storage rings of low critical energy. This can “compensate” for the
loss of weak fluorescence yield for low Z elements, providing DL in the low
pg level. Nevertheless, synchrotron radiation TXRF found most of its appli-
cation in semiconductor quality control (see Chap. 7.3, TXRF wafer analysis
by Streli et al.).

Recently, a new instrumental improvement in wavelength-dispersive de-
tection appeared and made possible WD-TXRF measurement. Earlier it was
thought that the poor detection efficiency of the WD systems would not al-
low a DL acceptable for trace element analysis. With the advent of extremely
brilliant beams from third generation synchrotron sources, and with the im-
provement in detection efficiency of the WD systems, compatible DLs were
obtained. The technical ways to downsize a Johansson type WD spectrome-
ter were discussed [333], and the authors presented the first results for dilute
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standard solutions and serum sample [334]. Since the spectrometer uses a
focusing optics for X-ray fluorescence detection, it is important to prepare a
very small specimen. Using this Johansson spectrometer, a sample preparation
method was developed [335] enabling a small spot of dried residue obtained on
a Si-wafer. There is another novel detection device, the so-called superconduct-
ing tunnel junction (STJ) detector, which offers high counting rate capability
and excellent energy resolution of 10–20 eV [336, 337]. These detectors may
contribute significantly in up-grading TXRF analysis at synchrotron sources.

Conclusion

For many applications XRF analysis is considered to be inaccurate, and to
have poor detection limits. This opinion has changed fundamentally with the
successful instrumental improvements and methodological developments in
sample preparation and quantification. Thin film techniques provide a simple
method for conventional XRF specimen preparation, giving a straightforward
and reliable quantification of the spectra as well. Especially, micro-droplet
preparation proved to be successful in combination with a focused beam of
excitation. After a boom in TXRF research and application in the early 1990s,
the speed rapidly dropped mainly as a result of the strong competitive tech-
niques (ICP-AES, ICP-MS). The overall trends in water research shifted to-
ward the understanding of organic contamination. Research on trace metals
focused on speciation with the development of improved analytical methods.
TXRF seems to be losing the competition, but it is absolutely not inevitable.
Many of the natural water analysis tasks can be performed by direct TXRF
virtually without any preconcentration. In the case of higher dissolved con-
tent in water samples, the matrix does not change fundamentally the spectra,
only raises the DL. The thrust of instrumental analytical methods has been
shifting toward speciation and other unique problems such as the low-level
measurement of lanthanides and actinides. TXRF can meet these demands
with the combination of appropriate sample preparation developments and
high-resolution, new detectors. An important advantage of TXRF to be em-
phasized is the very small amount of liquid needed for specimen preparation,
consequently a potential in biology. Low cost of TXRF should be recalled as
well as the simple instrumentation and practice.

A growing number of synchrotron applications can be anticipated in the
future. These brilliant excitation sources contributed to push down DL and
offered complementary absorption measurements (XANES, EXAFS) for speci-
ation. Instrumental development of detectors (efficiency, resolution and count-
ing rate) will surely continue, serving as a rich source of new applications in
water chemistry.

7.5.3 Atmospheric Aerosol

Particulate pollutants in the atmosphere consist of a mixture of suspended
solid or liquid particles originating from different natural and anthropogenic
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sources. Knowledge of the chemical composition of atmospheric aerosol is re-
quired for air quality characterization at a given location. The ultimate goal
of aerosol studies is to determine the particle sources and to study the pos-
sible physical and chemical processes occurring in the particles during their
atmospheric transportation. The most common method to derive information
about the sources is quantitative bulk analysis of particles collected sequen-
tially onto filters, combined with factor analysis on the time or location vari-
ance of the elemental concentrations [338]. The sources of air pollution have
specific chemical fingerprints, source apportionment studies are also based on
accurate knowledge on the chemical composition of the aerosol and its time
variation. The chemical characterization of atmospheric particulate matter
also provides an insight to the processes in atmospheric chemistry.

Earlier air quality standards only regulated the mass of total suspended
particulates (TSP), and concentration of some hazardous components without
size fractionation. The atmospheric transportation behavior of the particles,
however, strongly depends on their morphology and size. Also, the deposition
of inhaled dust in the human respiratory tract is strongly dependent on the
size and compositional distribution of the particles, since one particle hav-
ing elevated concentrations of toxic elements can cause DNA change in one
pulmonary cell, as a precursor of lung cancer [339]. The size of the particles
can range form a few nanometers up to several 100 μm [340], but for source
apportionment studies the accumulation (respirable aerosol, 0.1–2.5 μm) and
sedimentation type particles (2.5–100 μm) are the subject of study. The long
range transport of heavy metal pollutants is mostly determined by particles
smaller than 2.5 μm (PM2.5).

In the past decade, however, limiting values were also reported for PM10,
PM2.5 (particulates of maximum 10 or 2.5 μm aerodynamic diameter). For Eu-
rope council directive 1999/30/EC set limiting values for PM10 and lead in air
[341]. For this reason, bulk analysis is mostly carried out on size-fractionated
samples collected by stacked filter units or cascade impactors [342].

Several analytical methods are in use for chemical characterization of
aerosols. As far as the elemental composition is concerned, XRF can provide
partial analysis with a medium sensitivity. Its advantages are that it does not
require difficult sample preparation, it is low cost and it is non-destructive.
XRF spectroscopy is a useful analytical tool for determining the sample com-
position down to trace concentration levels. The method is appreciated for its
sufficient sensitivity, high dynamic range, non-destructiveness, and because of
its relatively simple relation to the fundamental physics of atom – radiation
interaction [343]. In order to minimize the matrix effects in XRF, atmospheric
particulate samples are collected on membrane filters or thin foils in the im-
pactors. Depending on the sampling time sampled particles form a thin layer
on the surface of the substrate materials that enables simple quantitation
since the response function will be in the linear range. The substrate should
be formed of low-Z elements and should be free from contaminating elements.
Teflon membrane filters are ideal for XRF because they are capable of higher
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particle load than polycarbonate membrane filters and the presence of F is
not interfering with the analysis. Since the filter samples can be regarded as
thin samples, therefore a simple procedure for quantitative analysis can be
performed in order to calculate the elemental concentrations.

The sampling strategy should be optimized to the requirements of the
study. For air quality monitoring, the limiting or target values are in the
range of μg m−3 or for some very toxic components in ng m−3. The minimum
detection limits of XRF, depending on the measurement setup and the ana-
lyzed element, are between 2 and 100 ng cm−2. Nowadays, contemporary table
top spectrometers have sufficiently low MDL to detect heavy metals in aerosol
samples down to ng cm−2 [344], which means that with 10 m3 volume sampled
sub ng m−3 can be reached, that is far below the limiting value for most ele-
ments and close to the ambient concentrations. The area of filter covered by
aerosol particles, the used flow rate and the duration of sampling should be
optimized in order to obtain sufficient material on the sample for analysis. The
area covered by particles should not be much larger than the sample surface
illuminated by the exciting beam. A homogeneous distribution of particles
on the filter surface is critical for accurate elemental analysis. This condition
is mostly fulfilled, however, there might be a radial concentration gradient
decreasing from the center. In most of the cases the best compromise for the
sampling strategy lead to a reasonable time resolution of one day. The source
apportionment studies based on XRF analysis are mostly based on daily av-
erages of elemental concentration on the sites of interest. A standard filtered
tube excitation or secondary target EDXRF is capable of providing partial
analysis of 23 < Z < 90, so habitually complementary analyses (mostly by
ion chromatography) for sulfate, nitrate, ammonium, and organic pollutants
(OC, BC) has to be carried out. Some of these analyses can be performed
on the same filters after XRF analysis due to the non-destructiveness of the
analysis.

Energy-Dispersive X-Ray Fluorescence Analysis of Aerosols

Samples collected on membrane filters can be regarded as thin samples, be-
cause X-ray attenuation by the filter material can be neglected, since the
particles are deposited on the surface of the filter. However, the X-ray at-
tenuation within the single particles causes the so-called particle size effect,
that is most pronounced for light elements (Z < 20) present in the coarse
size fraction. The magnitude of the particle size effect depends on the size
distribution of the particles deposited on the filter and the energies of the ex-
citing and especially the emitting characteristic X-rays. Correction factors for
aerosol particles of various sizes and compositions have been published [345].
For conventional EDXRF of PM10, it can be estimated that the correction
remains limited to at most 25% for Cl and maximum 15% for K and Ca,
therefore reasonable quantitative results can be obtained when the particle
size effect is neglected [346]. The sensitivity curve for the analyzed elements
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can be obtained by measurement of a series of single-element thin film stan-
dards (e.g., Micromatter) in identical conditions as the unknown aerosol sam-
ples. Multielemental standard reference materials (SRMs) prepared as aerosol
particulate matter deposited on polycarbonate filters can also be utilized. If
the composition and the size distribution of the particles in standards are sim-
ilar to those of the unknown aerosol samples, the particle size effect can be
cancelled out. Different institutes distribute such SRMs, but the homogeneity
of the deposit is very critical for utilizing the certified concentration values
for different elements. Due to the extreme homogeneity required, the loading
of the filters by airborne particulate matter is simulated using filtering of a
suspension of homogenized material through the filters [347].

Using a standard diffraction tube with secondary targets, or direct exci-
tation with a low-power X-ray tube, reasonable detection limits allowing a
time resolution of 24 h can be reached for a reasonable counting time (5 s
to 10000 s). As an example, TSP samples collected at Siófok (Lake Balaton,
Hungary) in four campaigns in the time period of 1999–2000 were analyzed
by means of EDXRF using a lower power Rh-anode X-ray tube (17.5 W)
with direct excitation of the filter samples under vacuum conditions [348].
The average and maximum concentrations of trace elements are shown in
Table 7.16, in comparison with the limiting values according to the Hungar-
ian Standard. The obtained concentrations are similar to those found in other

Table 7.16. Elemental concentrations of TSP samples compared to the limiting
values in Hungary

Concentration (μg m−3)

Element Average Maximum Limiting value

Al 0.624 1.75 30
Si 1.65 4.96 23.3
P 0.0738 0.149 21.8
S 2.15 5.17 20
Cl 0.0736 0.27 30
K 0.419 1.12 22.6
Ca 1.2 3.38 21.4
Ti 0.042 0.124 n.a.
V 0.00179 0.00724 2
Cr 0.00442 0.0128 1.5
Mn 0.0113 0.0455 1
Fe 0.597 2.14 200
Ni 0.0023 0.00497 1
Cu 0.01 0.0436 2
Zn 0.0384 0.0886 50
Br 0.012 0.0193 10
Rb 0.00271 0.00589 n.a.
Sr 0.0058 0.0128 n.a.
Pb 0.0371 0.106 0.3
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areas of Hungary [349], and are in accordance with results obtained by wet
chemical methods for the time period of 1995—1998 [350]. The average con-
centrations are far below the limiting values, and lead is the only element
where the maximum concentration is close to the limiting value.

There are no large industrial point sources of air pollution near the lake.
The nearest power plant, which burns coal, is about 30 km to the northwest.
Local sources include motor vehicle emissions and dust suspended by vehicles
on paved and unpaved roads or as the result of construction or by wind stress.
The time variation of the concentrations did not show characteristic seasonal
variations but it was in correlation with the incoming air mass.

A temporal resolution of as low as 1 h can be reached using a combination
of streaker sampler and EDXRF using capillary optics [346]. The single-stage
streaker device draws the air through an 8×1 mm2 rectangular orifice through
a polycarbonate membrane filter with an average flow rate of 0.16 L min−1.
The filter is mounted to a circular frame rotating at a speed of 45◦/day, result-
ing in an 8-mm wide circular deposit of aerosol particles. The pre-impactor
with an aerodynamic cut-off diameter of 10 μm restricted the aerosol collection
to PM10. The radiation of an X-ray tube was concentrated to a beam diameter
of around 1 mm using a glass capillary. A Mo anode X-ray tube was used for
measurement of high atomic number elements (19 < Z), while light elements
were determined using a Cr anode tube, in a He purged sample chamber. The
analysis was performed using 1-mm steps corresponding to a 1 h of aerosol
exposure. Using a 100 s measurement time at each spot, a scan of a complete
sample collected during 1 week took about 6 h. The measurement geometry
and the filter exposed in the streaker sampler are shown in Fig. 7.119.

The detection limits expressed in μg m−3 compared to that of particle-
induced X-ray emission (PIXE) using 2.4 MeV proton excitation, calculated
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Fig. 7.119. Geometrical arrangement for the X-ray fluorescence analysis of a fil-
ter sample taken with the streaker collection device. Reproduced from Holynska
et al. [346] by permission of Elsevier Science B.V.
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Table 7.17. Interference-free detection limits (DLs) in capillary optics EDXRF
and PIXE analysis of aerosol streaker samples collected on Nuclepore polycarbonate
filters

DL (μg m−3) Range of concentrations
Element EDXRF PIXE in urban areas (μg m−3)

S 0.8a 0.23 2–15
Cl 0.5a 0.2 0.1–10
K 0.2a 0.14 0.2–4
Ca 0.1a 0.11 1–20

Fe 0.08b 0.014 0.5–20

Cu 0.03b 0.008 0.02–5

Zn 0.03b 0.008 0.02–10

Br 0.04b 0.014 0.005–1

Pb 0.07b 0.028 0.1–10
Comparison with typical ranges of particulate element concentrations in urban
areas [345].
aMeasurement with Cr X-ray tube.
bMeasurement with Mo X-ray tube.

for a 1-mm2 beam size and 100 s measuring time, are shown in Table 7.17.
The detection limits are in the same range of that of PIXE, and are in the
lower end of the expected urban aerosol concentration ranges for most of the
elements studied.

Total Reflection X-Ray Fluorescence Analysis of Aerosols

The sensitivity of TXRF is close to that of ICP-AES, therefore it is com-
monly applied to the analysis of liquid samples. However, the TXRF technique
has been recently successfully applied for elemental analysis of atmospheric
aerosol. One of the most common possibilities of aerosol analysis using TXRF
is utilizing digested samples and the analytical procedure for liquid samples. If
particles are collected on non-reflecting backing like filters, only this method
is applicable [351–353]. Schmeling [354] reported on a study concerning the
seasonal variation of aerosol composition and its correlation with the wind
directions and air mass backward trajectories for Chicago. Sampling volumes
of 2 m3 provided sufficient material for analysis that enabled a 2-h time resolu-
tion using a moderate, 16.7 Lpm flow rate. Detection limits from 1 to 8 ng g−1

could be achieved for elements Pb–K. Seasonal variations in elemental concen-
trations could be obtained by TXRF, that were found to be most pronounced
in summer, where concentrations of almost all elements detected were lower.
Influences of anthropogenic pollution could be found in all samples. Sulfur,
however, was enriched in summer due to photochemical production and re-
moval of large particles containing mostly soil dust elements by deposition
into Lake Michigan (east wind). However, the pre-treatment may change the
elemental composition of the sample, increase the content of some elements by
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contamination and decrease the content of some elements by losses. Another
option for using TXRF in aerosol analysis is when particles are directly de-
posited on reflector surfaces. In this case the only possibility for air sampling
is the impaction method, where reflector surfaces suitable for TXRF analysis
are directly placed as impaction plates into the device resulting in samples
that can be analyzed directly after sampling. Schneider [355] first used sam-
ple carriers for TXRF analysis as impaction plates in a cascade impactor.
Such direct measurements need very critical settings of the device to ensure
that after sample changing the same total reflection conditions are fulfilled
and the physical position of all the samples is the same as that of the stan-
dards. Usually the addition of an internal standard is needed for quantification
(to calibrate for the illuminated area). This procedure has to be performed
carefully in order to cover the impaction spot with the dried deposit of the
internal standard solution. This step requires a skilled analyst. For this reason
impactors having circular orifices are recommended for sampling, providing
an aerosol deposit of larger than 3 mm2. Using direct analysis, the risks of
contamination and the loss of material to be analyzed are reduced. Differ-
ent reflector materials were investigated as impaction plates. Injuk and Van
Grieken [356] investigated the detection limits for quartz glass, siliconized
quartz glass, and plexiglass reflectors, where the siliconized quartz glass re-
flectors were prepared by dispersing a drop of silicon solution on the quartz
glass surfaces. Their results indicated that the use of quartz glass carriers
provided the best detection limits. Among different reflector materials, the
use of polished silicon substrates have been evaluated by Esaka et al. [357].
They pointed out that an important factor determining the detection limits
achievable by the reflectors is their surface roughness. The detection limits of
elements for the polished Si carriers in TXRF analysis were superior to those
for glassy carbon (two orders of magnitude) and even for quartz glass carri-
ers (three times, see Fig. 7.120). Molybdenum anode X-ray tube operating at
40 kV and 40 mA was used for irradiation of the samples.

Si carriers were used for the elemental analysis of aerosol particles collected
at Ibaraki, Japan from January to November 2002. From the variations in the
elemental concentrations with time, the origin of the particles was deduced.
Four groups of elements could be distinguished, which could be related to
crustal, yellow dust, and anthropogenic sources, because of the availability of
size-segregated samples.

The Si-wafer substrates were also used as impaction surfaces by Török
et al. [358]. For particles smaller than 0.5 μm, 0.02 m3 of air was sufficient for
TXRF analysis of low-Z elements at the BESSY synchrotron source. Also it
was feasible to investigate the chemical environment of nitrogen using TXRF-
NEXAFS from nanoscopic amount of material. This capability can improve
the time resolution to below 10 min that is commonly expected from air quality
monitoring devices of “classical pollutants” such as SO2, NOX , PM10. There is
of course the inherent limitation of SR measurement that the sample number
that can be analyzed is very restricted.



Methodological Developments and Applications 627

Fig. 7.120. The detection limits of elements for the glassy carbon, the quartz glass,
and the Si carriers. Reproduced from Esaka et al. [357] by permission of Elsevier
Science B.V.

7.5.4 Monte Carlo Based Quantitative Methods for Single
Particles

Many environmental applications demand for the quantitative characteriza-
tion of particulate matter. There are two major approaches in the analysis of
particulate matter: bulk and single-particle analysis. By using bulk methods,
only the average composition of the particulate sample can be obtained. How-
ever, these samples are heterogeneous mixtures of different types of particles,
so the average composition and average diameter do not describe well the
dispersion of the particles in the sample. In order to derive environmentally
relevant information on the sources of the environmental particles like aerosols,
soils, or sediments – that are the most investigated by XRF – accurate chem-
ical information is necessary including major, minor, and trace elements. The
major composition of individual microparticles including low atomic number
(low-Z) elements can be quantitatively determined using electron-probe X-
ray microanalysis (EPMA) [359, 360]. However, on the basis of the major
element composition natural and anthropogenic particles cannot be identified
unambiguously (consider e.g., soil-derived and fly-ash particles in atmospheric
aerosol). Therefore, the accurate knowledge of the minor and trace composi-
tion of individual particles is of high importance for source profiling studies,
as they offer more distinctive features for the identification of different parti-
cle sources. As X-rays originating from conventional diffraction X-ray tubes or
synchrotron sources can be focused to form micrometer-sized beams [361], the
examination of microparticles became possible using microbeam XRF [362].
Minor elements can also be detected using micro-PIXE in individual parti-
cles, but for achieving fully quantified results, it has to be combined with
other methods [363].
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Using photons or charged particles for excitation, the measured X-ray in-
tensities of elements depend non-linearly on the concentrations, and they are
not independent from each other. For this reason, no explicit mathematical ex-
pression can be given for calculating concentrations from measured intensities.
The problem has to be solved in an iterative way. The conventional quantifi-
cation methods [364] are not suitable for single-particle analysis, because they
are not flexible enough for various experimental and sample conditions, such
as the analysis of microparticles having irregular shapes and heterogeneous
compositions.

The most widely used analysis technique for single particle analysis is
EPMA and the quantitation methods for such application were developed
earlier and will be briefly summarized here. The quantification methods in
EPMA, such as classical ZAF and φ(ρz)-based procedures, aim to correct for
matrix and geometric effects, observed in particulate matter, that are even
the most pronounced for light-element X-rays. The most reliable and widely
used quantification method for microparticles is the so-called particle-ZAF
algorithm developed by Armstrong and Buseck [365]. However, the particle-
ZAF method based on the use of bulk standards introduces large errors for
light element analysis (that are major components of environmental samples).
This is mostly because of the large absorption correction needed for low-Z
element quantification and the difference between the bulk standard and single
particle in their behavior under electron bombardment. In addition, when the
average atomic number of the substrate significantly differs from that of the
particle, the side-scattering correction of the φ(ρz) function is reasonable only
if the electron excitation volume is smaller than the particle itself. It has been
shown that with the use of micrometer-sized X-ray beams, the topological
variation can be distinguished from chemical inhomogeneities by looking at
the correlations between the intensities from different elements [366]. Thus, by
using microbeam XRF in a scanning mode it should be possible to separate
the impact of chemical inhomogeneities and sample topology. However, for
the quantitative trace element analysis the different matrix and attenuation
effects caused by the differences in the size and shape of the particle have to
be taken into account accurately. Also, the intensity variation over the X-ray
microbeam has to be described well.

It is well known that Monte Carlo simulation is a reliable tool for modeling
the matrix and geometry effects in X-ray generation using excitation either
using photons or electrons for excitation of the microscopic volume of inter-
est. Quantification can be achieved by iterative adaptation of the simulated
elemental concentrations until the deviations between the simulated and ex-
perimental peak areas fall within the statistical uncertainties of the recorded
fluorescent lines [360, 367].

A significant advantage of the MC simulation-based quantification scheme
compared to other methods, such as fundamental parameter (FP) algorithms,
is that the simulated spectrum can be compared directly to the experimental
data in its entirety, taking into account not only the fluorescence line inten-
sities, but also the scattered background of the XRF spectra. This is coupled
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with the fact that MC simulations are not limited to first or second order
approximations and to ideal geometries.

Simulation Models in XRF and EPMA

For a typical XRF experiment, the simulation code must consider the three
most important interaction types in the X-ray energy range of 1–100 keV, i.e.,
(i) photoelectric absorption followed by X-ray fluorescence or Auger electron
emission, (ii) Rayleigh, and (iii) Compton scattering. The simulation of these
interactions within the sample and its environment (e.g., surrounding air)
and calculating the probability of subsequent fluorescence or scattered X-ray
emission within the solid angle of the modelled detector allow building up
the complete spectral response. The exciting radiation can have any given
(numerically defined) energy distribution in the above energy range and can
either be unpolarized or linearly polarized. The modeled multi-element sample
can contain maximum 92 elements from H to U. The detailed description of
the code can be found elsewhere [368–370].

Several Monte Carlo programs exist that allow the simulation of electron
trajectories in bulk samples and the production and absorption of X-rays. The
ANSI standard C code CASINO program, developed by Hovington et al. [371]
is a single-scattering Monte Carlo calculation, especially designed for low-
energy beam interactions in bulk, thin foil, and the spherical inclusions with
homogeneous composition. Tabulated Mott elastic cross sections and exper-
imentally determined stopping powers are employed for description of the
electron–matter interactions. The program can simulate several types of sig-
nals, such as X-rays and secondary and backscattered electrons, as a point
analysis, as a line scan, or as an image format, for accelerating voltages be-
tween 0.1 and 30 kV. For modeling the fluorescence intensity emitted by mi-
croparticles sitting on a flat substrate, the CASINO Monte Carlo program was
specifically modified and extended [360, 372]. The simulation of entire X-ray
spectra and Bremsstrahlung background are implemented using the parame-
trization of Kirkpatrick and Weidmann [373] for the background calculation.
This extension makes the comparison of experimental and simulated X-ray
spectra possible, including characteristic X-ray lines and Bremsstrahlung
background. The reliability of MC simulations is demonstrated through com-
parison of measured and simulated X-ray spectra of SRMs for micro-XRF
(Fig. 7.121) and EPMA (Fig. 7.122). The agreement between the measured
and simulated spectra is reasonably good for both cases.

The Quantification Algorithm

As MC simulation can reliably model characteristic X-ray intensities as well as
continuum background for microparticles of a given composition, size, shape
and density, it can be used for quantitative analysis. The input data of the
quantification procedure are the measured characteristic X-ray intensities of
the elements involved in the particle, the sizes, the shape and the average
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Fig. 7.121. Experimental and simulated XRF spectra from an NIST SRM 612
multi-element glass calibration standard having a thickness of 100 μm. The exper-
imental spectra correspond to monochromatic (E0 = 20.8 keV) excitation at HA-
SYLAB Beam Line L. Dotted curves: experimental data; solid lines: simulation.
Reproduced from Török et al. [374] by permission of the Royal Society of Chemistry

density (ρ) of the particle. The Ii,meas measured characteristic intensity values
can be determined by fitting the experimental spectra using non-linear least
squares fitting using the AXIL code [375]. Although the zero-approximation
and the a priori consideration are different for the two techniques, exactly
the same iterative procedure can be used to refine the concentration of each
element. The (k+1)th approximation for the concentration of the ith element
C

(k+1)
i is described as follows:

C
(k+1)
i = C(k)

i · Ii,meas

Ii,calc ·
n∑

j=1

C
(k)
j · Ij,meas

Ij,calc

, (7.35)

where Ii,meas and Ii,calc are the measured and the simulated X-ray intensities
and n is the number of elements in the particle, respectively. Including the
normalization in the numerical procedure assumes that practically all elements
are observed, i.e.

∑n
i=1 Ci = 1.

The procedure is terminated, if either of the following conditions is met:∣∣∣C(k+1)
i − C(k)

i

∣∣∣ < ε, (7.36)
n∑

i=1

(Ii,meas − Ii,calc)2
σ2

i, meas

< δ, (7.37)

where ε and δ are given as input values for limitation of the iteration steps,
and σj is the standard deviation of the measured X-ray intensities of the jth
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Fig. 7.122. Measured and simulated EPMA spectra of a 20-μm diameter soda-lime
glass standard sphere (SPI #2716) with a 100-nm carbon layer

element. According to our experience, the convergence speed of the numer-
ical approximation depends strongly on the number of simulated electrons
and the number of elements considered in the sample. The average num-
ber of steps is between 5 and 10 for accuracy values 0.005 < ε < 0.01 and
1.5 < δ < 2.0.

The zero-approximation of the elemental concentrations C0
i for EPMA

can be assumed as the normalized measured intensity of element i, because
practically all elements are observed (except H, He, Li, and Be):

Ci,0 =
Ii,meas∑n

j=1 Ij,meas
. (7.38)

In micro-XRF, however, the irradiated mass, the shape, and the matrix of the
particles are not known and it is very difficult to determine these parameters
experimentally. Therefore it is necessary to make some a priori assumptions
on the basis of independent bulk measurements. The shape of the particles can
be assumed to be spherical. The diameter or mass of the particle-sphere can
be estimated by using optical microscopy or from the intensity of the scatter
peaks, respectively. It can be assumed that each element with a detectable
X-ray line is present in its most common oxide form in the particle, such as
SiO2, SO3, K2O, CaO, TiO2, and Fe2O3. All other elements can be assumed
to be present in atomic form. The sum of the elemental and oxide concen-
trations can be assumed to be 100% in the case of coal fly ash and sediment
particles.
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The initial concentration of analyte i, Ci,0 with detectable X-ray line was
calculated as:

Ci,0 =
Ii,meas/Si

n∑
j=m+1

Ij,meas/Sj

×
⎛
⎝1 −

m∑
j=1

Cj

⎞
⎠ , (7.39)

where Si is the sensitivity for element i, n is the total number of elements in
the sample, and the first m elements constitute the dark matrix (which can
be derived from stoichiometry or known from other, bulk measurements). If
EPMA results are available for exactly the same particle or the same particle
type (including light elements such as C, N, and O), the dark matrix compo-
sition considered for micro-XRF can be calculated from the major elemental
composition obtained from EPMA.

Using the Monte Carlo based quantification method, the minor element
content of individual microparticles can be determined using laboratory scale
micro-XRF setups based on a standard diffraction X-ray tube and capillary
optics. If the trace element content of the particles is demanded, micro-SRXRF
measurements are necessary, using the matrix composition determined for
each individual particle separately using the laboratory micro-XRF system or
EPMA measurements.

The Monte Carlo based standardless quantification method for both
EPMA and micro-XRF was tested using particulate standards with known
composition. Relative deviations in the range of 5–20% have been achieved by
the Monte Carlo quantification scheme, depending on the analyzed element
and sample type [359, 360, 367, 376].

Errors in the quantitative results are mostly due to the uncertainties in the
physical constants (cross sections, fluorescence yields, transition probabilities,
etc.) applied in the simulations and due to uncertainties concerning various
instrumental parameters. The latter includes uncertainties in the employed
excitation spectrum in case of a given polychromatic X-ray source, and often
insufficient knowledge on the used detector response-function characterizing
the energy dispersive detector in the experiment.

Application Examples of Single Particle Analysis

The applicability of the MC code for the quantitative trace-element analysis
was demonstrated on low-density particles [367]. Examples for the combined
application of micro-XRF and EPMA are shown for individual soil [377] and
river sediment [378] particles.

As the simulation code can predict reliably the measured XRF intensities
(and sensitivities) for particulate standards [367], the model could be ap-
plied for the quantitative analysis of unknown soil particles originating from
Kosovo, based on the iterative adaptation scheme discussed above. The micro-
XRF measurements were carried out at the D09B-XRF beamline of LNLS
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Table 7.18. Elemental composition of three soil particles calculated using the Monte
Carlo quantification scheme for micro-XRF

Concentration (wt%)

Elements Particle 1 Particle 2 Particle 3

Oa 47.2 49.2 37.6
Mga 4.7 4.8 3.9
Ala 15.3 15.9 11.4
Sia 20.5 21.3 17.11
P 0.4 <DL <DL
S 0.3 <DL <DL
K 1.6 2.1 7.8
Ca 7.6 2.9 1.7
Ti 0.3 0.5 0.7
V 0.007 0.006 0.02
Cr 0.006 0.01 0.01
Mn 0.03 0.13 0.005
Fe 1.91 2.98 0.09
Co 0.007 <DL <DL
Ni 0.002 0.004 <DL
Cu 0.002 0.003 0.003
Zn 0.004 0.008 0.002
U 0.13 0.20 18.2

The matrix composition (O, Mg, Al, Si) was assumed as the average composition of
soil obtained from electron probe microanalysis
Relative standard deviations are in the range of 2–15%.
aCalculated from EPMA.

(Campinas, Brazil), using white beam excitation. As an example, the calcu-
lated elemental compositions of three typical individual particles are shown
in Table 7.18, corresponding to particles having elevated U concentrations. In
these calculations, the matrix composition was estimated by EPMA, based on
a Monte Carlo quantification procedure for electron interactions [359, 360]. In
Fig. 7.123, the experimental and the corresponding simulated XRF spectra of
a soil particle (Particle 1 in Table 7.18) measured by the LNLS micro-XRF
setup is shown. The agreement between the measured and simulated spectra
is satisfactory for this particle; both with respect to the fluorescence line and
scatter background intensities.

As illustrated in Table 7.18, the U concentration within these particles
range from 0.12% to 18.4%, which represent concentration values averaged
over the entire intersection volume between the beam and the particle agglom-
erate in question. The EPMA results showed that most of the concentrated
DU (depleted uranium)particles were in the 0.8–1.5 μm size range, which were
often agglomerated with larger soil particles [379]. The particles in the 20–
50 μm diameter range were assumed to be heterogeneous, different number
of small DU particles were attached to them, therefore the average uranium
concentration over the particles could vary in a wide range [377].
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Fig. 7.123. Comparison of experimental and simulated micro-XRF spectra for an
individual soil particle collected from Kosovo. The spectra were collected at LNLS,
using white beam excitation. Reproduced from Török et al. [377] by permission of
Elsevier Science B.V.

The trace composition of anthropogenic particles after a transboundary
water pollution event of the Tisza river (Hungary) was studied using white
beam micro-XRF at HASYLAB Beamline L (Hamburg, Germany). The used
experimental setup allowed the quantification of trace lanthanide elements us-
ing their K lines. Although the white beam micro-XRF setup allowed only the
investigation of particles in the sedimentation size range, it provided useful
information on the trace content of the particles, which is an average value
for the whole area of a particle. Table 7.19 summarizes the result of 33 se-
lected particles in the diameter range of 40–80 μm, the maximum and average
concentrations of trace elements, and the average trace composition of five
clusters obtained using hierarchical cluster analysis (HCA). The composition
of the dark matrix was estimated using the EPMA results of similar particle
classes. The average and maximum concentrations of copper and zinc are in
the same range as it was found for the polluted bulk samples, which is in accor-
dance with the small size of the grains enriched with these elements. For lead,
however, an order of magnitude higher maximum concentration was observed,
indicating the presence of larger (5–10 μm) lead-containing grains than it was
presumed from the EPMA results [380]. The maximum observed concentra-
tion of cadmium (>700 μg g−1) indicates that this highly toxic heavy metal
is also inhomogeneously distributed among the anthropogenic particles. The
determination of this metal was not possible using EPMA and tube-excited
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Table 7.19. Summary of the micro-XRF point analysis of 33 large (60–100 μm)
individual particles

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Average Maximum

Number of
particles 18 9 3 2 1 33 33

Element Concentration (μg g−1)

Mn 476 107 3520 559 - 643 8375
Fe 20950 5940 22940 29000 4810 17060 72000
Cu 322 42 414 25 89 229 1259
Zn 1119 117 1079 225 2703 836 4332
Rb 92 155 96 8 18 102 648
Sr 77 116 44 5 5 78 668
Y 16 10 134 1 8 24 357
Zr 44 166 48 3 514 89 1382
Nb 11 5 14 1 1 9 50
Pd - - 49 - - 4 148
Ag 4 - 19 1 5 4 50
Cd 11 - 263 2 46 32 723
Sn 197 21 9 6 11 115 1591
Sb 7 33 61 2 5 19 291
Cs 7 21 17 2 3 11 99
Ba 486 3284 173 47 92 1182 12160
La 13 3 21 4 5 10 59
Ce 38 5 56 4 10 27 187
Pb 605 78 6652 36 189 964 16570
The concentrations were calculated using the MC based quantification method. Five
clusters were obtained using HCA

bulk XRF. As it is shown in Table 7.19, Clusters 2 and 4 can be regarded as
natural sediment particles, because they were formed from particles with very
low copper, zinc, and lead content. A comparison of simulated and measured
X-ray spectra of a typical sediment particle classified to Cluster 2 is presented
in Fig. 7.124, showing good agreement. The particles however, which could be
associated with the mine pollution accident (Clusters 1, 3, and 5), contained
La, Ce, and Nd also in an order of magnitude higher than natural sediment
particles [378].

7.5.5 Radionuclides and Radioactive Materials

Radionuclides may be introduced into the environment through a variety of
systems and processes. Human activities involving nuclear weapons and nu-
clear fuel cycle (including mining, milling, fuel enrichment, fabrication, reac-
tor operation, spent fuel stores, reprocessing facilities, medical applications
and waste storage) are important, leading to a significant creation and re-
lease of radioactivity. Human technology also releases pre-existing natural
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Fig. 7.124. Measured and simulated white-beam micro-XRF spectra of a typical
surface sediment particle collected from the Tisza main riverbed. The diameter of
the particle is 60 μm. Reproduced from Osán et al. [378] by permission of Elsevier
Science B.V.

radionuclides, which would otherwise remain trapped in the earth’s crust. For
instance, burning of fossil fuel (oil and coal) dominates direct atmospheric
release at pre-existing natural radioactivity

The fallout distribution pattern depends on the weather conditions (i.e.,
wet or dry). Variation in the degree of interception of fallout is found depend-
ing on the nature of the surface and the physical–chemical form of radionuclide
which may vary, depending on release and transport conditions in addition to
elements’ properties. A general distinction can be made between gases, aerosol,
and particulate material. Particles with higher activity concentration, known
as “hot particles”, may result from atmospheric nuclear weapon tests or nu-
clear reactor accidents. This activity is diluted as material is transferred to
soil and water directly or via vegetation and movement through other biota.

The ability to develop adequate models for predicting the fate of inor-
ganic contaminants, including radionuclides, in both surface and subsurface
environments, is highly dependent on accurate knowledge of the partitioning
of these constituents between the solid and solutions phases and ultimately
on the capability to provide molecular-level information on chemical species
distributions in both theses phases. Furthermore, the development of environ-
mentally sound, yet cost effective remediation strategies requires an under-
standing of the chemical speciation of the contaminants within the sediment
and soil matrices in which they are contained.

The analytical techniques used for the monitoring of the isotopes dispersed
in the environment as manmade isotopes or natural isotopes are radiometric
methods as well as mass spectrometric methods, which are mainly used for the
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longer-lived isotopes. The first are based on the nuclear properties of the ra-
dionuclides. The proper selection of a particular radiation detector or method
of radioactivity analysis requires a good understanding of the properties of
nuclear radiation, the mechanisms of interaction of radiation with matter,
half-life, decay schemes, decay abundances, and energy of decay. Sometimes
radiation is classified into ionizing radiation, which produces ionization or ion
pairs as it travels through matter, and non-ionizing radiation. These may be
further grouped into particulate radiation that may have a definite mass and
non-particulate radiation or radioelectromagnetic radiation. Radioactivity, de-
pending on the type, may emanate directly from the nucleus of an unstable
atom or from its electron. The forms of ionizing radiation of most concern at
detectable decay products of radionuclides are particulate radiation, includ-
ing α-particles and β-particles (negatrons and positrons), which are emitted
from the nuclei of atoms, at internal conversion and Auger electrons, and non-
particulate electromagnetic radiation, including Bremsstrahlung, X-radiation
and γ-radiation.

X-ray fluorescence can be exploited for the determination of the bulk con-
centrations of actinides in environmental samples like soil, sediments, and nu-
clear waste disposals. The technique is limited since it is only responding to
the atomic number of the elements and therefore isotopic information that is
essential for determination of the origin of the material is lost. However, XRF
has been exploited to study chemical distribution of actinides as released from
spent nuclear fuel disposal and storage both in bulk and in particulate matter.

Subsurface transport of groundwater contaminants is greatly influenced
by chemical speciation, precipitation, and sorption processes. The transport
of Pu potentially released from spent nuclear fuel disposal and storage sites
is dependent on its interaction with mineral surfaces and speciation in the
subsurface. Plutonium is a key component of spent nuclear fuel that requires
careful strategies for environmentally safe management and long-term geologi-
cal storage. Studies investigated sorbed Pu on a natural heterogeneous mater-
ial (tuff) using in situ spatially resolved synchrotron micro-X-ray fluorescence
(micro-SXRF) [381]. Micro-SXRF spectroscopy can be used to produce im-
ages of elemental distributions on a microscopic level and therefore results as
an excellent technique for determining the microdistributions of sorbed Pu
among various minerals in tuff material. Figure 7.125 shows an SXRF spec-
trum obtained for a region on the tuff that contained a highly elevated sorbed
Pu. Once identified by SXRF imaging, isolated regions of Pu enrichment may
be probed with micro-X-ray absorption near-edge structure (micro-XANES)
and extended-X-ray absorption fine structure (EXAFS) spectroscopies. Hence,
measurements of the bonding environment of particular species on individual
mineral microphases can be made on these materials. In situ micro-XANES
and – EXAFS techniques have been utilized to study the local molecular
bonding environments of metal contaminants in heterogeneous environmental
systems on a micrometer scale [382, 383].

X-ray fluorescence spectrometry has been used combined with vibra-
tional microscopy to assess highly heterogeneous actinides contaminated
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sorbed Pu. Reproduced from Duff et al. [381] by permission of American Chemical
Society

materials [384]. In the context of disposition and treatment of various waste
forms contaminated with actinides, the study of chemical interactions and
structural characteristics of uranium, neptunium, plutonium, and americium
species in different substrates provides vital information in exploring stabiliza-
tion, processing, and storage scenarios. Interactions of actinides with various
waste forms and media, as well as the fate and the transport of actinides,
are areas of particular interest. When actual transuranic waste has been in
contact for a period of time with a brine solution, a precipitate is formed.
The authors [384] have examined this precipitate for gross elemental compo-
sition and semiquantitation of Mg, Al, Ca, Fe, Nd, Th, U, Np, and Pu by
WDXRF. Additionally, energy-dispersive micro-XRF spectrometry has been
used to map and correlate elemental composition within these precipitates.
In order to gain further information on the molecular species present, Ra-
man and infrared measurements were used in combination and molecular and
elemental information for highly heterogeneous materials could be obtained.

Micro-X-ray fluorescence has turned out to be an experimental approach
having considerable potential to provide unique problem-solving capabili-
ties [385–393]. The distinguishing feature of micro-XRF compared to other
XRF approaches as bulk XRF and high-resolving ED or WD micro-XRF us-
ing a scanning electron beam is that it fills the analytical gap between these
two methods. The principle advantages of micro-XRF are the non-destructive
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analysis and the need for little or no sample preparation. In addition, most
problems can be solved with qualitative rather than quantitative information.
The capacity of micro-XRF for quantifying elemental concentration distribu-
tions across a large sample surface area has been demonstrated investigating
depleted uranium(DU) containing 6% niobium [394]. Nb is commonly alloyed
with uranium to prevent surface oxidation, and determining how the niobium
concentration is distributed throughout a sample is useful in explaining ob-
served material properties. A process was developed to convert qualitative
micro-XRF niobium distribution images from depleted uranium samples into
images displaying concentration values. Thus, micro-XRF was utilized to de-
termine elemental concentrations across a surface in a manner similar to that
of the established method of EPMA. However, even laboratory scale micro-
XRF can provide information from relatively large sample areas (over 100 cm2

in size) using a 500-μm beam.
Characterization of environmental hot particles in terms of chemical and

isotopic composition is essential in order to understand transport mechanisms
in the environment as well as their bioavailability. Microanalytical techniques
such as EPMA and secondary ion mass spectrometry (SIMS) combined with
scanning electron microscopy (SEM) EDX or WDX system have been largely
exploited for these applications. Recently, micro-SXRF has been applied for
the determination of trace element constituents in hot particles. In particular,
the technique has been very effective for the determination of the chemical
composition of microparticles containing depleted uranium [377]. Measure-
ments performed by SIMS on the same particles to determine their isotopic
composition confirmed that the particles contained reprocessed depleted ura-
nium. Other authors [379] have studied microparticles bearing depleted ura-
nium. They have exploited micro-XRF imaging and SEM-EDX. Their objec-
tive was to test the suitability of these techniques to identify the presence
of small DU particles and measure their size distribution and the 235U/238U
isotopic ratio by SIMS. By micro-XRF different points of the sample were
irradiated using a narrow primary X-ray beam. At each point an X-ray
fluorescence spectrum was collected, the concentration of a particular ele-
ment versus the position was obtained, and a concentration map was drawn.
The technique did not provide information on the isotopic composition and
only gives information on the size of the particles if they were smaller than
the beam diameter. The authors, in order to confirm the presence of ura-
nium, analyzed two samples with a large beam (0.7 mm in diameter). The
spectra at each different pixel were summed up to produce a cumulative
spectrum. The uranium Lα characteristic X-ray confirmed the presence of
uranium in both samples. The elemental maps of uranium were then con-
structed by analyzing the two samples with a finer beam (35 μm) by sum-
ming up at each pixel the counts in the energy range 13.4–13.6 keV. Although
SEM-EDX is unable to provide information on isotopic composition of the
sample, it gives excellent information on the particles’ dimensions and size
distribution.
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In a sediment sample stemming from a reprocessing plant, micro-SXRF
could reveal the association of high concentration of Zr (1100 pm) and Hf
(70 ppm) in a particle containing 15 ppm of U [374]. From this finding it was
supposed that uranium contained in the particle was anthropogenic. Since no
isotopic ratio measurements were performed no final conclusions on the origin
of the particle could be drawn.

7.6 Geology, Mining, Metallurgy

D. Rammlmair, M. Wilke, K. Rickers, R.A. Schwarzer, A. Möller,
A. Wittenberg

7.6.1 Introduction

Geology, mineralogy, exploration, and mining require an interdisciplinary
approach involving geological mapping, tectonics, petrography, geochemistry,
sedimentology, remote sensing, geophysics, microbiology, engineering, mineral
treatment, and melioration. Within this frame geochemistry is one of the basic
tools used in characterizing rocks of magmatic, metamorphic, and sedimento-
logical origin, as well as soils and weathering products of these. The obtained
geochemical information allows us to classify the rock either in terms of an
internationally approved rock name classification [395] (Le Maitre et al. and
references), genetic origin, such as the classification of magmatic rocks to geo-
tectonic environments [396] (Pearce and references) or parental magma series.
Moreover and more importantly, genetic processes like fractionation and/or
mixing and/or assimilation during transport in the earth’s interior become
elucidated through the geochemical characterization of the source rock, the
interim, and the final product. Even chemical changes within apparent homo-
geneous successions due to cryptic layering, metamorphism, metasomatism,
alteration, weathering and/or mineralization can be visualized.

The characterization of soil samples is fundamental for understanding
soil-forming processes and transport processes within soils and their contri-
bution to the groundwater quality. Soil characterization on a regional scale
is embedded and used in soil information systems. The data obtained are
used for monitoring the amount and type of fertilizer to be adopted in the
high-technology GPS (global positioning system)-controlled agricultural in-
dustry. For these applications, high accuracy of the obtained geochemical
data is crucial. Regarding exploration and mining, the rapid characterization
of prospective zones due to relative enrichment or even depletion of diagnostic
or pathfinder elements is fundamental for finding and developing a mine site.

In the field of metallurgy, online quality control of the products is rel-
evant at every point of the production process: starting at the mining site
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itself, blocks of rock are selected and mixed properly to obtain a homoge-
neous ore concentration used in the treatment plant. Within the treatment
plant, quality monitoring of the separation and concentration process, and
the final products is crucial. For these applications, speed of analysis is of
major importance. In situ online data acquisition is the optimal solution for
decision-making processes. X-ray fluorescence (XRF) was [397, 398] and is
the method applied to solve these most basic problems of geologists, mining
engineers, and metallurgists.

Several scales of chemical information are useful for the geoscientist.

• The macroscale involving direct field measurements, laboratory investiga-
tion of homogeneous bulk samples, and product online control.

• The mesoscale refers to the hand specimen size, down to a spatial resolu-
tion of 30–100 μm. Element 1D scans and 2D distribution maps provide
zones of interest for further microanalytical research.

• The microscale focuses on single minerals, mineral zoning, single particles,
fluid and melt inclusions, and compositions within experimental apparatus,
e.g., diamond anvil cells (DAC).

The principles and advantages of wavelength-dispersive-(WDXRF), energy-
dispersive-(EDXRF), nondispersive-(NDXRF), total reflection-(TXRF), and
grazing emission X-ray fluorescence(GEXRF) have been described in de-
tail by Bertin [399] and Lachance [400] and are the subject in some of the
chapters (Chaps. 2–5) of this book. Hahn-Weinheimer et al. [401] and Weber-
Diefenbach (and references) [402] refer in detail to the applicability to geo-
sciences. Brill [403] compared WDXRF and EDXRF systems. Kramar [404]
discussed the progress in EDXRF technology. Several manufacturers of XRF
instruments provide basic information on instrumentation and applications
via the internet. Depending on the field of application, the individual systems
are designed to fulfill certain conditions. Spectral resolution, excitation condi-
tions, and spatial resolution are thereby the most relevant aspects. A number
of XRF instruments on the market meet the requirements of application in
the field or outcrop, in the laboratory, and for online monitoring of technical
processes.

Robust and highly accurate laboratory systems facilitate bulk analyses,
fast online systems help to control production quality, handheld systems
enable analysis in the field and help to reduce the number of samples by
selective sampling, and high spatially resolving systems support meso- and mi-
croanalytical approaches. However, for each scientific application an adequate
method should be chosen based on the need of qualitative, semiquantitative,
or quantitative information and the required spatial resolution.

This chapter does not refer much to the methodological and instrumental
background, tubes, filters, detectors, analyzer crystals, optics, evaluation and
correction methods, since these are treated in detail in Chap. 2–5 of this vol-
ume. However it aims to give an insight on the application of the XRF methods
within the fields of geology, mineralogy, mining, and metallurgy. Among the
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large variety of possible applications, special emphasis is laid on examples
using EDXRF, and on analytical methods with spatial resolution that cover
analyses on the hand specimen scale or even on the microscopic scale. Investi-
gations on the microscopic scale have been strongly boosted by the use of syn-
chrotron radiation. Hence, special treatments of such applications are given in
Sect. 7.6.4 (Microanalysis using synchrotron radiation XRF). Since geologists
study processes in the history of the earth’s evolution, dating methods are cru-
cial for the understanding of the earth’s history, and an example of chemical
dating using U–Th–Pb contents in monazite is presented in Sect. 7.6.4 (U–Th–
Pb chemical dating). As a valuable extension to XRF methods, geological ap-
plications of X-ray absorption fine structure spectroscopy (XAFS) are shown
in Sect. 7.6.4 (XAFS in earth sciences). Finally, the application of imaging
XRF, combined with texture and lattice strain measurements in deformed
metals, gives an insight on applications in metallurgical problems (Sect. 7.6.3
(Imaging Micro XRF, Texture and Lattice Strain Mapping, p. 658)).

7.6.2 Macroscale

In Situ Analysis in the Field

The field geologist has to decide right in the field on the most adequate sample
for the geological, stratigraphic, exploration, or tectonic work that has to be
performed.

Portable EDXRF systems based on radioisotope sources (55Fe, 109Cd,
244Cm, 241Am) have been in use since decades. Recently handheld minute
size laser induced X-ray sources equipped with energy-dispersive pin-diode
detectors have been used to provide basic field information for a wide range
of elements, simultaneously allowing to identify rock types for mapping pur-
poses [405], differentiate within stratigraphic sequences by element finger-print
patterns, and obtain geochemical information from areas where sampling is
not possible. Heavy metals are especially suitable for this method as they have
low detection limits. The development of minute-size low-energy consuming
systems is motivated by the interest to obtain information from planets such
as Mars. The prototype has landed on Mars’ surface and provided information
on the Martian geochemistry [406, 407].

Investigations of mine waste [408] and contaminated soils in the vicinity
of industrial sites are also suitable applications of this type of rapid screening
[409–412].

The method has been applied in a qualitative evaluation of heavy metals in
soils by McCain [413] using an isotope-source energy-dispersive XRF analyzer
for rapid onsite screening.

Onsite data acquisition has been used in addition to outline zones of inter-
est in exploration areas previous to further detailed representative sampling
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for accurate XRF analyses [414, 415]. Konstantinov et al. [416] developed a
new indicator method as an effective exploration method for blind ore. The
method takes advantage of the partial redeposition of ore and vein matter in
the overlying rocks as a result of the magmatic, hydrothermal, and tectonic
processes in the form of shears, veinlets, and/or dikes. A number of indica-
tor elements are analyzed to localize anomalous zones. The indicator method
uses special sampling of the post-ore uplift structures. The proposed technique
was successfully used to prospect blind ore mineralization and new ore bodies
in various geological environments and is applicable over a vertical range of
more than 200 m. The resolution identifies individual blind ore bodies as well
as groups of ore bodies.

The rapid element screening can further be applied to characterize ore
types, drill cores, and hand specimens. The fast turnover of information is a
very valuable contribution to improve decisions and save resources.

Within the metallurgical section the onsite characterization of stainless
steel samples [417], metal alloys, and metal scrap allows gaining higher purity
of the end products.

Sample preparation for the screening method in general is minimized. The
best available surfaces are used. Analyses aiming for better reproducibility
might use homogenization methods in the field. The data arrived at are quali-
tative to semiquantitative since comparable sample geometry and homogene-
ity cannot be provided in the field. Quantitative values are hard to be obtained
by this fast method and are not really necessary since element fingerprint pat-
tern and element ratios generally provide the necessary information needed
for making decisions in the field.

Of late emphasis has been on the development of downhole-EDXRF sys-
tems [418] applied in drillholes to monitor in situ chemical patterns of the
drilled soils and rock units.

Quantitative Analysis in the Laboratory and in the Field

After the selection of the most adequate sample, or a random or a grid-oriented
sample series in the field, high-quality representative analyses are performed
by standard XRF techniques in the laboratory or benchtop-equipped mobile
field laboratories. Depending on the amount and type of sample, WDXRF
EDXRF, and for special occasions even TXRF are used to get the appropriate
geochemical data for interpretation of the field data.

Various sample preparation techniques are used on geological samples
to obtain the optimum results. Detailed descriptions of the individual tech-
niques, and advantages and problems are available in literature [399, 400,
402], (van Grieken et al. Chap. 6) and internet (www.spectroscopynow.com;
www.learnxrf.com). The most important requirements for excellent repro-
ducibility are homogeneity, grain size and minimum thickness of the sample,
and limitation of matrix effects.
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Applications

Classification of Rocks and Plate Tectonic Implications

Identification and nomenclature of rock samples is usually done by the field
geologist on the basis of macroscopic and microscopic observations. However,
the magmatic equivalent of altered and metamorphosed rocks is generally
identified by geochemical investigations. The classical schemes of Streckeisen
[419], Le Bas et al. [420], and Le Maitre et al. (and references) [395] have a
mineralogical background and are based on the relative proportions of min-
erals such as alkali feldspar, plagioclase, quartz and feldspatoids in volcanic
rocks, and plutonic equivalents. There are various methods (e.g., the Niggli
values [421] and the CIPW norm [422, 423]) to convert the chemical raw data
into classifications that relate the chemical composition to the mineralogy of
the rocks. In these norms collective components or contents of normative min-
erals are calculated from the chemical composition that enables an improved
classification of the rocks where mineral content is not directly determinable
(e.g., fine grained or altered rocks). In parallel, some classifications directly
use element concentrations to classify rocks as in the TAS diagram, where the
total alkali content versus the silica content is plotted [420].

Classification schemes such as SEDNORM [424] and MINLITH [425] are
applied for characterization of sediments.

Besides the classification of samples into rock types, a number of classifi-
cation schemes on the basis of major and trace elements are available, which
may be used to establish genetic features of a given rock unit, such as the
geotectonic environment [396] (Pearce and references). These schemes have
been applied in numerous cases to classical ophiolite sequences, komatiitic
successions, and granitoid systems.

Field observations often reach their limits with regard to stratigraphy
within sediments, salt successions, or layered intrusions due to the macro-
scopic conformity of the rock units. Detailed geochemical investigations –
mainly XRF based - provide a fast tool for correlation of units from differ-
ent localities (e.g., drill cores from marine environments, exploration targets)
and even provide up and down criteria for overturned sequences in highly
tectonized areas. The documentation of saw-teeth patterns in cryptically lay-
ered magmatic successions provides insight into magma-mixing episodes and
processes. For example, investigations on the Bushveld and Stillwater com-
plexes or the Skaergaard and Dufek intrusions have shown the importance
of detailed geochemical approaches for the interpretation of their complex
history [426, 427].

Mineral Chemistry

In combination with methods that provide insights into the crystallographic
structure, such as X-ray diffraction analysis (XRD). XRF is used for character-
izing the composition and purity of minerals and mineral concentrates [397].
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Analyses of mineral concentrates are performed in the same way as for the
whole rocks. Large single grains of micas, hornblendes, or zircons, to name a
few, have been investigated by WDXRF for elements like K, Rb, Sr, Nd, Sm,
U, and Th for classification or as a base for age-dating purposes. The beauty of
this method is its nondestructiveness. Hence, the same samples can be used for
further analyses. This application competes with electron microprobe analysis
(EMPA) of minerals, which is also capable of simultaneous major and trace
element analysis of multielement samples and has the additional advantage of
achieving a high spatial resolution in the micrometer range. However, EMPA
requires additional time-consuming preparation steps, as polished thin sec-
tions of mineral and rock samples are generally used for analysis.

More recently, multielement EDXRF designed for microprobes named
XRF microprobe or EMMA (energy-dispersion miniprobe multielement ana-
lyzer) have been developed [428] for special applications (see U–Th–Pb chem-
ical dating in Sect. 7.6.4).

The XRF, a fast, precise and low-priced method when compared to other
multielement analytical techniques, is now a routine technique in industrial
applications [429]. As an in- or rather on-time method for routine bulk analy-
ses during industrial production, WDXRF is used [430]. In particular, it is the
industrial manufacturing of high-quality products, which requires very pure
minerals either of natural or synthetic origin [431]. For this purpose pressed
pellets of either pure minerals or mineral concentrates are analyzed. While
using pressed pellets most of the interesting trace elements can be analyzed
due to the lack of dilution. The disadvantages of pressed pellets are related
to grain effects and chemically zoned single grains. Since the last few years,
problems related to grain effects seem to be fully understood and hence can
be taken into account by corrections [432].

While EDXRF and WDXRF are widely utilized it is especially the TXRF
technique which is of great interest for the purest material chemical analysis,
since the detection limits can be reduced to those of the very expensive and
sophisticated inductively coupled plasma mass spectrometer (ICP-MS) tech-
nique. For further information, in particular about the TXRF used for wafer
monitoring, see Sect. 7.3.6.

Geochemical Mapping, Prospection, and Exploration

Large-scale low-density geochemical surveys provide basic knowledge on geo-
chemical provinces that can be used to outline prospective areas. A reliable
and comprehensive database of the natural variability of the geochemical back-
ground of diagnostic elements is the basis for administrative and legal issues
concerning sustainable long-term management of environmental and mineral
resources [433].

Data acquisition by XRF is a valuable basis for geochemical mapping.
Numerous element distribution maps have been produced in Europe and
worldwide at regional and local scale for characterization of catchment areas,
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Fig. 7.126. Ca in agricultural soil, Ap (TOP) and B/C-horizon (BOT), total con-
centrations, WD-XRF (Courtesy of Reimann et al. [435])

soils, rock units, and mineralization for the support of mapping, exploration,
and environmental investigations. Reimann et al. [434, 435] have shown in the
Baltic Soil Survey that top and bottom soil (TOP and BOT) provide basic in-
formation on regional distribution of major and trace elements. The Ca maps
(Fig. 7.126) for example show that both TOP- and BOT maps contain the
highest concentrations above the Caledonides, intermediate values for most of
Sweden and Finland, which may be assigned to granitic rocks, and high Ca
occurs above sediments in the SE of Sweden.

Chemical reconnaissance mapping and exploration used the same method
as described earlier. In general, depending on the requirements a 2-mm and
a 60-μm fraction is obtained from the soil or stream sediments. Alternatively,
heavy mineral concentrates, chip or channel samples, as well as hard rock
samples along base lines, grids, and streams may be used to identify areas for
detailed investigation. In special cases, plants (e.g., for Au, Cu, Ni) and termite
hills (e.g., for kimberlites) are used for prospection to outline zones of interest
under thick sedimentary cover [436, 437]. X-ray fluorescence analyses provide
over 30 elements for purposes at reasonable costs and fast turnover, crucial for
the exploration geologist. Anomalous zones are subsequently mapped in detail,
including drilling at sites of major importance to increase the knowledge on
the anomalous zone of interest.

Mining, Whole Rock, and Mineral Treatment

In the mining sector recognition of wallrock, subeconomic, economic, and high-
grade ore portions within a mining site is done on a visual basis as long as
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the lithology provides this information. However, significant differences often
cannot be recognized this way onsite. Fast sampling has to be performed on
an in situ basis via handheld EDXRF systems or by quick turnover via the
laboratory. Often drill arrays are performed before the mining reaches the zone
of interest. Detailed (1 m down to 10 cm) sampling of the drill core enables
the mining engineer to outline blocks of similar ore content. In modern open
pit mining the operators of trucks and Caterpillars are remote controlled onsite
via GPS, with the adequate information of block mining in the proper ratio
providing a continuous flow of the standard product for optimum recovery of
the ore or other raw material of interest.

From mining to final product all processes have to be monitored by min-
eralogical and geochemical methods to enhance the recovery and the quality
of the mineral products or concentrates. All steps are accompanied by sam-
pling and eventually, like in the cement, glass, or ceramic industry, even online
continuous measurement in the production chain of the components can be
performed.

Coal, Oil, Bitumen

Coals, oil shales, hydrocarbons, bitumens, and ashes are analyzed by XRF
for their carbon, sulfur, and trace element contents [438–440]. Genetic impli-
cations can be drawn from the chemical composition of coals as influenced
by mineralogical changes in the primary environment of deposition, by epige-
netic and supergene alterations. Only a few elements (e.g., P, REE (rare earth
elements)) vary with the rank of coalification [441]. The trace elements are
believed to be associated with either organic compounds (Mo, Hg, and U) or
minerals such as aluminum-iron-silicates (Sc, Ge, and Bi), aluminum-silicates
(Cs, Be, Th, Pb, Ga, and REE), iron-phosphates (Zn, Rb, and Zr), iron-
sulfides (As, Cd, Cr, Cu, Hg, Ni, Tl, and V), and carbonates (Sr, Mn, and W).

Some coals are strongly enriched in the trace elements U, Pb, and Hg
due to volcanic activity. Epigenetic sulfide and carbonate mineralization are
common in some coalfields. Elements such as Zn, As, Sb, Hg can be enriched
in micropores and microfractures [442]. Hence, the hazardous potential of a
coal due to its combustion has to be estimated by analyzing the ashes in the
laboratory and even onsite [443].

Potential Hosts for Nuclear Waste Depositories

The nuclear industry, basically the electric power industry, is in need of finding
a lasting and durable depository for high radioactive nuclear waste. Until now
no location has been equipped. Rock salt sequences, clay formations, and
granitoids have proved to fulfill the requirements. In part they do. Again
detailed geochemical investigations in the underground and via drill cores
are necessary to understand the stratigraphic background (Plate II 2.1-2),
recognize weak zones, learn about the behavior of the material in contact with
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the nuclear waste bearing containers and about its neutralization potential for
radionuclides that may have escaped from the container.

To check the possibility of final save storage in former rock salt mines sam-
ples of rock salt have been analyzed by WDXRF for Rb, Sr, Br to characterize
the contents of Br in view of primary distribution and redistribution due to
recrystallization and tectonic overprint [444].

7.6.3 Mesoscale

Analyses of Inhomogeneous Samples

Hand specimen rock samples are usually heterogeneous and cannot be charac-
terized in an appropriate way macroscopically. Therefore the samples are ei-
ther homogenized for bulk analyses, or small parts are selected to be analyzed
in detail by microanalytical methods such as microscopy, EMPA, scan-
ning electron microscopy (SEM), cathodoluminescence (CL), infrared (IR) or
Raman spectroscopy. With the adaptation of fast simultaneous EDXRF sys-
tems with high spatial resolution, hand specimen and drill cores of sample
sizes of 10 cm by 10 cm and more can be analyzed in a relatively short time
for major and trace elements at a spatial resolution of 100 μm to 10 μm. The
obtained elemental scans provide a facility to select appropriate areas for fur-
ther analyses by EMPA, SEM, and other microanalytical systems.

Time is the crucial part for sample characterization. Due to the application
of powerful microfocus X-ray tubes and advanced X-ray optics such as mono-
or polycapillaries, highly oriented pyrolytic graphite (HOPG) [445], and multi-
layers for EDXRF, the photon flux has been increased in such a way that even
8 W X-ray tubes provide enough flux when using sensitive detectors to allow
reduction on the acquisition time to parts per second for qualitative and semi-
quantitative measurements. Some instruments with fast scanning devices are
able to provide an overview of major element distributions for large samples
within minutes. Statistical improvements will be obtained by accumulation
of repeated measurements. The application of pin diodes or Peltier-cooled
silicon drift detectors enables continuous measurements at reasonable costs.
Commercial scanning facilities generally work in air. Some benchtop systems
can switch to vacuum conditions in order to lower the detection limits and
to enable the analysis of light elements such as Na, Mg, Al. Zhdanov [446]
provides details on manufacturers of micro-XRF systems in the internet.

Sample Preparation Techniques

In general, all types of samples are suitable for qualitative analyses, but to
obtain semiquantitative or quantitative information, samples have to fulfill
certain conditions. A relatively smooth polished surface is required. However,
grain, pore and crystal size distribution, water and organic content, crystal
orientations in the sample are properties that strongly influence the signal
and may hinder the access of quantitative information [399].
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Fig. 7.127. Geoscanner equipped with columns

Instrumentation and Methods

The applications shown later have been performed on two individual in-
struments, both designed by COX Analytical Systems AB, Sweden. The
Itrax geoscanner (XRGS), a special design by the Bundesanstalt für Geowis-
senschaften und Rohstoffe (BGR), Germany (Figs. 7.127 and 7.128), operates
with flat beam optics suitable for 1D profiles, while the standard ITRAX
X-ray microscope using a 100-μm monocapillary is applicable for point mea-
surements, 1D profiles, and 2D scans. Both systems are based on a Rich.
Seifert & Co. ISO-DEBEYEFLEX 3003 HV-generator and the standard oper-
ation voltage for the data acquisition is 45 kV at 30 mA with long fine-focused
Philips XRD Mo tube type PW 2275/20 (3 kW, 60 kV).

Within the XRGS the beam is focused by a glass slit capillary at 50 μm
height and 2000 μm length. The detector is placed at an angle of 45◦ to the
sample surface. It is an energy-dispersive, Peltier-cooled RÖNTEC
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Fig. 7.128. Schematic view of the EDXRF geoscanner (courtesy of COX Analytical
Systems AB, Sweden)

drift-chamber detector, with an energy resolution of 149 eV provided by a
vacuum nozzle. The XRGS is further equipped with a rotating stage for six
samples. The samples are scanned vertically by a line camera to find the area
of interest, and after rotation to the measurement position, the sample is fo-
cused and scanned by moving the X-ray tube and detector unit. Step sizes
range from 50 to 200 μm and time of exposure from 1 to 30 s according to the
individual requirements.

A number of elements can be chosen to be displayed on the monitor show-
ing the variation of elements during the XRF scan. For each step the complete
energy-dispersive spectrum is stored in 1024 channels for later evaluation.
The obtained spectra consist of the characteristic element lines of the sample,
besides the tube characteristics, e.g., the Mo lines, the incoherent Compton
radiation, and the Bremsstrahlung. Due to the glass slit capillary the inten-
sity of the X-rays with higher energy is increased and the Bremsstrahlung at
lower energies is minimized (up to the Fe Kα). Relative concentrations are
calculated by the fundamental parameter method and are made available on
a spreadsheet [447].

The ITRAX X-ray microscope is based on the same principle, but is
equipped with a glass monocapillary of 100 μm diameter and an energy-
dispersive RÖNTEC Si(Li) detector mounted at an angle of 45◦ to the sample
surface with an energy resolution of 139 eV and a nozzle which may be evac-
uated. An optical camera and a sample stage complete the system.
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The obtained spectra from either point, line or area scan measurements,
are saved and elemental concentrations are determined using the fundamental
parameter approach. A number of individual points, profiles, or areas can be
selected for analysis using the optical camera. The elements of interest can be
marked, and the time for each analysis (minimum 0.5 s) and the individual step
size (100 μm standard) can be selected. The data from the selected element
channels are stored as text files. The spatial distribution of each selected
element can be viewed and printed. The data can be further processed in a
spreadsheet or by image analysis [447].

Imaging is one of the key aspects of geochemical mapping. Visualization of
chemical patterns at any scale provides a quick overview of huge amounts of
data. The EDXRF images can provide a data cube of elements with x columns
and y rows. An automated segmentation of EDXRF image sets previsualizes
heterogeneities of samples in an adequate way [448]. Element mapping gen-
erally requires stepwise sequential data acquisition. With EDXRF the accu-
mulation time can be reduced due to the simultaneous spectra acquisition.
A new method for simultaneous X-ray imaging using a microchannel plate
X-ray optics [449] has opened a new dimension of element mapping.

One aspect in EDXRF mapping is the data acquisition, which is dependent
on a number of factors mentioned earlier, but major problems arise from the
time-consuming data presentation, and manipulation and adaptation of the
coordinate systems to other microanalytical systems to verify anomalies in
the sample. Since the chemical data acquisition is free of distortion, the com-
bination with optical scans achieved by optical desktop scanner or by slide
scanner is a basic approach to interpret chemical and optical data.

Applications

Stratigraphic Control

Within uniform rock sequences the identification of characteristic marker hori-
zons is generally a difficult task. Dating by absolute and relative methods
might solve the problem, but it is time consuming and would require repe-
tition for each locality. Chemical bulk analyses of samples taken in equidis-
tant steps do not provide a continuous image but deliver bulk information
on an integrated sample only. The adaptation of laser ablation (LA)-ICP-MS
techniques along 1D profiles and micro-EDXRF 2D-mapping gives very de-
tailed information for relatively small sample sets. Using the EDXRF scanner
described earlier, meters of drill cores can be scanned almost continuously at a
50-μm spatial resolution with elevated statistical significance as compared to
a point-like source. Within fine-grained laminated marine and lake sediments
this method provides excellent spatial information on seasonal compositional
changes of varves [450–452], turbidites, and flood-derived sediments [453].

Quantitative analyses are difficult to obtain, since geometry, grain size, and
water content of the samples are in general unknown. On the other hand it is



652 D. Rammlmair et al.

not really needed, since the semiquantitative information obtained reflects the
variability of certain element concentrations for individual lamina. A compar-
ison of sets of individual summer or winter layers shows that the differences
in element contents are basically lithologically controlled. Tilting with respect
to the horizontal X-ray beam of thin lamina appears to be a problem locally.
Nevertheless, the information obtained from a 1-cm sample provides details
of 10 to 30 years in finely varved sequences, composed of winter and summer
layers [452]. The spatial resolution of 50 μm is high enough to outline even
activities of algae and diatomea adding silica to the sediment in spring and
summer, whilst Ca precipitates are related to summer, and Mn and Fe precip-
itates to autumn and winter (Plate I 3). Sediment cores of the Lake Constance
are used to reconstruct the environmental history and processes within the
lake and its catchment area, such as heavy metal contamination, eutrophi-
cation, and climate history. The sediment input is governed by the annual
runoff due to the melting of snow in the catchment area of the alpine Rhine
River, which drains some 12000 km2 of the Alps. This generates a maximum
sediment input during the summer. Additionally, single events of heavy rain-
fall generate strong flood events that lead to annually laminated sediments.
The sedimentary record is composed of flood events of the Rhine River system
(grayish layers) and the molasse-catchment basin (yellowish–brownish layers),
mixtures of both, as well as individual carbonate rich lamina (whitish layers),
which can be observed within the background sedimentation (Plate I 4).

Alteration, Mineralization, and Tectonic Overprint

The understanding of alteration and mineralization patterns in brecciated,
hydrothermally altered rocks is a complex problem. Alteration and miner-
alization textures are often difficult to interpret by eye. Microscopy of thin
and polished sections provide insight on the chemical composition of small
portions only. The XRD patterns of the bulk or small selected areas give
information on primary and secondary products but not much detail on the
spatial distribution.

Micro-XRF enables the visualization of chemical composition distribution
patterns on the hand specimen scale providing valuable data for understanding
rock–water interaction processes. For example in andesitic rock units the frag-
mented rock might undergo all stages of degradation, namely propylitization,
sericitization, alunitization, ferric and silicic alteration, and finally weather-
ing. All these stages are documented by the redistribution of elements (i.e., Fe,
Ca, K, Si, Cu) within the rock. Enrichment and depletion can be recognized
(Plate II 1.1-6) and related to respective alteration processes. Some elements
such as Ti (Plate II 1.3) remain immobile and outline the distribution of the
andesite fragments. Alteration might go so far that only small relics (see Plate
II 1.2: elevated Ca) or even traces of fragments enable the identification of the
primary rock type. At the rim of the fragments potassic and ferric alteration
can be noticed by high K and Fe concentrations (Plate II 1.2-3). Within the
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interfragmental area precipitation of sulfates, e.g., alunite ( Plate II 1b, d-g:
K, Al, S) and sulfur (Plate II 1.3, 1.5-6: S), takes place. Silica accumulates in
small interstitial areas (Plate II 1.4, 1.6).

A major field of interest is the distinct identification of mineralized zones
in rock sequences, especially in drill core samples. This sample type provides
considerable advantages for the 1D-EDXRF scanning devices: a more or less
continuous succession, a relatively smooth surface, and in the case of a half-
core even a flat surface. Depending on the desired detection limits one hour
or a few days are needed for the analysis of a sample of 1 m length. For
most exploration approaches 20 to 30 s per 50 μm step (20000 points/m) are
sufficient. Scanning hard rock samples, for example chromite, chalcopyrite,
or pentlandite distribution, focuses on the distribution of Cr, Cu, and Ni,
respectively. Searching for anomalous zones of PGE or Au content is a quick
and successful approach (Plate I 2) to detect areas of element enrichment.
While the localization of Cr, Cu, and Ni due to a good peak/background ratio
can be quite easily attributed visually to zones of mineralization, the distrib-
ution of Au and PGE is frequently obscured by diffraction peaks due to low
concentrations, grain size effects, and background noise variation because of
porosity, etc., and requires more detailed information by microscopical follow
up or 2D-EDXRF mapping to differentiate between point-like PGE anomalies
or silicate-shaped diffusive patterns on the same energy level. Besides these
difficulties the localization of PGE [454], Ge-bearing phases [455], or gold in
banded iron formation (Plate II 3.1-2) is possible within a short period of
time.

A further aspect which deserves attention is the possibility of determining
mineral ratios of/in the sample by identifying and attributing mineral specific
element patterns based on element ratios (Plate II 5.1-2). This approach has
been applied for EDX-SEM systems for many years in the mining industry
to monitor all steps within the treatment plants to obtain the best possible
concentrate. The determination of the degree of liberation of a certain min-
eral, the inter-grown phases, the characterization of the size and shape and
finally of the consequences for the mineral processing such as milling, screen-
ing, magnetic or gravitative separation and flotation, mainly forwarded by
the QEM × SEM (quantitative evaluation of minerals by scanning electron
microscopy), have been developed by Gottlieb and scientists of CSIRO, Aus-
tralia [456, 457]. With some modifications such a system could be applied
to the mesoscopic scale to identify individual minerals [458]. Michibayashi et
al. [460] characterized silicate minerals from ductile shear zones by EDXRF
microscopy.

Tectonization, fluid transport, alteration, and mineralization often interact
in such a way that a proper attribution of the succession of the events appears
to be difficult on a macroscopic scale. Often thin section work goes so much
into detail that peculiarities are missed. By EDXRF mesoscale scanning this
problem can be overcome. Zones of enrichment or depletion can be outlined,
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Plate I. 1–4.
1. Consists of silicate slag with sulfide spheres (g), fly ash (d), and roasted ar-
senopyrite have partly been altered and agglutinated by an As–Pb-rich gel phase (f)
showing a rim effect (e). Zn occurs partly within the glass being highly dissoluble
(a), and also in stable Zn spinel (b) (Figure caption continued next page)
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multiple tectonic or recrystallization events can probably be identified and
used to identify a typical chemical signature (Plate II 4.1-4).

In Situ XRF Analyses During Experiments

In many cases geological investigations require experiments under controlled
laboratory conditions to understand natural processes. The XRGS setup was
designed to run column tests accompanied by repeated EDXRF scans. The
aim of the project is to obtain kinetic information on the behavior of certain
elements within capillary force-driven transport in columns of sedimentary
material and, of the result of this transport, to develop a newly formed hard-
pan. The experiment was performed to elucidate the transport conditions in
slag heaps from metallurgical plants and fines from tailings dams, but it can
also be applied to monitor transport in soils or weathering processes in sed-
iments. Figure 7.129 shows the result of an experiment that was run for five
months. The image exhibits mushroom-like features in the center of the sand-
filled column, documented by both optical and chemical (Fe) images, respec-
tively. These features are believed to be derived from pulse-like availability of
the transported matter in solution from the water-saturated level filled with
mining residues. At the capillary fringe at the top of the column, alternating
hardpan layers of Ca- and Fe-rich precipitates (gels) can be observed.

The column material is filled in a polyethylene tube (φ= 5 cm; 80 μm
thick) and is water saturated over a large part of the column. Due to these
circumstances the fluorescence yield for Ca is reduced by 40–50% and for
Fe by about 10%. However, enough information is provided to visualize the

Plate I. 1–4. Continued.
2. XRGS profile across the anorthosite–chromitite–pyroxenite boundary of the
Merensky Reef, Bushveld Complex, SA. Fe and Cr highlight the chromite and
pyroxenite content. Low Fe values outline the plagioclase. The detailed view of the
chromitite zone shows elevated pT values adjacent to the upper chromitite layer
3. Laminated lake sediments (Belauersee, northern Germany) show alternate dark
and bright layers, which are interpreted to document summer (Ca) and winter (Fe,
organic) precipitation, respectively. Mn is slightly shifted to the autumn. Ti and Si
indicate influence from other sources such as wind transported sand or dust
4. Flood records: Example from Lake Constance showing various flood events with a
distinct chemical signature. The 1922 flood of the Rhine river system (1) shows
a typical increase of Fe and decrease of Ca in the beginning. The irregularities to-
ward the top might be due to the contribution of other tributaries recruiting from
the molasse–catchment (brown and yellowish layers). The 1908 flood (2) can be
regarded as a mix of the Rhine River system and probably Bregenzer Ache River.
The 1918 flood of the molasse–catchment (3) shows a strong increase of Ca, K, Ti,
and Mn and a decrease of Fe. Between the flood events some whitish layers appear,
which show elevated Ca due to precipitated calcite (4). Zr, Zn, Ti, Mn peaks will
need more detailed investigation for proper explanation
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Plate II. 1–5.
Visualization of chemical alteration pattern of andesitic breccia:
1.1-6 (a) relatively fresh Ca rich relic with ilmenite, (b) altered with Ti, (c) al-
teration rim with Si, Ca depletion, and Fe and K enrichment rims. The interstitial
filling consists of (d) alunite with (e) some native sulfur and (f) silicified zones.
(g) fragments contain Fe, S filled fractures, whilst (h) Cu–As-mineralization occurs
along cross-cutting features. Some elements are enhanced relative to others
2.1-2. Ore genesis: Mn-bearing banded iron formation (a) with calcite (b) and
quartz veinlets (c). Pyrite blasts (d) are concentrated in two zones with variable
grain sizes. Some pyrite grains show elevated Au values (e) (Figure caption contin-
ued next page)
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a) Optical b) Fe-map c) Cazr d) Fe-profile

f) Optical g) Fe-scand)

e)

Fig. 7.129. (a–g) Visualization of transport conditions in a column experiment.
Image of multiple mushroom-like oxidation fronts in a longitudinal section of the
upper 9 cm quartz filling of a pyrite column showing favored transport pathways.
The Fe distribution across the mushroom texture mirrors the photograph (a) The Ca
distribution shows a crust with distinct layers (c). The upper crust bends around the
edge and incrustrates the outer wall for about 4 cm down the column. The black dots
are isolated zircons (c) in the sand matrix. A central vertical profile (d) shows the
intensities of the Fe distribution gaining toward the crust. The cross-section at 9 cm
depth (e) outlines the dark Fe-rich zone. A horizontal section through the central
part of the column (f) shows an outer rim in gray, a highly oxidized zone in black and
a white core for the photo. The EDXRF Fe map (g) shows an enriched zone (white)
about 0.5 cm from the rim (see black zone in a). White dots in the center and rim
correspond to Fe-rich minerals in the quartz filling. The gray scattered distribution
is attributed to Fe-gel coating of quartz grains

Plate II 1–5. Continued.
3.1-2. Stratigraphic control: Within salt diapirs a stratigraphic correlation of indi-
vidual lamina is often complicated. Detailed EDXRF mapping provides a character-
ization of sequences. Folded anhydrite with rock salt cubes with laminated clay and
salt injections. The clay sequence shows characteristic Zr-enriched layers. Tectonic
injections of clay and rock salt into anhydrite and salt soaked clay layers can be
observed.
4.1-4. Optical (4.1) and EDXRF scans of a mineralized breccia from Namibia
(Melcher [455]). A composite elemental map (4.2) shows the PbZnCu ore in black,
and disseminated and patchy Fe sulfide in red. Mn forms a halo in the dolomite and
precipitates as manganiferous–calcite in the ore zone. Earlier calcite veinlets had
displaced pulse-like Fe-infiltration zones. The Fe distribution (4.3) shows when clas-
sified (4.4) several zones. Dolomite background (blue), infiltration turquoise (yellow
highest concentrations), zones of leaching and Cu ore (dark blue), and very low val-
ues in Mn-carbonate veinlets and halo zones (purple) are seen.
5.1-2. EDXRF combined elemental distribution map mirroring the mineralogical
distribution. For comparison an optical scan outlining plagioclase (Pl), chromitite
(Chr), olivine (Ol), and orthopyroxene (OPx) is shown.
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transport process. The main transport takes place in the center, but chemical
signature at the rim follows the central trend except at a lower concentration.

Imaging Micro-XRF, Texture, and Lattice Strain Mapping

XRF analysis determines the relative amounts of elements within the probed
sample volume. Material properties of solids, however, not only depend on the
concentration of elements, but also on the phases as well as on the arrangement
of crystallites and their orientation distribution, the crystal texture. Polymor-
phism for instance, i.e., crystal forms of the same chemical composition but
of different crystal lattices, cannot be detected by any analytical method.
Therefore, analytical investigations must often be complemented by using
additional techniques to reveal the morphology, the grain orientations, and
the distribution of internal stress. In the 1990s, SEM in combination with
elemental analysis by energy-dispersive spectroscopy (EDS) and backscat-
ter Kikuchi diffraction (BKD, also known as “Automated EBSD (electron
backscatter diffraction)”) has evolved into the standard technique to provide
conveniently these complementary aspects of microstructure [460]. Typical
spatial resolutions are 5 nm in SEM images with secondary electrons, 0.5 μm
in EDS microanalysis, and 50 nm in BKD. Better resolutions of about one
order of magnitude are obtained from thin specimens in the transmission
electron microscope (TEM) using EDS analysis and transmission Kikuchi dif-
fraction [461].

Electron microscopy is not a universal technique to meet all require-
ments of microstructure characterization. Many applications in mineralogy
only require, at a moderate resolution from macroscopic areas in the speci-
men surface or from cross-sections, the knowledge of the element distribution
and the spatial distribution of certain crystal lattice directions (i.e., pole den-
sities rather than the full crystal lattice orientation of each grain). In these
cases, XRF and XRD are the methods of choice. These X-ray techniques are
principally superior by about two orders of magnitude in accuracy over their
electron microscopical counterparts, namely, EDS analysis and Kikuchi dif-
fraction. Continuous background is almost negligible in XRF. The dispersion,
Δϑ/ϑs in XRD is excellent as compared to electron diffraction, since spectral
linewidth, Δλ/λ, is extremely small and the characteristic X-ray wavelengths,
λ, are in the range of the lattice spacings, thus producing large Bragg angles, ϑ.

Almost all X-ray analyses in the laboratory are nonimaging. Conventional
lenses are not available for X-rays. To obtain microstructural images from a
localized specimen region of the morphology, the spatial distributions of ele-
ments, the type of crystal lattice (i.e., phases), grain orientations, and residual
stress rather than an average over the whole illuminated area, a mapping tech-
nique is required whereby a small spot-size X-ray beam is generated, and the
specimen is mechanically scanned under the stationary beam spot. A syn-
chrotron source is ideal for this purpose [462], but availability still demands
using conventional X-ray generators as a more feasible alternative. X-ray
microbeam scanning instruments for imaging XRF have demonstrated their
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high potential for many years [463–466], and commercial systems have been
developed [447, 467]. Modern X-ray texture goniometers are often equipped
with a computer-controlled x-y-z specimen stage on the Eulerian cradle. They
enable, in principle, texture mapping, if appropriate software for controlling
the mechanical x-y-z sample scan, the acquisition, interpretation and repre-
sentation of the diffraction data is available. Spatially resolved texture analysis
has been demonstrated [468] on a commercial X-ray texture goniometer by
calculating offline orientation densities, texture symmetry, texture index, and
the Taylor factor in several raster points.

The X-Ray Scanning Instrument Based on a Conventional X-Ray
Source and EDS

Inhomogeneities of morphology, element and phase distribution, texture and
residual stress in the submillimeter range are quite common in geology and
mineralogy. They have to be accessed in quantitative microstructural analysis
since they bear information about the history of rock forming and sedimen-
tation, and are often decisive in the reliability and performance of a product
in metallurgy. Spatial resolutions of conventional XRF and XRD are insuf-
ficient for studying local features and gradients. To avoid some limitations
of electron microscopy as well as conventional X-ray techniques, an X-ray
scanning instrument (XSI), based on energy-dispersive X-ray spectroscopy
(EDXRS) and diffraction (EDXRD), has been developed [469, 470]. The sys-
tem is unique in that it combines four techniques: spatially resolved pole-figure
measurement [470, 471] as well as, on a grain-specific level, imaging micro-
XRF analysis, texture mapping, and lattice strain mapping. Although the
initial applications have focused on metals and alloys, and their response to
plastic deformation, a wide field regarding deformation of rocks and minerals,
in general can be tackled.

In our design, shown schematically in Fig. 7.130, the XSI consists of a
conventional X-ray source (PHILIPS generator PW 1830/25) equipped with
a fine-focus tube, a two-circle goniometer base (PHILIPS PW 1835), and an
open Euler cradle (PHILIPS X’Pert MRD goniometer). Most applications
have been carried out with a tungsten anode in order to increase the contin-
uous background. The white primary radiation is not filtered, thus enabling
a wide range of elements to be excited for fluorescence emission and hence
setting almost no practical restriction on the range of lattice spacings for dif-
fraction. A circular pinhole collimator is used to produce a small primary beam
spot. The diffracted secondary spectrum is detected with either a conventional
proportional counter and postspecimen filter for pole-figure measurement or
an energy-dispersive solid-state spectrometer system (SPECTRACE 6100 and
TRACOR NORAN Si(Li) detector) for acquiring XRF spectra and texture
maps.

The instrument is fully controlled by a personal computer. The specimen
is translated step by step across a user-defined grid pattern in the x-y-z stage
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Fig. 7.130. Schematics of microbeam X-ray mapping

(Fig. 7.131). Grid patterns of any shape are possible, in order to match the
scanned field to the area to be sampled, e.g., scans along a line, across rectan-
gles or polygons in 1-μm wide steps over an area of 100 mm by 100 mm wide.
The current sample position under the beam spot is monitored with a video
camera, and so the corner points of the sampled region are easily defined.

Energy-Dispersive Spectroscopy and Data Acquisition

Identification of spectral components in the secondary beam must take into
account the following features:

• a low background of continuous radiation

Fig. 7.131. The experimental setup of the X-ray scanning instrument
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Fig. 7.132. Energy-dispersive X-ray spectrum from an AlMn 1% metal sheet

• sharp characteristic lines due to scattering from the primary beam
• sharp characteristic fluorescence lines from the specimen
• broad diffraction peaks from the specimen (Fig. 7.132)

Absorption in air has to be considered for quantum energies Ex < 3 keV.
Hence, a helium atmosphere or an evacuated specimen chamber will be
indispensable if light elements are to be detected by XRF or if materials
with large lattice constants have to be studied by XRD. Very high quantum
energies, on the other hand, are not adequate, since Bragg’s angles decrease
unduly up to grazing incidence with hard X-rays. Then the spot size is ex-
tremely foreshortened and spatial resolution is impaired. A high excitation
of fluorescence lines is obtained with an overvoltage of the primary beam of
about twice the energy of the characteristic lines of the elements to be de-
tected. A good compromise is obtained for most samples with an angle of
incidence of ϑ1 ∼ 45◦ and quantum energies of the primary beam between
8 keV and 15 keV.

A comprehensive PC software package has been developed. One part con-
tains the hardware control of the goniometer, the Eulerian cradle, the x-y-z
sample stage and the proportional counter, as well as the EDS system. The
other part has been developed for the graphical representation of measured
pole figures and scanning data of selected sample areas. The experimental
pole-figure data can be used for ODF analysis, irrespective of the chosen
angular sampling grid and specimen symmetry, and for the calculation of av-
erage tensorial material properties by using a dedicated ODF program [472].
An analysis tool identifies the fluorescence and the diffraction peaks in the
spectrum. Several XRF elemental as well as texture distribution maps of se-
lected crystallographic directions can be obtained at the same time.
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Regions of interest (ROI) are set on selected peaks for evaluating the
fractions of counts in each window separately by integrating the ROI inten-
sities. The spatial distribution of residual lattice strain is obtained by inter-
preting the widths and positions of diffraction peaks in the spectrum of every
image point. For mapping the microstructure pixel by pixel, the count rates
falling in a selected spectral window are represented on the digital image by
attributing specific pseudocolors.

Basics of Energy-Dispersive X-Ray Diffraction

Energy-dispersive X-ray diffraction (EDXRD) is based on Bragg diffraction
of a collimated white primary X-ray beam in dependence on the orientation
distribution of the grains in the surface. If a grain fulfills the Bragg condi-
tion (7.40):

Ehkl = n ·h · c/(2 · dhkl · sinϑhkl) (7.40)

at an angle of incidence, ϑ1, due to an appropriate orientation of lattice planes
at spacings dhkl and for a photon energy Ehkl of the primary beam, a partial
ray of this energy is reflected. It is collected with a solid-state Si(Li) detector
at a take-off angle, ϑ2.ϑhkl = (ϑ1+ϑ2)/2 is known as Bragg angle (Fig. 7.130).
In general, several sets of lattice planes will meet the Bragg condition at the
same time for a broad white spectrum of primaries. They produce several
diffraction peaks on the ED spectrum. If the illuminated specimen volume is
composed of grains of different orientations, each crystallite may reflect its own
set of partial beams of different energies into the take-off angle, ϑ2. All partial
beams emitted under the same angle ϑ2 merge in the secondary spectrum. So
several diffraction peaks are produced whose intensities are a measure of the
volumes of all grains that fulfill the Bragg condition for the corresponding hkl
lattice directions, irrespective of their spatial arrangement in the irradiated
sample volume. They resemble traditional hkl diffraction peaks. The intensity
of an hkl diffraction peak corresponds to the pole density on the hkl reference
sphere of texture at the particular angular setting, (α, β), of the specimen
with respect to a reference system.

The measured pole densities are proportional not only to the volume frac-
tions of the related grains, but also to the intensities falling in the correspond-
ing spectral windows of primary X-ray radiation. They are further affected by
the spectral absorption of the X-rays on their way from the source to the
detector (this is in particular the case within the sample), and by possible
nonlinearities of the detector system. In quantitative texture analysis, correc-
tions are applied to the measured pole densities.

If the Bragg angle is moved from ϑhkl to ϑhkl*, the centers of the diffraction
peaks on the ED spectrum shift from energy channels Ehkl to Ehkl*, according
to (7.40), whereas the characteristic X-ray lines that are scattered from the
primary radiation, and the fluorescence lines from the specimen, stay on fixed
positions on the energy scale. Diffraction peaks and characteristic lines can be
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easily discriminated. A weak diffraction peak, due to a low pole density, can
be enhanced considerably by adjusting the Bragg angle such that the energy
of the diffraction peak coincides with a characteristic line in the primary beam
spectrum.

Lattice strain is analyzed and mapped with the same setup, in addition
to texture and elemental mapping, by evaluating the shift and width of dif-
fraction peaks in the spectrum of each image point [473]. The shift Δϑ of a
diffraction peak, ϑhkl, as compared to the peak position ϑ0 with a relaxed
specimen with lattice spacing d0, follows from Bragg’s equation:

Δϑ = ϑhkl − ϑ0 = − tanϑ0(dhkl − d0)/d0, (7.41)

or transformed to the scale of photon energy, E, which is more adequate for
energy-dispersive diffraction:

ΔE = Ehkl − E0 = −E0(dhkl − d0)/d0. (7.42)

Line-profile analysis is performed by Gauss fitting after background cor-
rection. The width of a diffraction line reflects the variations of lattice spacing,
Δd, residual strain from grain to grain in the diffracting volume, strain gra-
dients across grains, or microstructural imperfections in the grains (residual
stress of the second and third kind). For a (semi-) quantitative estimate of
residual strain, it is common practice to take, under the same experimental
conditions, the difference of the full widths at half maximum (FWHM) of
the line profiles with the strained and with an annealed reference specimen,
respectively. More sophisticated quantitative approaches are based on line-
profile analysis by Fourier deconvolution or on profile-matching simulations.
Peak broadening due to the finite primary beam and detector apertures, defo-
cusing effects, small grain size, and limited spectral resolution of the detector
have to be considered. A well-collimated parallel primary beam and a narrow
(Soller slit) collimator on the diffracted beam side in front of the detector can
drastically improve Δa/a resolution, at the expense of intensity and necessary
dwell time per pixel. Though being very intense, narrow characteristic lines
are, unfortunately, inadequate to excite and enhance weak diffraction peaks
for lattice strain analysis, since the primary beam has to supply a sufficiently
broad and flat spectrum of primary radiation for ED diffraction. Otherwise
the shape of the diffraction peak simply reflects the profile of the exciting
characteristic primary beam line.

In the XSI, the sensitivity and the Δa/a resolution of residual strain
measurement are finally limited by the spectral resolution of the solid-state
spectrometer system. A standard Si(Li) detector has been used here with a
nominal spectral resolution of 140 eV at 5.89 keV (Mn Kα line). A tradeoff has
to be made between intensity and peak width by using rather wide primary
beam and detector apertures. At 2ϑ = 40◦ (corresponding to Ehkl ≈ 10 to
13 keV for low index planes of metals) apertures of 0.35◦ produce an FWHM
between 400 eV and 500 eV, which is distributed over about 100 spectral chan-
nels. The apertures are adjusted by using appropriate pinhole diaphragms in
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the primary beam and a sufficient distance of the Si(Li) detector from the
specimen. Peak position is not affected by the aperture size in a symmetric
goniometer setup (ϑ1 = ϑ2). By a Gauss fit, the peak center can be located
to ΔE≤ 0.5 eV. Hence residual strains of the first and second kind are well
resolved down to Δa/a ≈ ·10−4.

A noticeable improvement in lattice strain analysis is expected from a
reduction of the energy interval per spectral channel and a higher energy
resolution of the detector system. However, a practical limitation still rests
on the need of excessively large apertures for gaining sufficient peak inten-
sity. A position sensitive detector (PSD) with a standard Bragg-Brentano
setup and monochromatic radiation is still superior by one order of magni-
tude or more as far as high dispersion is concerned for residual strain analy-
sis. This would enable a reliable peak-width analysis and also the mapping of
residual strain distributions even of the third kind. The replacement of the
ED system, however, is at the expense of simultaneous acquisition of several
peaks/maps at the same time, and stringent restrictions would be imposed
in addition to satisfy the Rowland-focusing condition for the Bragg-Brentano
geometry.

Spatial resolution is limited by the size of the X-ray spot on the tilted
specimen surface. Since no conventional lenses are available for white X-rays,
a beam collimator has been used here, which consists of two small circular
diaphragms of diameter d at distance a and b, respectively, from the sample.
The effective spot size is then:

ds = (1 + 2a/b) x d. (7.43)

The main drawback of a diaphragm collimator is the loss of intensity. An
increase in spot brightness is expected from glass capillary collimators [474,
475], which would enable a higher spatial resolution and a shorter acquisition
time. The apertures, Δϑ, of the primary and secondary beams are less crucial,
unless lattice strain mapping is of concern. Since texture in most materials is
hardly sharper than a few degrees, a width of diffraction peaks in this range,
according to Δϑ in (7.41), is quite acceptable. The width of fluorescence peaks
is not affected by the aperture of the beam spot.

The oblique incidence of the primary beam results in an elliptical fore-
shortening of the spot on the sample surface. Spatial resolution decreases with
angular tilt, γ, of the specimen with respect to the incoming beam. A circular
primary X-ray spot is elongated by projection on the tilted specimen surface
to an ellipse of aspect ratio 1/ cos γ. The practical limit of spatial resolution is
presently at 0.1 mm for pole-figure measurement and lattice strain mapping,
and 0.05 mm for element and texture mapping, due to the low intensity of the
collimated primary beam.

Pole-figure measurement has to precede texture mapping on the same
specimen area in order to recognize significant texture components. Thinned
angular grids, equal area grids, or relevant sections on the pole sphere,
as well as areas of any shape on the specimen, can be selected to re-
duce acquisition time by the combination of pole-figure measurement with a
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stepwise-controlled specimen tilt through the pole-figure grid and a controlled
spatial x-y translation of the specimen. Large tilts, however, may result
in inconsistent pole-figure data if the texture is not uniform in depth be-
neath the surface, since XRD becomes more surface sensitive with increas-
ing incidence angle γ. Information depth decreases linearly with cos γ =
sinϑ cosα.

Pole density can be measured alternatively in the conventional way with
filtered – monochromatic – primary beam radiation and a proportional counter
set to the appropriate ϑ–2ϑ positions for each measured hkl pole figure, one
after another. The specimen is tilted to the specified pole-figure points for
intensity acquisition step by step. Energy-dispersive microdiffraction, how-
ever, using white (i.e., not filtered) primary beam radiation and a lightweight
Peltier-cooled solid-state detector [476] enables a significantly faster and more
accurate acquisition of several pole figures at the same time.

Any specimen reference direction (α, β) can be used for mapping provided
that pole density (i.e., diffracted intensity) is high enough – which of course
depends on local texture. It is worth noting that texture, as well as resid-
ual strain, is probed exclusively only for those grains which satisfy the Bragg
condition for the chosen specimen-fixed reference direction, e.g., the speci-
men normal direction in the case of the symmetric goniometer setup with
the specimen not tilted. There is no information acquired on grains at other
orientations.

Examples of Application

As a test specimen for spatial resolution, regular gold patches (420 × 420 μm
wide) have been deposited on a glass substrate by sputtercoating through a
TEM specimen support grid. Using 30-μm wide apertures and the Au Lα
fluorescence lines for imaging, the free bars (<60 μm wide gaps) between the
patches are clearly resolved in two perpendicular directions in the XRF map
(Fig. 7.133) [460]. A spatial resolution of approximately 30 μm is thus demon-
strated.

A deformation pattern has been formed by impressing the jaws of a
mechanical testing machine into the coarse grain surface of a recrystallized
aluminum sheet metal. Finally, the sample surface was ground and mechani-
cally polished such that the pattern was no longer visible. The stamp process,
however, has changed the local texture. In the texture maps (Fig. 7.134), high
pole densities can be recognized in regions where the corrugating teeth of
the jaws caused a high deformation, while the grooves in the jaws induced a
deformation low enough to preserve the original matrix texture. The texture
maps of Fig. 7.134 were acquired simultaneously from the same sample area
at symmetrical diffraction settings (ϑ1 = ϑ2). Hence, the pole densities in the
sample normal direction are shown. The matrix texture did not contribute
to these selected diffraction peaks. If a texture component of the matrix is
of interest, the specimen has to be tilted off the symmetrical geometry to an
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(a)

(b)

Fig. 7.133. Gold pattern sputtered through a TEM support grid on a glass sub-
strate. (a) Image in the light microscope.
(b) X-ray micro-fluorescence map with the Au Lα line
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Fig. 7.134. Texture maps of a deformation pattern in aluminum revealing local
plastic deformation. Left: {200} reflections; right: {331} reflections
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Fig. 7.135. Pole figures acquired across the rivet bolt of Fig. 7.136. The polar
specimen direction P (α = 35◦, β = 83◦) has been used for texture and residual
strain mapping

appropriate pole-figure point. The corresponding angles of tilt can be read
from X-ray pole figures that have to be acquired in advance.

The X-ray spectrum (Fig. 7.132) contains two sets of characteristic lines:
a set of Cu Kα and Cu Kβ of scattered primary beam radiation (Cu anode,
40 keV), as well as a strong set of Mn Kα and Mn Kβ fluorescence radiation,
which has been emitted from the rather small content of manganese in the
AlMn 1% alloy. Al–K fluorescence radiation, as a possible characteristic line
from an Al sample, is not present. The Al–K fluorescent line is excited rather
weakly by Cu K radiation and, furthermore, is strongly absorbed in air on the
way from the sample to the EDS detector. In contrast to the sharp charac-
teristic lines, the diffraction peaks are broad, due to the wide beam aperture
(see (7.41)). In Fig. 7.132, the windows of the diffraction peaks (200), (220),
(311)/(222), (400), (331), and (422) are marked by hatching. The (311) and
(222) reflections are coincident, but the contribution of (222) is negligible in
this particular point on the sample because the (111) peak is missing.

A cross-section of an aluminum rivet was carefully polished flat by gen-
tle mechanical grinding and finishing. A final electrochemical polishing was
applied to remove any mechanical damage introduced during preparation. Be-
fore mapping, several pole figures had been acquired in steps along lines across
the head and the bolt of the rivet to recognize relevant texture components. A
strong fiber texture has been found in the bolt region (Fig. 7.135) [473]. The
(220) diffraction peak P (ϑ1 = ϑ2 = 20.1◦, E220 = 12.62 keV; α = 35◦ and
β = 83◦) has been used for evaluating at the same time the spatial distrib-
utions of pole density (texture map) and strain (residual strain map). Dwell
time extended over 10 s/pixel to yield a sufficient count statistics in view of
the low intensity. At a step width of 120 μm 2,232 image points had been
acquired.

A clear inhomogeneity is revealed in the texture (Fig. 7.136a) as well as in
the strain maps (Fig. 7.136b). Two almost parallel strips of high pole density
run along the axis of the bolt with a slight shift to the right-hand side. They
are supposed to form a tube of about one-third of the bolt diameter in the
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Fig. 7.136. Cross-section of an aluminum rivet. Distribution maps (a) of the in-
tensity (pole density, texture) and (b) of the shift (residual strain) of the 220 peak
at pole P (α = 35◦, β = 83◦). (c) The lattice strain Δd/d across the bolt

3-dimensional rivet. The head of the rivet shows a much lower density of this
pole. It is worth noting that it forms a butterfly-shaped minimum, which
might result from punching the head during production.

Along the bolt is a gradient in compressive residual strain to the head.
A dish-shaped maximum of compressive strain (dark) is found in the head,
which is related to the butterfly-shaped minimum in the (220) texture map.
There is an increased compressive residual strain in the interior of the texture
tube (dark) and a tensile strain (bright) to the bolt surface. Statistics has
been improved by averaging the peak shifts along a section of the shaft. So
the radial distribution of residual strain across the bolt is clearly seen in the
graph line (Fig. 7.136c).

7.6.4 Microscale

Chemical analyses with high spatial resolution are of major interest in
geological applications as minerals are often chemically heterogeneous on the
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microscopic scale and these compositional variations are of major importance
for understanding the formation processes. Most of this microanalytical work
is performed by EMPA due to the spatial resolution in the micrometer range,
well-established quantification procedures, and the widespread availability of
instruments. While this method is well suited for the determination of major
elements it is not sensitive enough to detect trace elements at levels below
approximately 100 ppm. To fill this gap, micro-XRF instruments using X-rays
for excitation for multielement EDXRF analyses may be used and an in-
strument has been developed especially for trace element analyses on single
mineral grains [428]. The detection limit of such an instrument is about 5–10
times better than with EMPA but the spatial resolution is about 10–100 times
lower. A promising application is the U–Th–Pb dating of grains of monazite
as described later. For trace element analyses with higher spatial resolution
and/or element contents in the lower ppm range synchrotron-based micro-
XRF methods have to be applied.

Sample Preparation

For trace element analysis with XRF at high spatial resolution sample prepa-
ration is of major importance. For positioning the beam exactly on the sam-
ple and precisely defining the analyzed sample volume, its surface should be
smooth or even polished. The X-ray beam penetrates deep into most geologic
materials. For an exact quantification of the XRF spectra it is crucial to know
the thickness of the analyzed sample volume. For those two reasons, double-
sided polished samples of consistent thicknesses are most favored for micro-
XRF analysis. Another consequence of the penetrative nature of the beam
concerning the sample preparation is that the spatial resolution is controlled
by the sample thickness. Any backing of the sample should be minimized or
avoided since the backing material will contribute to the scattered radiation
and will increase the background of the spectra leading to higher detection
limits and potential additional peaks. Samples should be prepared as thin
as possible while still mechanically stable. Typical thicknesses of geological
samples for microanalysis vary between 30 and 100 μm.

U–Th–Pb Chemical Dating

Radiometric dating provides absolute constraints on the timing and duration
of (long-lived) geological processes and is therefore of fundamental importance
within the geosciences. U–Th–Pb dating is one of most used tools for radio-
metric dating. It is based on the decay of radioactive U and Th isotope to
stable isotopes of Pb in three independent decay schemes (see later). Chemical
dating, the calculation of the age from elemental abundances of U, Th, and Pb,
is one of the earliest absolute geochronological techniques. It was even used
on minerals containing abundant U or Th (e.g., uraninite – UO2; [477]) before
the development of mass spectrometry. Geochronology by isotope analysis is a
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modern and more accurate technique allowing the comparison of the three dif-
ferently calculated ages and corrections for nonradiogenic Pb in the mineral,
but it is expensive and labor intensive.

Renewed interest in chemical dating techniques arose from the applica-
tion of relatively cheap and readily available EMPA [478, 479], which has the
additional advantage of a spatial resolution in the range of 2–3 μm. This spa-
tial resolution allows the study of complexly zoned minerals. The application
of nondestructive analyses on Th- and U-rich accessory minerals, especially
monazite, became the focus of these studies because in situ microanalysis in
geological samples allows the correlation of age data with the textural devel-
opment of the main rock constituents.

Monazite (CePO4) combines several characteristics that makes it very
favorable for chemical U–Th–Pb dating. First, it is a common accessory min-
eral in many crustal rocks, granitoids, gneisses, as well as metasediments. Sec-
ond, it typically incorporates little Pb upon crystallization, but contains very
high amounts of ThO2 (up to 30 wt%) and UO2 (up to 3 wt%), which leads to a
fast accumulation of significant amounts of radiogenic Pb. Quite importantly,
radiation damage that could cause loss of Pb by diffusion is usually negligible
because the crystal lattice anneals quickly. Zoning within monazite can be con-
trolled with backscatter electron images due to the large compositional vari-
ability (heavy elements like Th, U, Y, and REE) in the monazite solid-solution
series toward huttonite (ThSiO4) or brabantite (CaTh(PO4)2). Monitoring
trace elements in monazite (e.g., Y, REE) has been used to link monazite ages
with specific metamorphic episodes [480] and pressure–temperature paths of
its host rock [481]. This has made in situ monazite studies a versatile tool in
the interpretation of complex metamorphic rocks. Chemical U–Th–Pb dating
may also be applied to other minerals, such as xenotime, zircon, or allanite,
but most of them do not fulfill all requirements for a suitable geochronometer
or just contain much less radiogenic Pb than monazite.

Comparison of Analytical Approaches

In chemical dating, an age can be calculated iteratively, by assuming that the
total amount of Pb can be divided into thorogenic and uranogenic portions
of the same age (e.g., [478]) or by calculating independent Th–Pb and U–Pb
ages based on the algorithm of Rhede et al. [482]. The most commonly used an-
alytical method for chemical U–Th–Pb dating is wavelength dispersive X-ray
detection with an electron microprobe (e.g., [478, 479, 482–485]). At 20 kV ac-
celeration voltage and 50–100 nA intensity the electron beam can be focused to
give an excitation volume of approximately 2–3 μm width and 3–5 μm depth.
However, the long half-lives of U (238U = 4.47 × 109 a, 235U = 0.704 × 109 a)
and Th (232Th = 14.01×109 a) mean that accumulation of significant amounts
of radiogenic Pb takes a long time and the typical detection limits of approx-
imately 100 ppm for Pb prohibit precise determination of ages younger than
approximately 200 Ma on the EMP of the main rock constituents (see Figure
7.137).
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Fig. 7.137. Monazite from the Zambezi Belt, Zambia [490]. Brightness of the
backscatter-electron (BSE) images is a measure of the average atomic number of
the material. The images are used to detect compositional zoning of target minerals
prior to analysis. Areas with higher Th and U enclose internally complex grain cores
with highly variable Th in the left image and lower U contents in dark zones in the
right image. Lobate boundaries of the rims impinging on the inner parts of grains
are typical for fluid-assisted recrystallization. Areas analyzed by electron microprobe
are indicated by circles of approximately 3 μm diameter, with the approximate cal-
culated ages given in million years

Bruhn et al. [486] used a proton microprobe (PIXE) to date monazite,
with lateral spot size of 20–30 μm but high penetration depth (30 μm), and
they were able to reproduce isotopic ages of monazite standard material. A
1.5-nA sample current and acquisition times of 5–10 min yielded detection
limits of approximately 10–20 ppm for Pb, Th, and U and < 1000 ppm for
the REE. Frei et al. [487] have shown the feasibility of micro-PIXE chemical
dating on a 1 Ga old high uranium (265 ppm) titanite. Structural damage to
the minerals due to the large mass of the protons in PIXE analyses has not
been investigated but cannot be ruled out.

Analytical techniques using X-ray induced excitation of fluorescence (XRF)
also have good potential in providing lower detection limits due to the better
peak-to-background ratio of this technique. A micro-XRF method was devel-
oped by Cheburkin et al. [428] with a set-up using monochromatic X-ray radi-
ation. Scherrer et al. [488] modified this technique, using it to date monazite



672 D. Rammlmair et al.

with a lateral resolution between 38 and 90 μm in doubly polished sections.
These methods use EDX detection, enabling the acquisition of the complete
XRF spectrum at once in a relatively short time. However, at the energies
needed (approximately 17–20 keV), the beam transects the complete thick-
ness of a 30-μm-thick thin-section (i.e., thickness of the sample determines
the analyzed volume) and therefore spatial control is limited. Detection limits
of approximately 10 ppm were achieved with a beam of 50 μm on whole grains
at 40-min data collection times, sufficient to date monazite grains as young
as 15 Ma [489].

Additional improvements may be achieved by the use of synchrotron
radiation XRF (SRXRF). The higher photon flux and brilliance of such X-ray
sources provide the possibility of focusing the beam down to 2–3 μm lateral
diameter or less. The high photon flux of the beam still ensures very low
detection limits down to ppm range or better, thus pushing the theoretical
limits for the youngest datable monazite below 1 Ma even for monazite with
low contents of ThO2 (4 wt%). In other words monazite with an average ThO2

of 10 wt%, yielding 20 ppm of radiogenic Pb within approximately five million
years could be dated relatively precisely. However, small amounts of nonradi-
ogenic Pb may cause some concern at this level of detection.

The lower detection limits in PIXE, micro-XRF, and SRXRF analyses
make the investigation of other phases or minerals with lower concentrations
of U and Th that accumulate less radiogenic Pb viable (e.g., zircon, titanite),
of course only if nonradiogenic Pb is negligible.

Microanalysis Using Synchrotron Radiation XRF

The use of SR as a photon source in contrast to a lab source has enabled
studies on trace element contents and compositional changes of tracements in
minerals and glasses on the micrometer scale. The high flux of synchrotron ra-
diation X-rays additionally enables analyses of buried materials like fluid and
melt inclusions and in situ studies in sample volumes inside an experimental
apparatus like a diamond anvil cell. The wide continuous energy spectrum
provides multielement information.

Elements of interest are dependent on the given geological question and
may cover the whole periodic table. While major element compositions in
glasses and minerals are easily accessible by EMPA, trace element studies with
high spatial resolution of as many elements as possible are a major application
of μ-SRXRF. As the synchrotron radiation spectrum is continuous the excita-
tion spectrum may be efficiently adjusted to the sample and the given analyt-
ical problem by the use of filters or monochromators. Additionally, elements
with Z up to 82 may be detected via K-shell excitations (Fig. 7.138), which
is a significant improvement compared to conventional X-ray tubes (maxi-
mum excitation conditions generally below 20 keV), e.g., solving the problem
of strong overlaps of REE-L lines with K-lines of lower Z elements. In order
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Fig. 7.138. (a–b) Fluorescence spectrum of multielement 100 μm thick doubly
polished standard reference material NIST612. The glass matrix is doped with trace
elements with Z between 22 and 92 in the concentration range between 30 and
80 ppm. The most important K-lines are labeled. Note that Pb may be detected via
K-shell excitation. A 20-mm thick Al absorber was inserted for spectrum acquisition
to adjust excitation conditions for elements with Z around 45–60. The live time was
300 s and the beam size 50 x 50 μm2. Figure 7.138a shows an enlarged view of the
low energy part of the spectrum displayed in Fig. 7.138b
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to achieve efficient simultaneous excitation toward high-energy K-shells, the
polychromatic beam is generally used to achieve satisfactory flux. However,
elastically scattered photons contribute to the background at all energy levels
resulting in lower sensitivity and may lead in some cases to detector overload-
ing. Peak-to-background ratios of the low-energy part of the spectra may be
improved by inserting absorbers for low-energy cut-off. Another, more effec-
tive, method to reduce the background contribution is the use of monochro-
matic or small bandwidth excitation resulting in lower background and thus
higher sensitivities. An additional advantage is the possibility of selecting the
optimum excitation conditions for the element of interest, i.e., an excitation
just above its absorption edge. Because of the lower photon flux when using
just a small bandwidth of the spectrum, the detection of heavy elements via
K-shell excitation is limited to third-generation synchrotron radiation sources
and beamlines optimized for hard X-rays. Nakai et al. [491] have shown an
example of using 116-keV X-rays as an excitation source of X-ray fluores-
cence analyses. The detection limits were minimal for W with 0.1 ppm in the
SRM NIST612. Those measurements, however, were not achieved with a mi-
crobeam. This is a future option, which can be achieved by use of compound
refractive lenses (CRL) that enable focusing even of hard X-rays down to the
100 nm scale (at 24 keV, [492]) or to the micrometer scale or better (up to
120 keV, Schroer, pers. com.) at third-generation synchrotron sources.

Applications

Mineral, Particle, and Glass Compositions. In cases when especially low limits
of detection at high spatial resolution are needed, XRF analysis using syn-
chrotron radiation is applied. Quantitative information is generally obtained
by using fundamental parameter approaches or Monte Carlo simulations [493].
However, the quantification via comparison to standard reference materials is
also a common approach. Recently, a new set of standard reference glasses
from representative geological rock types has been produced and found to
be suitable for use in μ-SRXRF [494]. The achieved accuracy of quantitative
trace element analysis by using iterative Monte Carlo simulations may reach
8–10% even at concentration levels as low as 50 ppm [493].

Synchrotron radiation microanalysis was applied to run products of ex-
perimental geochemistry to determine trace element diffusivities in andesite
melts [495, 496] and trace element partitioning behavior between garnet and
melt [496]. Trace elemental maps on manganese nodules were determined
with μ-SRXRF to investigate long-term environmental changes as evidenced
by trace element compositions [497]. Feldspar trace element compositions
determined with μ-SRXRF in combination with textural observations were
studied, e.g., on ignimbrite “A,” Gran Canaria, Canary Islands, and used
to reconstruct dynamic processes such as magma mixing and contamination
in evolving rhyolitic magma chambers [498]. Analyses of chevkinite and co-
existing glass using μ-SRXRF revealed the importance of chevkinite as an
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accessory phase for the REE budget of evolving felsic peralkaline magmas as
it concentrates Zr, Nb, and the LREE [499]. Trace element analysis of miner-
als and interstitial glasses in xenoliths from the East Eifel, Germany, revealed
Pleistocene underplating and metasomatism processes of the lower continental
crust [500]. By μ-SRXRF determinations on microtektites of the Cretaceous-
Tertiary boundary from various localities, the tektites could be linked to their
probable source within the Chicxulub impact crater by trace element fin-
gerprints [501]. Besides analyses of glass and minerals another growing field
of application for SRXRF is major and trace element analysis of particles
from aerosols or dust in the light of their environmental health potential. The
quantitative analysis of particles, however, is difficult due to their complexity
in terms of chemical heterogeneity, crystallinity, and surface topology [502].
Vincze et al. [503] have shown that the accuracy of quantitative analysis of coal
fly ash particles using μ-SRXRF and Monte Carlo simulations ranges between
5 and 30%. Typical airborne particles like fly ash particles [503] and fuel parti-
cles [504] were analyzed for potentially toxic elements. Another field of appli-
cation which also has the aim of tracing environmental problems is the analysis
of sediment-derived particles. Osán et al. [505] were able to learn about the ori-
gin of the toxicity of river sediment pollution particles by combined μ-SRXRF
and μ-XANES (X-ray absorption near-edge structure). Salbu et al. [506] de-
termined the oxidation states of uranium in depleted uranium particles (av-
erage size: 2 μm or less) from soil samples by μ-XANES and μ-SRXRF. The
results are fundamental for understanding the potential remobilization of U
within the contaminated area. The combined study of chemical composition
and speciation is of major importance in particle research as the speciation
has a major influence on the transport and dissolution behavior of the metal
ions from the particle, biological uptake, and the toxicity of the particle. To
identify the areas of interest for μ-XANES, μ-SRXRF is commonly applied.

Fluid and Melt Inclusion Analysis. Fluid and melt inclusions in mineral hosts
are formed during crystal growth or crack annealing and – if their compo-
sition is conserved after the time of trapping – uniquely record directly the
fluid and melt phase that was present during the rock genesis. Typically,
many generations of fluids are included within the same mineral host (e.g.,
Roedder [507]). Thus, the analysis of single inclusions allows studying the
evolution of crustal rocks, element transport in the crust, and enrichment
processes of economically important elements. Analysis of single inclusions is
ambitious because of their small size in the micrometer range and the fact
that they are shielded by their host mineral. Trace element analysis of single
inclusions is possible with PIXE, LA-ICP-MS, and SRXRF. Laser ablation
ICP-MS allows the multielement analysis of major and trace elements with
very high accuracy and low limits of detection [508, 509]. The sensitivity
varies from very high to low. Typical spot sizes have a diameter from a few
to tens of micrometers. Audétat et al. [510] have used LA-ICP-MS of sin-
gle fluid inclusions to trace the formation of a magmatic-hydrothermal ore
deposit. Heinrich et al. [511] were able to retrieve information on the metal
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fractionation between magmatic brine and vapor using the same method.
However, LA-ICP-MS is destructive and does not permit reproducibility mea-
surements which are possible with PIXE and SRXRF. For inclusion studies,
both methods have been proven to be complementary. The proton micro-
probe was shown to be best for near-surface inclusions and light elements (Z
< 22; e.g., Ménez et al. [512, 513]). With a spatial resolution of about 2 μm,
it is well suited for element distribution maps (e.g., Kamenetsky et al. [514],
Ryan et al. [515, 516]). Detection limits are in the 10 ppm range which is
significantly higher than those for SRXRF. Synchrotron radiation XRF facil-
itates multielement analysis of major and trace elements for heavy elements
with Z between 15 and 92 at high spatial resolution. The determination of
light elements in most geological samples is mainly semiquantitative because
the fluorescence is strongly absorbed in the dense geologic materials. Possible
beam sizes are extremely variable with cross-sections between 1 and 2 mm
and diameters in the micrometer range and can easily be adjusted to the size
of the inclusion of interest. Minimum sensitivities are in the sub-ppm range.
Element distribution maps of multiphase single inclusions enable to study the
element distribution among vapor, liquid, and crystals. Bühn et al. [517] used
a beam diameter of only 2 μm and were able to distinguish between different
optically identical carbonates in three different types of fluid inclusions. With
this information they could reveal the complex heterogeneous entrapment and
necking-down process in an evolving carbonatitic fluid system. The capability
of 2D SRXRF elemental maps of fluid inclusion studies is also documented in
Fig. 7.139.

Area scans display an enrichment of Sn and Sb within the inclusion, which
may be correlated to a tiny opaque daughter phase, possibly SnO2. Philippot
et al. [518] as well as Ménez et al. [513] pointed out the possible identification
of optically invisible minerals within individual fluid inclusions by perform-
ing 2D SRXRF scans of single inclusions using a beam in the micrometer
range (size of beamspot on the sample: 2×7−10 μm). This demonstrates the
importance of the analysis of complete inclusions either by 2D scans or by us-
ing a beam size covering the complete inclusion for exact quantitative analysis.
Using 2D elemental maps Ménez et al. [513] could demonstrate the preferential
partitioning of Br into the vapor phase (beamspot 2 × 7 μ m) of a liquid and
vapor bearing inclusion. This finding supports the results of Ryan et al. [519],
Damman et al. [520], and Heinrich et al. [511] using PIXE analysis and – as
Br has the capability of complexing metals – is of major importance in the
study of segregation and enrichment processes in ore-forming systems. Recent
developments of a confocal set-up of SRXRF [521] have enabled 3D imag-
ing of single inclusions that significantly improves the possibilities to distinct
elemental distributions between different phases within inclusions.

Besides the potential for qualitative analysis of trace elements in fluid
and melt inclusions and element distributions, the method allows quantita-
tive analyses of the inclusion fluorescence spectra. One peculiarity of inclusion
analyses is the heterogeneous geometry of the samples. This means that the
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Fig. 7.139. (a) Example of 2D measurement of single fluid inclusion. Step sizes
are 7 μm in both directions, the diameter of the beam is 10 μm. The spatial resolu-
tion, however, is lower than step sizes due to the thickness of the sample and the
alignment of sample to detector in 45◦ geometry. For each element, the relative Kα
line intensities are shown; maximum and minimum values refer to black and white
pixels, respectively. Manganese, Fe, Zn, As, Br, Rb, and Cs display a rather uniform
distribution throughout the inclusion. Antimony and Sn display clusters that may
be related to a black daughter crystal within the inclusion. (b) Photomicrograph of
the inclusion. (c) Projection of the inclusion onto a plane parallel to the detector
surface

primary beam as well as the fluorescence radiation is absorbed in the sample
and air surrounding the inclusion. This absorption is energy- and consequently
element-specific (Fig. 7.140). Therefore, for inclusion analysis, the thickness
and composition of the top layer has to be exactly known for accurate depth
correction and quantification. A second peculiarity of inclusion analyses is
that internal standardization is generally not applicable as there is no pos-
sibility to determine the concentration of one element within the inclusion,
which is at the same time sensitive for SRXRF by an alternate method. One
exception is Cl in high-salinity flat-lying inclusions, which may be quanti-
fied by cryometric measurements of inclusions. However, Vanko et al. [522]
demonstrated that an error in the thickness estimation of only 1 μm of the
overlaying matrix yields an error of several tens of percentages for elements
with Z < 20. This means that results from an internal calibration to Cl, which
has a Z of 17, are highly dependent on precise thickness estimation. In cases
where internal calibration is impossible, the spectra may be calibrated exter-
nally by the use of thin-film NIST reference materials [522, 523] or synthetic
fluid inclusions [513]. Quantitative results may also be obtained in a stan-
dardless mode [524] by comparison of peak areas of measured spectra and full
XRF spectra simulated using a Monte Carlo code [525–528] that is applicable
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to a multilayer geometry. The achieved accuracy for this approach tested on
synthetic fluid inclusions was better than approaches determining absolute
concentrations by using a calibration on reference materials 17% error for
concentrated inclusions and 30% close to the lower limit of detection [524].

Single inclusion analyses are extremely powerful in ore deposit studies and
allow the tracing of enrichment processes. One recent example is the study
of the chemical evolution of an ore-forming pegmatite-hydrothermal system
at the Ehrenfriedersdorf Complex, Germany, which is genetically related to
important tin–tungsten deposits [524]. Arsenic and Cu were found to prefer-
entially fractionate into the aqueous phase during phase separation of silicate
melts and coexisting aqueous fluids. The enrichment processes relevant for
the tin deposit take place in the hydrothermal stage at temperatures around
460◦C. Early hydrothermal fluids are enriched in Cu, As, and Sn. The Rb/Cs
ratios are low as are the contents of Zn, Fe, and Mn. Later fluids (inclusion
temperature around 430◦C) are brines and display extreme enrichments of
Zn, Fe, Mn, Rb, and Cs (Fig. 7.141).

In Situ Determination of Mineral Solubilities. One recent application of XRF
with synchrotron radiation has been the determination of mineral solubili-
ties at high temperatures and pressures using a hydrothermal diamond anvil
cell (HDAC) [529]. Several experimental methods have been used to study
fluid-mineral equilibria that control the mobility of elements during geological
processes. All those techniques, however, rely on indirect observation. The
HDAC method is the first to allow real in situ measurements of the solubility
of solid phases by observation of the XRF signal of dissolved elements in a fluid
inside the sample volume with temperature and pressure. The fluorescence
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Fig. 7.141. Fluorescence spectra of three fluid inclusions representing the chemical
stages relevant for ore enrichment processes of the pegmatite-hydrothermal system of
the Ehrenfriedersdorf complex. The important elements are marked. The indicated
temperatures refer to the approximate inclusion temperatures of the fluids from
which the succession of the fluids may be deduced. For better representation, the
spectra have been shifted along the y axis

signal is calibrated against standards, and concentrations of the element of
interest may be determined at discrete P–T conditions. Up to now, two dif-
ferent cell set-ups have been proposed: both suggestions rely on externally
heated DAC. One experimental setup was suggested using a Bassett-type
HDAC [530], which was adapted to allow recording of the fluorescence of the
sample volume in optimum geometry which is at an angle of 90◦ to the incident
beam. Detection limits are below 80 ppm for elements with Z = 37− 65 even
for experiments performed in a second-generation synchrotron source [531].
The method is thus applicable to relatively low solubilities and at pressures
up to 1.1 GPa and temperatures to 800◦C. A first example of application was
the determination of the solubility of AgCl in water at 300 to 450◦C and
pressures to 0.76 GPa [529].

A second experimental set-up has been proposed without modifying the
original design of the Bassett-type cell achieving higher pressures of up to
3.6 GPa [532]. However, the conservative set-up of the HDAC demands for col-
lection of the fluorescence spectra in forward scattering geometry at an angle
of only 15◦ to the incident beam, which dramatically increases the detection
limit to approximately 6 ppm for Sr [532] for experiments in a third-generation
synchrotron source. Using this set-up, Sanchez-Valle et al. [532] investigated
the P–T dependence of strontianite solubility in H2O and found an increase
of at least a factor of 2 between 0.4 and 3.6 GPa.

These data help to constrain better models on quantitative mass transfer
processes in subduction zones. A second, extremely useful, application of DAC
and SRXRF is the time-dependent measurements of the solubility of minerals
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at high P and T. Initial experiments were performed with this technique on
strontianite [532] and monazite [533]. These studies help in understanding the
dissolution kinetics of minerals at conditions in the earth’s crust.

X-Ray Absorption Fine Structure Spectroscopy (XAFS) in Earth
Sciences

While XRF analyses provide information on the concentration of elements
in a given sample, XAFS is able to add information on the chemical state
or structural environment of these elements in the sample. The following is
intended to give a brief overview on the technique of XAFS together with a few
examples of applications relevant to geological problems. For a more thorough
introduction to the field of XAFS and applications in earth sciences, the reader
is referred to more comprehensive articles and books (e.g., Brown et al. [533,
534], Schulze et al. [535], Fenter et al. [536], Henderson and Baker [537]).

XAFS is performed by scanning the energy of the incident X-ray beam
across a certain energy threshold needed for excitation of a core-level elec-
tron, typically at K- or L-edge of a given element. If the energy bandwidth
of the incoming beam is small enough, small variation or a fine structure
present in the otherwise smoothly varying X-ray absorption coefficient are
observed, which are dependent on the chemical state and structural environ-
ment of the absorbing element. The observed fine structure arises from tran-
sitions of the photo-electron to higher bound-state energy levels (before or at
the edge) or from backscattering of the photoelectron from the atoms sur-
rounding the absorbing element (at the edge and after the edge). The method
is basically grouped into two methods (see also Fig. 7.142):

• XANES: using the fine structure occurring just before and up to approxi-
mately 100–150 eV after the edge. This region in the spectrum is sensitive
to the valence state of the absorbing element and to the geometry and the
type of surrounding atoms.

• EXAFS (extended X-ray absorption fine structure): the fine structure
occurring far beyond the edge (starting from approximately 100 up to
1000 eV or further) provides quantitative information on the distance and
number of atoms surrounding the absorbing atom.

Because XAFS works as a local probe, the aforementioned information is
also accessible in systems lacking long-range order as silicate glasses and melts
or aqueous solutions and hydrothermal or even supercritical fluids. As XAFS
is element specific it also allows investigation of elements that are only near
or at the surface of a mineral or phase, thus providing a helpful tool for the
investigation of processes at the mineral–water interface.

XAFS spectrometers usually rely on the continuous spectrum at high pho-
ton flux available at synchrotron radiation facilities. In order to detect the fine
structure at the absorption edge a monochromatic beam with a sufficiently
small bandwidth is needed. Typically used in the energy regime suitable for
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Fig. 7.142. XAFS-spectrum at the Fe K-edge of hercynite (Fe–Al-spinel) showing
the respective regions within the spectrum as explained in the text. Note that the
EXAFS region extends much further than shown here

investigations of the 3d-transition elements are Si (111) based double-crystal
monochromators providing a resolving power E/ΔE of approx. 4000 at 7 keV.
While such a resolution is adequate enough for investigations of the EXAFS
region it may be insufficient to resolve all spectral features present in the
XANES region so that monochromator crystals with higher intrinsic resolu-
tion have to be used, e.g., Si (220) or Si (311). The actual resolution needed is
determined by the energy width of the transitions that are probed. The width
is a function of the core-hole lifetime and increases with increasing atomic
number. Use of a small bandwidth monochromator, however, may be limited
due the accompanied loss in photon flux that potentially makes high-resolution
measurements unfeasible due to low counting rates at the detector.

XAFS and Fluorescence Yield

Originally X-ray absorption spectroscopy is performed by measuring the in-
tensity of the X-ray beam before and after the sample (I0 and Itr, respec-
tively), so that the absorption coefficient μ = ln I0/Itr. A further possibility
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is the indirect measurement of μ through detection of the fluorescence yield
as μ ≈ If/I0. This relation holds as long as the concentration of the absorbing
element is low or the sample is very thin. For thick and concentrated samples
the oscillations and resonances above the edge are significantly damped, and
peaks in the pre-edge region artificially are enlarged due to self-absorption of
the incoming beam. These effects are dependent on the detection angle and
are minimized by detection in grazing exit geometry (see Tröger et al. [538];
Manceau et al. [539]).

Detection of the fluorescence can be performed in several ways. The sim-
plest way is by using a gas-filled ionization chamber [540]. Such a detector
enables the detection of a large solid angle although the dynamic range is
limited. The sensitivity for the energy used can be adjusted by the use of the
appropriate gas filling. Use of this detector is only possible if only the element
of interest is excited due to the low-energy resolution of this type of detector.
In a similar way silicon pin diodes can be used to provide a higher sensitivity
and much larger dynamic range [541] although the solid angle of detection
is smaller. Use of solid-state detectors such as Si(Li), high-purity Ge, or Si-
drift detectors provide additional advantages due to the high-energy resolution
that can be achieved with these devices. Processing of the detector signal by
a multichannel analyzer provides the possibility of separating the fluorescence
signal from the elastically scattered background or from fluorescence radiation
produced by other elements contained in the sample. Sophisticated treatment
of each XRF spectrum that is saved at each energy position of a XANES
scan enables the collection of XANES even at very low concentration lev-
els [542]. In such a data treatment the fluorescence yield is separated from the
background by fitting of the XRF spectrum. This procedure provides a much
better separation of background and signal and reduces the noise contribution
from elastic and Compton scattering.

Micro-XAFS

Use of a microbeam enables the investigation of samples that are inhomoge-
neous even on a microscopic scale. Analyses can be performed at specific sites,
grains, etc. of a given sample or even mappings of the chemical state can be
performed. Combined with concentration-distribution maps (from micro-XRF
or EMPA) this will provide information on the distribution of the chemical
state or structural environment of the mapped element in the sample. The
synchrotron beam is usually strongly polarized. Therefore, spectra acquired
by micro-XAFS on single crystals of minerals as occurring in rock thin-sections
may be affected by the orientation of the crystal toward the beam, especially
in strongly anisotropic phases [543, 544]. This additional uncertainty has to
be taken into account for a robust interpretation of micro-XAFS data.

If elements show gradual lateral change in oxidation state within a sample
the distribution of the oxidation state can be mapped by superimposition of
XRF maps excited by X-ray energies at prominent maxima of the XANES of



Methodological Developments and Applications 683

each oxidation state. The position of these maxima varies with oxidation state
by a few electron volts and therefore setting the energy at either position will
lead to preferential excitation of either oxidation state (e.g., compare spectra
in Fig. 7.143a). Normalization of the intensity at these energy positions to the
height of the edge jump and subtraction of the two maps collected at the two
energies will yield the distribution of oxidation state within the sample. Thus,
for each position on the sample, the fluorescence yield at three energies has
to be measured: one before the edge, one after, and one at the redox-sensitive
maximum (see also Sutton et al. [545]).

Applications

As the position of the absorption edge is dependent on the oxidation state
XANES spectra can be used for the determination of the valence state. This
can be done by using the edge position, i.e., determination of position in com-
parison to the variation observed for the end member valence states. However,
the observed position of the edge may be affected by resonances occurring
in the edge region that are due to multiple scattering or transitions of the
photoelectrons to localized energy levels (these features are very sensitive to
the local geometry around the absorber and therefore structure dependent).
Another possibility is the use of the whole XANES spectra: if the end mem-
ber spectra of each oxidation state are clearly known from available model
compounds the oxidation state of the unknown sample can be determined
by linear combinations of spectra of the model compounds (e.g., Garvie and
Buseck [546]).

As the structure of the XANES is also a “fingerprint” of the absorbing
element in a given phase (e.g., examples in Fig. 7.143a), linear combinations
of end member spectra can be used to determine the host phase of a given ele-
ment and its relative abundance in a sample (e.g., Welter et al. [547]; Calmano
et al. [548]; Vincze et al. [549], Salbu et al. [506]).

The pre-edge feature that probes 1s->3d transitions (especially sensitive
to oxidation state) is only affected by the first co-ordination shell around the
absorber (usually oxygen). Thus, it will show much less dependence on changes
in the medium-range environment or bulk structure than the structure of the
spectra occurring at the main edge. The pre-edge position varies significantly
with oxidation state and shows variation in intensity due to the geometry of
oxygen-coordination polyhedron (octahedral, tetrahedral, etc. see Fig. 7.143b;
Wilke et al. [550]). In the case of Fe, the difference between the pre-edge po-
sition (measured as centroid) of ferric and ferrous Fe does not vary with the
coordination geometry. Therefore, a linear variation of the position with redox
ratio can be expected if the coordination does not change with oxidation state.
Exploiting this effect, it was shown to give moderately precise estimates for
the oxidation state (approx. ≥ 10 − 15% error) by the use of general cali-
bration curves (Fig. 7.143c) (Bajt et al. [551] 1995; Wilke et al. [550]). These
calibrations were applied to several geological problems where knowledge of
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Fig. 7.143. (a) XANES spectra collected at the Fe K-edge of several model com-
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Ca–Fe nesosilicate) containing ferrous and ferric iron in various coordination geome-
tries as indicated. The position of the main edge is dependent on the oxidation
state. The fine structure, observed at the main crest of the edge, provides a finger-
print of the local and medium-range structural environment of Fe in these phases.
(b) A zoom of the pre-edge region: The position of the pre-edge depends on the
oxidation state while the structure and intensity of the pre-edge is mainly depen-
dent on the geometry of the first coordination shell of Fe (oxygen in these examples).
(c) Variation diagram after Wilke et al. [550] showing the systematics of the pre-
edge variation with oxidation state and coordination geometry, taking into account
tetrahedral and octahedral site geometries. Integrated intensity and centroid po-
sition are determined on background corrected pre-edges. Plotted are examples of
pre-edges of several other phases: Triangle: Maghemite (γ-Fe2O3) with 2/3 4Fe3+
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Fe=0.4; Squares: Clinopy-
roxenes with 6Fe, Fe3+/
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Fe =0, 1 and 0.3 (Data taken from Wilke et al. [550] and
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Fe3+ was essential (e.g., Dyar et al. [552]; Schmid et al. [544]). In these studies
the Fe3+ content of minerals was determined by micro-XAFS on 30-μm-thick
thin sections of rock samples, providing information on the oxidation state of
Fe that was not available from the chemical microanalysis with the electron
microprobe.

Apart from investigations at ambient conditions XAFS also provides the
possibility of characterizing samples at high temperatures and/or high pres-
sures. Such studies are important if the samples are not stable at ambient con-
ditions. For example, it was shown by high-temperature XANES and EXAFS
that the speciation of elements in silicate melts at high temperature may dif-
fer from the one found in glass (Jackson et al. [553]; Farges et al. [554, 555];
and Fig. 7.144). Such differences have strong implications in the relationship
between melt structure and macroscopic physical properties such as viscos-
ity. Investigation of aqueous solutions at high temperature and high pressure
using X-ray-transparent pressure cells (e.g., Bassett et al. [556]; Anderson
et al. [557]; Seward et al. [558]) provides a direct view on the speciation of
elements in such systems. Such data are important for the understanding of
the processes involved during mass transport by fluids and fluid–rock inter-
actions in the earth’s crust, or in any physico-chemical process occurring at
high temperatures and pressures.

To improve the results as compared to the examples by Dyar et al. [552]
and Schmid et al. [544] a high-resolution monochromator should be used in
order to better separate the pre-edge feature from the edge background (in
case of Fe: Si(220) or (311) monochromator). Using high-resolution spectra
and phase/mineral-specific calibrations errors below 10% can probably be
achieved.

XAFS may also be used to perform time-dependent investigations to study
the dynamic behavior of chemical and physical processes, such as redox reac-
tions or phase transitions. For rather slow reactions this can be achieved by
acquiring a time series of normal XAFS scans (10–20 min/spectrum). Such a
study not only provides data on the kinetics of a reaction but may also re-
veal information on transient intermediate states that might be formed during
reaction (e.g., Bargar et al. [559]). For fast reactions in the minute or even
second regime, so-called QEXAFS methods have to be used, where spectra
are collected continuously within seconds or even fraction of a second (e.g.,
Frahm [560], Lützenkirchen-Hecht et al. [561])

7.6.5 Conclusions

XRF analysis is one of the most important analytical methods for geoscien-
tists. The method can be applied manually, in automated mode, and even by
remote control in space, at any scale, on other planets, in the field, in bore-
holes, at industrial sites, in the laboratory and even under submicroscopic
conditions in all fields of geoscience geological mapping, tectonics, petrogra-
phy, geochemistry, sedimentology, remote-sensing, geophysics, microbiology,
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Fig. 7.144. XANES at Fe–K–edge acquired on glass at room temperature and
on melt at 850◦C at oxidizing and reducing conditions in fluorescence mode (see
Brown et al. [534] for experimental setup). Note the changes occurring at pre-
edge (A), main crest (B) and first EXAFS-oscillation (C). Pre-edge intensity of
the high-temperature spectrum of the oxidized sample is significantly higher than
the one of the room temperature spectrum, indicating change in coordination toward
tetrahedral geometry at high temperature. This interpretation is consistent with an
observed shift of the first EXAFS-oscillation toward higher energies that indicate
shortening of the Fe–O distance (as expected for change from higher to lower oxygen
coordination number). The change in the pre-edge of the reduced sample between
high and room temperature is much smaller and almost negligible after background
subtraction. This indicates only small changes in the local structure at reducing
conditions consistent with only a small shift of the first EXAFS oscillation. The loss
in the EXAFS amplitude of high temperature is related to the thermally induced
vibrational disorder at high temperature

engineering, exploration, mining, mineral treatment, melioration, and metal-
lurgy. Standard quantitative analyses by WDXRF, EDXRF, and TXRF are
well developed for homogenized samples, but have to be individually modified
for materials of anomalous chemical composition such as ores, salt, minerals,
crude raw oils, fluids, and plants.

The method, if modified properly, is suitable for the analysis of all elements
from carbon to uranium depending on the analytical conditions. Besides the
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analysis of homogeneous samples, geoscientists require spatially resolved in-
formation of inhomogeneous samples. Knowledge of the type, shape, and fre-
quency of an anomaly that may appear as a certain mineral (Au, PGM, etc.),
a lamina (winter/summer), or a hot spot of a contaminant (Pb, Cu, Zn) is
crucial for the interpretation of mineralization, climate impact/influence, con-
tamination, etc. During industrial processes like mining and metallurgy the
online control of the product at all stages of the production line is a key para-
meter since costs can be reduced, and the performance and quality of the end
product is improved. Besides the manual specimen acquisition, in situ online
systems are installed to monitor the flow at sensitive steps of the treatment
process.

The miniaturization of systems that may be used within drill cores bore
holes and as handheld instruments in the field and the advancement in ele-
ment mapping and imaging systems provide very detailed information for the
geoscientist onsite for fast adequate decision and precision sampling.

On the other hand, the improvement of X-ray optical systems at reasonable
costs and highly sensitive detectors will push forward micro-XRF systems in
the laboratory to solve analytical problems at any fields.

The scanning X-ray instrument based on energy-dispersive spectroscopy
enables a comprehensive material characterization. It combines simultaneous
imaging of element distributions by X-ray microfluorescence analysis, texture
mapping, and residual lattice strain mapping on a grain specific scale, as well
as quantitative texture analysis.

7.7 Applications in Arts and Archaeology

O. Hahn, I. Reiche, H. Stege�

7.7.1 General Remarks

Archaeological and art-historical research is usually concerned with the ques-
tion of origin, dating, attribution, and reception of cultural objects. Styl-
istic and art-historical examinations in combination with the investigation
of technological treatises and recipes can answer many questions but often
the analysis of the physical properties and the chemical composition of the
artefacts is also necessary. According to Mantler and Schreiner “Styles were
sometimes copied at locations and periods completely different from those of
their origin”, and therefore physico-chemical investigations “are helpful and
increasingly applied to allocate an object to a particular historic or prehistoric

	Née Bronk
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context, to determine the correctness of the claimed provenance or to explore
the stechnology used for manufacturing” [564]. Furthermore, the development
of reversible restoration or conservation concepts requires the knowledge of
material compositions and ageing phenomena of the artefacts. Finally, objects
that were submitted to a conservation treatment may be investigated to dis-
tinguish original from later additions or to assess the impact of restoration.

A particular requirement for the investigation of works of art is the use
of techniques that are non-destructive or only need minimal sampling [562].
After analysis, the unchanged sample should preferably be available for fur-
ther studies. In accordance to Lahanier et al. [563], the ideal procedure for
analysing art, historical, or archaeological objects should be non-destructive
(respecting the physical integrity of the object), but also fast (to analyse large
numbers of similar objects or to investigate a single object at various loca-
tions), universal (to analyse many materials and objects of various shapes and
dimensions), versatile (allowing to obtain average compositional information
but also permitting local analysis of small areas), sensitive (so that object
grouping and other types of provenance analysis can be done not only by
means of major elements but also by means of trace element fingerprints),
and multielemental (to obtain simultaneously information on many elements
in a single measurement).

As X-ray techniques meet most of these requirements, analyses of objects
of artistic or archaeological value with XRF [564], TXRF [565, 566], SRXRF
[567], and micro-XRF [562] are now quite frequent. The importance of X-ray
techniques for the study of art and archaeological objects was for example
emphasized by a special millennium edition of the journal X-Ray Spectrometry
on Cultural Heritage (2000 Vol. 29 No. 1). Indeed, XRF represents one of the
most suitable methods to obtain qualitative and semiquantitative information
on a great diversity of materials.

In conventional XRF equipment a vacuum chamber is usually part of the
spectrometer to determine elements between Z = 11 and about 19 (Na to
K). Using vacuum limits the possible object size and may cause damage to
fragile pieces. As Schreiner [568] first demonstrated, a purging of the detection
path with helium effectively reduces the absorption of low-energy lines even
in an open arrangement. Unfortunately, many spectrometers have the draw-
back of being stationary, which may limit their application to art objects. The
transport of fragile objects into a laboratory may involve unacceptable risks,
or in certain cases (e.g., wall paintings) is even impossible. First, portable
XRF spectrometers of the last decades, which were primarily developed for
geochemical and metallurgical purposes, are usually equipped with a radionu-
clide source and, because of low excitation intensities, are restricted to large
spot sizes of the incident beam. In the last years, a new generation of com-
pact and portable XRF set-ups have been designed consisting of air-cooled
low-power X-ray tubes, detectors without the need of liquid nitrogen cooling,
such as silicon drift chamber detectors and miniaturized electronics [569, 570].
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A high lateral resolution is often a crucial factor in the analysis of art
and archaeological objects. The actual requirement of the spot size strongly
depends on the type of object and material: as a rule, about 1 cm for met-
als, stones and ceramics, about 0.5 mm for paintings and 0.1–0.05 mm for
filigree objects like, e.g., miniature paintings, jewellery, or painted enamels
are appropriate. Some special applications require a particular lateral res-
olution of 1–5 μm to analyse crystallite inclusions in gemstones or biogenic
materials like hair, bone and dentine and to carry out element mappings or
line scans for the determination of concentration profiles. Recent develop-
ments of total-reflection glass-capillary optics in combination with air-cooled
X-ray tubes [569] and silicon drift detectors without need for liquid nitro-
gen cooling provide a high lateral resolution associated with a maximum of
mobility [571, 572].

A very promising new micro-XRF development consists in the design of
a confocal XRF set-up by using two focusing devices as for instance capil-
laries, one in the excitation and another one in the detection channel. The
set-up permits to perform non-invasive depth-sensitive analyses with a reso-
lution of about 10 μm. This new 3D micro-XRF method opens up the way
for many non-destructive archaeometric investigations of complex layered or
inhomogeneous materials [573].

The nature of art and archaeological artefacts raises particular problems
which may affect the interpretation of the analyses. The objects are usually
not “ideal” but of complex shape, irregular morphology, heterogeneous com-
position and may show surface alteration or several layers. However, it should
be kept in mind that because of the uniqueness of art and archaeological
artefacts most analyses have to be regarded as single case studies where rou-
tine procedures are not easily applicable and require experienced scientists for
measurement and data interpretation.

The following section aims at summarizing relevant applications (1998-
2003) of XRF in the field of archaeometry. The selection was made to demon-
strate the diversity of material groups and problems involved and does not
claim to completely cover all published work. The order, in which the ma-
terial groups are discussed, roughly corresponds to the frequency of XRF
applications.

7.7.2 Materials Groups

Pigments and Inks

A substantial formal principle of art objects is their wealth of colours.
Coloured surfaces are found in wall or panel paintings, in illuminated manu-
scripts, but also in wall papers and painted sculptures. Usually paints are
made by dispersing pigments in a liquid binding media (e.g., drying oil, gum
Arabic, or egg white). After applying a layer of paint, it is generally dried and
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eventually other layers are added. In several cases, a final coating of varnish
protects paintings. The thickness for the whole system ranges from a few mi-
crometres up to 1 mm and more. A list of some commonly used pigments and
their chemical composition is given in Table 7.20 [574, 575].

Table 7.20. Selected historical inorganic pigments and their chemical formula or
main component. The left columns contain pigments that were used since antiquity
and Medival ages. Synthetic pigments since 1700 are listed in the right columns,
indicating their earliest use in parentheses

Red pigments

Minium Pb3O4 Cadmium red (1910) CdS + CdSe

Red ochre e.g., Fe2O3 (haematite) Chrome red (1809) PbCrO4×
Pb(OH)2

Realgar As2S2(AsS)

Cinnabar HgS

White pigments

Chalk CaCO3 Anatase (1920) TiO2

Gypsum CaSO4 × 2H2O Antimony white (1920) Sb2O3

Lead white 2PbCO3×Pb(OH)2 Lithopone (1853) ZnS + BaSO4

Permanent white (1830) BaSO4

Rutile (1938) TiO2

Zinc white (1835) ZnO

Blue pigments

Azurite 2CuCO3×Cu(OH)2 Cobalt blue (1775) CoO×Al2O3

Egyptian blue CaCuSi4O10 Manganese blue (1907) BaSO4×
Ba(MnO4)2

Lapis Lazuli Na8−10Al6Si6O24S2−4 Ultramarine Na8−10Al6Si6O24S2−4

Smalt Coglass Prussian blue (1708) Fe4[Fe(CN)6]3

Black Pigments

Antimony black Sb2S3 Black iron oxide (1920) Fe3O4

Ivory black C + Ca3(PO4)2 Manganese Oxide (1920) MnO2+Mn2O3

Yellow pigments

Orpiment As2S3 Cadmium yellow (1825) CdS

Lead–tin yellow Pb2SnO4 (type I)

PbSnO3 (type II)

Chrome yellow (1809) 2PbSO4×
PbCrO4

Massicot PbO Cobalt yellow (1848) K3[Co(NO2)6]×
H2O

Naples yellow Pb(SbO3)2/Pb3(SbO4)2
Yellow ochre e.g., FeOOH (goethite)

Green pigments

Malachite CuCO3×Cu(OH)2 Chrome green (1809) Cr2O3

Posnjakite Cu4[(OH)6(SO4)]

×H2O

Cobalt green (1780) CoO×5ZnO

Verdigris Cu(CH3COO)2×
nCu(OH)2×mH2O

Emerald green Cu(CH3COO)2×
3Cu(AsO2)2(1814)
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Natural minerals with a high colouring power and a wide stability against
changes of temperature, weather, and light have been known since prehistoric
times (e.g., ochre, iron oxide) and have been used as pigments. Artificial pig-
ments (e.g., lead white, Egyptian blue) have also been known since antiquity.
Since the chronological use of most pigments is known today, it is possible to
determine an approximate dating criterion for the genesis of painted histori-
cal objects. Some pigments appeared on artists’ palettes after a certain time
(post quem) others disappeared before that time (ante quem). Figure 7.145
shows two copper plates from Albrecht Dürer “Petrus und Johannes heilen
den Lahmen” (Kupferstichkabinett (KK), Berlin, SMB), both additionally
coloured. It could be shown that the first one was coloured in the sixteenth
century, whereas the coloration of the second was added in the nineteenth
century [576].

The palette of inorganic pigments includes several hundreds of different
types with well-known chemical composition. Each pigment is characterized
by its colour and by a particular set of different elements which, if detected
in correct proportions, allow the identification of the pigment. Some pigments
(e.g., ultramarine) are found as either natural or artificial which can be dis-
tinguished by their impurities. Furthermore, the investigation of minor phases
or inclusions and trace elements permits conclusions about the origin or the

Fig. 7.145. (a) Kupferstichkabinett Berlin (Inv.-Nr. A 137). The coloration was
likely to have been created in the sixteenth century, containing azurite, malachite,
lead white, cinnabar, ochre, minium, gold ink, and calcite. (b) Kupferstichkabinett
Berlin (Inv.-Nr. Am 551). The coloration was added in the nineteenth century, con-
taining zinc white and chrome green



692 O. Hahn et al

manufacturing of particular pigments. The analysis of special compounds (e.g.,
gypsum, calcite, or particular salts) which were used as substrate or mordant
refers to organic dyes and pigments. Varnishes and binding media consist in
general of organic compounds and thereby predominantly of light elements
(C, H, O, N, S, P), which give only modest fluorescent signals. Although
XRF investigations on polychrome objects especially of larger dimension are
usually done non-destructively with open spectrometer set-ups, TXRF is also
applicable: Microsamples can be prepared by rubbing a dry cotton–wood bud,
a so-called Q-tip, over the painted surface [577]. However, this method does
not apply for paintings covered with a varnish.

Some difficulties may affect the identification of pigments with XRF. Occ-
asionally components which differ only by the mass fraction of some con-
stituent elements can form the same pigment (e.g., lead–tin yellow (type I/II)
see Table 7.20). Others may also have different crystallographic phases, e.g.,
titanium oxide, which can appear as either anatase (produced since 1920) or
rutile (since 1938). Further difficulty occurs for a couple of pigments, which
share colour and characteristic elements but only differ in the occurrence of
light elements (C, H, O) whose detection or attribution is not realizable in
air (e.g., green pigments such as malachite and verdigris). In multiple layer
systems it is generally possible to distinguish information coming from differ-
ent layers by means of characteristic ratios of the K to L and Lα to Lβ lines,
respectively. If one pigment occurs several times in different paint layers, it
is not possible to assign clearly the experimental results, except when using
the newly established method based on a confocal 3D micro-XRF set-up. This
method was first applied to the non-destructive study of paint layers of Indian
Mughal miniature paintings [573].

However, the identification of pigments in paintings [578] and inks in man-
uscripts [579, 580] is successful in many cases and the method also allows the
determination of the mixing ratios of pigments. By means of adequate quan-
tification procedures taking into account inhomogeneous ink paper layer sys-
tems, it is possible to discriminate between different historical iron gall inks
in manuscripts and compositions [581].

Metals and Archaeometallurgical Samples

XRF analyses of ancient metals seek to increase the knowledge of the exact
nature of the raw material used, of technological features, of its fabrication
as a function of the period and region of origin, and of its history of use as
well as of corrosion processes. Information on the chemical composition would
also allow the definition of provenance criteria for the extracted raw mate-
rial or of indirect dating of the manufacturing period. Since classical XRF
is a surface analytical method with a relatively small analysis depth (some
tens of micrometres in metals), various studies also focus on metal surface
alteration phenomena such as patina formation. Conventional XRF coupled
with energy (EDXRF) or wavelength dispersive (WDXRF) X-ray analysing
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systems seems to be best suited for metal surface analyses as the X-ray yield
of metallic elements is relatively important. SRXRF is only more appropriate
when information on deeper analysis depth, on bulk chemical composition of
the metal, is searched or when only very small amounts in the microgram
range are available for analysis. Microscopic XRF is useful when specific re-
quirements exist with respect to the morphology of the objects. Problems en-
countered with XRF analyses of metals are strong matrix effects (interferences
with matrix lines and self-absorption). For instance, Zn is very difficult to de-
termine by classical XRF in Cu alloys [582]. However, comparison with other
analytical methods such as atomic absorption spectroscopy (AAS), optical
emission spectroscopy (OES), inductively coupled plasma mass spectrometry
(ICP-MS) and Neutron activation analysis (NAA) showed the reliability of
XRF for metal analysis when sufficient attention is paid to its limitations.

Important archaeological and historical metal alloys are especially based
on Cu (bronze and brass), Ag, Au, Sn, Pb–Sn, Fe, and last but not least Hg.
Metal objects in archaeology and history comprise artefacts of practical use
such as coins, plates, cups, fibulae, but also arms, shields, as well as art and
representative objects like statues or crowns.

A recent application of XRF on archaeometallurgical questions is the study
of patinas formed on archaeological bronze alloys by Wadsak et al. [583].
The samples originate from the archaeological site of Bliesbruck-Reinheim
(Germany). Micro-EDXRF was used to perform line scans on prepared cross
sections. These analyses were coupled with TOF-SIMS and SEM-EDX to
show differential loss of Cu content and increase of Sn and Pb due to surface
alteration.

Klockenkämper et al. [584] examined Roman imperial Ag coins (from Au-
gustus, 30 BC to Diocletian, AD 300) by SEM-EDX and WDXRF allowing
analysis of near-surface layers of only 3 μm and 30 μm thickness, respectively.
These analyses revealed inhomogeneities of the obverse and the reverse of
a coin and near-surface Ag enrichment. Different Ag contents could be at-
tributed to particular Roman periods, even if the Ag content can be scattered
for coins of the same emperor period due to a variable abrasion of Ag-enriched
surface layers. Linke et al. [585] compared EDXRF, PIXE, and SEM-EDX for
the analysis of medieval Ag coins in order to establish a provenance criterion.

Spatially resolved SRXRF was adapted for the analyses of ancient silver-
point drawings, a graphical technique very much appreciated in the Renais-
sance, by Reiche et al. [586]. The amount of the deposited silver on the paper
does not exceed some hundreds of microgram per square centimetre. Thus,
a very sensitive analytical and non-destructive method was required for the
analyses of these drawings. First investigations of several sheets of Albrecht
Dürer’s famous sketchbook that he drew during his journey in the Nether-
lands in 1520/21 confirm that all drawings but one were made with the same
silverpoint containing about 11 wt% of Cu. Beside Ag and Cu, Hg could be
detected in the silver marks. Its presence is probably due to contamination
from the atmosphere. Further analyses on silverpoint drawings of other artists
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as Jan van Eyck or Hans Holbein the Elder are in progress in order to get
further insights in this graphical technique.

Milazzo and Cicardi [587] analysed the Au alloy of the famous Crown of
Monza, Holy Crown, or Corona Ferrea with a portable device using a ra-
dioactive 241Am X-ray source. It was expected to facilitate chronological and
historical interpretations of the objects from the Monza Cathedral. These
investigations also illustrate general quantification problems of the chemical
composition of irregular objects with a non-flat surface with portable instru-
ments. Using a standard related quantification, the metal composition could
be determined with a standard deviation of 2%. Pernicka et al. [588] analysed
the Au inlays of the Nebra sky disk, the oldest representation of the sky dat-
ing from early bronze age (end of seventeenth – first half of sixteenth century
BC) found in Saxony-Anhalt (Germany) in 1999, by SRXRF. These investi-
gations showed differences in the Sn content of the Au inlays and allowed the
reconstruction of different fabrication steps of the ornamentation of the disk.

Adriens et al. [589] analysed nine powder samples originating from the
archaeometallurgical cassiterite (SnO2) site in Göltepe, 100 km north of the
Mediterranean coastal city, Tarsus, dating from the Early Bronze Age. The
aim of this study was to determine if the hypothesis of mining and smelting
of Sn at this site was realistic at such an early time and if it was perhaps
associated with gold winning. Bulk analyses by XRF and photoelectron spec-
troscopy allowed determination of the sample Sn content and Sn oxidation
state, respectively. The distinction between unprocessed ground ore material,
residues from an ore concentration process and waste material such as slag
was possible. This investigation showed that only high Sn-containing materials
were selectively transported to Göltepe for ore dressing and smelting.

The study of entrapped slag inclusions in archaeological iron from
India, the 1600-year old Delhi iron pillar with an excellent corrosion resistance,
was realized using a combination of X-ray diffraction (XRD) and micro-XRF
by Dillman and Balasubramaniam [590]. Information on iron fabrication and
properties could be obtained from these analyses. This study as well as the
one mentioned above represents a good example for the use of complementary
techniques for the understanding of the evolution of metallurgical processes
and for archaeometric applications in general.

Ceramics and Porcelain

Quantitative XRF (both EDX and WDX techniques) probably found its most
widespread archaeometrical use in this materials group. Fifty to several hun-
dred milligram of powdered sample may easily be taken by drilling.

The main focus of quantitative investigations on pottery and bricks is
the question of provenance distinction and distinguishing different workshops.
This is nowadays mainly achieved by applying methods of multivariate statis-
tics, such as principal component analysis. Moreover, XRF is a routine method
for the quantitative determination of U, Th, and K contents in samples which
undergo dating by thermoluminescence or optical stimulated luminescence.
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Since the 1970s, there have been numerous major provenance studies deal-
ing with pottery from very different periods and origins. Some recent works
are by Crocetti et al. [591] on pottery ware from the Marecchia valley (Italy),
Morandi et al. [592] on Etruscan ceramics from Marzabotto, Pillay et al. [593]
on Iron Age pottery from South Africa, and Bakraji et al. [594] on archaeo-
logical ceramics from Mar-Takla, Syria. Usually petrographic investigations,
XRD, thermoanalytical and other methods complete the XRF results.

A major investigation with XRF beside macroscopic and microscopic stud-
ies was devoted to stone axes in Ireland and revealed the geochemical sources
and petrography of the rock type porcellanite as the dominant source [595].
Several studies have been devoted to historical building materials such as the
characterization of mortars in buildings of Pisa (Italy) by Franzini et al. [596],
nineteenth-century bricks made in Brandenburg (Germany) by Röhrs [597] or
stone decay phenomena at the cathedral of Bari (Italy) by Torfs et al. [598].

In the last years, porcelain ware and porcelain painting were in the focus
of several Chinese workgroups: Leung et al. [599] undertook EDXRF analyses
of porcelain body and glazes of the Song–Yuan dynasties (tenth to fourteenth
century.) classifying different styles by principal component analysis and dis-
tinguishing imitation of Ding porcelain. The work of Yu and Miao [600] fo-
cused on the characterization of cobalt-blue and white porcelains mainly of
different periods (fifteenth to eighteenth century AD) using the Mn/Fe ratios.

XRF has been somehow overshadowed by INAA (instrumental neutron
activation analysis) as routine technique for archaeological provenance prob-
lems in the last two decades thus raising questions of data comparability.

Hein et al. [601] tested the interlaboratory results on pottery for different
techniques (XRF, INAA, ICP-MS, ICP-OES). They attempted to establish
calibration factors between pairs of analytical set-ups to smooth systematic
differences among the results. Adan-Bayewitz et al. [602] suggested a high-
precision XRF technique using Compton and Rayleigh scatter peak intensities
as internal standards and achieve similar precision and accuracy ranges as
with best INAA techniques. A case study of pottery from Roman Galilee
even showed provenance results superior to INAA at the same samples.

TXRF, SRXRF, and micro-XRF are rarely or not applied because of the
sufficient sensitivity of conventional XRF and, on the other hand, because
of the heterogeneity of ceramic material. A comparison of semiquantitative
TXRF and INAA assessing the potential for provenance discrimination of
pottery was made by Garcia-Heras et al. [603] at a case study of Late Iron
Age Celtiberian ceramics.

Glass, Glazes, Enamels

Glass and its low-melting relatives (enamels, glass painters’ fluxes, glazes on
faience, and ceramics) in general have a complex and variable composition.
As they are made of at least two but often four or five raw materials (quartz,
fluxes, colourers, opacifiers, etc.) the multielemental analysis of major as well
as trace elements is highly desirable.
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However, the minimum need of 50 mg sample for a fully quantitative analy-
sis has hampered the application of conventional XRF for historical glasses
in the past as this requirement can never be fulfilled when analysing intact
museum objects and is even problematic for archaeological samples. There-
fore, for over 20 years mainly SEM–EDX has been (and still is) the routine
technique in this field.

The only exception with respect to sample availability is the analysis of
obsidian, a natural glass from volcanic sources: Seelenfreund et al. [604] re-
cently demonstrated the possibility of provenance discrimination of obsidian
from different Chilean sites based on trace element comparison.

Usually, the determination of light elements requires vacuum conditions or,
alternatively, helium purging. However, even non-quantitative measurements
in air can lead to valuable insights into, e.g., the technological background
and provenance discrimination as demonstrated by studies of Wobrauschek
et al. [605] on Celtic glass artefacts and by Kunicki-Goldfinger et al. [606]
on Baroque crystal glass. Heck and Hoffmann [607] used XRF, micro-XRF,
and SEM–EDX for the determination of the glass matrix as well as colour-
ing oxides and traces in opaque glass beads from Merovingian times. The
non-destructiveness of XRF may be valuable for investigations of multiple-
layered glass objects or thin colour applications, such as in stained glass.
While qualitative determination of the colour type and elements is feasible,
in general no quantitative determination can be performed due to insufficient
layer thicknesses. As an example, Jembrih-Simbürger et al. [608, 609] analysed
nineteenth-century Art Nouveau lustre glass to distinguish the products of dif-
ferent glass-houses and the technique of silver stained glasses. In these studies
EDXRF was combined with ion beam techniques (PIXE, PIGE, and RBS) as
well as SEM/EDX and TEM. Bonizzoni et al. [610] characterized fragments of
stained glass of the Certosa di Pavia, Italy for developing strategies of further
restoration treatment.

The use of synchrotron sources for trace and ultra-trace determinations is
a promising way for providing refined provenance classification of glasses, al-
though the panoply of raw materials is much more complex than for ceramics.
Up to now, Janssens et al. [562] have reported two studies on Roman glass
finds from Qumrân, Israel and sixteenth and seventeenth-century Venetian
and Façon-de-Venise glass from the Netherlands. In addition to SEM–EDX
analysis of main and minor element oxides, medium and heavy elements
(Fe–Ba) were determined by micro-SRXRF down to concentration levels of
1–10 ppm.

TXRF has so far only been tested in one study on post-medieval German
glass by Wegstein et al. [611]. The need for removing a small sample and the
difficulty to get full quantitative data make a more extensive use for glass
analysis rather doubtful.

The actual “revival” of XRF in terms of capillary optics, non-cryogenic
detectors and miniaturized devices has significantly improved the possibilities
of non-destructive glass analysis by laboratory micro-XRF set-ups and let us
expect a by far more extended application in the future (see General Remarks
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for references). Röhrs and Stege [612] used a mobile micro-XRF spectrometer
for in-museum measurements of sixteenth and seventeenth-century painted
enamels from Limoges (France). The study aimed to yield more precise infor-
mation on chronological and workshop specificities on about 150 objects from
different German collections. Micro-XRF proved to be a convenient method
to identify replicas and forgeries made in the nineteenth century. Beside newly
discovered elements for glassmaking (Cr, U, Ir) significantly higher lead oxide
contents in transparent colours, lead arsenate as a new opacifier and a reduced
content of minor and trace elements (Ti, Ba, Rb, Sr, P, Cl, etc.) were found
to be the main characteristics of enamels that were not genuine.

Surface deterioration in its various appearances from slight craquelé to
thick corrosion layers has to be carefully considered. Indeed, a true non-
destructive analysis of the original bulk glass by XRF (or other methods)
is per se not possible. Even visually unchanged surfaces of historical glasses
generally have undergone considerable compositional changes, first of all al-
kali leaching and enrichment of silicon. Because the information depth of the
light-element K-lines is only a few micrometres, non-destructive XRF may
lead to erroneous results, e.g., for sodium and silicon. A slight abrasion as mi-
nor surface preparation by local polishing with (water-free) diamond pastes
is sufficient to remove a few micrometres of the corrosion layer. However, pol-
ishing is not recommendable in case of heavy deteriorated glasses because
more original material would have to be removed than required by sampling
for SEM.

When the investigation of valuable art objects made of glass, enamel,
glazed ceramics, or porcelain is planned, the possible risk of irradiation dam-
ages should be carefully considered and tested in advance with the set-up in
use. Depending on the total dose (and therefore on the intensity of the pri-
mary beam and the acquisition time), brown discoloration may occur which
is especially visible on opaque white silicate materials (such as enamel, porce-
lain) but also transparent glasses. Although this effect is reversible due to the
formation of metastable energy levels of photoelectrons in non-conductors (so
called “colour centres”) it may disturb the appearance of the object.

Minerals, Gemstones, Rocks

Beside pigments, minerals, gemstones, or rocks and other composite materials
are very important in art and archaeology. Since prehistory, these materials
have been transformed into tools, art objects, and objects of common use
or applied as decoration on other materials. The chemical analysis of these
materials can provide insights into the provenance of the objects, information
on manufacturing and on alteration phenomena. The non-destructiveness of
XRF is particularly appreciated when analysing precious gemstones for indi-
cations on provenance, on differentiation of natural and synthetic gems and
on genesis of these minerals.

Douglas and Chase [613] studied ten jade beads and ornaments of a
pectoral, a rare archaeological find in China dating from the Eastern Zhou
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dynasty, in order to determine if the different pieces are of the same origin.
The jade compositions are similar but do not appear to belong to the cur-
rent configuration of the pectoral. The analysis suggested that the necklace
is in fact a reconfiguration using original chain, additional wires and jades,
probably original, to construct a pastiche.

Joseph et al. [614] characterized rubies and sapphires from different sources
by EDXRF in order to distinguish naturally occurring stones from synthetic
ones. Since major light elements present in gemstones are not appropriate for
“fingerprint analysis”, one has to rely on heavy trace elements [615].

Archaeological jade objects are currently covered with a white powdery
layer. Adams et al. [616] studied the jade corrosion phenomenon consisting of
a surface patina on buried nephrite objects by means of micro-SRXRF. The
alteration can be correlated with the surface state of the objects. It occurs
more often on unpolished or less hard parts of the jade. Organic deposits,
calcification or leaching of minerals in the medium of decomposing bodies are
supposed to be the cause of surface corrosion of buried jade objects.

Potts et al. [617] analysed the effects of surface irregularity on the quan-
titative analysis of irregular-shaped archaeological rock samples by portable
XRF with a radionuclide source. Indeed, the provenance study of Roman gran-
ite columns and British stone axes needs quantitative data for comparison
with available geochemical data on known geological sources. They showed
non-negligible problems with the quantitative analysis of irregular-shaped
archaeological rock samples by XRF, even for small air gaps between 1 mm
and 2 mm, unless an appropriate correction procedure is applied to peak in-
tensities. A correction procedure based on the Compton and Rayleigh scatter
peak intensities derived from characteristic X-rays from radioisotope excita-
tion permits the determination of a normalization factor to compensate for
surface irregularity effects.

Organic Artefacts and Biomaterials

Organic and biomaterials belong to the materials group that usually cannot
be properly analysed by means of conventional XRF because they are mainly
composed of light elements. However, organic compounds as varnishes are of-
ten complex mixtures that also contain additives as drying agents or pigments.
Van Bohlen and Meyer [618] studied historic varnishes (1550–1950) used for
the coating of music instruments, especially violins, by means of TXRF. TXRF
only needs microsampling (sample mass below 20 μg) and allows the analysis
of a large number of elements with high sensitivity. The study revealed dif-
ferent elemental distributions for certain workshops and manufacturing dates.
Some elements could also be related to contamination of the materials during
the preparation of varnishes and also the varnishing process itself by metal
tools.

The detection of inorganic salts may be of interest for historical silks which
in the past underwent a process called “silk weightening”. The remaining
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crystals are supposed to decrease the stability of the silk and therefore cause
conservation problems. XRF conveniently allows the detection of the remains
of weightening, first of all Sn, Si, and P on the textiles.

Bone, teeth, or ivory are composite biomaterials that register in their
chemical composition on a trace element level a wealth of information on
palaeodiet, palaeoclimate and they can be used for dating. As these mate-
rials are subject to complex alteration processes during their burial time, it
is important to understand the diagenetic modifications in order to evalu-
ate the informative potential. Especially, the distribution of REE by mea-
suring concentration profiles (mapping, line scans) can provide information
on palaeoenvironment during fossilization processes. Janssens et al. [619] de-
termined the trace concentrations of REE in fossilized bones with associated
sediments from Olduvai Gorge (Tanzania) from contrasting terrestrial deposi-
tional environments by micro-SRXRF with a limit of detection of 10 ppm. The
micro-SRXRF experiments were conducted at HASYLAB beamline L provid-
ing photons in the very hard X-ray region (70–100 keV) which permits the
analysis of heavy element at trace concentrations by means of K-fluorescent
X-rays. The determination of REE concentration profiles enabled to address
fossilization process involved in anoxic lacustrine depositional and in oxic flu-
vial palaeoenvironments.

Petrified wood is an important geological witness of earlier biological activ-
ity. Information about seasonal changes, i.e., temperature, could be obtained
if spatially resolved analysis allowed the penetration of intraring structure.
Petrified wood is mostly found in the silicified form, however specimens trans-
formed into calcite, pyrite, charcoal are also known. Complementary analysis
using electron microprobe and tabletop capillary and SR-X-ray microprobes
as well as micro-SR-XRD allowed the detection of elements and mineral phases
on cross sections [620] and the distinction of two types of fossilizations: (a) a
replacement process leading to dark coloured wood and (b) an impregnation
process with the preservation of rings and cells resulting in beige coloured
wood.

An ongoing study on the decontamination of wood objects that were
treated with organochlorine wood preservatives makes also use of XRF as
a non-destructive and fast control method. Remains of formerly widely com-
mon wood preservatives containing DDT (dichlorodiphenyltrichloroethane),
Lindan (γ-1,2,3,4,5,6-hexachlorocyclohexane), and PCP (pentachlorophenol)
may present a major health problem and affect the appearance of wooden
objects, e.g., by massive white recrystallization products. Such organochlo-
rine agents were used on sculptures, easel paintings, frames, furniture, altars,
and organs to control wood-destroying organisms. Different approaches are
currently tested to remove the preservatives without damaging the object it-
self. A mobile micro-XRF system is used in addition to more detailed, but
destructive analytical methods such as GC-MS to determine a sum factor for
the preservative decrease during extraction by measuring the change of the
chlorine signal [621].
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7.7.3 Conclusions and Perspectives

The study of the chemical composition of art and archaeological objects is
a real interdisciplinary research. Therefore, it needs the cooperation of re-
searchers of different fields (chemists, physicists, conservators, archaeologists,
and art-historians) in order to interpret the analytical results correctly. The
solution of a specific problem must be discussed on the basis of complex mul-
tidisciplinary parameters available on an object such as information on the
chemical composition, on possible surface alterations depending on particular
conservation conditions, on archaeological site specificities and former restora-
tion treatments. In addition, analysis with complementary techniques such as
neutron, X-ray or electron diffraction, X-ray absorption fine structure, Raman
or IR spectroscopy giving additional structural and molecular information at
different structural levels have to be performed in order to get reliable and
complementary information on the different materials.

The technological developments of the last ten years raised in a revolution-
ary manner the number of possible XRF applications in art and archaeology
and the potential of information that can be deduced from XRF studies. The
most promising perspectives for the determination of new criteria of prove-
nance, of manufacturing and (indirectly) of dating are the increased use of mi-
crofocus beamlines at synchrotron facilities for archaeometric studies, analyses
with “routine” mobile microspectrometers permitting a better knowledge of
the material used for many museum objects and the application of confocal
3D micro-XRF.

In contrast to the rapid improvement of the XRF devices, at the moment,
there is still a lack of quantification procedures that are accurate, flexible,
and easy to use. Especially for laboratory micro-XRF set-ups where usually
the polychrome spectrum leaving a polycapillary is used for excitation, reli-
able standard-bound and standardless quantification routines have still to be
established. Hopefully, this drawback will be overcome in the not too distant
future.

7.8 XRF-Application in Numismatics

J. Engelhardt

7.8.1 Introduction

The object coin appears in history at approximately 700 BC and is still to
be found in large quantities. Very early, numismatists were interested in the
composition of their coins. The composition of coins can provide information
on the alloy employed, melting technology, mints, dating, relative metallic
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values and the melting down of previously struck coins. The analyses also allow
correlating variations in alloy composition with debasement and distinguishing
imitations from authentic specimens. Section 7.8.7 provides some examples on
how XRF was used to solve the above-mentioned tasks.

In the last centuries only wet chemical analysis (WCA) [622] was avail-
able so there emerged the need for a nondestructive, fast and simple method.
The nondestructive nature of XRF investigations offers this simple and fast
method. Since 1950, every type of XRF device (WDXRF [623, 631] EDXRF
[624], EDAX [659], PIXE [625], SEM/EDX [626]) has been used to investigate
coin compositions with variant success.

Though XRF investigations compete with other methods such as neutron
activation analysis (NAA) [627], proton activation analysis (PAA) [628] and
WCA, the XRF methods are validated by use for investigation into coins (see
Carter et al. [629] who compared six methods and see Sect. 7.8.6). Precau-
tions due to the surface structure of the coin have to be considered for coin
investigations with XRF (see Sect. 7.8.3).

The Royal Numismatic Society developed a Guide to analyse coins through
a uniform and comparable selection of information [630]. This code of practice
combines both the numismatist and the investigator aspects.

7.8.2 History of XRF Investigations of Coins

Wavelength-disperse X-ray fluorescence analysers have been used for the in-
vestigation of museum objects since their introduction. In 1960, Hall [631]
developed a method to investigate ancient coins and found good agreement
between his results and the results of chemical analysis. During the 1970’s
Hall [631] and later on Metcalf and Merrick [623] used the “Milliprobe” (an
XRF device with a spot of 1 mm2) to investigate thousands of ancient and
Middle Age coins.

In the early 1980’s the PIXE was tested by Ferreira and Gil [632] and
Mommsen and Schmittinger [633] for analysing gold and silver coins. The
PIXE method proved to be especially successful by eliminating standard ref-
erence materials and by using high energetic protons (68 MeV), which led to
a better insight into the whole coin.

A new generation of transportable μ-XRF systems is available with the
development of smaller detectors (PIN diode) and new kinds of optics (glass
capillary optics). Also the use of synchrotron beamlines as excitation sources
has entered the field of XRF investigations of coins [634].

7.8.3 General Remarks

Coins are wonderful objects for direct investigations with XRF because the
shape and size of common coins allow simple transportation and mounting
into each kind of EDXRF device. In addition, coins are normally available in
large amounts, so that good statistical evaluations can be executed.
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Fig. 7.146. Schema of a stamped coin [637]

An additional advantage in using coins is that often the used alloys are
homogenous and the only inhomogeneities are related with different phases
(e.g. segregates, grain boundaries) and corrosion phenomena. The excavation
and storage history of older coins complicate the situation for the analyses,
e.g. surface enrichment effects can be found [635]. Mantler and Schreiner [636]
mentioned that the irradiation of a brilliant copper surface with X-rays can
lead to darkening of the surface due to the energy deposition, but normally
coins did not have such brilliant surfaces.

The object coin can be simplified by the model in Fig. 7.146 in accordance
with Condermain and Picon [637]. It is differentiated between the stamped
surface, the influence zone of the stamping (thermal zone with diffusion to
yield in separation effects) and finally the bulk body. The corrosion effect
influences not only the stamped surface but also the composition of the sub-
surface layers. A remaining undisturbed zone might be found only in the
middle of the coin. The power which is needed to strike a coin was calculated
by Delamare et al. [638] for Byzantine gold solidi. He attributes the stress of
a coin to coin composition.

To reduce the stress in coins they had to be annealed. The stress corrosion
results in corrosion of the bulk material and leads to a lack of undisturbed
material.

Furthermore, due to the roughness of the stamped coin surface, the emitted
X-ray fluorescence intensities depend on the irradiated position at the surface,
which leads to a decrease in the precision of the concentration determination.

The corrosion phenomenon depends on the composition of the used alloy.
This leads to surface enrichment effects, e.g. the noble metal silver for silver
coins. A dezincification process is well known for coins consisting of bronze or
orichalcum (brass). Calliari et al. [639] showed this effect by using EDXRF
and SEM/EDX for Roman assets. The dezincification process led to a more
than 70 μm thick layer and, consequently, the composition of the surface did
not reflect the composition of the bulk (determined by Atomic Absorption
Spectroscopy [AAS]).
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Fig. 7.147. Pictures and EDAX spectra of a noncorroded (a) and a corroded coin
(b) solidus minted in Livonia in 1652 under the reign of Christina

Two EDX spectra of two different solidus coins from Livonia struck in
1652 under the reign of Christina of Sweden are shown in Fig. 7.147. The
spectrum A represents a coin that is not corroded, the spectrum B a strongly
corroded coin. Both spectra do not show the original composition of the coins,
which are made of a copper/silver alloy with 10% silver [640]. In spectrum
A, the silver content is too high due to the silver enrichment effect resulting
from blanching. The typically green corrosion products resulting from CuCO3,
Ag2S and AgCl, which form always the patina of silver coins, can be found in
spectrum B. The silver content in spectrum B is more realistic.

The lack of XRF investigations into coins is related to the very low informa-
tion depth, which ranges for a silver-based coin for copper from 3 μm (Cu Kα)
to nearly 30 μm (Ag Kα) for silver. The XRF methods are in concurrence with
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other nondestructive methods such as NAA or PAA, which offer a complete
elemental analysis of the entire coin.

Precipitates or segregates of lead appear often in bronze alloys, which can
be large. Beauchesne et al. [641] obtained doubtful results investigating lead-
bronze coins with PIXE due to the depth profile of the surface layers.

Special production procedures enrich the noble metal in the surface. Such
techniques are well known and have been used in all centuries up to now.

Examples for determining the silver content in modern coins using XRF
are given in Fig. 7.148 (struck between 1900 and 1970). A good correlation
between the measured and theoretical content can be found for most coins
but not for silver plated coins as indicated by triangles in Fig. 7.148.

The XRF techniques are suitable for the determination of whether a coin
is silver-plated or not because the possibility of using the different X-ray
fluorescence series leads to information of different depth zones.

The interpretation of the result of the analysis should be performed with
caution due to the appearance of enriched or debased zones resulting from
corrosion or the production step. It is always necessary to relate the analyses
results derived from the surface to results from bulk material investigations.
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Fig. 7.148. Correlation between measured silver content (XRF) and the theoretical
silver content for modern silver coins; � good fit; � worse fit due to silver plating
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Linke et al. [642] tried to relate the surface enrichment of silver to the
silver content of the bulk material and a time depending etching with sul-
phuric acid. They determined the intensity relation of the Ag-L and the Ag-K
series resulting from combined investigations with EDXRF and SEM/EDX.
However, no relation between etching time, bulk and surface concentration
was found to derive the silver content of the bulk material by knowing the
intensity relation.

7.8.4 Preparation of Coins for Surface and Bulk Analysis

In the preparation of coins for XRF analysis, the investigator is confronted
with the numismatist’s view [643]. The aim is to get information about the
bulk content, which requires a cleaning step due to the surface enrichment or
debasement effects.

Most authors [645, 647] favoured a slight destroying step, which can be
divided into two groups (Table 7.21). Carter [647] compared the success of dif-
ferent cleaning methods with respect to the surface enrichment effect of copper
in recently manufactured silver–copper alloys. In all of these procedures care
must be taken during the cleaning process because some elements (e.g. lead)
can be smeared on the surface, which results in excessive content. In grinding
procedures the undisturbed blank is obtained when the concentrations remain
constant.

Some cleaning procedures for coin surfaces are well known from numismat-
ics literature [648] but the aim of this cleaning method is to get a blank and
brilliant surface. The procedures mostly include a chemical etching, which can
lead to a depletion of the less noble metals within the surface. For example,
the copper content of silver coins will be reduced when using a silver cleaning
bath. Other cleaning operations use an ultrasonic bath with ethanol or soft
cleaning with soap but these procedures do not remove the corrosion products
completely.

The work of Al-Kofahi and Al-Tarawneh [649] is a good example of clean-
ing that is not thorough. They cleaned the surfaces of silver Dirhams with
soap, water and a steel brush only. Based on the pictures shown of the heav-
ily corroded Dirhams in their report the results of the XRF investigation are
doubtful (e.g. the silver content varies between 8% and 52%).

Table 7.21. Cleaning procedures used for coins

Common procedures Alloy depending procedures

1. Total abrasion of the 1. Electrochemical polishing [646]
surface up to a blank disk [644]

2. Grinding with emery paper [624] 2. Etching [645]
3. Blasting with pure

aluminium oxide/air mixture [646]
4. Microgrinding and polishing

of a very small part [634]
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7.8.5 Metals and Standards

Mandal et al. [650] and Al-Kofahi et al. [651] made attempts to use funda-
mental parameters to analyse coins but this implies that all elements are de-
tectable. Good results can be obtained only for main elements. Subsequently,
Al-Kofahi et al. [649] used a well-investigated coin to improve their results in
addition to the fundamental parameters analyses.

The use of external reference materials is helpful for most XRF investi-
gations of coins. If no standard materials are available, one has to produce
one’s own standards based on metallurgical phase diagrams. The use of well-
investigated coins makes it possible to reduce the effect of surface roughness.
Stahl et al. [652] used cheap modern silver coins as calibration standards. The
main and minor elements, which appear in silver, gold, copper, bronze and
brass coins, are listed in Table 7.22. More than 30 elements are detectable
in addition to the trace elements. The trace elements are of special interest
concerning the identification of different production techniques.

7.8.6 Accuracy and Precision

The advantage of nondestructive investigations into coins is often coupled
with loss of precision. Rough stamped surfaces show a non-ideal behavior
since the surface profile depth is often bigger than the information depth of
XRF methods. Lutz and Pernicka [653] compared the results of EDXRF and
AAS/NAA investigations and showed that the surface roughness influences
the results only by 10% for brass coins. Similar results were obtained by
Cowell [654] for gold coins and Stankiewicz [655] for copper alloys.

Additionally, the surface composition varies from the obverse to the re-
verse side of a coin due to the corrosion phenomenon, so that the elemental
concentration could only be used as an average value. Two possibilities to
reduce the surface roughness effects are used: the excitation spot (μ-XRF)
can be reduced, so that a scan over the surface is possible, or the excitation
spot can be enlarged (some square centimetres), so that the whole surface is
excited.

The precision for the main elements (1–100%) is 1–5% and for the minor
elements (0.1–1%) 10–15% if the surface is free of disturbed layers. Carter
et al. [661] had shown that the precision of main elements in ancient Roman

Table 7.22. Compositions of coins from [630]

Type of coin Main elements Minor elements

Gold Au, Ag, Cu Pb, Sn, Bi, Fe, Hg
Silver Ag, Cu, Pb, Hg Bi, Fe, Sn, As, Sb
Brass, bronze Cu, Zn, Sn, Pb, As, Sb, Co, Fe, Ni, Cr,
or copper S, Ag, Au, Br
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coins can be reduced to 1%, so that the precision is better than the variation,
which appears during the production process. The precision and accuracy in
coin analyses using EDXRF is compared by Lutz and Pernicka [653] with NAA
and AAS. The accuracy is within 5% for the main elements when analysing a
large and clean surface. Carter et al. [629] compared different XRF techniques
with NAA, PAA, WCA and AAS on Roman orichalcum coins and obtained
good accuracies within the standard deviation. Further uncertainties may arise
from the treatment of coins in museums for restoration.

7.8.7 Some Examples of Typical Questions of the Numismatist

False or Genuine

The question whether a coin is false or genuine routinely appears for expen-
sive coins. Answering this question can be quite difficult due to the expertise
involved in forgeries. Forgeries, which are made to mislead the numismatic
specialist are often of such good quality that the question of whether a coin
is false or genuine cannot be that easily answered by optical investigations of
the coin by specialists.

Klockenkämper et al. [656] developed a method, which combines EDXRF
and EDAX, to decide between original and forged gold coins. They took the
total relation of the main and trace elements of surface and subsurface into
account and obtained clear results applying complex criteria schema. Modern
alloys are too pure in comparison to former times and, e.g. no Hg or Sb can
be found in the forgeries. A similar approach to identify forgeries was made
by Auer et al. [657] with platinum coins issued by the Russian tsars between
1824 and 1828.

Poorly produced forgeries are easy to identify. Numismatists are more
interested in the study of contemporary forgeries. Reiff et al. [658] investigated
the techniques to produce gilded gold forgeries. They could decide between
three different techniques by identifying the composition and thickness of a
gold cover by applying EDXRF, electron probe micro analysis (EPMA) and
SEM/EDX.

Influence of the Economy or Political Situations
on Coin Constitution

In ancient times, the noble metal content of a coin reflected the real value,
so that the denomination of coins reflects directly the economic and political
situation. A debasement of coins during longer time periods can be found
in all epochs, which reflects the normal inflation. The results of EDXRF in-
vestigations into the silver content of grossus pragensis (1300–1547) using a
241Am source are shown in Fig. 7.149. The results are in between the obverse
and reverse values. The decrease of the silver coins seems to be linear but, in
fact, it happened in steps.
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Fig. 7.149. Silver content of grossus pragensis, Ag content was determined using a
241Am source and a Si(Li) detector

Political instable epochs, e.g. civil wars, often led to poorly minted coins.
The necessary ores or metals from mines did not reach the mint during these
times and substitute elements had to be used. As a result unusual metal
concentrations could appear in coins. For instance the determination of “white
bronze” in drachmae was related, according to Constantinescu et al. [666] to
the Roman Civil wars (first century BC). They found a thin (submicronic)
layer of tin in EDXRF and PIXE investigations, which can easily be mistaken
for silver.

Imitations were made during all epochs. The aim of imitations might be
in the simple forgery or the economic need of a monetary system. The bar-
barian imitations fall in the last category. Most of these coins had no readable
inscription, so that the composition can be helpful for identifying the period.
Barbarian imitations have often comparable noble metal content but different
concentrations of the minor or trace elements. Uzonyi et al. [625] investigated
Greek Dyrrhachium silver coins and imitations with micro-PIXE. They found
that the imitations had a significantly higher tin content but the same content
of silver.

Production Techniques

The composition of coins varies widely with the different time periods due to
the production technique of coins. Two remarkable points remain: the indus-
trialization around 1900 and the refinement of pure metals at the end of the
seventeenth century. Silver coins consist only of 99% silver prior to 1700. The
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coins were produced using Cu and the noble metals Ag and Au which mostly
contain Pb, Sn, Bi, Hg as additional elements before 1900.

Great interest is evinced in determining the production techniques. Special
techniques are blanching, plating and dipping of the coin. All methods aim
to enrich the silver content in the surface, so that finally the coin seems to
be more valuable than the actual content. Klockenkämper et al. [659] devel-
oped a method using two different XRF techniques to obtain a relationship
between the silver in the surface layer (EDAX, 5 μm, Ag-L line series) and
the subsurfaces (WDXRF, 50 μm, Ag-K line series), with which they investi-
gated Roman coins up to the Diocletian reform (50 BC to 300 AD). A simpler
EDXRF study was done by Flokowski et al. [644] who used two different ra-
dionuclide sources for excitation of the Ag-K and Ag-L line series. They were
able to decide which Polish coins of the fifteenth and sixteenth century are
surface enriched.

The blanching was performed by boiling coins in a water solution of
wine lees (KHC4H4O6). The surface enrichment (e.g. by plating the surface
with purer silver) leads to a time-depending wear, which is demonstrated in
Fig. 7.150 for Mexican silver pesos of 1967. Fig. 7.151 shows the obverse of
the pesos used for the EDXRF investigation. From left to right the increasing
wear can be deduced. The copper content increases more drastically than the
silver content decreases with increasing wear off (not normalised to 100%)
due to the low information depth for copper. A similar effect also appears for
ancient coins.

Especially in ancient times the production of coin alloys depended on the
available ores, so the content can vary. For instance the results of the silver
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Fig. 7.151. The obverse of the silver plated Mexican Pesos; from left to right
increasing wear off of the surface layer as determined by the XRF investigation
depicted in Fig. 7.150

content of Roman denarii of the year 196 AD in Fig. 7.152 are given, in which
the silver content varies between 47% and 62%. Later, the same denarii were
analysed again by Butcher [660] using AAS. He observed a better agreement
(around 48%) in his results and attributed the less accurate results of Carter
to a surface treatment step.

The silver is used as amalgam for plating copper-silver coins with purer
silver, so that Hg can be found only in the surface layer. A similar technique
was used for gilding coins with gold (see Reiff et al. [658]). More information
about production techniques and the final compositions can be found in Gale
et al. [662] who investigated early Greek coinage.

Relation to the Ores Used

Many attempts were made to identify the ore used in coins, so that a decision
can be made whether the ore was mined near the mint or got by trade to the
mint. Metcalf and Schweizer [663] tried to identify the Au content in English
silver coins using the “Milliprobe” (an XRF device with a spot of 1 mm2).
The English ores have an Au content of 2–3% in contrast to the European
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ores with Au content of only 0.3%. But they were not able to find any relation
to English coins of the twelfth century. They explained this with the denom-
ination of the current coin every 23 years. The coins were remelted and new
ones produced.

Hrabanek [664] tried to find the relationship between the Bi content of
grossus pragensis and the different ores of the Erzgebirge using EDXRF and
EMPA. Two groups could be identified with high or low Bi content, but a clear
relation could not be achieved due to the low number (25) of coins investigated.
For unalloyed silver coins, the Sb and Au content is mostly unaffected by the
cupellation process (melting the rough metal with bone ash in cups). Cowell
and Lowick [665] were able to determine in AAS and EDXRF investigations
that the silver ores used for minting were from different panjher mines. As
criteria for unalloyed coins they used the remaining copper content, which
must be below 0.5%.

Au ores can be identified by the fingerprint of the platinum elements,
which Constantinescu et al. [666] showed on the gold coins from the Dacian,
using PIXE and EDXRF. For copper ores, Bowman et al. [667] could iden-
tify different types with the assumption that the traces can be found in the
artefacts too.

Identification of Mints

The identification of a new unknown type of coin and relating it to a mint
is a task of the numismatists. In the ancient and Middle Ages often the coin
had no inscription. Here, the determination of the production technique in
combination with the composition of the coin is helpful in solving the problem.
A total analysis is necessary including the bulk and surface investigations.

Most ores had to be refined and alloyed before they could be used as coin
blanks. Both are time consuming processes and need high technical standards.
A sign of a bad mint master is the appearance of elements as the residues of
ores in the coins. The determination of Br in silver tetradrachme is a typical
example (using PIXE, EDXRF and PAA [666, 668]) and could be attributed
to a Barbarian workshop.

7.8.8 Conclusion

The investigation of coins are often performed using XRF methods due to the
demand for a nondestructive method. But the information about the metal
content is reduced to the near surface layers, which can differ from the bulk
material. Here, the results of XRF investigation are critical with respect to
determining the excavation history and production technique of the coins. It
is helpful to evaluate the XRF results with other methods such as the NAA,
PAA or WCA. The determination of the specific gravity is a frequently used
method [669] for the main elements Au and Ag in gold coins, which can be
easily added to the determination by XRF.



712 J. Ziȩba-Palus

If precaution is taken during the preparation in consideration, the XRF is
a favourable method to analyse coins. The near surface nature of EDXRF in-
vestigations is excellent for the detection of blanching and plating techniques.

7.8.9 Recommended Reading

Most literature deals with the numismatic interpretation of the analysis re-
sults. Very helpful journals are “Archaeometry” and “The American Journal
of Numismatics”. In addition, the publications of the Royal Numismatic So-
ciety are of interest because four special publications have the titles: “Metal-
lurgy in Numismatics”. A French series of monographs is the Cahiers Ernest-
Babelon, which are sister-publications to Metallurgy in Numismatics.

7.9 Analysis for Forensic Investigations

J. Ziȩba-Palus

7.9.1 The Specificity of Forensic Research

One can mention a number of characteristic features of forensic chemical
analysis – strictly related to its forensic aspect – which differentiate it from
other kinds of analyses. The aim of forensic chemical investigations is, above
all, the identification of various materials, constituting evidence in court cases.
Thus, it can be thought of as a kind of material science, differing in the fact
that usually only very small quantities of material are examined and that
obtained results must meet criminalistic and legal requirements.

The Material

Great advances in the natural sciences mean that identification of various
materials is currently being carried out with increasing accuracy and precision.
In general, determining the chemical components of examined materials and
categorizing them is not usually difficult. Additionally, in the case of some
materials such as car paint or fibres, the possession of a broad database allows
us to determine their producer and the time of their production. There are,
however, limitations, which an expert should be aware of when performing
chemical examinations. Information about materials obtained in the course of
analysis allows group identification, but not individual identification. In other
words, analytical chemical methods will help to answer whether examined
materials are the same, or different. However, these methods do not provide
an answer as to whether these materials were part of one and the same material
system, i.e. from the same object.
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The analysed samples are usually very small, often having a mass of the
order of micrograms or less. The examined material is not only quantitatively
limited, but also unique, and must be sufficient for carrying out all of the
required examinations. Samples delivered for examinations are usually impure
and often difficult to separate from the base in which they occur. The smaller
the dimensions of the examined materials and the more subtle their structure,
the greater is the influence of the base on the results of the examinations. Thus,
careful separation of the examined material from the base is necessary, and if
this is not possible, its influence on the results of the analysis should be taken
into account.

Materials sent for chemical research seldom make up a homogeneous sys-
tem. Usually they are complex, and all components are mixed together. In
every case these materials are multiple-component mixtures.

Materials that are the subject of criminalistic investigations can be divided
into so-called evidence materials, those found and secured during inspection
of the scene of the event (criminalistic traces) and comparative materials,
secured during various actions under the aegis of legal proceedings, that are
similar in use and properties to the evidence material.

Methods

In order to identify the examined materials, it is necessary to determine their
chemical composition, mostly qualitative, and establish some of their physical
and chemical properties. For this purpose, several different methods of chem-
ical analysis can be applied. The fundamental rule of cross-checking methods
is obligatory when carrying out investigations. The results obtained with one
method should be confirmed with other techniques.

Until quite recently, many traces, even some of those that were visible
to the naked eye at the scene of the event, were not secured, because suffi-
ciently precise methods for their analysis did not exist. Only the elaboration
by science of micro-research methods and their introduction into practice by
forensic scientists has made possible the analysis of these traces and their
utilization as a valuable source of information about the event, i.e. its course
and persons taking part in it.

Usually, in crime detection, one applies such methods that do not de-
stroy samples, but on the contrary, allow repeated examination by means of
the same or another method. Nowadays, classical chemistry methods are be-
ing replaced by instrumental methods, making it possible to obtain results
quickly with an ever-smaller quantity of sample required for analysis, and
with significantly lower detection limits.

The basic method of trace analysis beside microscopy is microspectrometry
in the full range of electromagnetic radiation (UV/VIS, IR, X). Its advantages,
such as the possibility of examining very small quantities of the sample, elim-
inating the arduous process of sample preparation, high sensitivity and the
possibility of multiple repetition of measurements without destruction of the
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sample, have resulted in these methods being used today in the majority of
criminalistic laboratories in the examination of traces revealed at the scene of
an event.

Interpretation of Results

The most difficult stage of the entire process of identification of materials
constituting evidence in court cases is the interpretation of the obtained re-
sults of the examinations. Most importantly, the raw results – burdened with
measurement errors – have to be processed. The dispersion of results, mea-
surement error and confidence range are evaluated. Correlation analysis is
also often performed. Furthermore, more advanced statistical and chemomet-
ric methods are also sometimes used.

The criminalistic interpretation of the obtained results of investigations is
a separate issue. A match between examined materials in terms of chemical
composition and properties is not sufficient for establishing that they are
identical. It is necessary to have knowledge about the different types of the
given material that exist, about its variability within each type, about its
use and distribution in the surrounding world. Sometimes, being acquainted
with the circumstances surrounding the course of the event itself is also useful.
That is why databases are being created concerning defined types of materials
secured at the scene of the event.

Generally, if, as a result of the performed comparative analysis, a match in
terms of properties and chemical composition between the material forming
the trace and the reference material is established, it can be concluded on
this basis that these materials may have a common origin. In practice, the
probability that they originate from the same source is very great. If, how-
ever, a difference in properties or chemical composition is revealed, it can be
accepted that the examined materials are significantly different.

7.9.2 The XRF Method in Forensic Research

Among analytical techniques applied in determination of the chemical compo-
sition of material forming a criminalistic trace, methods of elemental analysis
have a special place. X-ray microspectrometry has replaced methods such
as atomic emission spectrometry (AES) or atomic absorption spectrometry
(AAS) commonly used earlier. The relatively easy preparation of the sam-
ple for analysis, the small quantity necessary to perform measurements, the
nondestructive and multielemental character of the analysis, the speed of the
analysis process, the high sensitivity, the automation of measurement are the
main advantages of this method of establishing elemental composition, leading
to its application in forensic analysis. Moreover, the method can provide both
an average compositional information on the whole sample and in its partic-
ular small areas. Three kinds of measuring techniques that utilize X-rays are
most often used in the analysis of traces: XRF, μ-XRF and SEM/EDX.
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So-called contact traces like paint chips, glass fragments, oil stains, fibres,
metal attrition, soils, building materials, loose powdered materials, appear in
the traditional areas of forensic science. Their identification and comparison
can help to establish if the suspected person was involved in a crime. In
the following sections the application of X-ray analysis in the examination of
selected contact traces is shown.

Paint Traces

One of the kinds of criminalistic traces collected for physico-chemical exam-
inations is particles of paint coats, being revealed most often in connection
with events such as car accidents, robberies or burglaries. They occur in the
form of microfragments of paint coat, frequently with an area of several square
millimeter or less, or visible smears of paint in the form of coloured streaks on
the clothing of persons being involved in these events or on other substrates.
The aim of paint examination is to establish the degree of similarity between
the sample forming the paint trace and the sample originating from the sus-
pect (from his vehicle, tools used in the act, etc.). Identification analysis is
also carried out, which leads to the determination of the type of paint prod-
uct, its use, the producer and the year of production. Routine examination of
the paint encompasses establishing the colour and shade of the sample, the
structure of the paint fragment and also analysis of the chemical composition.

Most often fragments of paint have a multilayer structure. Each layer
(about 10–50 μm thick) is made up of painting material and is a mixture
of many chemical compounds. Paint smears, on the other hand, are, as a rule,
made up of one or two layers of painting material mixed together and sunk
into the base (e.g. among the fibres of the fabric). Every paint (except for
binder, which is composed of synthetic resins and additions) contains a com-
bination of organic and inorganic colouring pigments and also extenders and
decorative (effect) pigments. Pigments provide the paint coat with its colour,
whereas extenders are responsible for the decorative effects of paint coats (e.g.
covering and polish) and its resistance to the activity of atmospheric factors.
Samples of paint coats can have the same binder and differ in the composition
of pigments. This is especially true of paints that are applied in the motor
industry, where one type of car paint is offered in various colours and shades.
Paints of the same colour can also contain a different set of pigments and ex-
tenders, which depend on the use of the paint and the producer of the article.
Thus, when comparing paint samples it is necessary to identify pigments and
extenders.

Pigments and extenders are usually identified on the basis of the elemental
composition of the paint sample, making use of IR spectra and data on possi-
ble pigment sets used in the paint industry. The method of scanning electron
microscopy coupled with energy dispersive X-ray spectrometry (SEM/EDX)
has been applied in the analysis of pigments and extenders since the mid-
1970s [674, 679]. SEM enables imaging of the sample and serves as the source
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of its excitation. The interaction of electrons with the sample produces char-
acteristic X-rays, forming a “fingerprint” of the element, which is detected and
identified by an EDX spectrometer connected to an SEM. The results of ele-
mental analysis can be registered in the form of X-ray spectra or presented in
the form of a so-called elemental map of the sample, which shows the kinds of
detected elements and their distribution in the sample in a graphic and clear
way (Fig. 7.153). However, elemental maps are generally not quantitative and
may lack the sensitivity to demonstrate minor sample differences.

Because of the small size of fragments of paint coat and their layer struc-
ture, a number of sample preparation techniques for examination by this
method are applied, making possible interaction of the beam with every layer,
and thus ensuring registration of the X-ray signal for each of them. Most often
the fragment of paint coat becomes embedded in the resin, creating a block,
which is then cut into slices perpendicular to the surface of the coat fragment,
using a microtome. The preparation obtained in this manner is a cross-section
of the examined sample. In order to obtain a smooth surface on the sample,
it is polished and then placed on a stub inside the sample chamber of the
electron microscope. Another method is to separate each layer from the frag-
ment of paint coat and then place each one on an SEM stub to be individually
analysed. One can also prepare paint chip by exposing portions of each layer
in a stair-step fashion using a scalpel. It is also common to excise a thin peel
from each layer and mount the thin peels on a stub.

By the techniques of embedding and polishing, one obtains samples with
a smooth and flat surface, ideal for examination by the SEM/EDX and μ-
XRF methods. However, this technique has a number of disadvantages. The
most fundamental one is the fact that after embedding the sample in resin
it is difficult to recover it for examinations by other methods. Furthermore,
when the paint layer (visible in the cross-section of the sample) is very thin
(<10 μm), one must be certain that just this one layer is being analysed, and
not the neighbouring ones as well. When polishing a sample there is always
the possibility of contaminating a paint layer by other layers. All this means
that embedding of the sample is often rejected in favour of cutting it with
a scalpel in order to expose all paint layers. However, determination of the
elemental composition of paint forming smears requires the isolation of a paint
particle from the substrate.

Identification of an element in the sample is carried out by comparison
of the obtained spectrum with the spectrum of a standard sample of this
element. The lack of homogeneity within a particular layer forces one to per-
form measurements in many places on the sample and to take the mean value
of the obtained results. Data on different possible kinds of compounds used
in the composition of various paint coats are very helpful in the identifica-
tion of a pigment or an extender. Sometimes, interpretation of the obtained
results is made more difficult by the fact that detected elements may also
originate from the organic components of the paint (the binder and organic
pigments). The qualitative elemental composition of paint is usually deter-
mined by SEM/EDX and SEM/WDX methods [671, 672, 674, 681]. WDX is
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Fig. 7.153. Cross-sections of paint fragments (picture in the back scattered electron
mode of SEM) and elemental content of each layer
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a technique that can allow better resolution of the X-ray lines and so, more
specific interpretation of the qualitative elemental data.

X-ray fluorescence spectrometry (XRF) is a technique similar to SEM/
EDX. It is also capable of nondestructive analysis of a small paint sample. The
difference lies in the application of an X-ray beam as the source of excitation
instead of an electron beam. It is a complementary method to SEM/EDX,
XRF being more sensitive for elements of high atomic weight and less sensi-
tive for those of lower atomic weight. Utilization of an X-ray beam provides
a source of higher energy and so, exposure to higher excitation potentials
results in the detection of higher-energy K and L lines, which makes identi-
fication of heavy elements easier, or even in some cases makes possible the
identification of otherwise unidentifiable elements. Thus it allows us to iden-
tify, e.g. pigments and extenders containing Co and Mn, and also to determine
elements included in organic pigments, e.g. metal complexes-Cu in phthalo-
cyanine [678, 679]. Moreover, replacing the electron beam by the X-ray beam
eliminates the necessity of covering samples with a conductive layer. The de-
tection limits of XRF for most elements are ten times better.

The main disadvantage of the XRF method is that it is not suitable for
analysis of very small samples, e.g. individual layers of paint. The diameter
of the X-ray beam in older models of spectrometers was many times greater
than the thickness of a single layer of paint. The newest spectrometers have
the X-ray beam collimated to about 30 μm, but beam collimation lowers the
beam intensity and lengthens the time of analysis [674]. In the case of layers
less than 20-μm thick, the detected signal comes not only from the examined
layer but also from neighbouring ones. Furthermore, the beam penetrates
deep into the sample – deeper than the electron beam – and so, the obtained
signal also originates from the deeper layers of the examined sample. Thus,
in order to obtain reliable results, a good definition of the examined region
of the sample is necessary. The differences in the thickness of the examined
sample, due to the nonhomogeneity of the material under consideration, can
cause differences in the obtained spectra, i.e. in the element concentrations.
It is also possible to obtain the same bulk analysis for two paint chips having
different layer structure. Fisher [673] has presented a general discussion of the
forensic applications of X-ray fluorescence.

Massonnet [676] described in detail the advantages and disadvantages of
XRF and XRD techniques in examinations of samples of car paint coats.
X-ray diffraction (XRD) is another method occasionally used by forensic paint
examiners, which analyses the crystalline structure of the material rather than
its elemental content and has the ability to provide definitive identification of
inorganic components.

Zeichner et al. [680] applied X-ray analysis in characterization of spray
paints. They found large variations in the characteristics of coatings depending
on whether the cans were shaken before the spray was applied.

Zi ↪eba [682] examined sixty paint fragments taken from new and repainted
cars by the use of both infrared spectroscopy and X-ray microanalysis. It
was found that in most cases it was possible to differentiate between the
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fragments of the same colour of the external layer, taking into consideration
the number, colour and the chemical composition of each layer in the paint
chip for comparison.

Bayard and Stoney [670] have designed and constructed prototypes of an
electron microprobe instrument that is intended to improve efficiency, re-
duce costs and extend the capability of the forensic examination of trace
evidence. They have coupled a polarized light microscope with an electron
microprobe, allowing the determination of elemental composition along with
direct observation of the sample’s optical properties and visible cathodolu-
minescence. Data observed on paint chips and mineral grains from soil are
shown.

Currently, the most suitable method for trace evidence analysis in most
forensic laboratories is SEM equipped with an energy dispersive X-ray spec-
trometer. Many forensic scientists have integrated new X-ray spectrometry
equipment into their laboratories in recent years, e.g. capillary optics for
microfluorescence analysis, and total reflection X-ray fluorescence (TXRF),
but no publications have been presented up till now [677]. However, some
interesting papers on the application of X-ray spectrometry to cultural and
heritage samples have been published. Mantler et al. [675] presented examples
of analysis by X-ray fluorescence spectrometry in art and archaeology, includ-
ing pigments in paint layers. Theoretical aspects of information depths and
shielding effects in layered materials were discussed. Elemental maps were ex-
perimentally obtained by a specially designed X-ray spectrometer and electron
excited XRF.

Oil Stains

A material that is commonly subjected to forensic investigation in road
accident cases is motor oil. Oil traces are revealed on the clothing of victims
as greasy stains, arising as a result of contact between the victim and the
chassis of a vehicle. In the course of a criminalistic examination, an oil sample
extracted from the fabric is compared with oil taken from the suspected car in
order to establish their similarity. Chromatography, IR spectrometry and dif-
ferent methods of elemental analysis are routinely applied in the examination
of oils.

Elemental analysis of oil helps both in its identification and in assess-
ment of its degree of use. Refining additives suspended in the hydrocarbon
base are organic compounds most often from the following groups: alkylo-
sulphonates, alkylonaphtenates, alkylophenolates and alkylodithiophosphates
mainly of zinc, calcium, magnesium and barium. They are added to the oil in
order to improve its usage properties (they influence the stickiness, lubrica-
tion, density and freezing point, retard the process of oxidation and decrease
corrosive activity). Particular types of oils differ among themselves both in
the hydrocarbon base, and in the kind and concentration of additives. In some
oils, additive concentration reaches 20%. When the engine is working during
use of the vehicle, the composition of the oil changes. Dissolved or suspended
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products of decomposition and oxidation of its components appear, and also
small bits of metal originating from wearing in e.g. cylinders, valves and other
parts of the oiled engine. Their quantity in the oil depends mostly on usage
conditions and on the technical state of the vehicle.

The concentration of these metals increases while the engine is working.
Thus, analysis of used oil in order to determine the concentration of metals
has been successfully applied for many years in the monitoring of degree of
use of the engine, often making possible the detection of damage or faulty
working of the engine [686].

In criminalistic practice, a sample for identification and comparative exam-
ination is obtained by extraction of a lubricant from blots visible on clothing,
obtaining, in effect, one to several droplets of the sample. The high content
of organic compounds and the considerable viscosity of the oil have always
caused significant difficulties in the preparation of a sample for elemental
analysis [683, 690, 691]. The main difficulty in obtaining repeatable results of
analysis stems from the fact that the sample is a suspension of metal particles
that in time undergo sedimentation. Therefore, analytical results are burdened
with some errors. Better results can be achieved by preparing oil samples for
examination by means of the incineration technique and then dissolving the
obtained residue in a mineral acid.

Formerly, atomic absorption spectrometry (AAS) or atomic emission spec-
trometry (AES) were commonly used. Nowadays, a convenient method of
elemental analysis of oil is X-ray fluorescence (XRF). Less sensitive in com-
parison to AAS, it does, however, have one big advantage. This method makes
it possible to analyse an oil sample directly in the unchanged state or possibly
after dilution with an organic solvent [688]. However, the XRF method for the
quantitative determination of elements requires complicated calibration with
standard samples. So, comparison of the composition of oil samples is often
performed by a nonquantitative method such as peak rationing.

A model experiment was performed in order to establish the possibility
of discriminating between used oil samples on the basis of their elemental
composition [691]. Oil samples were withdrawn from the sumps of two cars
after various time of exploitation. Elements originating both from the addi-
tives and from the wearing away parts of the engine were determined in an
oil sample. The semiquantitative method was applied, comparing character-
istic signals for particular elements with the signal of a chosen element in the
sample. It was observed that as the oil in the car was used up, the concentra-
tions of, among other things, iron, cadmium, lead and copper increased. The
concentration of these metals in oil is related to its degree of use, whereas the
concentration of calcium, barium, magnesium, zinc and phosphorus is stable.
Providing information on the kind and quantities of refining additives can
be helpful in differentiating between types of oil. A schema of criminalistic
inference on the basis of comparison of metal contents was proposed as well.

Espinosa [684] stated that the presence of zinc dithiophosphate is the basis
for differentiating between automotive and locomotive oils. In environmental
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protection studies he applied XRF techniques to the determination of Zn
originating from this additive in various kinds of oils.

Comparing fresh oils the presence of Zn, Ca, P and S was detected by
means of XFR method [692]. Although the spectra obtained manifested to be
generally similar, the peak intensities differed slightly in fact. The calculated
sets of peak integral ratios: S/Zn, Ca/Zn were in general systematically dif-
ferent for the studied oil samples. It was found that the elemental analysis
providing information on the additives is complementary to IR spectroscopy
in differentiating among oil samples.

Freitag [685] reported on the application of TXRF to the determination
of trace elements in lubricating oils. It is useful for analysis of wear particles
that occur only in amounts of the order of micrograms – such quantities being
sufficient for complete analysis.

When comparing analytical results and inferring about the similarity of
examined oil samples, it is necessary to use some statistical methods. Ob-
served differences are small and only application of statistical analysis in the
evaluation of obtained results allows us to decide whether they are caused by
real differences in the chemical composition of these samples or by random
errors. However, this requires many repetitions of measurements for each sam-
ple, which in practice can be a problem due to the large overall number of
measurements necessary.

Lloyd [687] and Siegel [689] applied with success synchrotron X-ray fluo-
rescence to differentiation between petroleum products.

The XRF method is also used in the analysis of other heavy products of
the petroleum industry, e.g. oils, greases, and bituminous masses, detected
in the form of blots visible to the naked eye on the clothing of car accident
victims or persons suspected of starting fires.

Glass Microtraces

Glass fragments are known to transfer to the clothing of a person breaking
a window. These fragments may be used as evidence, associating the breaker
with the crime. Traces in the form of glass fragments are also revealed in
cases of traffic accidents, fights or robberies. Fragments of the glass have
various sizes. Those found at the scene of the event are larger fragments,
whereas those revealed on the clothing, hair or body of persons are small –
with linear dimension less than 1 mm. Routine examination of glass fragments
encompasses establishing their elemental composition and determining some
physical properties, such as the refractive index and density. These data can
be used by a forensic scientist for comparison of samples of glass, and also for
ascertaining the kind of object they could have been broken off from, hence,
establishing their origin.

It is worth noting that the chemical composition and properties of glass
are very similar, irrespective of the type and application of the glass. Techno-
logical advances in glass manufacture have led to less variability in physical
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and optical properties between products manufactured by different compa-
nies, and also to less variability between the different types made by the same
manufacturer. Consequently, the discrimination potential (the ability to dis-
tinguish between glass fragments) has been diminished and sole reliance on
measurements such as density and refractive index can lead to overstating the
value of positive matches [693, 694]. Elemental analysis, however, is promising.

The major raw materials employed for the manufacture of soda-lime-silica
glasses are soda ash (Na2CO3), limestone (CaO) and sand (SiO2). The other
components of glass are different for different types of glass. So, the main
elements such as Na, Ca, Si and Al are present in all glass categories at nearly
the same level. The differences concern other elements originating from various
additives, which are added to improve the usage properties of the glass or in
connection with its later application or else originate from impurities in raw
materials used in the production process. Their concentration is significantly
lower (at trace level).

The chemical composition of glass can be determined by many meth-
ods [697, 698]. Forensic sciences prefer nondestructive methods, allowing the
sample to be examined using two or more analytical methods. Another de-
sirable feature is the possibility of simultaneous determination of several ele-
ments (analytes), using the smallest possible amount of studied material. In
the case of analysis of glass microfragments, these requirements are fulfilled
by SEM/EDX and XRF methods. They permit identification of elements oc-
curring in glass in large quantities (in raw materials: oxides and modifiers).
Such methods as inductively coupled plasma-atomic emission spectrometry
(ICP-AES), atomic absorption spectrometry (AAS) with flameless atomiza-
tion and inductively coupled plasma/mass spectrometry (ICP-MS) are also
applied to the analysis of glass. The main disadvantage of these methods
is that the examined sample is destroyed in the process, i.e. dissolved or
incinerated. The great advantage of these methods, however, is the possi-
bility of detection of elements present in trace quantities in the examined
sample.

Two new instrumental techniques, known as total reflection fluorescence
(TXRF) and microbeam XRF are becoming increasingly popular, while
radiochemical methods such as neutron activation analysis (NAA) have, for
practical reasons, been replaced by ICP-MS or laser ablation-inductively cou-
pled plasma/mass spectrometry (LA-ICP-MS) [700, 701].

Terry et al. [706] pioneered use of the SEM/EDX method on its own for
the determination of elemental composition of different groups of glass used
in Australia. Currently, SEM/EDX and SEM/WDX are applied in the rou-
tine examination and evaluation of glass evidence in the majority of forensic
laboratories. For qualitative determination, a glass fragment is placed on a
stub and, after sputtering with carbon, assuring its conductivity, the elemen-
tal composition is determined. In the case of quantitative analysis, sample
preparation is required, involving embedding the glass fragment in a plastic
resin and then polishing the surface until it is flat, using grinding methods.
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The surface is usually coated with a carbon layer and the fragment is sampled
at different locations. Glass samples for examination by the XRF method are
prepared in a similar manner.

The technique of X-ray fluorescence is widely used for the qualitative and
quantitative analysis of elements having atomic numbers greater than oxy-
gen. Instrumentation to detect the emission can be divided into two types,
wavelength dispersive and energy dispersive. Quantitative elemental analysis
is possible thanks to the linear correlation between the intensity of the char-
acteristic X-radiation of the element generated in the sample by electrons and
the concentration of this element. This is a relative method involving com-
parison of the measured intensity of the characteristic radiation of a given
element in the sample with the intensity of radiation measured for a reference
(standard) sample.

In practice, quantitative analysis of forensic glass samples is best achieved
by an evaluation of the ratios of elements rather than by measurement of ab-
solute concentrations. Very small and irregularly shaped samples, which are
commonly found in forensic casework, are not suitable for this type of analy-
sis. Samples with flat surfaces and known working angles are necessary for
quantitative determinations. Quantitative analysis with or without standards
can be used for the analysis of elements such as Na, Mg, Al, Si, K and Ca,
assuming the rest of the sample matrix is oxygen.

The measurement of major, minor and trace elemental composition of glass
is very important (valuable) for its discrimination and classification into glass
types. It is usually helpful to be able to classify the questioned glass into one
of a number of possible categories, such as sheet, container, vehicle window,
vehicle headlamp or tableware. It is necessary to apply statistical methods in
the characterization of glass evidence by its elemental composition.

Traditional treatment of the data involves determining the mean concen-
tration and the standard deviation for each element and then comparing the
means using a “3 sigma rule” or testing the match criteria with a strict range
overlap for each of the elements. Advanced methods of comparison use statis-
tical tests, cluster analysis or Bayesian approach [694–696, 707].

A number of publications have been devoted to the evaluation of differ-
ent instrumental methods for the classification and discrimination of forensic
glass fragments using chemical composition data. Reeve first reported the
use of SEM/EDX as a means to further discrimination of glass samples that
were not distinguishable by refractive index and density only. Studying glass
samples, he compared the ratio of the concentration of each element to the
concentration of calcium. He achieved very good discrimination.

Ryland [705] described a classification scheme for sheet vs. container glass
samples using SEM microprobe determination of Ca/Mg intensity ratios and
XRF Ca/Fe concentration ratios.

Total reflection X-ray fluorescence (TXRF) is a relatively new technique
designed for surface analysis, which has found some application in foren-
sic science. This technique uses a primary beam with a very low glancing
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angle, so that X-rays mainly reflect from the surface, penetrating only the top
layer (several tens of Ångstroms). This reduces scattering and improves the
signal-to-noise ratios. A detailed description of the TXRF technique can be
found in a paper by Klockenkämper et al. [700]. Kubic et al. [702] reported
the application of TXRF and a related technique to the analysis of small
glass fragments. The detection level was less than or equal to 10 pg for 50 el-
ements, from phosphorus to uranium. Little sample preparation is needed for
semiquantitative screening, while dissolved samples give results comparable
to other quantitative analysis techniques.

A promising X-ray technique for the analysis of small irregularly shaped
glass fragments is the μ-beam XRF technique developed in Sweden and re-
ported by Rindby et al. [699, 704]. This technique incorporates a very narrow
beam of X-rays focused by conical capillaries. Application of capillary optics
enabled the development of microbeam instruments of sensitivity comparable
to instruments using conventional optics.

Using this technique they detected, e.g. calcium in samples in quantities
of 40 fg. They ascertained that the precision of determinations is consider-
ably higher compared to SEM. Analysing the results of the classification of
glass samples on the basis of determination of the elemental composition by
both methods, they concluded that measurements with the XRF method have
greater discrimination power and divide the examined group of glass samples
into a greater number of subgroups.

Kuisma-Kursula [703] has reported a study on accuracy, precision and
detection limits of SEM/WDX, SEM/EDX, and proton induced X-ray emis-
sion (PIXE) spectroscopy in the multielemental analysis of medieval glass.
The SEM/WDX and SEM/EDX methods were suitable for analysing major
and minor components of glass samples. Trace element (<1 wt%) analysis was
possible using the WDX or PIXE method. The PIXE method proved to be
the most sensitive. Hicks et al. [722] assess the potential of μ-XRF in classifi-
cation of glasses according to their respective origin using different statistical
tools and in discrimination among glasses with similar refractive index (RI).
The results obtained show that it is possible to analyse non-destructively and
reproducibly small glass fragments (>0.3 mm) with the μ-XRF spectrometer.
Glass types of the same RI can be differentiated by this technique as well.
Neural networks and linear discriminant analysis using qualitative and semi-
quantitative data allow the classification of glass specimens with high degree
of reliability.

Brożek-Mucha et al. [696] applied statistical and chemometric methods in
the interpretation of analytical data obtained during examinations of glass
fragments by elemental analysis. They proposed a scheme of glass classifica-
tion based on results of quantitative analysis of 153 glass objects. Car window
glass, car headlamps, external glass of car light bulbs, internal glass of car
light bulbs, internal glass of ordinary light bulbs, and sheet glass were inves-
tigated by SEM/EDX. Concentrations of aluminium, barium, calcium, iron,
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lead, magnesium, potassium, sodium and zinc were determined. A nonstatisti-
cal method and the use of cluster analysis led to correct classification of most
of the studied glass samples.

Becker [695] presented a proficiency test that was carried out in order to
evaluate differences between the results of elemental analysis of float glass.
Three pairs of glass samples with similar refractive indices had to be exam-
ined using refractive index measurement and elemental analysis. Different
methods of elemental analysis, i.e. SEM/EDX, μ-XRF and ICP-MS were
applied. Based on refractive index measurements, complete differentiation
of the glasses was not possible. After the use of elemental techniques, full
differentiation of the six glass types was possible. The strategies used by dif-
ferent laboratories in order to discriminate between samples and the merits
of the various techniques applied were discussed.

Gunshot Residue

The identification of metal traces secured for criminalistic examination might
not appear to pose particular problems. Indeed, when the trace is in the form
of a fragment of a metal object, dust or shavings, every method of determin-
ing the chemical composition can be utilized. However, when the metal trace
is revealed on the body or clothing in the form of little particles as a result
of contact with a metal object (e.g. a knife or a bullet along the edge of a
wound) or in the form of metallic particles originating from the primer of
handgun ammunition, then its identification requires use of specialized sensi-
tive microanalytical techniques. Gunshot residue (GSR) examination plays an
important role in establishing some circumstances of a crime with the use of a
firearm. This kind of examination is complementary to ballistic examinations
of weapons and ammunition.

Powder gases leaving the barrel of a firearm contain products of explosive
reactions of the primer, and then the propellant, and also of interactions of
these materials with other parts of the cartridge and weapon. The chemical
composition and properties of gunshot residue depend directly on the kinds
of materials used in the production of the ammunition. The most character-
istic gunshot residues are metallic particles arising from components of the
primer, demonstrating characteristic morphology (size of the order of microm-
eters, approximately spherical shape) and also specific chemical composition
(lead, antimony and barium in the case of lead ammunition) [716]. Found
around the gunshot hole and on the clothing and body of the shooter, they
provide information on which to base, among other things, inferences about
the shooting distance and the kind of ammunition used (and thus the weapon)
and, most importantly, they serve to link the suspect to the shooting.

For many years there was no sufficiently specific method for the identifi-
cation of characteristic gunshot residues. One could not see metallic particles
due to their size (5–50μm) and their presence was ascertained indirectly by



726 J. Ziȩba-Palus

means of colouring chemical reactions or such instrumental methods as AAS,
NAA or XRF. These methods, however, are not specific and record all im-
purities, independent of their source of origin. The most successful technique
to date for the analysis of GSR particles is, without doubt, scanning electron
microscopy with an energy dispersive X-ray analyser (SEM/EDX). With most
of the other techniques that have been used for GSR analysis, the sample is
destroyed during examination. With SEM/EDX, however, the sample is vir-
tually unaffected by the analysis and can be re-examined, if necessary, many
times. Robin Keeley wrote a general introduction on the application of elec-
tron microscopy to GSR examination [712]. It laid down the basic techniques
for the collection, examination and identification of GSR tapings taken from
the hands of suspects. Other papers followed in profusion [711, 719, 720], all of
them providing valuable contribution to the science. The basic techniques for
obtaining samples and examining them on the SEM have, however, remained
the same.

Mostly, half-inch diameter aluminium stubs with an adhesive layer of
double-sided tape are used for sampling. When the sample has been secured
on the stub, one then searches through it for spherical metallic particles of de-
fined diameter and chemical composition. The method has many advantages,
but its basic drawback is that it is time-consuming if the investigation is
carried out manually. Suitable software for automatically searching through
the secured material on the stub (in order to detect particles with specific
features) shortens the time of investigation many times [717].

Since the introduction of scanning electron microscopy/energy dispersive
X-ray examination of gunshot residue in the 1970s, it has been considered
that the firing of a gun produces materials that are unique to that process.
Wolten [718], in the most comprehensive study of GSR analysis by SEM,
stated that micron-sized particles, having a morphology consistent with rapid
cooling, formed a liquid state. They contained the elemental combustion of
either lead/barium/antimony or barium/antimony and were unique to the
detonation of the primer of a round of ammunition.

Metallic particle classification was carried out in the following way: the
most characteristic (unique) particles were singled out, followed by indica-
tive, one and two component particles, e.g. antimony, lead, lead/antimony,
always accompanying the former and occurring in considerably greater quan-
tities. [721]. Finding GSR on material received from a suspect confirms his or
her participation in the event.

Only a few experienced specialists undertake the difficult task of identify-
ing used ammunition on the basis of qualitative assessment of differences in
the chemical composition of GSR [712]. Recently, some attempts were made
at a systematic study of primer discharge residue originating from various
brands of ammunition. Evaluation of the obtained analytical results was car-
ried out by, among other things, chemometric methods [708, 709]. These stud-
ies showed significant differences between gunshot residues originating from
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ammunition types, and thus it was possible to achieve at least group identifi-
cation of ammunition (and hence the type of firearm used) from information
on GSR alone. In order to elaborate a reliable scheme of individual classifica-
tion of ammunition on the basis of GSR alone, it cannot be excluded that it
will be necessary to analyse the internal structure and chemical composition
of individual particles [714].

The XRF method, however, is irreplaceable in investigations of gunshot
holes occurring on various bases. A fragment of fabric cut from clothing or
a fragment of skin or bones together with the gunshot wound can be placed
directly in the measuring-dish of the X-ray spectrometer and analysed for the
presence of metals originating from the primer, the bullet and the cartridge.
Their disclosure confirms the use of a firearm and contributes to inferences
about estimations of the shooting distance [716].

Recently, the first attempt to use μ-XRF in examinations of gunshot
residues was carried out [710]. Charpentier et al. applied this method to the
analysis of gunshot residues from primers of lead-free ammunition and ammu-
nition in the area surrounding bullet holes, and found it to be a very important
tool for determining shooting distance. They determined the elemental com-
position of a 500-μm zone near the bullet hole. In addition, as the method has
a mapping system, it provided data on elemental distribution in a given area.
The method allows the detection and quantification of strontium residues on
the target up to a distance of 45 cm from the target.

Many improvised explosive devices contain a pyrotechnic or home-made
explosive mixture as the explosive charge. Pyrotechnic residues contain a com-
plex mixture of combustion products and unconsumed material. Residues are
often analysed by scanning electron microscopy with energy X-ray spectrom-
etry. Residues from unconfined burning studies are comprised of spheroid
particles with an elemental composition characteristic of the original mater-
ial. Confined burning of flash powders yields residues whose spheroid particles
are mainly composed of metal fuel with iron from the steel confinement pipe.
The detection of characteristic spheroid particles in residues, particularly in
the absence of any unconsumed material and in combination with other types
of analysis, may help forensic scientists to determine the original filling.

SEM/EDX only identifies the elements present in a material; it does not
provide information on the specific compounds into which these elements are
combined. Another analysis technique needs to be used to comprehensively
study the composition of the particles [715].

A survey of the pyrotechnics literature indicates that various compounds
of lead, barium, and antimony are used in the manufacture of pyrotechnic de-
vices. Mosher [713] investigated the possibility of finding particles in firework
compositions or combustion residues that might resemble those found during
routine GSR analysis. The presence of magnesium in the majority of PbBaSb
particles found would alert a GSR analyst to the possibility of an untypical
ammunition or pyrotechnic device being the source of the particles.
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Miscellaneous

XRF spectrometry is applied in screening analysis of complex materials, such
as sediments from waters, the soil, body fluids, hair or stomach contents, with
the aim of quickly establishing the qualitative elemental composition (espe-
cially heavy metals being components of inorganic poisons) of the material
examined. Although, quantitative analysis is usually performed by means of
AAS or ICP-MS methods, XRF being able to analyse the material in situ
allows us to obtain information on all elements in the sample, and then to
select those that are interesting for further examination.

7.9.3 Conclusions

The process of forensic identification of a material forming a trace at a crime
scene requires the application of reliable and sensitive analytical methods.
Forensic science frequently adapts new analytical techniques to its own needs,
if they allow analysis of the chemical composition of small samples in a
simple way without destruction of the analysed material. X-ray spectrom-
etry, either alone or in conjunction with scanning electron microscopy, has
a well-established position in the forensic analysis of elemental composition.
Great expectations are currently linked to the μ-XRF technique. The small
diameter of the X-ray beam focused on the sample allows analysis of single
microfragments of glass objects or individual paint layers. It does not involve
complicated sample preparation prior to the examinations. It is possible that
further development of this technique will enable forensic experts to examine
evidential traces directly on the substrate on which they occur.

7.10 X-Ray Fluorescence Analysis in the Life Sciences

G. Weseloh, S. Staub and J. Feuerborn

7.10.1 Introduction

Physiologists became aware of the fundamental constitution of biological mat-
ter and the significance of relationships between life and environment in the
first half of the nineteenth century and this marks the beginning of mod-
ern reception of the mechanistic nature of life processes. Since then quali-
tative and quantitative aspects constitute the fundamentals of physiological
sciences. Meanwhile, promoted by an extreme advancement of measurement
techniques, the common interest increasingly has shifted from the major to
the minor constituents of living organisms. Today, it is commonly accepted
that 11 major and at least 10 minor or “trace” elements, most of them being
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metals or metalloids, are essential for one or another form of life. Above all,
with the application of sufficient sensitive methods for elemental analysis,
nearly all of the 90 stable elements of the periodic system can be detected in
every organism.

Trace elements display important biological functions and have an impact
on all life processes. A depletion of essential elements such as manganese, iron,
copper, nickel, zinc, selenium, or iodine will lead to various human deficiency
diseases. An accumulation of elements can lead to toxic symptoms or even
poisoning and is frequently caused by heavy metals like cadmium, mercury,
or lead as environmental contaminants. Therefore, there is a high demand for
trace analytical information in the medical and clinical field.

Most of the essential trace elements present in the mammalian organisms
are bound to proteins or peptides where they play a central role as struc-
tural or catalytic components. The specificity of their biological function is
reflected by the inhomogeneous distribution of the trace elements among the
tissues. Therefore, total concentrations, which are obtained by bulk analytical
methods, have to be complemented by information about local element dis-
tributions as they are delivered by microprobe investigations. In the majority
of cases, the nature of the metal–protein interaction and their function is not
yet known, and their identification and the elucidation of their function is of
great interest in many fields of life sciences.

Trace analyses are often carried out on different materials used as monitors
for organs or the whole organism. Suitable monitors are body fluids such as
blood, serum, plasma, and urine or tissue samples from biopsies of organs,
as well as bones, hair, or nails. Hair, bone, and brain are considered to be
the preferred target for the deposition of heavy metals, e.g. lead and mercury,
from environmental sources. They are indicators for an estimation of long-
term human exposure to these elements.

Today X-ray fluorescence analysis is playing an important role in the de-
termination of the elemental content of biological matter. While “classical”
energy- or wavelength dispersive X-ray fluorescence analysis with conventional
X-ray tubes or radioisotopes as excitation sources has attained some interest
in routine- and process analytics, more recent set-ups like micro focus- XRF
and total reflection X-ray fluorescence analysis (TXRF) show unique features
and special advantages over concurrent methods in the analysis of biological
specimens. Although restricted to large facilities, X-ray fluorescence analysis
with synchrotron radiation (SRXRF) is admitting all methods of X-ray fluo-
rescence analysis with unmatched sensitivity, speed and, in the case of micro
focus applications, spatial resolution.

7.10.2 X-Ray Fluorescence Analysis by Means of X-Ray Tubes
and Radioisotopes

Although methods like AAS, ICP-OES or ICP-MS dominate the analysis of
biological materials due to their low detection limits and their capability for
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elemental speciation when linked to separation techniques, the use of XRF
spectrometry is widespread in life sciences.

XRF analysis is a fast, quantitative, nondestructive multi-element method,
and these features together render it the preferred method for many applica-
tions. Furthermore, it is an inexpensive technique which is easy to operate.
A disadvantage of “common” XRF analysis is the relatively high limit of
detection. For investigations of elements in sub-μg g−1 concentrations, accu-
mulation procedures are necessary.

In many cases, it is possible to analyse the samples directly without any
pretreatment, but then, for quantification, as internal standardization by ad-
dition of elements in a known concentration is not possible, often external
calibration procedures in connection with Monte Carlo simulations, matrix
corrections and other calibration procedures are necessary. For most applica-
tions only little sample pretreatment like drying (e.g. by lyophilization) and
grinding is necessary, thus the risk of contamination is low. Due to its high
water content, the mass of biological samples is reduced by a factor of nearly
5 by these steps, which leads to reduced background and improved sensitivity.
Additionally, during preparation an internal standard can be added easily.

Today, silicon-based energy dispersive detectors are of central importance
for the analysis in the field of life sciences, because of their multi-element
capability they are able to reveal present elements as well as absent ones.
Therefore, in standard procedures, samples are dried and homogenized before
measurements, and EDXRS-detectors are used in most of the applications.
Thus, these commonly used sample pretreatment and measurement proce-
dures are not explicitly mentioned in the following section.

In the last years, instrumentations have been developed, like new radia-
tion sources, focussing optics, and set-ups for nearly monochromatic radiation
and high polarization that led to lower detection limits, small focuses and the
employment of portable systems. The mentioned features make X-ray flu-
orescence analysis suitable for the investigation of organ tissues, biological
materials, medical research and biotechnological processes.

Medical Investigations in Tissues

X-ray fluorescence technique is widely applied for the analysis of inorganic
constituents in light matrices, such as tissues, body fluids and hair. Carvalho
et al. [723] examined human tissues (bone, hair, liver, and kidney) from 61
individuals in order to investigate the correlation between elemental composi-
tion and the dependence of these concentrations on age and gender. The XRF
spectrometer consisted of a three-axial geometry with a tungsten X-ray tube
and a molybdenum secondary target. The studied elements were Mn, Fe, Cu,
Zn, Se, As, Sr, Rb, and Pb. For hair, a significant difference between male and
female was found for zinc, whereas in bone there was a positive correlation
with age for Zn, Sr, and Pb.
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Geraki and Farquharson investigated the elemental composition of healthy
and pathological breast tissues to aid the diagnosis of breast cancer [724], and
found a significant elevation of zinc in the pathological tissue. The elemental
changes in normal and cancerous tissue of mice were reported by Feldstein
et al. [725]. The detection limit for solid tissue was 2 μg g−1 for Zn and Fe.
They obtained an increase in Rb level in the tumour by a factor between 4
and 10 relative to normal tissue. In another study [726], Carvalho and Mar-
ques showed the use of XRF spectrometry for the quantitative analysis of
14 elements in healthy liver, brain and kidney tissues, and the correspond-
ing tissues from subjects suffering from liver cirrhosis. Higher concentrations
of Co, Fe, Pb and lower values of Zn and Se were found in cirrhotic liver
in comparison with healthy liver. Brain samples from subjects with cirrhosis
showed enhanced levels of Pb (3.4 mg g−1 dry weight). They determined the
limits of detection from 0.6 μg g−1 (Ni, As, Se, Sr) to 10 μg g−1 (K) or 20 μg g−1

(Ca). Carvalho et al. [727] also investigated the concentration of heavy met-
als in muscle, liver, fat tissue and skin in dolphins from the Atlantic Ocean.
The samples were lyophilized and grinded in a liquid nitrogen cooled freezer
mill before being pressed to pellets. The highest amounts of Mn, Cu, and
Hg were always found in the liver, whereas Zn and Se concentrations were
higher in skin. The obtained limits of detection ranged from 3.1 μg g−1 (Fe)
to 0.5 μg g−1 (As).

The uptake of arsenic in the organs and tissue of mice was reported by
Sanchez et al. [728]. An external standard for calibration and an internal stan-
dard (addition) were used to obtain concentrations, which showed uncertain-
ties of 2% (urine), 7% (tissue) and 20% (blood). They reported concentrations
of arsenic in the blood of 2.9 and in urine of 42 μg g−1. Boman et al. [729]
measured the elemental concentrations of S, Cl, K, Ca, Fe, Cu, Zn, As, Se,
Br, Sr, and Pb in a number of Vietnamese animals in order to establish a
background set of trace element concentration data with an XRF set-up in
three-axial geometry. The detection limits ranged from 0.9 (Br, Se) to 5 (Mn)
and 20 (Ca) μg g−1. The effect of lithium augmentation on the trace elemen-
tal profile in diabetic rats was examined by Dhawan et al. [730]. The lithium
treatment showed a significant depression in K and Rb levels and an elevation
in the Br level. In other applications, the calcium and phosphor contents in
osteoporosis model rats [731], and the distribution of trace elements of emboli
in the cardiovascular system [732] were examined. To clear up the beneficial
effects of cave therapy, Alfoldy et al. [733] characterized aerosol particles and
their deposition in the respiratory tract. They suggested using the relevant
chemical information for lung deposition modelling.

The influence of zinc on the toxic effects of organophosphorous insecticides
(chlorpyrifos) in rats was examined by Goel et al. [734]. It as shown that the
co-administration of zinc restored serum and liver marker enzymes to normal
limits and could be used as a mediator of toxic effects. Liu et al. [735] studied
the distribution patterns of trace elements in an experimental model of iodine
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deficiency using XRF and other techniques. They found that I and I plus Se
supplementation improved thyroid hormone metabolism, but also affected the
contents of Cu, Mn, Rb, and Zn in erythrocytes and of Br in the brain. The
removal of iodine contrast media (iopromide or iomeprol) used in radiographic
procedures on renal patients was monitored by Schindler et al. [736]. They
concluded that high-flux haemodialysis and online haemodiafiltration remove
the examined contrast media most effectively.

The analysis of hair can show relations to diseases or poisons, environ-
mental exposure and nutrition status. Dede et al. [737] determined trace
element levels in human scalp hair and correlated them to environmental
exposure effects. The samples were dried, ashed and pelleted. For excitation,
a 109Cd radioisotope source was used and detection limits for Fe, Cu, Zn, and
Pb < 1 μg g−1 (dry hair) and 2–5 μg g−1 (ashed hair) were obtained. In a study
of MacPherson and Bacso [738], the relation between calcium concentration in
hair and the mortality of coronary heart disease (CHD) in the UK was exam-
ined. The analysis was carried out with an annular 55Fe radioisotope source
in co-axial source-sample-detector geometry. The results showed a correlation
between hair calcium content, water hardness, sunshine hours and standard-
ized mortality ratios with CHD. A method for quantitative determination of
various elements (S, Cl, K, Ca, Fe, Cu, Zn, Br, Sr, and Pb) in hair samples
of 102 deceased persons, mainly of cardiovascular diseases, was reported by
Meitin et al. [739]. In a preponderant forensic work, Toribara analysed directly
a single hair by linear scanning and determined the circumstances that led
to a fatal exposure of dimethylmercury [740]. He could associate two areas of
high Hg amount with the intake date and the time when chelator therapy was
started 5 months later.

The death of a nineteenth-century Portuguese king could be explained by
ingestion of compounds of As and Pb by Carvalho et al. [741]. They analysed
some viscera remains that were kept in a porcelain container since then, us-
ing a tungsten X-ray tube and a secondary target (normally Mo) to obtain
a monochromatic source, a three-axial geometry and an Ag collimator to im-
prove the detection limits. The As concentration in the soft tissues was found
to be increased by a factor of nearly 500 compared to healthy organs and could
be explained, in agreement with the anatomical-pathological description, by
acute toxicosis.

In Vivo Determination of Toxic Elements and Diagnostic Facilities

Metal concentrations in humans are usually analysed in blood or urine, and
can be used to assess the metal amount in an internal organ or the body, but
in general, these relationships are not that simple. As there is a strong need
to control the levels of toxic elements, especially for people who are occupa-
tionally exposed, and biopsies are tried to be avoided, the in vivo analysis of
some elements has become of more interest.

In several papers, Todd and colleagues described the development of
Pb analysis in bone and made some efforts in theoretical considerations,
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calculating correction factors, accuracy and precision. It was shown that a
secondary target gave greater Pb X-ray peak signal-to-background ratios than
partially plane polarized XRF. Substantial matrix effects from calcium-rich
areas and attenuation by skin and adipose tissue were reported [742]. Theoret-
ical considerations regarding in vivo measurements of lead in bone by L-shell
XRF (method of correcting for attenuation, contributions to the measurement
uncertainty, depth of bone sampled, signal strength and interferences) are
reviewed in [743]. Mathematical techniques for uncertainty calculations are de-
scribed by Kondrashov and Rothenburg [744]. In [745], the accuracy and pre-
cision of in vivo XRF measurements of Pb in bone were examined, comparing
L-shell XRF analysis of cadaver bones with an ETAAS method based on acid
digestion. The Pb content was estimated for intact legs and for dissected tibia
following removal of overlying tissue. The agreement between L-shell XRF and
AAS was reasonably good for bare bone measurements, but poor for intact
legs. Nevertheless, there have been several applications of lead K-shell XRF
measurements. 109Cd excited K XRF was used by Brito et al. [746] to analyse
tibia lead and calcaneus lead concentrations in 101 workers of a lead smelter to
study the long-term relationship between bone lead levels and the cumulative
blood lead index. Cheng et al. [747] studied the relationship between blood and
bone lead concentrations and the development of hypertension. In an extensive
study of more than 800 subjects, a positive association between baseline bone
lead level and the incidence of hypertension was found, but no correlation to
blood lead level. The availability of lead in bone to chelation was examined
by finger bone measurements in [748]. Lead K-shell XRF in tibia was investi-
gated with regard to the relationship between low level Pb exposure and elec-
trocardiographic (ECG) conduction disturbances [749]. Bone Pb levels were
positively associated with ECG disturbances, particularly in younger men.

In [750], Börjesson et al. described in vivo studies to determine Cd, Hg
and Pb concentrations in liver, kidney and bone of occupationally exposed
workers and smokers. They reported minimum detectable concentrations of
Hg in the kidneys of 12–45 μg g−1 (depending on the position in the kidney)
and 10 μg g−1 in bone. In another study, a noninvasive method for the mea-
surement of Pt concentration in kidneys of patients receiving chemotherapy
with cisplatin platinum and analogues was developed [751]. It was shown that
clinical measurements can be made with a bilayer of copper and silicon as
polarizer, and a 0.25 mm tin filter between the X-ray beam and the polarizer
to achieve a detection limit of 16 μg g−1 at a measurement time of 2000 s.

McLean, Robertson and Jay studied the release of iodinated bovine serum
albumin from several adjuvants protecting antigens from rapid degradation or
disposal after injection in rats [752]. They found that 241Am excited XRF is a
reliable noninvasive method to monitor the retention of antigens in these ad-
juvant solutions. Farquharson et al. demonstrated the determination of Fe,
Cu, and Zn in skin phantoms [753], and studied the feasibility of a low-
dose in vivo evaluation of Fe in skin as a monitor treatment in cases of
iron overload [754, 755]. Using a tungsten dual focus tube with a 1.5 mm
aluminium filter and germanium as second target, they reported minimum
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detectable concentrations of < 10 μg g−1 for iron and 5 μg g−1 for copper and
zinc, which are comparable to the levels found in healthy human skin.

Since teeth are also part of the skeleton, but more accessible, there have
been studies on the development of a method to estimate essential and toxic
trace elements by in vivo XRF measurements [756, 757]. They describe a
109Cd XRF facility for determination of Ca, Pb, Sr, and Zn in tooth enamel,
and suggest the use of the Ca content of enamel as internal standard.

Other Biological Samples and Biomonitoring

The trace element content of plants and animals depend strongly on the envi-
ronment (air, ground, water) as well as their feed and nutrition. Therefore, it
is possible to use them for biomonitoring studies and to differentiate between
healthy and sick organisms.

Ranaweera et al. [758] investigated the uptake of As, Cd, Cu, Fe, Pb, Mn,
and Ni in some native plant species in Sri Lanka to assess their potential to
remove heavy metals from waste water. They found Eichhornia crassipes to
be the most efficient of the tested species. The application of XRF in the
analysis of microalgae, marine algea and corals was reported by Mendoza et
al. [759]. They examined external standardization, a fundamental parameter
method with Fe as internal standard and an absolute method based on el-
emental sensitivity using the fluorescence excitation in the backside of the
sample. The range of elements in 19 different species of sponges from east-
ern Atlantic coastal waters were studied by Araujo et al. [760]. Some species
showed enhanced accumulation, especially zinc and nickel, unrelated to the
sampling location. High concentrations of bromine were found, particularly
in sponges with low silicon content, which was, as expected, the dominant
element.

The muscles and livers of farm cultivated trouts and river rainbow trouts
were analysed by Akyuz [761]. They used radioisotope XRF to determine
a range of elements, including Sc, Au, La, and Ce, and detected a higher
Fe content in farmed fish. In a study of Senhou et al., the sensitivity of six
biomonitors (lichens, moss, and barks) and local variations of several element
concentrations were compared [762]. Lichens were found to be most sensitive
for the fixation and accumulation of polluting elements. In a further study,
the performances and limitations of 14 MeV NAA, thermal neutron activation
analysis and radioisotopic XRF analysis were discussed for the determination
of 43 elements in biomonitors [763]. XRF was found to be more flexible and
less expensive, but showed higher detection limits (> 8 μg g−1). However, S,
Ni, Cu, Y, Sn, and Pb could only be determined by XRF. For other elements,
a good comparability of XRF and NAA was shown and the complementarity
of these techniques was concluded.

Larsson and Helmisaari examined the accumulation of eight elements in
the annual rings of Scots pine trees in the vicinity of a coppe–rnickel smelter
with a spatial resolution of 0.3 × 1 mm [764]. They found changes in short
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and long time scales and showed the possibility to investigate the affection of
nutrition status by reduction of air pollutants by position-sensitive XRF.

The nutritional status of pine trees was examined by Viksna et al. [765].
They analysed the needles in 1-mm steps along the length with scanning
XRF in a three-axial set-up. Large differences in the distribution patterns
were found for some elements, e.g. Zn and Mn, between needles of different
age and variations correlated with the soil pH, whereas it was almost constant
for Cu and Fe. The results were validated by ETAAS. Anjos et al. [766] used
XRF analysis with a Ti-filter to investigate the influence of organic compost
from urban garbage on the concentrations of 12 elements in radish plants at
μg g−1 levels. They stated a significant increase of some elements (K, Ca, Mn,
Zn, Rb and Pb), and suggested the use of radish plants as a bioindicator of
contamination in agricultural soils. The influence of a phytopathology called
“sooty mould” on the Fe content in olive trees was studied by Aragao et al.
[767]. A significant increase in infected leaves was found (80 mg g−1 average),
whereas in noninfected samples no Fe was detected.

Biotechnological and Other Applications

In many processes, it is of great importance to survey the amounts of trace
elements in the involved substances. The level of toxic elements arising from
contamination of the raw material or during processing has to be kept below
the boundary limit, i.e. food and pharmaceutical products, and the content
of intended elements, like Ca in powdered milk or the active sites in metallo-
proteins, has to be assured.

Salvador et al. [768] used XRF for the quality control of commercial tea
by evaluating the inorganic constitution profile. Fe, Co, Ni, Cu, and Zn were
detected in every sample, and Ti, Cr, and Mn in some of them. The limits of
detection ranged from 5 (Zn) to 14 (Fe) μg g−1. The authors suggest to use the
combination of elements and their concentrations as fingerprints in the pro-
duction process. Essential and trace element contents of 14 Nigerian medicinal
plants were analysed by Obiajunwa et al. [769]. They reported the absence of
toxic elements like Cd, As, Pb, and Hg in all samples, whereas 14 essential
and trace elements in a broad variety of concentrations were found. Cesium
and selenium uptake from enriched culture medium of cultivated mushrooms
was monitored by Racz et al. [770] with radioisotope XRF from the point of
view of health and environmental protection.

Cevik et al. analysed various elements in tobacco and its ash [771],
and quantified them with the help of standard addition. The concentra-
tions of K, Ca, Mn, Fe, Cu, Zn, Rb, and Sr in Indian spices (pepper,
clove, cardamom, cinnamon and cumin) were determined by Joseph et al.
[772]. The samples were dried, powdered, and mixed with cellulose binder
to obtain self-supporting pellets, and then analysed by XRF. Almeida et
al. [773] examined ten rum samples from Brazil by XRF, using ammonium
pyrrolidinedithiocarbamate preconcentration, to determine Fe, Cu, and Zn
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concentrations. The standard deviations in triplicate analysis were below
10% at the μg g−1 level and the detection limits ranged from 2 (Cu) to 7
(Fe) ng mL−1. In two samples, the measured Cu concentrations exceeded
the maximum allowable concentration. Twelve elements, including P and
Si, were analysed in some varieties of rice by Rewatkar et al. [774] with-
out any chemical treatment. Miah et al. described a rapid XRF determi-
nation of Ca, Cl, and K in barley leaves [775] by selective excitation of
areas smaller 100 μm. Samples were collected from plants that had been
fertilized chemically or treated with different mixtures of sewage sludge.
They suggested this method for the diagnosis of the nutrition status of
plants. Lopez de Ruiz et al. studied several methods of matrix removal
of solid and extracted samples of medicinal herbs for the quantification of
trace chromium by WDXRF after preconcentration [776] and reported a
limit of detection of 0.027 μg mL−1. The optimized methods were verified by
ICP-AES.

The role of portable XRF spectrometers in Russian veterinary toxicol-
ogy, as for their capability to determine simultaneously the majority of toxic
elements at low costs, was reported by Pukhovskij and Kovalev [777]. An-
other application of portable XRF systems was described by Wheeler and
Warren [778]: To improve sampling methods for monitoring whole-body ex-
posure to toxic substances, they studied a standardized approach for the mea-
surement of contamination over the entire coveralls of employees exposed to
copper-based biocides. This approach was compared to conventional patch
sampling and whole-suit digestion methods. The authors reported deviations
of up to 20% to the whole-suit digestion method as reference benchmark (60%
for the patch method), but much better spatial resolution, and therefore more
detailed information for chemical risk assessment.

A focused beam of 16-μm diameter collimated by a pyrex glass capillary
(10-μm diameter at the beam exit end) was used by Fukumoto et al. for the
elemental mapping of biological samples [779]. They examined the distribution
of K, Ca, and Mn in a living leaf after exposure to high dose of X-rays and a
drop of artificial acid rain. No radiation damages or changes in the distribution
patterns were found after 50 h irradiation, whereas acid solution decreased the
amounts of the three elements significantly after 1 h. Spectra sampling time
was 1 or 4 s per pixel.

Another application of μ-XRF was described by Brazeau and Wong [780]:
They analysed gunshot residues on human tissues and clothings with a beam
of 300-μm diameter from a rhodium anode tube. The elements of interest were
Pb, Sb, and Ba (to confirm a gunshot wound) as well as Cu, Zn, and Fe (for
information of the shooting distance) to help the interpretation of the event.

7.10.3 Total Reflection X-Ray Fluorescence Analysis (TXRF)

Total reflection X-ray fluorescence analysis (TXRF) is an energy dispersive
XRF technique with sample excitation in grazing incidence geometry. In con-
trast to XRF, where the primary beam strikes the sample at an angle of around
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45◦, the incident beam is totally reflected by using a glancing angle of less
than 0.1◦ [781]. General capabilities and limitations of TXRF are described
by Klockenkämper [782] in the first book about TXRF.

TXRF has been developed into a powerful tool for chemical micro, trace,
and ultra trace elemental determination [783, 784]. Analyses of elements with
Z ≥ 11 (sodium) are possible. In contrast to conventional X-ray fluorescence
analysis, ng g−1 relative detection limits and absolute detection limits in the
picogram range in light sample matrices from biological and medical origins
can be reached with TXRF. It is the high reflectivity of the sample carrier that
nearly eliminates the spectral background. With preconcentration techniques
relative detection limits in the order of picogram per gram are attained [785].

In addition, depth profiling by grazing emission X-ray fluorescence spec-
trometry (GEXRF) is described. The emitted X-ray fluorescence photons are
detected thereby below the critical angle. Wiener et al. [786] used the ion
beam sputtering technique in which samples were etched to a bevel shape in
combination with GEXRF, giving a depth resolution of 2.5 nm. In case of dif-
ferent support materials, a variable incident angle allows optimization of the
signal-to-background ratios and, hence, improved sensitivity. Variable incident
angles in TXRF open new possibilities and more reliable quantification in the
field of analytical quality assurance of TXRF measurements as well as the
possibility of optimizing the measurement angle with respect to the sample
carrier [787]. Furthermore GEXRF is of much interest in material sciences.

Biomaterials in particular can be treated by various methods of sample
preparation. Some of them can be analysed directly. Therefore, droplets of
liquids are placed on the centre of circular sample carriers, dried by evapora-
tion and analysed directly. The sample carriers used have to be coated by a
hydrophobic film in order to avoid bleeding of droplets. Quartz glass sample
carriers were utilized and alternatives such as germanium [788] or boron ni-
tride [789], thin foils of Mylar® (polyethylene terephthalate) [790], Kapton®

(polyimide) [791], polyester [792], and Perspex® (polymethylmethacrylate)
[793] have also been studied. The advantage of Perspex® is the usage without
precleaning and higher stability in contrast to thin foils. About 100 μL liquid,
some 200 μg of an inorganic solid sample, or about 50 μg of an organic biotic
sample can be used at maximum. Besides liquids, fine powders or pulverized
materials can be applied as a few grains or prepared as suspension [782]. Fur-
thermore, tissue or plant material can be applied as thin frozen sections [794].

Mostly, a suitable sample preparation step is carried out previously, which
decomposes the sample matrix and transforms it into a clear colourless so-
lution. Techniques of sample preparation with shorter decomposition times,
e.g. microwave digestion with nitric acid [795] or freeze-cutting by a micro-
tome [796] have been utilized. Klockenkämper [782] has summarized various
methods of homogenization and preconcentration.

Using several certified reference materials and intercomparison tests the
reliability of determinations by TXRF was proved. They showed high per-
formance for the certification of reference materials [797–800] and competed
well with established analytical techniques such as neutron activation analysis
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(NAA) [801], atomic absorption spectrometry (AAS) [801–804], inductively
coupled plasma optical emission spectrometry (ICP-OES), or inducti-
vely coupled plasma mass spectrometry (ICP-MS), as shown in several papers
[805, 806, 848].

Altogether, TXRF is a quick, specific, and inexpensive technique, which
requires a very small amount of sample. In addition, TXRF is a suitable
technique for investigating widely spread problems concerning a wide range
of biochemical systems because of its multi-elemental capability and power
of detection. In recent studies, sample materials of many varieties have been
investigated by TXRF. The method was shown to be especially suitable for
trace analysis of whole blood, blood serum, blood plasma, urine, and amniotic
fluid, as well as for micro-analysis of organ tissues such as lung, brain, hair,
tooth, and dental plaque, and analyses of various biological matrices such as
enzymes, polysaccharides, proteins, and biofilms.

Organ Tissues

TXRF is suitable for the analysis of different kinds of tissues such as lung and
hair. Organ tissue can be analysed either by direct excitation or after certain
sample preparation steps such as ashing [843], dilution [809–811], pressure
digestion [812], or microwave digestion [795]. However, a fast analysis down to
the lower microgram per gram (ppm) range after freeze-cutting of micrometer
thick sections tissue placed directly on the TXRF carrier may be recommended
[813]. Apart from simplicity, the direct method prevents contamination and
losses, which may be caused by a chemical preparation. Tissue samples were
prepared by a freezing microtome. At a temperature of about −20◦C, thin
sections were cut with a thickness of about 10 μm, 10 mm in diameter, and
about 200 μg [796]. After a short time, the thin slices can be prepared on a
sample carrier, which must be clean but not hydrophobic (as required for the
preparation of solutions). Tissue samples are often available in paraffin wax.
These embedded thin tissue slices in paraffin wax have to be stretched on a
water bath just under the melting point of paraffin [814]. A droplet of 5 μL
internal standard element solution should be placed on the section and dried
under an infrared lamp.

Benninghoff and von Czarnowski et al. [812, 815] used TXRF to deter-
mine the trace elemental distribution in cancerous and normal human tissue.
Trace elemental load in cancerous and normal human lung tissue was also in-
vestigated by Kubala-Kukuś et al. [816] using TXRF and PIXE. Therefore a
small piece of 0.08–0.6 g was mixed with 1.5 mL of high purity nitric acid and
with 100 μL of Y(NO3)2 in water solution, which was added as internal stan-
dard. After a further mineralization during 3 min in a microwave oven 5 μL
of the mixture were dried on a quartz sample carrier in infrared for TXRF
analysis. Significant enhancements of titanium (48%), chromium (20%), and
manganese (36%) were found in cancerous lung tissue from female patients
compared with tissue from male patients. Conversely, levels of lead and stron-
tium were found to be up to 30% lower in female than male cancerous lung
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Fig. 7.154. Typical TXRF spectrum of a cancerous lung tissue with Mo K excitation
in comparison with PIXE spectrum recorded for 2.0 MeV protons (Reprinted from
Nucl. Instr. Meth. Phys. Res. B (150), A. Kubala-Kukuś, J. Braziewicz, D. Banaś,
U. Majewska, S. Góźdź, A. Urbaniak: Trace element load in cancer and normal lung
tissue, 193–199 (1999), [816], with permission from Elsevier)

tissue. A spectrum of a cancerous lung tissue sample with yttrium as internal
standard is shown in Fig. 7.154.

The statistical distribution of trace elements in full-term placenta sam-
ples taken from 120 women living in two different places in Poland regarded
as “polluted” and “unpolluted” were studied by Majewska et al. [817] and
compared with PIXE. The samples were just taken after normal delivery
and frozen. The frozen samples were analysed as described by Kubala-Kukuś
et al. [816].

Suzuki et al. [818] determined trace amounts of cisplatin platinum (cis-
diamminedichloro-platinum (II), cis-DDP) in biopsy samples as well as of
blood serum samples with detection limits of 0.1 μg g−1 in biological samples.
Cis-DDP is one of the most widely used drugs in the treatment of cancer,
because it shows remarkable activity alone or in combination with drugs in
the treatment of several tumours. Ten milligram samples were mixed with
500 μL of nitric acid and heated with 1 mL water for 8 min in a microwave
oven. After cooling, the sample solution was evaporated on the hot plate to
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about 10 μL. After addition of 200 μL nitric acid, the sample was evaporated
again to about 10 μL. After another cooling, the sample solution standardized
with strontium (1 μL, 10 μg g−1) was analysed.

Pérez et al. [819] investigated trans-[PtCl2(N,N -dimethylamine)(iso-
propylamine)], a novel trans-platinum compound that shows cytotoxic activity
in several cisplatin platinum-resistant cell lines as well as cis- and trans-
DDP by means of molecular cell biology techniques and TXRF. The re-
sults show that this drug is more cytotoxic and induces a higher amount
of apoptotic cells than cisplatin platinum in A2780cisR cells. However,
the intracellular accumulation and extent of binding to DNA of trans-
[PtCl2(N,N -dimethylamine)(isopropylamine)] is lower than that of cis-DDP.
TXRF determinations were carried out by introducing 100 μL sample of ei-
ther cell supernatants or cellular DNAs standardized with 100 ng mL−1 of
vanadium standard solution into a high-purity nitrogen flow concentrator at
a temperature of 70◦C until the volume was reduced five times.

Using Compton peak standardization Marco et al. [810] determined cop-
per and zinc in brain tissue as well as in human serum. The Compton peak
was used as an internal standard because of its relation to the mass absorp-
tion parameters of the sample material. Results were in good agreement with
results obtained by AAS.

Tapia et al. [820] determined the cellular content of copper, iron, and zinc
in different mammalian cell lines by TXRF as described by Günther and von
Bohlen [821] and González et al. [822]. All cell lines displayed the same pattern
of relative intracellular abundance of these trace metals: Cu < Fe < Zn.
Increasing the extra cellular copper concentration this pattern is shifted to
Fe < Zn < Cu [820]. For TXRF analysis one fifths of the digested sample
volumes were standardized with 1 μg mL−1 of selenium standard solution.

Hair is an example of tissue that can be analysed directly. Prange et
al. [823] measured human hair directly and after oxygen plasma treatment,
which yields better results due to the background reduction.

In contrast, Trunova et al. [824] analysed trace elements in human hair by
TXRF and SRXRF. For the TXRF measurements eight to ten hair strands
of about 1 mg were pulled out with the roots and dissolved in 100 μL concen-
trated nitric acid with an internal vanadium standard added. Results for the
elements nickel, copper, zinc, selenium, and bromine are identical for both
methods within the limits of error. In contrast, for other elements as potas-
sium, iron, and strontium more deviations are reported.

Dental plaque taken near amalgam fillings, gold crowns, and intact teeth
were analysed by von Bohlen et al. [825]. The relative mass fractions of phos-
phor, sulphur, chlorine, potassium, calcium, manganese, iron, bromine, and
rubidium are similar in plaque of the three sets of samples. A significant cor-
relation between mercury accumulation in plaque and the amalgam fillings
was established. The results for other elements, e.g. gold, are less significant.

Bernasconi et al. [826] determined titanium levels in rabbit organs after
endosseous implants insertion after microwave digestion and compared them
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with PIXE measurements in order to evaluate a possible diffusion and accu-
mulation of this metal in the tissues.

Pollen, bee tissue, and honey samples collected from selected areas of
Kenya were analysed by Wamwangi et al. [827] using EDXRF and TXRF.
Iron levels in the bee tissues were higher than in pollen and honey samples,
which agrees with the results of Kump et al. [828], who used TXRF and ra-
dioisotope XRF to determine trace elements in bee honey, pollen, and tissue.

Whole Blood

Direct excitation of blood samples is not so efficient in comparison to their
analysis after chemical treatment, because of the high organic content and
resulting intensive Compton scattering [799]. However, direct excitation is
simple and rapid and most of all minimizes the risk of sample contamination.
In contrast, Prange et al. [795] used microwave digestion of 1 mL samples
with 5 mL high purity concentrated nitric acid (first step: 550 W, 15 min, sec-
ond step: 400 W, 20 min). Cobalt and gallium were used as internal standards
reaching a final concentration of 20 mg L−1 in the digested sample. Peaks of
iron, potassium, and calcium dominate the spectra of whole blood samples.
Their great concentration impedes the detection of, e.g. manganese, nickel,
and lead. Detection limits of these elements can be improved by separation of
major elements. Iron can be removed from strong acid solutions of hydrochlo-
ric acid by extraction with MIBK (methylisobutylketone). For this purpose
the digestion solution is evaporated to dryness, the residue is taken up with
1 mL high purity 6 N hydrochloric acid and spiked with cobalt as internal stan-
dard to a 2 μg g−1 end-concentration and heated for 15 min. Then the solution
is extracted with 1 mL MIBK, which is pre-extracted with 6 N hydrochloric
acid; 10 μL from the aqueous phase is measured by TXRF.

Lead is mainly stored in bone tissue (78–90%), but blood transports the
lead through the body. Although it contains only 2% of the total load present
in the body [829], blood lead is a monitor for lead in a body [830].

Ayala et al. [831] developed a fast sample preparation technique for the
analysis of lead in whole human blood from donors occupationally exposed
to lead contamination in a car battery factory and from unexposed donors.
Two microlitres of fresh blood on a quartz glass carrier was dried in vacuum
and ashed in a low-temperature oxygen plasma asher (18 min at 50 mW). The
residue was analysed by TXRF with a cut-off reflector giving a significant
background reduction. Detection limits of about 0.03 μg mL−1 for lead were
achieved.

Lead in blood was also investigated by Martinez et al. [829] in a randomly
sampled population living in the metropolitan zone of Mexico Valley. Samples
were treated following the technique of Prange [795]. The levels of blood lead
correlate with the decrease of lead concentration in air and soils.

Whole blood TXRF analysis and comparison with conventional XRF mea-
surements were investigated by Viksna and Selin [832]. Detection limits are
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about twice as low for TXRF as compared with conventional XRF. There-
fore 60 μL of 10% tetramethylammonium hydroxide (TMAH) was added to
180 μL of whole blood in a 1.5 mL polypropylene container. The solution was
well mixed and after 5 min 120 μL of internal standard was added. Afterwards
the sample solution was carefully mixed again and 3 μL were analysed.

Zarkadas et al. [799] inserted a 100 mg cm−2 molybdenum filter behind the
cut-off reflector, which significantly improved the peak-to-background ratio for
direct measurements of 5 or 10 μL quantities whole blood, especially for the
elements copper, zinc, selenium, and bromine. The influence of self-absorption
phenomena in the quantification procedure was investigated and validated
by using gallium as internal standard. Slowly drying under an infrared lamp
compared to drying under vacuum showed better results, because the foaming
of serum in vacuum prevented the formation of a thin film. Precision of about
4% resulted by analysing the biological reference sample A-13 (IAEA, animal
blood reference material).

Blood Serum

Knoth and Schwenke [833] analysed human blood serum directly by drying
10 μL serum to a thin film with detection limits of about 1.5 mmol L−1 and
3–5% precision in the 20 mmol L−1 range of the metals. Concentrations of
iron, zinc, and bromine in human blood serum were determined directly by
Yap et al. [834], too. They analysed a random sampling of 62 individuals in
an essentially Chinese population.

In contrast, Knöchel and Bethel [835, 836] developed a rapid sample prepa-
ration technique for the analysis of iron, copper, zinc, nickel, selenium, ru-
bidium, and tin with detection limits between 40 ng mL−1 for calcium and
220 ng mL−1 for iron and good reproducibility. After separation of the blood
serum from the plasma by centrifugation and subsequently freeze-drying, the
protein matrix of 100 mg was separated by cold ashing in oxygen plasma. Sep-
aration of the electrolyte elements by chelating with ion exchanger cellulose
HYPHAN reduces detection limits by a factor of 10. One millilitre serum was
digested, diluted to 10 mL and pH was adjusted to 3.8 with ammonia. After
addition of 100 μL 1 mol L−1 acetic acetate buffer, it was percolated through
100 mg cellulose HYPHAN and eluted with 2 mL 6 mmol L−1 hydrochloric
acid.

Furthermore, microwave digestion after Prange et al. [795] also is well
suited for multi-elemental determination in whole blood and blood serum.

Dogan et al. [837] determined the distribution of trace elements iron, cop-
per, zinc, selenium, and rubidium in sera from patients with the complete
type of Behçet disease in the active stage as well as from healthy controls.
Therefore, digestion by nitric acid under high pressure and normal pressure
led to appropriate sample preparations for TXRF.

Greaves et al. [809] developed a TXRF procedure to monitor drug-
related platinum levels in serum and urine samples from cancer patients
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after undergoing chemotherapy with platinum-containing drugs. Samples were
standardized by adding known trace amounts of elements absent in these ma-
trices, diluting 1:1 with water and then irradiating with cut-off filtered or
monochromatic X-rays. The method was shown to be appropriate to routine
monitoring of platinum in patients.

For routine clinical analysis Marcó et al. [810] proposed a quantitative
approach by using the Compton peak standardization. Copper, iron, platinum,
selenium, and zinc in human serum were determined with a precision ranging
from 6% to 16% relative standard deviation. The method was applied in the
routine analysis of blood samples of cancer patients and normal blood donors.
From their results from cancer patients, which were significantly different from
normal, they suggested that the determination of the copper concentration
and the zinc to copper ratio in serum samples could be a useful screening tool
for cancer diagnosis [802].

Suzuki et al. [818] analysed blood serum by addition of 2 mL nitric acid
to 200 μL blood serum and digestion for 24 h at 110◦C on a hot plate. After
cooling, the resultant solution was diluted with water until the total volume
of the solution was 5 mL. Hundred microlitres were evaporated on the hot
plate to about 10 μL. After cooling, the sample solution standardized with
strontium (1 μL, 10 μg g−1) was analysed.

Serum selenium concentrations in a population of 78 sucking 2-month-
old calves were determined by Buoso et al. [838] directly by TXRF analysis
of 10 μL vacuum dried sample in order to corroborate a clinical diagnosis of
severe deficiency status.

Blood Plasma

The high protein content of blood plasma can lead to the generation of an
unevenly distributed film on the TXRF sample carrier, which produces a
characteristically high detector dead time.

Concerning the analysis of clinical samples, Savage and Haswell [839] de-
veloped a method for direct determination of trace elements in blood plasma
samples by using chemical modifiers to compensate analyte loss or sample
modifications during drying. In addition to the usage of chemical modifiers
as magnesium nitrate, nickel nitrate, and ammonium pyrrolidinedithiocarba-
mate (APDC), the suitability of using a microwave ashing system to reduce
the organic component in sample deposits on the sample carriers were stud-
ied. The most suitable method is air-drying of blood plasma samples with
the addition of APDC, as reported by Knoth and Schwenke [840]. Savage and
Haswell [839] used a mixture of magnesium nitrate and APDC. A typical preci-
sion of less than 8% relative standard deviation and recoveries of 90–100% were
reported.

Bellisola et al. [841] investigated selenium and other trace elements, as
copper, zinc, bromine, and rubidium, in human blood plasma with the aim of
studying both the intestinal absorption and the rate of selenoprotein synthesis



744 G. Weseloh et al.

in the liver after a single oral dose ingestion of sodium selenite. The results ob-
tained confirm those already observed in experiments with rats, where a peak
of selenium becomes evident in the plasma after 3–4 h and then decreases [808].
The anticoagulant EDTAK3 was present during the blood sample collection.
After centrifugation (1500×g for 10 min at room temperature) 100 μL of sepa-
rated plasma sample was mixed with gallium as internal standard and thereof
20 μL were analysed on a silica sample holder by TXRF.

Mansoor et al. [842] found a correlation between blood plasma total homo-
cysteine and copper in patients with peripheral vascular disease and concluded
that the atherogenicity of homocysteine may be related to copper-dependent
interactions. More studies are required to investigate the combined patho-
physical mechanisms of homocysteine and copper pathogenicity.

Urine

Biological samples were analysed by Messerschmidt et al. [843] after separa-
tion and enrichment of palladium and gold by reductive coprecipitation with
mercury, followed by evaporation of the mercury. Detection limits of about
2 ng L−1 in urine were determined corresponding to absolute amounts of about
50 pg. Other sample matrices, e.g. plant material and other biological tissues
can be treated by the same procedure which consists of decomposition of the
sample, the separation of palladium and gold, and subsequent determination
of the elements by TXRF.

For the decomposition 20 mL of urine and 1 mL of concentrated nitric acid
were mixed and slowly heated in order to concentrate the volume to about
2 mL. After addition of further 4 mL of concentrated nitric acid and 0.5 mL
of 12 mol L−1 hydrochloric acid, the sample was digested in a high-pressure
asher (50 min at 320◦C and 130 hPa). In order to remove the excess of acids
from the resulting solution the volume is finally reduced to about 0.5 mL.

For the separation of palladium and gold 2 mL de-ionized water is added
to the clear digestion solution in a 10-mL tube. After addition of 0.2 mL of a
mercury solution (corresponding to 30 mg of mercury) and 0.5 mL of formic
acid, the tubes are heated up to 80–85◦C in an aluminium block. About
10 min later a second addition of 0.5 mL of formic acid becomes necessary to
complete the reduction step. After further heating (30 min at 80–85◦, subse-
quently increasing heating to 115–120◦C, 10 min at 115–120◦C), the reduction
step is finished. The mercury droplets are washed with 3 mL of 0.4 mol L−1 hy-
drochloric acid and centrifuged. The resulting one mercury droplet is washed
with water and propanol. After transfer onto a siliconized quartz-glass target
suitable as sample carrier, the mercury is evaporated by heating at 300◦C and
analysed by TXRF.

Zarkadas et al. [844] developed a method for the quantitative determina-
tion of uranium in human urine. Chemical treatment and preconcentration
is necessary, but the method is only suitable for measuring uranium concen-
trations above normal. Therefore, 200 mL urine obtained from a 24-h pool
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urine sample was spiked with cobalt as internal standard to a final concen-
tration of 100 μg L−1. After addition of 30 mL concentrated nitric acid, the
sample was heated at 95◦C for approximately 3 h with continuous stirring un-
til the initial volume was reduced to approximately 10–20 mL. With additional
30 mL nitric acid the solution was slowly heated to the boiling point within
1 h, and maintained at this temperature for approximately another 10–15 min.
After removing the digest from the heater, a few drops of hydrogen peroxide
were added and the solution was brought again to the boiling point. The last
step has to be repeated until no fumes of nitrogen dioxide are observed. For
separation of alkaline and alkaline-earth elements a similar preconcentration
procedure as described by Knöchel et al. [845] was used. Thereby the solu-
tion was evaporated to dryness and diluted with bidistilled water to a final
volume of 200 mL. After cooling and ultrasonic homogenization, the pH was
adjusted to approximately 5 by addition of ammonia. Thereby, high calcium
concentrations in urine lead to the formation and precipitation of insoluble
calcium hydroxide. Later the solution was filtered through a polyester mem-
brane and readjusted to pH = 5 if necessary. Afterwards 1 mL freshly prepared
4% methanolic sodium dibenzyldithiocarbamate (NaDBDTC) solution was
added and the sample was well mixed by stirring and ultrasonic treatment.
The sample was left to stand for 5 min, filtered, and the insoluble carbamates
were washed off the polyester membrane by elution with 4 mL of chloroform.

TXRF analysis of drug-related platinum levels in urine and serum samples
from cancer patients after undergoing chemotherapy with platinum-containing
drugs were made by Greaves et al. [809] (see Blood Serum).

The metabolism and excretion of selenium and other trace elements in
human urine was investigated without sample preparation by Bellisola et
al. [841]. In contrast to human blood plasma, urinary selenium excretion pro-
gressively increases after a single oral dose ingestion of sodium selenite.

Amniotic Fluid

Zinc concentrations in amniotic fluids from 38 pregnant Venezuelan women
were investigated by Greaves et al. using TXRF. In order to test the accuracy
of this TXRF method Liendo et al. [846] compared PIXE to TXRF using
a common group of 10 amniotic fluid samples. The samples were analysed
directly without sample preparation. Different degrees of consistency between
PIXE and TXRF for the elemental analysis of a complex matrix such as
amniotic fluids were observed.

Trace elemental content in human amniotic fluid was investigated also by
Carvalho et al. [800]. Therefore, organic matrix was removed by treatment
of a 5 μL sample with 20 μL nitric acid followed by oxygen plasma ashing for
30 min as described by Prange and Schwenke [823]. Thereby yttrium was used
as internal standard for TXRF analysis. The study showed calcium and iron
increase in amniotic fluid and placenta samples with maternal age measured
by EDXRF. Zinc and copper also increase in amniotic fluid in contrast to
placenta.
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Other Biological Samples

Determination of the elemental composition of cerebrospinal fluid (CSF) in
the neurodegenerative disease amyotrophic lateral sclerosis was applied by
Ostachowicz [847]. CSF is a medium for transportation of chemicals to and
from the brain. It is a clear liquid, which is very similar to the liquid portion of
blood (plasma) and contains various trace elements and other substances such
as enzymes and carbohydrates. First 2 μL of CSF were analysed directly with
addition of gallium standard solution (1 μg g−1) as an internal standard. Then
the sample was treated with nitric acid 1:1 and measured again. Removal of
chlorine from the sample with dilute nitric acid leads to an improvement in
the detection limits owing to reduction of the background, especially for the
light elements.

Trace elements in drugs were investigated by Wagner et al. [807]. These ele-
ment concentrations provide element fingerprints, which offer the possibility to
discriminate between different batches of lecithin, insulin, procaine, and tryp-
tophan originating from different production or purification processes. Sub-
stances of a good solubility such as insulin were dissolved in 0.1 mol L−1 nitric
acid. The solution was dried after addition of rubidium as internal standard.
Sparingly soluble drugs were digested in closed vessels under high pressure at
160◦C for 12 h. Twenty to thirty-five milligram lecithin, 33–39 mg procaine,
or 10–50 mg tryptophan were weighed and mineralized by addition of 1 mL
concentrated nitric acid. The resulting 50μL solution was mixed with 5 μL of
internal standard (rubidium, 1 mg L−1).

Kelkó-Lévai et al. [803] determined trace elements in pharmaceutical sub-
stances as sugars, sorbitol, mannitol, paracetamol, amidopyrine, and chloral
hydrate after a tenfold preconcentration in 1–5%m/v solution. For substances
not soluble in water or in water–methanol (ethanol) mixtures a direct TXRF
method can be used. As example, the trace metal level in indomethacin was
determined using a 1% m/v solution of the drug in a mixture of 98% acetone
and 2% 1 mol L−1 hydrochloric acid.

As cofactors of proteins and enzymes metal-ions such as iron, nickel, cop-
per, manganese, or molybdenum are of biochemical relevance. Wittershagen
et al. [848] determined metals in enzyme complexes, in particular the deter-
mination of molar fractions of the metals in enzymes. For this 5 μL of the
enzymatic solution (enzyme concentration 10–50 μmol L−1, corresponding to
about 1–7 mg L−1 metal concentration and 20–60 mg L−1 sulphur concentra-
tion) are required without extensive pretreatment.

A further aspect is the determination of light elements. In particular, sul-
phur is of interest as it is found in the two sulphur-containing amino acids
cysteine and methionine, and occurs in some enzymes in the form of ironsul-
phur clusters. Steinmeyer and Kolbesen [849] described sulphur determina-
tion with a sulphur concentration ranging from 0.5 mg L−1 to 20 mg L−1 in
biological samples like methionine and insulin by TXRF. By using smoothing
detergents such as 1% hydrofluoric acid, 1% malic acid, and 2% hydrazine



Methodological Developments and Applications 747

hydrate the recovery rate of the sulphur determination range about ±10%.
This offers possibilities for screening of proteins or other sulphur-containing
macromolecules for confirmation of mutagenesis steps and provision of struc-
tural characterizations.

Mertens et al. [850] described sulphur determination for easy and simul-
taneous calculation of the protein concentrations in enzymes. The purified
enzymes were transferred into a buffer solution containing Tris
(hydroxymethyl)-aminomethane (TRIS) and (TRIS)acetate as described by
Wittershagen et al. [848]. Four microlitres of the enzyme samples was dried
in air at room temperature onto quartz glass carriers for TXRF analysis. A
detection limit of 0.5 ng sulphur in diisopropylfluorophosphatase (DFPase)
was achieved. For the larger enzyme NADH:Q oxidoreductase, an enzyme of
the respiratory chain of bovine heart mitochondria, a detection limit of 5 ng
sulphur was reached.

Quantification of platinum bound to DNA was studied by Ruiz et al. [811].
Platinum concentrations from 3 ng mL−1 to 30 ng mL−1 were determined with
relative standard deviation between 2% and 8%. Hundred microlitres of DNA
in water suspension with vanadium standardization was reduced by a factor
of five in a high-purity nitrogen flow concentrator at a temperature of 70◦C.
Afterwards an aliquot of 5 μL was analysed after hot drying.

Due to its multi-elemental capability and high sensitivity TXRF is a valu-
able tool for biomonitoring studies of metal pollution in plant material of any
kind as well as fish or animal tissue, and a variety of foodstuffs.

Michaelis et al. [851] analysed, e.g. fine roots which were prepared with
masses ranging from 40 μg to 160 μg. Fine roots of trees are responsible for
the main uptake of nutrients and water uptake from the soil solution. Roots
smaller than 2 mm in diameter are called fine roots. At high heavy metal con-
centrations in the soil, the growth and survival of the fine roots are disturbed
and base cations are replaced by heavy metals. Samples were prepared by
digesting the carefully washed fine roots with 100 μL concentrated nitric acid
at a temperature of about 70◦C before spiking the acid with a cobalt stan-
dard solution. Distinctive differences in frequency distribution of the element
concentrations have been observed in fine roots from sound and diseases trees.

Viksna and Olsson [804, 852] analysed Scots pine needles from four
different sites in Latvia as well as fine roots of Scots pine collected at different
distances from a coppernickel smelter in southwest Finland. For monitoring
the nutritional status of forest trees and studies of deposition and impact of
air pollutants, the chemical composition of pine needles is used. First, the
pine needles were washed twice with chloroform for the removal of airborne
deposits from the surface of the needles. After that they were washed with
deionized water twice, dried for 20 h at 60◦C and for 2 h at 80◦C, and then
digested with concentrated nitric acid for TXRF analysis.

Xylem sap of nickel contaminated cucumber plants growing in hydroponics
containing urea as the sole nitrogen source was characterized by Mihucz et
al. [853]. For the direct determination of metals in the xylem sap and for
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the investigations of chromatographic fractions eluted from a size-exclusion
column, 100 μL of xylem sample was spiked with gallium standard solution.
Thereof 25 μL were analysed by TXRF after drying on a hot plate. Nickel
addition seemed to decrease the urea toxicity to these plants.

Metals in macrozoobenthos samples as Caddisfly and mayfly larvae from
a river in western Austria were analysed by Miesbauer et al. [854]. For metal
analysis the dried macrozoobenthos samples were digested with nitric acid
and hydrogen peroxide in a microwave oven. The TXRF results show signif-
icant higher metal concentrations in aquatic insect larvae from industrially
contaminated site than in reference samples.

Mages et al. [855] developed a dry and a wet preparation technique for
direct element determination of single freshwater crustacean specimens. In
case of the dry method specimens were washed with 0.2 μm filtered lake water,
frozen in liquid nitrogen and placed on a TXRF sample carrier. In case of the
wet method, specimens were washed with 0.2 μm filtered lake water, placed
on a TXRF sample carrier and dried in air. Using both preparation methods
in combination with TXRF for analysis of Daphnia pulex (body size: 0.5–
2.5 mm) from a deep, oligotrophic freshwater lake located in southern Chile, no
significant differences concerning the elements calcium, potassium, iron, zinc,
bromine, phosphorus, and copper were observed. However, the determination
of manganese, sulphur, and strontium revealed significant differences between
the two methods. It seemed that the dry method yields more precise results
and is a good alternative to the classical digestion method.

Heavy metal contents of aquatic biofilms isolated from stones collected
from the River Elbe and ceramic plates exposed in the River Elbe were de-
termined by Friese et al. [856]. Bioconcentration factors between about 102

and 6 × 104 depending on the element were obtained in the biofilm matrix
compared to the variations observed in element concentrations of the bulk
water phase of the River Elbe.

Another example is the multi-elemental speciation in lambs lettuce and
cauliflowers with gel permeation chromatography and TXRF analysis by
Günther and von Bohlen [821, 857]. Samples of lambs lettuce were freeze-dried
and pulverized in a mortar. The resulting homogenous samples of 1.5–2 g were
mixed with purified quartz and extracted with 20 mM TRIS® hydrochloric
acid buffer (pH = 8). The extractions were cooled and by centrifugation cy-
tosol was obtained. Exemplary cytosol of lambs lettuce and cauliflowers were
separated by GPC and the obtained fractions were analysed by TXRF.

7.10.4 Synchrotron Radiation Induced TXRF

Synchrotron radiation as a highly intensive and brilliant, naturally collimated
X-ray beam with a continuous spectral distribution from electron volt to
500 keV being linearly polarized in the orbital plane offers advantages for
use as an excitation source in XRF [785, 858]. By combination of TXRF with
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synchrotron radiation detection limits are drastically reduced, compared with
X-ray tubes, and approached the femtogram level.

Synchrotron radiation induced TXRF can be achieved with different geo-
metrical arrangements of reflector and detector. Three possible geometries,
their advantages and disadvantages are described [858, 859].

A main field of application for SRTXRF is wafer surface analysis and
many papers considered this topic, but analyses of biological materials are
also reported.

Organ Tissues

Kondo et al. determined copper and zinc content in carcinoma tissue us-
ing 11 keV monochromatic synchrotron radiation excitation. The copper level
in carcinoma tissue was found to be significantly smaller than in noncarci-
noma tissue, whereas no clear tendency was observed for the level of zinc
[860]. Unfortunately, the original article is available only in the Japanese
language.

At the Beijing synchrotron radiation source further investigations of trace
elements in cells of lung and cervical cancer before and after preliminarily
apoptosis were performed by Yuying et al. [861]. Approximately 0.2 to 2.0 μL
of diluted standard specimen or cell solution was dropped on a polished sample
carrier and dried in a super clean air environment. Before analysis, the number
of the cells within the thin dried liquid drop residue was counted using a
microscope.

Other Biological Samples

The iron, copper, and zinc content in the colostrums milk was studied by
da Costa et al. [862] with SRTXRF at the National Laboratory of Synchrotron
Light (LNLS) in Campinas, Brazil. The composition of human milk has at-
tracted a lot of interest, since it represents the most suitable pattern of nu-
trients for the younger infant. Therefore, 0.5 mL samples of milk from 50
Brazilian mothers were treated with 0.5 mL of nitric acid and 0.5 mL hydro-
gen peroxide at 60◦C for 5 days. Afterwards the solution was left to dry and
the volume recovered to 0.5 mL 0.1 mol L−1 nitric acid as diluting agent. Five
microlitres of the solution with gallium as internal standard were analysed on
a Perspex sample carrier by SRTXRF.

Ultra trace elements in small amounts of various drugs of abuse were
detected by Muratsu et al. [863] using SRTXRF analysis. The experiments
were performed at the BL24XU undulator beam line of the Synchrotron
Radiation Facility SPring-8 in Hyogo, Japan. One microlitre solutions con-
taining 10 μg of various drugs as methamphetamine, amphetamine, 3,4-
methylenedioxymethamphetamine, cocaine, and heroin were directly analysed.
For example, in a seized methamphetamine sample, iodine was found, which
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Fig. 7.155. Comparison of two SRTXRF spectra (a), (b), and a conventional TXRF
spectrum (c) of methaphetamine: (a) a control methaphetamine HCl; (b), (c) a
seized methaphetamine HCl (Reprinted from J. Forensic Sciences 47(5), S. Muratsu,
T. Ninomiya, Y. Kagoshima, J. Matsui, 944–949 (2002) [863]), Copyright ASTM
INTERNATIONAL, Reprinted with permission)

could be indicative of synthetic route (Fig. 7.155). Thereby, different drugs
can be identified by means of their trace elemental fingerprints.

Using SRTXRF picogram amounts of each trace element in 10 μg drug
samples were easily detectable. Detection limits are lower by a factor between
100 and 1000 compared to standard TXRF.
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7.10.5 X-Ray Fluorescence Analysis Using Synchrotron Radiation

Synchrotron radiation today is the most powerful source of X-rays. The promi-
nent features of synchrotron radiation are as follows:

• High intensity and high brilliance.
• High degree of linear polarization in the orbit plane.
• Spectral range and bandwidth of radiation from bending magnets and

insertion devices can be adjusted to the desired task by monochromators.
• The energy of the exciting beam can range from some hundred electronvolt

to well above 50 keV (depending on synchrotron radiation source).

These features render synchrotron radiation a efficient tool for synchrotron ra-
diation X-ray fluorescence analysis (SRXRF) and make it very well suited for
the investigation of biological samples. The high brilliance of third generation
sources of synchrotron radiation make them especially suited for microfocus
applications. Consequently, microfocus applications constitute the majority of
activities in this area.

While only recently spatial resolutions of some micrometers or even submi-
crometers have become available on a routine basis at third generation sources,
the term “X-ray microprobe” traditionally refers to spatial resolutions of 10
or even several hundreds of micrometers.

General Aspects

Spatial Resolution

Biological matter generally is highly organized and is functionally, struc-
turally, and chemically heterogeneous at least in a 1:106 ratio on a scale from
10−8 m to 10−2 m. From this it is obvious that the spatial resolution of a mi-
croprobe experiment has to be adapted to the problem. Currently, best X-ray
microprobes are able to produce microbeams with submicrometer dimensions
employing zone plates [864] or compound refractive lenses (CRLs) [865]. Thus,
by these microprobes subcellular structures in eukaryotic cells as well as indi-
vidual bacteria can be resolved. Today in the majority of X-ray microprobes,
“microbeam” dimensions in the range from 5 μm to 100 μm are available on
a routine basis. So micro beam experiments with truly subcellular resolution,
currently, are more the exception than the rule.

Limit of Detection

Detection limits depend on sample matrix, excitation and detection condi-
tions, and sampling time. With few exceptions (teeth and bones), biological
samples mainly consists of light matrix elements with low Z. Therefore, Comp-
ton scattering dominates over Rayleigh scattering, and the relatively high
Compton- background has a pronounced influence on the detection limit. Gen-
erally, monochromatic excitation with reasonable bandwidth (ΔE/E = 0.01
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(∼ 100 eV at 10 keV)) by multilayer monochromators, if at all [866], is de-
creasing the limit of detection only by factor 2 to 20 [867], independent
from atomic number (Z) and sample properties. For SRXRF-microprobes in
the hard X-ray region (2–80 keV), relative detection limits at about 0.01 to
10 μg g−1 matrix for elements from Z = 17 (Cl) to Z = 92(U) are cited for
various beam lines [868–874]. Recalculated for a sample density of 1 g cm−3,
the area related detection limit in these terms is about 0.01–10 ng cm−2. The
absolute detection limit is strongly dependent on the irradiated sample area.
In microfocus experiments, absolute detection limits as low as 10−18 g can be
calculated [875].

In experiments with synchrotron radiation, time is often a limiting fac-
tor. While sampling times of some hundred seconds are tolerable in single
point analysis, successful area scans with thousands of pixels require sam-
pling times below 60 s or less. Fortunately, the limit of detection is pro-
portional to the square root of the sampling time, so that a reduction of
the sampling time by factor 10 only leads to a worsening of the detection
limit by factor 3.3. Nevertheless, counting statistics play an important role
for peak identification and quantification especially in cases of low count
numbers, so that there is a lower limit for the sampling time, which is
highly dependent on the element concentration of the sample, the photon
flux of the exciting beam and the efficiency of the detection system. Cur-
rently, for microprobe experiments with spatial resolutions of a few microme-
ters, sampling times down to 1s/pixel had been achieved at third generation
sources [876, 877, 899, 909].

The element content of biological matter varies widely in respect to distri-
bution and concentration. The so-called trace elements show average elemen-
tal concentrations below 50 mg kg−1 body weight [878]. In many tissues and
even for some essential trace elements, the natural concentration falls below
1 μg g−1 matrix, which is below the detection limit of most X-ray microprobes
under short-time sampling conditions. Thus, in higher organisms under un-
exposed environmental conditions usually only 12 elements can be detected
(K, Ca, Mn, Fe, Cu, Zn, P, S, Cl, Se, Br, Rb) on a typical hard X-ray set-
up, seven of them are metals. Only manganese, iron, copper, zinc, selenium,
bromine and rubidium can be regarded as “trace elements”, the others have
to be referred as “main elements” or macrominerals [878]. Not unexpectedly,
toxicological and pharmacological topics are dominating the X-ray microprobe
experiments, because the elemental content under “exposed conditions” nor-
mally is much higher and easily detectable.

Sample Preparation

Sampling and sample preparation play an important role for successful mi-
croprobe analysis. Due to the penetrating nature of hard X-rays, the sample
thickness has to be adapted to the desired spatial resolution and the expected
distribution of the analytes. Generally, sample thickness is chosen in the order
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of the diameter of the incident beam. One of the benefits of X-ray fluorescence
analysis is that often there is no need for intensive pretreatment of the sam-
ple. For microprobe experiments, it is absolutely necessary that the native
distribution and the concentration of the analytes is not disturbed. There-
fore, freeze-cut techniques of native specimens with cryomicrotoms are the
standard procedure for sample preparation of soft tissues. Sometimes, paraf-
fin [879, 880] or resin-embedded specimens [877] had been used. In the case
of single cells, there is no need of sectioning and direct preparation on thin
support films is also possible [864].

The sample support has to be selected carefully. It should be as thin as
possible and must be free from contaminating elements. Due to the high
penetration depth of hard X-rays, thick sample supports produce excessive
Compton scatter, which impairs the detection limits particularly in the case
of thin specimens. Very few thin film supports are able to fulfil the demands
of SRXRF for biological samples in respect of purity, as the concentration of
analytes in biological specimens often is very low. Conventional sample foils
for X-ray fluorescence analysis, especially Mylar� or Kapton� foils, generally
are heavily contaminated by zinc, iron and calcium.

Frequently, the concentration of analytes in biological samples lies in the
region of 10 to 100 μg g−1 or even lower. In the case of thin samples (ca. 10 μm
and below), the coherent and incoherent scatter by far is the dominating sig-
nal. If the experiment, as usual in most experimental set-ups, is conducted
in air, the argon Kα- line is interfering with the fluorescence lines of light
elements. Figure 7.156 shows an SRXRF spectrum of a 30 μm hamster brain
thin cut.

Both, scatter and the Ar fluorescence contribute to the incoming count
rate of the detector and elevate the dead time to a great extent. Minimizing
the contribution of scatter (both sample and air derived) therefore is very
significant for sensitive analysis. The position of the detector exactly in the
orbit-plane of the synchrotron and right-angled in respect to the incident
beam, to take advantage of the linear polarisation of the synchrotron beam, is
an important prerequisite to minimize the influence of Rayleigh and Compton
scatter. In polychromatic excitation modes, the selection of high-pass filters
for tailor-made optimal excitation conditions is of high importance. Currently,
most experimental set-ups operate under ambient air. Nevertheless, the mea-
surement in helium atmosphere or under vacuum conditions eliminates the
air-derived parts of scatter and fluorescence (Ar, Xe) signals.

Radiation Damage

In X-ray fluorescence analysis, at a given sensitivity, radiation damage of a
sample is several orders of magnitude lower than with scanning ion micro-
probes [881]. As the mass absorption coefficient depends on the energy of
the radiation, lower energies cause more sample damage. Under monochro-
matic excitation conditions, the total photon flux is much lower than under
polychromatic conditions, so that sample damage in terms of “destruction”
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Fig. 7.156. SXRF spectrum of a hamster brain tissue cryo cut (30 μm) on polycar-
bonate film, 2 μm: excitation: Si(111) monochromator 14.8 keV with polycapillary
optics. Detector: HPGe 30 mm2, acquisition time 300 s (real). Pb and Ta fluorescence
signals are derived from the detector collimator. (M. Kühbacher and G. Weseloh
(Hahn-Meitner-Institute Berlin), beam line L, HASYLAB, unpublished)

is negligible. In a microbeam experiment at an ESRF undulator, Bohic et al.
calculated a radiation dose of about 106 Gray in “pink” excitation mode and
104 Gray in monochromatic excitation mode [882], which imposed no observ-
able radiation damage on the sample. However, at that point, it has to be
stressed that a chemical modification, rather than a destruction of the sam-
ple by radiation is not easily detected and may cause false results in X-ray
absorption fine structure experiments (XAFS).

Examples

Due to the limited availability of beam time and the commitment to large
and expensive installations synchrotron radiation X-ray fluorescence analysis
by far has not become a routine tool of research in the life sciences. The
annual review of Potts and Ellis et al. in the Journal of Analytical Atomic
Spectrometry [883] counts only 39 original papers in this area between 1998
and 2003. Moreover, only about a dozen groups worldwide regularly show
activities in this area. In section homogenous samples we give a short
survey over actual research activities on various types of samples, which had
been investigated by SRXRF. In most of the investigations, only qualitative
results in respect to mass distributions or concentrations of the analytes were
obtained, despite the potential of the method to obtain quantitative results.
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Generally, there are two main groups of applications of synchrotron radi-
ation X-ray fluorescence in life sciences: “microfocus” applications, in which
a small collimated or focussed beam is applied with the objective of attain-
ing spatial resolved data of the elemental composition of the sample, and
applications, in which spatial resolution is unnecessary or only of secondary
importance. In the subsequent section, we emphasize the former type of appli-
cations, because they are typical for the field of synchrotron radiation X-ray
fluorescence. The applications can be further divided in respect to the sam-
ple properties, which can be of hard matter (teeth, bones, wood) and soft
matter (tissues, cells, hair). A particular case is the investigation of single
cells, because sample preparation and measurement conditions (especially the
diameter of the exciting beam) are different from other applications.

Homogenous Samples

For biomonitoring purposes, Koutzenogii et al. investigated a multiplicity of
samples from humans, animals and plants from the Altai region (Siberia) at
the VEPP-3 storage ring (Novosibirsk) [884] with a monochromatized beam
with photon energies between 22 keV and 25 keV and a beam diameter of 3–
4 mm. For analysis, blood samples were placed on a filter, other samples were
prepared as tablet. By this method, 27 elements from K to U were quantified
either assuming the “thin sample approximation” for blood samples or, for
tablets, after application of several correction factors, after peak fitting by
AXIL. For blood samples, detection limits between 8 μg g−1 for K, 0.08 μg g−1

for Zn and 0.14 μg g−1 for Pb are cited. The authors conclude that SRXRFA
has a high importance and efficiency for multi-element analysis of biological
objects for medical and ecological purposes.

Schulmann-Choron and coworkers determined the selenium content of di-
gested samples of rat brain at the bending magnet beam line D15 at LURE
(Orsay, France) [885]. The beam was monochromomatized and focused by
highly orientated pyrolytic graphite (HOPG) crystals to a beam spot of about
1000 μm diameter at an energy around 14.5 keV. Sample drops were placed
on 1.5-μm Mylar� film and dried at room temperature. Quantification was
performed after addition of vanadium as internal standard element after cor-
rection of air absorption and detector efficiency. The minimum detectable
limit (MDL) for selenium was found to be 20 ng g−1 sample wet weight at an
acquisition time of 500 s.

The zinc content of purified recombinant zinc binding proteins (glutathione
S-transferase zinc-finger fusion proteins) was studied by Pfister et al. at
the bending magnet beam line X26 at the NSLS (Brookhaven, NY) [886].
Droplets of 5 μL were spotted onto a hydrophobic AP1 membrane (thickness
0.15 μm) and analysed in wet state at an energy of 9.6 keV with a beamsize
of 1000 × 150 μm2 (horizontal × vertical) with an acquisition time of 10 min.
Besides Zn, also small amounts of Ni and Fe were found to be present in
the preparations. The minimum detectable limit (MDL) for zinc was calcu-
lated from the independently determined Zn content of a protein sample to
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49 ng g−1 solution. The results were discussed in respect to the application to
microarray techniques with sample volumes of only 0.5 nl.

Speciation Analysis on Proteins

The metal content of proteins after separation by isoelectric focusing (IEF)
[887] and sodium dodecyl sulphate polyacrylamide gel electrophoresis (SDS-
PAGE) [888] was investigated by Gao et al. at the bending magnet beam line
4W1A of the Beijing Electron and Positron Collider National Laboratory.
After protein separation, the dried, cellophane covered electrophoresis gels
were scanned with a filtered, collimated white beam spot of 500 × 100 μm2

(horizontal × vertical) along the separation path with a step size between
0.4 mm and 1 mm and an acquisition time of 300 s per step. On the dried gels,
Fe, Cu, and Zn could be determined qualitatively. The authors conclude that
this method would be suitable for lighter trace elements like Fe, Cu, and Zn.
At the present stage, the sensitivity of the method was found to be insufficient
for the detection of other trace elements with lower abundances in tissues. The
quantification of the metal content of the separated proteins was found to be
impeded by the beam size, which was much smaller than the dimensions of
the protein bands in the electrophoresis gels.

In a similar approach, Weseloh et al. studied the metal content of a met-
alloprotein standard (Zn-loaded apoazurin) and the selenium content of a
homogenate from rat testes after separation by sodium dodecylsulphate poly-
acrylamide gel electrophoresis (SDS-PAGE) [889]. The investigations were
carried out at the bending magnet beam line L of DORIS III at HASY-
LAB (Hamburg, Germany) with either white beam or monochromatic ex-
citation at 15.5 keV (multilayer monochromator). The collimated beam had
a dimension of either 40 × 40 μm2 (white beam) or 500 × 500 μm2 (mono-
chromatic beam). In contrast to the method of Gao et al. [887, 888] the
separated proteins were electroblotted onto a 200 μm thick polyvinylidendi-
fluoride (PVDF) membrane. Under both excitation conditions, the acquisi-
tion time was 300 s (realtime). The blotting membrane was scanned with a
step size of 2 mm for the standard protein and 1 mm for the rat testis ho-
mogenate. By this method, the main selenoprotein of rat testis (phospholipid
hydroperoxide glutathione peroxidase (PHGPx)) could be successfully sepa-
rated and detected. The authors conclude that improvements of this method
have still to be made with regard to detection limits and contamination
control.

Hard Materials (Teeth, Bones, and Scales)

Teeth and Bones are hard samples and normally are cross-sectioned and
polished prior to measurement. Carvalho et al. investigated the content of
Hg, Bi, Cu and Zn in amalgam treated and control teeth [890]. Prior to mea-
surement, the amalgam was completely removed from the restored teeth by
a stainless steel tool, the teeth were cross-sectioned along the vertical median
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plane by a diamond saw and sliced into specimens of about 0.5-mm thickness.
SRXRFA was carried out at the bending magnet beam line D1 of the DCI
storage ring of LURE. The monochromatic beam with energy of 18 keV was
generated by Bragg–Fresnel multilayer lenses and focussed to 100 μm. Again
concentrations were calculated using a program package from LURE with Ca
as internal standard. The detection limit was estimated to be 0.5 μg g−1. Sam-
ples were scanned with a lateral resolution of 100 μm. In amalgam restored
teeth, the content of Hg, Zn, Cu, and in some cases also Bi was found to be
elevated compared to control teeth. The highest values for Hg, Cu, and Zn
concentrations were found in the regions surrounding the amalgam fillings and
reached 600 μg g−1 for Hg, 100 μg g−1 for Cu, and 1600 μg g−1 for Zn. Mean
values of these elements were elevated throughout the tooth in comparison
to control teeth. Bismuth was found only in teeth, which were restored more
than 40 years ago and then was used for base fillings in the inner part of the
tooth, surrounding the nerve canal. No drift of Hg and Bi could be observed
for the whole tooth, while elevations of the Cu and Zn concentrations were
also found in dentine and root regions. No differences were found for the con-
centration of Mn, Fe, and Pb for restored and control teeth. Mean values of
about 50 μg g−1 for lead are cited. Interestingly, for both restored and control
samples the lead concentration was elevated in the inner part of the teeth,
probably reflecting elevated blood lead concentrations.

The migration of eel was studied by Nakai et al. by SRXRF analysis of
the Sr/Ca ratio of otoliths [891]. Otoliths were embedded in polyester resin
and polished from both sides to the midplane with polishing papers (sample
thickness not given). Two-dimensional SRXRF measurements were carried out
at beam line 4A of Photon factory, Japan. Samples were excited by a Si(111)
monochromatized beam of 17 keV, which was collimated to 100 μm× 100 μm
by a cross-slit system. The intensities of Sr, Ca, and P Kα lines were measured
with a counting time of 3 s/pixel and a step size of 100 μm. The Sr/Ca ratio
reflects the Sr/Ca ratio of the water environment, which is much higher for salt
water than for fresh water. As the otolith consists of daily growth layers, the
life cycles of the eels, which migrate between salt- and freshwater, is preserved
in the layer structure of the otolith in different Sr/Ca ratios.

The distribution of Pb and Ca in the growth region of regenerating and
ontogenic scales of lead-exposed carp was investigated by Yoshitomi et al. at
beam line 4A at the Photon Factory, Institute of Materials Structure Sci-
ence, Tsukuba (Japan) [892]. The excised scales were dried, attached to a
Mylar� foil and SRXRFA was carried out under vacuum conditions with a
monochromatized beam of 13.5 keV, which was generated by a Si(111) dou-
ble crystal monochromator. Line scans were performed with a beam size
of 300 × 300 μm2 and a step size of 100 μm/step at an acquisition time of
100 s/pixel. The intensities of Pb Lα and Ca Kα + Kβ lines were normalized
to the intensity of the elastic and inelastic scatter peaks. The main elements
observed were Ca, P, Zn, and Pb. From the similar distribution of Ca and
Pb in regenerating scale it was concluded that the region of Pb accumulation
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corresponds well with the calcifying region of the scales, and Pb, due to its
chemical similarity, is processed in the same way as Ca. As the distribution
of Pb in the ontogenic and regenerating scales is highly related to the history
of exposure to the element, the authors suggest that SRXRFA can be used to
estimate the time course of Pb contamination of fish in natural environments.

Ektessabi et al. studied bone and tissue material from failed hip replace-
ment prosthesis and compared SRXRF with PIXE [893]. The bone mater-
ial from ground 50-μm thin sections was investigated by a monochromatized
beam (photon energy 10 keV, beam dimensions not given) at a small syn-
chrotron (ring radius 1.0 m). SXRFA demonstrated the presence of different
metals, such as Al (!), Ti, Fe, and Cr in the tissue. A comparison between
the synchrotron radiation XRF-spectrum and the PIXE spectra shows, that
under the given experimental conditions, XRF using synchrotron radiation
has a better sensitivity for detecting the low mass elements, especially alu-
minium. Later they expanded the investigations at the hard X-ray facility
SPring-8 with a spatial resolution up to 2 μm [894]. In this study also XANES
experiments for chemical speciation analysis were conducted, and the findings
of light microscopic images were correlated with the elemental distributions.

Thin sections of bone tumours were investigated by Huang et al. at the
Beijing synchrotron radiation facility [895] with a 60 μm × 60 μm collimated
polychromatic beam. They reported detection limits between 0.30 μg g−1 for
Y and 70 μg g−1 for P. Values for S, Ca, Fe, Cu, and Zn and the ratio Cu/Zn
were increasing between normal and tumour tissue. The authors conclude that
SRXRF can be used to analyse the concentration of trace elements within a
few cells and to estimate the levels of trace elements in them.

Plant Material

In order to test the suitability as bioindicators for environmetal pollution, the
element content of leaves of Nerium oleander from different urban and one
rural location was investigated by de Jesus et al. at the National Synchrotron
Light Laboratory (LNLS), Campinas (Brazil). Washed and unwashed leaves
were subjected to acid digestion by HNO3/HClO4 mixtures, mixed with am-
monium pyrrolidine dithiocarbamate and absorbed onto a cellulose membrane.
SRXRFA was carried out with a polychromatic beam by means of an HPGe
detector. The element concentrations were determined using the “thin sample
approximation” after calibration with commercial element standard foils. At
an acquisition time of 500 s detection limits between 0.2 ng g−1 and 0.6 ng g−1

could be obtained for a multi-element solution. While the contents of Ti,
V, and Fe were higher in the urban sites with heavy traffic, the content of
Pb, Zn, and Cu was not clearly dependent on the traffic flow. The content of
Mn, Ni, and Co did not vary with the traffic level. In almost all samples, the
content of washed samples was lower than the unwashed samples.

The application of the SRXRF microprobe on dendroanalysis was studied
by Martin et al. The authors analysed the distribution of Ca, Mn, Fe, Ni,
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Zn, Cr, and Cu in a cylindrical wood core of 4-mm diameter of a 15-year-old
red pine at a location that had been exposed to airborne metals and acid
rain from local smelters [896]. The metal distribution was determined both
by secondary ion mass spectrometry (SIMS) and by SRXRFA. SRXRFA was
carried out with a white beam in an area of 2.5 × 12 mm2 with a step size of
50 μm×500 μm at beam line X26A at the NSLS (Brookhaven). The beam was
focused by a Kirkpatrick-Baez optic to a spot size of 10 × 15 μm2. The sam-
pling time was not given. No effort was made to quantify the results in terms
of element concentrations. While Ca and Mn as well as Zn an Ni were found
to match closely the location of the annual rings, suggesting a variable uptake
throughout any growing season, the distribution of Cr, Fe, and Cu showed a
much more irregular distribution across the tree rings. The authors conclude
that the distribution patterns of elements in the submillimetre range do not
reflect bulk metal concentrations, and that small area analysis is better suited
to study the physiological activity of metals, when their distribution patterns
can be correlated to identifiable wood components. In respect to SRXRFA,
SIMS had the advantage of a higher surface sensitivity for more elements and
a higher spatial resolution. The same group, in a preliminary and qualitative
approach, investigated the distribution of K, Ca, Zn, Mn, Fe, and Cu across a
section of a black spruce under monochromatic conditions with a Kirkpatrick-
Baez optics microprobe generating a spot-size of 15 μm [897]. The sample was
thin-sectioned and polished (thickness not given). The authors found that
each of the elements under study showed a different distribution across the
diameter of the stem wood and conclude that micro-SRXRF provides an ef-
fective means for surveying changes in metal content of wood sections in a
reasonable time throughout the entire diameter of tree stem wood.

Hair

The benefit of X-ray microanalysis for the investigation of uptake kinetics of
heavy metals in the organism was demonstrated by Shimojo et al. by deter-
mining the Hg content in hair of rats exposed to methylmercury chloride [898].
The mercury compound was administered orally for five consecutive days in a
nonlethal dose of 5 mg Hg kg−1 body weight; and hair samples were collected,
either by shaving on several successive days up to 30 days for bulk analysis by
flameless atomic absorption spectrometry (FAAS), or by extraction of some
hairs, up to 14 days after the first administration for SRXRF analysis. The
results of the endogenous exposure of the hair were compared to exogenous
exposure by immersion of hair of a nontreated rat in a methylmercury chlo-
ride solution (1 μg g−1) for 90 min. Hair samples for SRXRF analysis were
embedded in acrylic resin and cut into 25-μm-thick cross-sections by a mi-
crotome with a tungsten knife. SRXRF measurements of Hg, S, and Zn were
made at the Photon factory, National Laboratory for High Energy Physics
(Tsukuba, Japan) utilizing a monochromatic X-ray microbeam of 14.38 keV
and a beam size of 5 × 6 μm2 obtained by a multilayer monochromator and
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a KirkpatrickBaez type focussing optics. Scanning step size was 5 μm hori-
zontally and vertically and counting time was 10 s/pixel. For the comparison
of Hg distribution between endogenous and exogenous exposure the scanning
step size was set to 2 μm. No attempts were made for quantitative determina-
tion of the Hg content. By comparison of the Hg X-ray fluorescence intensity
of the single hair sections and the results of the bulk analysis with FAAS
it could be shown that SRXRF is suitable to determine a degree of Hg ex-
posure using only a single hair. The two-dimensional distribution of Hg on
hair cross-sections showed a pronounced difference between endogenous and
exogenous Hg exposure. The endogenous exposure resulted in a preferential
accumulation of Hg in the hair cortex than in the medulla or cuticle as well,
while exogenous exposure resulted in a Hg accumulation on the surface of the
hair cuticle, but not in the cortex. In the endogenous exposure model, the
distribution of Hg corresponded well to the distribution of sulphur, while in
case of exogenous exposure, Hg accumulated in a more outer area than S,
indicating that the Hg distribution originated from external adsorption. The
authors conclude that SRXRFA is one of the most promising techniques for
differentiation between external and internal body exposure of heavy metals
in biological monitoring studies of mammalians including humans.

Calcium distribution in cross-sections of human hair was analysed by Briki
et al. on a submicrometer scale at beam line ID21 of the ESRF (Greno-
ble, France) [899]. Hair samples were cut perpendicular to the hair axis and
analysed by a monochromatized beam above the Ca K-edge, where the Fresnel
zone plate generated beam spot size was 0.3 × 0.3 μm2. Calcium and sulphur
mappings of hair with low and high calcium content were generated with
a pixel size of 1 × 1 μm2 and a collection time of 1 s/pixel. The hairs were
analysed without and after leaching by hydrochloric acid. Calcium concentra-
tion was calculated from the fluorescence intensity ratios of Ca and S, assum-
ing a constant sulphur concentration from hair to hair. Unlike sulphur, the
calcium content was found to be not uniformly distributed in hair cross-section
with higher concentrations within the central medulla, small (μm) calcium-
rich zones within the cortex and narrow calcium rich zones in the outer cuticle.
X-ray diffraction, carried out at station D43 of LURE (Université Paris-Sud)
revealed the presence of crystallized lipids in Ca-rich hair. From these exper-
iments and additional information of infrared spectromicroscopy the authors
conclude that two distinct types of calcium are present in human hair: easy
to remove lipid-bound calcium (calcium soaps) and putatively protein-bound
calcium, which resists removal by hydrochloric acid.

Tissues

The elemental distribution in bovine growth plate cartilage was investigated
by Vittur et al. at the NSLS with an 8 μm× 8 μm collimated beam [880]. The
tissue slice was prepared by conventional methods for light microscopes. Five
micrometer thick sections were embedded in paraffin and prepared “carrier
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free” on a hole between two sheets of cellulose acetate. The scan area was up
to 400 μm× 400 μm with an acquisition time of 30 s/pixel. The distributions
of S, Cl, K, Ca, Sr, Cu, Zn, and Ni were recorded. Problems were reported
due to the inhomogeneous nature of the sample (different types of tissue with
different compositions). The authors discuss the significance of their findings
in respect to differences in the distribution of Zn, Cu, and Ni in different zones
of bone in the biochemical context of bone metabolism.

Kawai et al. investigated the cadmium content of thin sections (3 μm) of rat
kidney with monochromatic excitation and a beam size of about 200 μm [879]
at SPring-8. The tissue, which contained 7 μg g−1 Cd, was mounted on a 15-μm
polypropylene foil. For proper spectra an acquisition time of 100 s was found
to be necessary.

The uptake of chromium into the testis of mice was investigated by Ortega
et al. [900]. Male mice were treated with 1 mmol CrCl3 per kilogram of body
weight by intraperitoneal injection. After 24 h, the organs were excised and
frozen in liquid nitrogen. Freeze-dried tissue sections, 20-μm thick, were pre-
pared using a cryomicrotome with a tungsten carbide knife to avoid chromium
contamination. Cryosections were mounted onto 0.2-μm formvar foils and
freeze-dried. Adjacent tissue sections were prepared for cytology and histol-
ogy for comparison with nuclear microprobe and microfocus-SRXRF-images.
SRXRFA was performed at the ESRF Beam line ID21 (Grenoble, France) us-
ing a monochromatized beam at 6.13 keV which was generated by an Si[111]
crystal monochromator. The photon beam was focused down to 1× 3 μm2 by
a condenser zone plate. Single point analysis was performed at distinguished
isolated sample points. In respect to SRXRFA, only qualitative results were
reported (chromium was detected or not). Chromium distributions show a
strong accumulation within the testes limiting membrane (tunica albuginea),
and within the interstitial cells inside the organ.

In a combined approach, Paluszkiewicz and Kwiatek analysed human can-
cer prostate tissues by means of Fourier-transform infrared (FTIR)
microspectrometry and synchrotron X-ray fluorescence analysis [901]. The
excised tissues were frozen in liquid nitrogen, and sliced into 12 μm thick sec-
tions by a cryomicrotom and mounted on 3 μm thick Mylar� foils for analysis
by SRXRFA and FTIR microspectrometry. For comparison, adjacent slices
were mounted on conventional specimen slides and KBr-discs for FTIR spec-
trometry. The SRXRFA-experiments were conducted at the X26A beam line
at NSLS, Brookhaven with a monochromatic beam of 17 keV and 16×14 μm2

beam size. Single point analysis was done on cancerous and healthy tissues
with an acquisition time of 300 s (live). Quantification for Ca, Fe and Zn
was carried out by comparison with self-prepared standard samples under the
same conditions. The authors found profound differences in the element con-
centration between cancerous and healthy tissues. In the IR-region between
2800 cm−1 and 3000 cm−1 cancerous and healthy tissues are distinguished
by different band intensities for CH2 and CH3 groups. This pioneering work
shows the possibility of FTIR spectroscopy application to biological tissues
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placed on Mylar� foils, which offers the possible study of the same biological
sample by means of two different nondestructive techniques giving comple-
mentary information on sample composition in a micrometer scale. At the
same time the authors claim that the samples placed on Mylar� foils can be
stained after the measurements by conventional histochemical methods for
direct correlation with histopathological findings. Therefore, the preparation
of adjacent thin cuts of tissue by a microtome for gaining additional infor-
mation on the microscopy structure of the sample is not always necessary
and can be substituted by application of histochemical staining methods after
the X-ray analysis directly on the sample. It has to be mentioned that in-
frared microspectrometry also can be realized at infrared beamlines at some
synchrotrons, which offers higher spatial resolution and higher sensitivity.

In another investigation, Kwiatek et al. again at NSLS investigated can-
cerous and noncancerous prostate tissues by a combination of μ-SRXRFA and
X-ray absorption near edge structure analysis (XANES) for Fe [902]. The el-
ement concentration of Ca, Ti, V, Cr, Mn, Fe, Zn, and Se was determined for
cancerous and noncancerous tissue by single point analysis with a monochro-
matic beam of 17 and 7.2 keV with a collection time of 300 s (live). 2D-mapping
was performed for the main elements K, Cl, and Fe with an acquisition time of
only 2 s/pixel with 15 μm step size in scan areas at 300×300 and 500×500 μm2.
Beam size was 16× 14 μm2. The concentration of the elements was estimated
by comparison with self-prepared thin multi-element standards embedded in
polyacrylamide. In the cancerous tissue, the concentration of Ca, Cr, Fe and
Se was elevated significantly, while the concentration of Ti, V and Zn was
reduced in relation to healthy tissue. From XANES investigations of selected
points in cancerous and noncancerous tissue it was deduced that iron occurs
in the +3 oxidation state in the cancerous part of the prostate tissue, while
in the noncancerous part it is present at a lower oxidation state.

Pinheiro et al. compared μ-SRXRFA and nuclear microprobe (PIXE) by
investigating thin sections (10–15 μm) of lung-associated lymph nodes [903].
Cryosections were mounted onto a polycarbonate film of 1.5 μm thickness and
freeze-dried. Microprobe analyses were first carried out using SRXFA, because
of its nondestructive nature, and then Rutherford backscattering (RBS) and
PIXE were carried out in the same regions in order to determine area den-
sity and to produce elemental maps and concentrations. The SRXRF analyses
were carried out on a microprobe set-up at the ESRF ID22 beam line using a
monochromatic 14.3 keV beam with beam spot of 10×1 μm2 produced by com-
pound refractive lenses (CRL). Spectra were collected for 6 s/pixel. Spectra
analysis and element quantitation was performed with the WinAxil software
assuming thin target criteria. The area density was determined with the help
of RBS. A good agreement was achieved for some of the elements detected
by both SRXRF and PIXE using micro-RBS areal density results to normal-
ize elemental data. The combination of the methods permitted to quantify
elements (Ca, Ti, Cr, Fe, Ni, Cu, Zn, Pb) in thin sections of biological tissues.
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Brain and central nervous system (CNS) tissue has been one major target
of biological synchrotron-radiation fluorescence analysis. The main patholog-
ical conditions in the focus of interest are Alzheimer’s disease (AD), Parkin-
son’s disease (PD) and Amyotrophic lateral sclerosis (ALS).

The role of iron in Parkinson’s disease and parkinsonism–dementia com-
plex (PDC) in patients from Japan and Guam was studied by Yoshida et
al. with a SRXRF-microprobe and XANES investigations [904]. Paraffin em-
bedded sections of 8 μm thickness from altogether four patients were mouned
on Mylar� film and investigated by a collimated beam of 9.6 μm diameter
with monochromatic undulator radiation at 7.16 keV (above the Fe K-edge)
at beam line 39XU of SPRING 8, Hyogo (Japan). Acquisition time for iron
mapping was 8 s/pixel. In the presented examples, the scanned area comprised
a region of 500 × 240 μm. XANES spectra were measured at several discrete
points in the sample. The quantification procedure was not stated in this work.
X-ray fluorescence and XANES analysis demonstrated that the localizations
and chemical states of iron (Fe(II) and Fe(III)) in the neuromelanin granules
and in the neurons of the pars compacta of substantia nigra as well as in the
glial cells were different between PD, PDC and controls. The differences were
discussed in detail in respect to “oxidative stress” by generation of free radi-
cals in these diseases. Additionally, variations in the distribution of titanium
were found between Japanese and Guamanian patients.

In a preliminary approach, the localization of several elements in cryosec-
tions of scrapie-infected hamster brain was investigated by Kühbacher et al.
at the bending magnet beam line L of DORIS III at HASYLAB (Hamburg,
Germany) [905]. Ten micrometer cryo-sections of hamster brain tissue were
thaw-mounted on thin polypropylene foil, air dried and sealed with a sec-
ond polypropylene foil in order to avoid open handling of the possibly human
pathogen tissue sample at the synchrotron. Adjacent sections were used for
histological staining and immunohistochemical analysis. The SRXRF analy-
ses were performed using a multilayer-monochromatized beam at an incident
X-ray energy of 11.3 keV with a beam spot diameter of 15 μm, which was
generated by a polycapillary half lens (Kumakov lens). Area scans were per-
formed with 26× 26 pixels at 15-μm step size with an acquisition time of 10 s
real time per pixel. Spectra analyses were carried out with the AXIL-QXAS
package. Relative detection limits are cited as 0.1 μg g−1 sample for Fe, Cu
and Zn at 10 s sample time and were determined by means of a standard refer-
ence sample (NIST SRM 1577, bovine liver). The authors found a significant
difference in the distribution pattern of copper between the samples from the
infected brains and the controls. They state that these findings demonstrated
the suitability of SRXRFA in the investigation of disease-associated changes
in the metal content of tissue sections. Furthermore, microfocus-SRXRFA has
been shown to be a useful instrument for the investigation of metals and met-
alloids in infectious biological material, which has to be handled in sealed
compartments.
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Szczerbowska-Boruchowska et al. analysed human central nervous system
tissue at the undulator beam line ID22 of the ESRF, Grenoble (France) [906].
Autopsy samples from the substantia nigra (brain) and from ventral roots of
thoracic spinal cord of patients with PD and ALS and one control were cut
into sections of 20-μm thickness in a cryomicrotome, mounted on AP1 foil and
freeze-dried. Corresponding slices were prepared for histopathological investi-
gations. Micro-SRXRF was carried out with a monochromatic beam at 17 keV
and with polychromatic “pink” undulator radiation. The beam was focused
with parabolic compound refractive lenses (CRL) for a beamspot dimension
of 10×0.2 μm2 (horizontal×vertical) in monochromatic and 5×2 μm2 in pink
mode. Typical scanning areas of 500×500 μm2 were mapped by steps of 10 μm
(horizontal) and 5 μm (vertical). The sampling time was 3 s/pixel. Addition-
ally, investigations of single neurons were performed at areas of 100×100 μm2

in steps of 5 × 2 μm2. Quantitative analysis was done by comparison with
standard reference samples (NIST SRM 1832 and 1833) after fitting the spec-
trum with AXIL. The detected elements were P, S, Cl, K, Ca, Fe, Cu, Zn,
Se, Br, Rb, and Sr at an area related limit of detection down to 1 ng cm−2.
The differences in the distribution of the elements between the PD and ALS
cases and the control sample may be related to the functions of the elements
in the central nervous system tissue and correspond to existing hypotheses
of neurodegeneration. The authors conclude that μ-SRXRFA is a sensitive
technique for elemental mapping in thin tissue sections at the single cell level.

Cells

A very stable beam at micron or submicron dimensions with sufficient in-
tensity is indispensable for successful analysis of single cells with subcellular
resolution. Much care has to be taken in respect to sample preparation and
fixation, as the natural distribution and content of elements in the living cell
has to be preserved. This is especially true if the trace element distribution
within the cell is to be analysed. Thus, the investigation of single cells is one of
the most demanding tasks of micro X-ray fluorescence analysis. Only recently,
with the advent of efficient hard X-ray zone plates and compound refractive
lenses (CRL) at third generation sources of synchrotron radiation in the hard
X-ray region, progress in μ-SRXRF analysis has led to beam dimensions in the
submicrometer range with sufficient intensity. As for cells, penetration lengths
for X-rays with photon energies in the 4–10 keV region are in the range of hun-
dreds of micrometers to millimeters, and the absorption length for fluorescence
photons of biologically important elements, such as P, S, Cl and atoms with
higher atomic weight, are in the range of 10 μm and above. Therefore, there
is no need for thinning or sectioning of the sample. Self-absorption plays a
negligible role in quantifying measured concentrations. For geometric consid-
erations, though, the thickness of the object should be in the range of the
lateral beam dimension. In single cell analysis in a standard micro-SRXRF
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set-up, like in applications with lower resolution, discrimination in vertical
direction (that means, in beam direction) is not possible. Therefore, lateral
changes in element distribution can result from changes inside the cell and
those which are located at the outer cell membrane. To avoid these shortcom-
ings, thin-slicing in most cases is thought to be an important prerequisite for
high-resolution imaging of single cells by SRXRFA.

The accumulation of Mn2+, Nd3+, Ce3+, and other elements (Ca, Fe,
Zn) in the fresh water flagellate Euglena gracilis was investigated by Shen
et al. at the wiggler beam line 3W1A of the Beijing Synchrotron Radiation
Facility (BSRF) [907]. The cells were incubated in solutions of 6 μg mL−1

MnCl2, 3 μg mL−1 CeCl3 or 1.6 μg mL−1 NdCl3 in deionized water, washed
by repeated resuspension, fixed by 0.25% glutaraldehyde and dropped onto
Mylar� film. X-ray fluorescence analysis was carried out with a collimated
white beam and a focal size of 15× 20 μm2, which corresponds to the size of
a single cell of E. gracilis. Spectra were analysed by AXIL, and quantification
of the content of Ca, Mn, Fe, and Zn was achieved by comparison to sin-
gle element standards. Additionally, XANES experiments were conducted at
beam line 4W1B of the BSRF. The analytical results were compared to PIXE
investigations of the ashed samples. As expected, the content of Mn and Nd
in the cells increased after incubation with the corresponding metals, while
the cellular content of the essential metal cations Ca, Fe, and Zn decreased in
the treated cells. The metal content of the cells was given in a range between
1.4 pg/cell for Ca and 0.03 pg/cell for Mn.

Ishihara and coworkers studied the uptake and distribution of chromium,
some main elements (P, S, Cl, K) and zinc in chromium(III)-chloride-treated
mouse macrophages by SRXRFA and transmission electron microscope en-
ergy dispersive X-ray analysis (TEM-EDX) [908]. SRXRFA was carried out
at the bending magnet beam line 4A at the Photo Factory (Tsukuba, Japan).
The beam was monochromatized by a multilayer monochromator to 14.2 keV
and focused by a Kirkpatrick-Baez mirror to 5 μm in diameter. Distribution
maps of Cr, Ca and Zn across one single macrophage were generated by scan-
ning an area of 42× 42 μm2 with a step size of 1 μm. The macrophages were
incubated with CrCl3 in various concentrations for various times, harvested
by centrifugation, dehydrated with ethanol and dried on PET films at room
temperature. Because of the relative large beam size, a clearly detailed distri-
bution pattern of the elements within the cell was not possible. Only relative
concentrations of Cr, P, Ca, and Zn dependent on the incubation period could
be evaluated.

Zone plates for hard X-ray microimaging of single cells were used by Kem-
ner et al. at the APS (Argonne, IL) [864]. The authors determined the dis-
tribution of 3d-elements, particularly Cu, in a single hydrated Pseudomonas
fluorescens bacterium, which was adhered to a Kapton� film. The zone plate
produced a beam of 0.15 μm2 cross-section at 10 keV. The samples were
mounted on a piezo stage at only 5◦ to the incident beam. An image map
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of 6× 8 μm2 was produced with a pixel size of 0.15 μm2 and an acquisition
time of 5 s/pixel. The total sampling time was approximately 8 h. The authors
conclude that a cryostat would be required to freeze the samples in order to
reduce the effects of radiation damage for X-ray absorption fine structure
studies (XAFS).

The uptake of platinum anticancer drugs in individual ovarian cancer cells
was investigated by Cholewa et al. with a submicron beam (0.5 μm) gen-
erated by a hard X-ray Fresnel zone-plate optics at the Advanced Photon
Source (APS), Argonne, IL. [909]. The authors report an “imaging sensitiv-
ity” of 80 attograms/μm2 at a count rate of 10 counts/s. The method was
compared with a 3 MeV nuclear microprobe. The cells were exposed to vari-
ous concentrations of the platinum compounds in culture vessels, harvested by
centrifugation, resuspended in a volatile buffer (ammonium acetate), frozen
in liquid Freon on a thin nylon foil and freeze-dried. Element concentra-
tions were calculated by comparison of the characteristic X-ray fluorescent
intensities to those from a standard specimen. Cells were scanned with a
step-width of 1.0 μm and a collection time of 1–2 s/pixel. The authors con-
clude that micro-SXRFA at APS can be done with higher resolution and
minium limits of detection and several orders of magnitude (factor 1000)
better sensitivity than with nuclear microprobes. In the same publication,
they report on an investigation on the uptake of chromium compounds in
human V79 cells with a focused beam with a focal spot of 40 μm diameter,
which was generated by a paraboloidally tapered glass monocapillary (inten-
sity gain 120 at 8 keV) at the NSLS at Brookhaven. In these experiments,
the conversion of the chromium compounds from initially chromium(VI) or
chromium(V) to chromium(III) inside the cell could be observed on a single
cell level.

For the fluorescence imaging of single cells Bohic et al. employed CRLs
at beam line ID22 at the ESRF (Grenoble) [882]. Human ovarian adenocar-
cinoma cells (IGROV1) were grown directly on thin (0.2 μm) Formvar film
supports, which were treated with an attachment factor. The cell monolay-
ers were incubated with 4′-iodo-4′deoxy doxorubicin (IDX), rinsed, cryofixed
into liquid nitrogen chilled isopentane and freeze-dryed at −30◦C. Analysis
was performed at monochromatic (14 keV) or “pink” undulator radiation.
The CRLs produced a beam spot of 10× 1 μm2 (horizontally× vertically). In
“pink” beam mode, 2.5 s counting time proved to be sufficient for elemen-
tal mapping, whereas an acquisition time of 120 s (monochromatic) or 100 s
(“pink”) produced well-defined peaks of P, S, Cl, Ca, K, Mn, Fe, Cu, Zn,
and I from drug treatment. Area-related concentrations were calculated after
data fitting by WinAxil software on the basis of the number of incident pho-
tons obtained by a pin-diode, the known energy distribution of the exciting
beam and the “thin sample”. Mass related concentrations were derived from
the determination of the cells surface mass obtained by separate Rutherford
backscattering spectrometry (RBS) analyses. The imaging maps showed a
colocalization of iron and iodine within the cell nucleus.
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The oxidation state of chromium in cryofixed and freeze-dried human ovar-
ian carcinoma cells (IGROV1) and Chinese Hamster Ovary cells (CHO-AA8)
was studied also by Ortega et al. at the ESRF beam line ID21 (Grenoble)
with a monochromatized focal spot of 1.5 μm in diameter generated by zone
plates [910]. Oxidation state mapping was performed by scanning the sample
first at an energy above the chromium(VI) pre-edge (5993 eV) and then above
the absorption edge of chromium(III) and chromium(VI) (6020 eV). Prior to
preparation, the cells were incubated for 1 h with a soluble Cr(VI) compound
(Na2CrO4) or for 24 h with a Cr(VI) compound of low solubility (PbCrO4).
After the incubation period, no chromium (VI) could be detected inside the
cells, suggesting a rapid intracellular reduction of chromium (VI). However, a
relatively high concentration of chromium was located at the nucleus.

The distribution and oxidation state of vanadium in blood cells of ascidi-
ans was studied by Takemoto et al. at beam line ID21 at the ESRF (Greno-
ble) [911]. The beam spot was focused by zone plates down to 0.5 μm. Various
blood cells from two ascidians (Phallusia mammillata and Ascidia sydneien-
sis samea) were prepared by sophisticated procedures. The cells were studied
under three conditions: either under wet conditions in a special wet speci-
men holder, frozen in a cryo-fixation holder or freeze-dried on a EM micro
grid. Frozen or freeze-dried samples were prepared by immersion in liquid
isopentane. To maintain cryo-fixed samples at low temperature during the
measurements, the sample holder was cooled down to −120◦C by a nitrogen
flow cryo-stream. By this procedure radiation damage of the frozen sample
could be minimized. Sample adjustment was achieved by X-ray transmission
imaging. The vanadium content was detected after excitation above the vana-
dium K-edge by a monochromatic beam of 5500 eV. The oxidation state was
determined on the cryo-fixed samples by XANES spectrometry. It could be
shown, that vanadium is distributed uniformly in the vacuole of “signet ring
cells” of the ascidians. The valence state of the vanadium inside the cells was
found to be +3 and +4, as could be judged by comparison with vanadium
compounds of various oxidation states.

Dillon et al. investigated the biotransformation of chromium compounds
of various oxidation states (Cr(III), Cr(V), and Na2Cr2O7) by V79 Chinese
hamster lung cells at beam line 2ID-D of the Advanced Photon Source (APS),
Argonne, IL [912]. Cells were incubated with the chromium complexes, har-
vested by centrifugation, and either washed with ammonium acetate buffer
and freeze-dried onto nylon films or embedded in Spurr’s resin after chemical
fixation/dehydration and cut into thin slices by means of a microtome. All
measurements were conducted under helium atmosphere using a monochro-
matic 10 keV incident beam. The beam was focused by a phase-zone-plate
based optics to either 1 μm diameter for the analysis of whole freeze-dried cells
or 0.3 μm diameter for the analysis of thin sectioned resin-embedded cells.
Elements analysed were P, Cl, K, Ca, Cr, Fe, Cu, and Zn. Individual cells
were located by collecting an X-ray transmission image of the sample with a
CCD camera placed behind a scintillator. Whole cells were scanned in 1-μm
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steps with a total area between 20× 20 μm2 and 30× 30 μm2 with an acquisi-
tion time of 3 s/pixel. Microprobe measurements of thin-sectioned cells were
performed using a 0.3 μm-step size with a scanning area of 12× 12 μm2 with
an acquisition time of 6 s/pixel. Data analysis of the elemental maps was per-
formed by normalization to the number of total counts of a given fluorescence
signal and subtraction of background (which was defined by the signal out-
side the cells). The chromium concentration of one single cell was estimated
by comparison with a thin-film NIST standard SRM 1832 and the integrated
number of total counts of chromium per cell. No increases in intracellular Cr
were observed for cells that had been treated with the Cr(III) and Cr(V) com-
plexes, while chromate was readily taken up by the cells. Careful analysis of
the mappings of the thin sectioned cells revealed the existence of three zones
of different element composition within the cell. Large amounts of phosphate
were attributed to the presence of DNA and, hence, the nucleus of the cell. Af-
ter incubation with Cr(VI), chromium was found to be distributed in various
concentrations within the cell boundary, with a high amount of chromium be-
ing localized in the phosphate-rich area. The authors conclude that by SRXRF
microprobe technique unprecedented information on the distribution of both
endogenous and exogenous elements within a cell can be obtained, which can
provide new insights into disease processes at the subcellular level.

The elemental distribution of P, S, Cl, K, Ca, Mn, Fe, Ni, Cu, and Zn in
nonvirulent and virulent, phagocytosed and external mycobacteria (Mycobac-
terium smegmatis and M. avium) under various conditions was determined by
Maser et al. at beam line 2-ID-D at the APS (Argonne, IL) [875]. The focus
of 0.15 μm diameter at 10 keV (monochromatized) again was generated by a
zone plate optics. Macrophages (as hosts for mycobacteria) were cultivated
on formvar-coated gold grits, infected with M. smegmatis or M. avium resp.,
washed with buffer solution and fixed in paraformaldehyde. Finally, the grids
were again washed with buffer solution, rinsed with water and air-dried. Ar-
eas of interest (individual, phagocytosed mycobacteria) were identified with an
optical microscope on a calibrated x/y stage. SRXRF- scans were performed
under helium environment with an area of typically 3× 3 μm and a step size
of 0.2 μm at each bacterium. Acquisition times between 10 s and 20 s were
required to achieve the photon statistics needed to separate the signal of the
phagocytosed mycobacterium from the background signal resulting from the
macrophage. For quantification, the microprobe was calibrated using NIST
thin-film standards (SRM 1832 and SRM 1833). Quantitative data were ob-
tained as area density. In respect to the different strains of mycobacteria, a
significant increase of the Fe concentration 24 h after infection was observed
in virulent M. avium, whereas a significant decrease of the Fe concentrations
occurred in nonvirulent M. smegmatis. The authors summarize that the use
of a hard X-ray microprobe in combination with optical microscopy and stan-
dard biochemical methods is a powerful approach for the study of the role of
metals in the infection by intracellular pathogens.
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7.11 Non-Invasive Identification of Chemical
Compounds by EDXRS

P. Hoffmann

7.11.1 Introduction

X-ray spectrometry (XRS) or X-ray fluorescence (XRF) analysis is one of the
most widely used analytical methods. It is applied mainly for the character-
ization of solid samples (e.g., powdered, compact). For quantification on the
one hand calibration samples of similar composition are needed and on the
other hand calculation programmes are used for fundamental parameter eval-
uation [913]. Both, often simultaneously used procedures are complex but
important to obtain a reliable result.

However, identification of the elements in a sample (qualitative analysis)
by XRS using Moseley law is very simple. The difference in quantitative and
in qualitative analysis is the reason for the different aspects with regard to
the application of this method.

In an XRS spectrum in addition to the characteristic X-ray lines a lot of
information can be found, which characterize the excitation source (e.g., posi-
tion of the Rayleigh and Compton scattering lines), the detector (e.g., escape-
peaks, sum peaks), and the sample (e.g., background, intensity and width of
the scattering peaks). All chemical elements in the sample contribute to the
resulting spectrum, also those which cannot be identified by a fluorescence
signal.

The main mechanisms of the contributions are the Rayleigh (elastic, co-
herent) and Compton (inelastic, incoherent) scattering effects of the excita-
tion radiation in the sample. Rayleigh scattering results from the interaction
of radiation with strongly bound inner orbital electrons. High-atomic-number
elements have a larger proportion of such electrons and produce relatively
intensive Rayleigh signals. The scattered X-rays are monoenergetic. Compton
scatter results from the interaction of radiation with the more loosely bound
outer electrons of an atom. The energy of the scattered photons is spread
over a large range and is a function of the scattering angle Θ. As in XRS in-
struments Θ is fixed by the design of the instrumental geometry, a relatively
narrow line is produced with a low-energy tail. The intensity of the Compton
scattering spectrum is strongly related to the mean atomic number of the sam-
ple. Samples containing light elements are much more effective than samples of
heavier elements in scattering the excitation radiation [914]. This phenomenon
is the basis of matrix correction procedures, described in the text books. The
intensity of the Compton scatter peak is inversely proportional to the mass
attenuation coefficient [915, 916]. The procedure to correct matrix effects by
the intensities of Compton peaks is reviewed in [917]. A special application of
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the Compton scattering correction method is described for powdered samples
with not identical bulk density [917].

This knowledge gave rise to the concept to apply XRS as a non-invasive,
non-destructive, simple, and rapid method of identification. Examples of ap-
plication are: identification of unused chemicals returned to the production
industry, certification of chemical compounds in a packing plant, control for
hidden toxic, hazardous, and explosive material.

7.11.2 Experimental Part

The main advantages of the application of XRS in identity control are the non-
destruction of the sample, the short analysis time, the relatively great depth
of information, the accuracy of analysis, the simple operability, the economic
efficiency, and the possible high sample throughput [918, 919] .

For this application the energy-dispersive mode of XRS (EDXRS) is pre-
ferred, because the total spectrum is recorded simultaneously.

Experimental Set-ups for EDXRS Analysis

Three set-ups of different type were used.
Method A: Self-made Set-up [920]
This EDXRS set-up, designed for industrial identification of a great num-

ber of packed samples, was based on commercially available equipment parts.
An AEG Ag-anode with maximum power operating conditions of 60 kV and
60 mA was chosen as excitation source. A Canberra Si(Li)-detector and suit-
able electronics for treating the signals with an overall resolution of 165 eV
at the Mn Kα-line was used to measure the spectra. An excitation geometry
of 60◦ was fixed between X-ray tube, sample and detector for two reasons:
(1) sufficiently good resolution of Compton and Rayleigh scattering lines, and
(2) relative high intensity of the Compton scattering line [921]. The cross-
section of the spectrometer is shown in Fig. 7.157. A triple-layered shielding
of the sample chamber with Al/Cu/Pb was used to reduce the scattering
intensity at the construction materials.

The chemical compounds were measured through the PE-bottle side wall
20 mm above the bottom. The operating conditions were adjusted to a high
voltage of the tube of 45 kV, a tube current of 2 mA, a primary X-ray beam
collimator with a diameter of 2 mm made of aluminium, a Ag primary X-ray
beam filter with a thickness of 0.12 mm and a detector Al-aperture with an
opening of 3 mm (Fig. 7.157). These parameters were chosen for an effective
excitation and detection of the entire energy range of interest from 3 to 40 keV.

Method B: XLab2000 (SPECTRO A.I., Kleve, Germany)
The commercially available laboratory device (XLab2000) was equipped

at first with a Rh-anode X-ray tube working at 44 kV and at an automatic
adjustable current resulting in a deadtime of 50% (the tube was replaced af-
ter usual decreasing of the excitation intensity by a Pd-anode tube). For a
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Fig. 7.157. Set-up of the XRF system for non-invasive identification of chemical
compounds (method A)

comparison with the self-constructed device a Ag secondary target was in-
stalled. A Si(Li)-detector with a resolution of 145 eV (MnKα at an integral
counting rate of 10000 counts per second). The excitation geometry was fixed
at 90◦ as usual for minimizing the inelastic scattering probability.

Method C: XEPOS (SPECTRO A.I., Kleve, Germany)
Additionally, the desktop version XEPOS was used. This apparatus was

equipped with a Pd-anode X-ray tube working at a voltage of 45 kV and a
current of 0.5–1.0 mA. For excitation a Mo secondary target was installed
and for recording the spectra a Si drift chamber with a resolution of 165 eV
(MnKα at an integral counting rate of 10000 counts per second) was used.
The excitation geometry was fixed at 90◦.

Both commercially available devices were designed for minimizing the scat-
tering effects. In order to achieve minimum scattering radiation both systems
are arranged in a so-called Cartesian set-up producing a polarized excitation
radiation not being scattered into the detector direction [922]. That is very
effective for optimizing the lower limits of detection. On the other hand, the
decrease of the scattering intensity and a shift of the Compton and Rayleigh
peaks are disadvantages with regard to the purposes this paper is focussed on.

7.11.3 Results

Test Measurements

Test measurements were necessary to show and to optimize the functions.
At first a test sample was measured to exhibit the spectral region for the
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Fig. 7.158. EDXRF-spectrum of a synthetic sample (K2Cr2O7, Ce(SO4)2·4H2O,
Pb) for the investigation of detectable fluorescence lines through a PE-bottle wall
(method A, counting time: 30 s)

evaluation of the signals. The measurement of a sample containing the chem-
ical compounds K2Cr2O7, Ce(SO4)2·4H2O, and Pb with method A is pre-
sented (Fig. 7.158). The fluorescence lines CrKα/β, CeKα/β and the PbL-
series are clearly observed (additionally TiKα/β can be observed, generated
by the pigment of the PE reagent bottle). Furthermore, the Compton and
Rayleigh scattering lines of the Ag-anode tube radiation (15–26 keV) are seen,
which give very valuable information about the compound, as will be ex-
plained in the following. It can be seen that the detection sensitivity rapidly
decreases for X-ray energies at and below 5 keV. Hence, elements with Z < 22
(Ti) cannot be detected through the PE-bottle wall and at atmospheric
pressure. The other end of the detectable X-ray energy range is given by
the tube voltage of 45 kV, so that X-ray-lines with energies up to 40 keV are
detectable.

The behaviour of the Compton and Rayleigh scattering lines is shown in
Fig. 7.159. In this figure are shown the recorded spectra of three Ca-containing
compounds. With decreasing intensity of the Ca fluorescence signals (propor-
tional to the amount of Ca, not to the concentration of Ca) the intensity
of the Compton scattering lines increases (Rayleigh scattering lines exhibit
another behaviour). From Fig. 7.159 it can be concluded that the intensity
of the Compton scattering peak is highly influenced by all the elements in
the sample. That is proved by the reciprocal correlation between the mean
atomic number and the Compton peak intensity. From this observation it is
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Fig. 7.159. Three calcium compounds and their ranges of fluorescence and scatter-
ing (method B, Ag secondary target, 30 s)

obvious to test, if the intensities of the fluorescence lines, and the Compton
and Rayleigh scattering peaks can be used for identification of a chemical
compound.

First Approach to Identification Measurements

Several authors found a relation between the intensity ratio Rayleigh-line
to Compton-line of the Kα X-ray target line and the mean atomic num-
ber [923–925]. It was, therefore, tried to use this dependence for the classifica-
tion of a group of chemical compounds in PE-bottles without any detectable
fluorescence signal by “method A”. This relationship is shown for 14 com-
pounds in Fig. 7.160. Linearity of this dependence is observable with a cor-
relation coefficient R2 = 0.814, but a compound classification is not feasible
due to the pronounced scatter of the data and the resulting overlap for the
various compounds.

Multivariate Data Analysis of the EDXRS-Spectra

It was mentioned in Sect. 7.11.2 that there is some useful information for com-
pound identification using the peak areas of characteristic fluorescence lines,
and Compton- and Rayleigh-scattering lines. All these lines represent only
a small part of an EDXRF-spectrum. Applying the methods of multivariate
data analysis it is easy to make use either of much wider spectrum parts
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or even of the whole content of information available in a spectrum. It was,
therefore, tried to apply principle component analysis (PCA) and regularized
discriminant analysis (RDA) for the classification of compounds under the
given experimental conditions.

Principal Component Analysis (PCA)

Multivariate data analysis and PCA are widely used in EDXRS to investigate
influences of various physical parameters on the results of quantitative X-ray
analysis [926–930]. PCA is known as a method for transforming a data set
from the original space of variables (e.g., ranges of single energy channels of
an EDXRF-spectrum) into a new space which is orthogonally related to the
original space of variables. The principle of transformation is the extraction
of maximum variance for each successive new variable. This procedure leads
to a separation of valuable information from noise and to a selection of a few
influential and statistically significant variables. The new coordinates of the
data in the main component space are called scores. The relation between the
original variables to the new space of variables is expressed by the loadings.
The principal components (PCs) reflect the influence of physical parameters
on the data sets.
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The energy ranges of the detected characteristic fluorescence lines, of the
Compton-scattering lines and of the Rayleigh-scattering lines in the recorded
EDXRF-spectra for various compound groups were subjected to PCA after
centroiding and autoscaling the respective data sets.

Peak areas were calculated using the software MCDWIN. The start and
end of the respective integration windows were determined from the first deriv-
ative of the spectra. Spectrum smoothing was tested, but it was found that
spectrum evaluation without application of any smoothing procedure yielded
the best results. All of the processing steps were performed in the program
SCAM (Scan for Windows 1995) [931]. The results of PCA for three groups
of compounds of the elements lead, copper and chromium are shown in the
Figs. 7.161a–c. These score plots show the position of the compounds in rela-
tion to the first two principal components.

The score plots of Figs. 7.161a–c exhibit a better resolution of the in-
vestigated spectral ranges along the first two PCs with decreasing atomic
number Z. This is mainly due to the increasing penetration depth for the
exciting X-ray radiation with decreasing mean atomic number of the matrix
(substance) and could mean that an increasing amount of useful information
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might be available also for the group of compounds which do not exhibit flu-
orescence lines. Therefore, 20 such compounds (those mentioned in Fig. 7.160
and some others) were subjected to EDXRF-spectrum registration and subse-
quent processing of the data by PCA of the Compton- and Rayleigh-scattering
regions of the spectra. The results are shown in Fig. 7.162. It can be deduced
that essential differences in the relevant spectra are present and can be sep-
arated from noise by PCA, thereby making possible a good differentiation of
most inspected compounds in the score plot of the two first principal compo-
nents. The insufficient separation of some of the samples is due to the very
similar mean atomic number of the corresponding compounds.

Regularized Discriminant Analysis (RDA)

The method described in Sect. 7.11.3 cannot be used for the classification of
unknown compounds because of the change of the PCA model by adding
new compounds to the collective. For this purpose, classification methods
have been designed [932–934]. Such methods are generating models based
on data of samples of known composition, which are grouped into classes.
Discriminant methods of analysis use centroids of these classes as well as
the covariance matrix of the whole data set or of each class as model
parameters. Unknown samples can then be assigned to these classes by
calculating the distance of the spectrum of the unknown sample to the
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class centroid. This distance is corrected for the covariance between the
variables (Mahalanobis distance). The RDA is a classification method de-
signed for applications in which less observations than variables are avail-
able [932].

This is the case in EDXRF-spectra evaluation. It was shown that the pre-
dictive capabilities of RDA are superior to those of other procedures [933, 934].
The RDA-calculation uses two regularization factors which optimize the dis-
criminant function for each model. The numerical values for these factors ρ
and γ are between 0 and 1. According to the literature [935] different values
for the two factors represent different kinds of discrimination models such
as the quadratic discriminant analysis (QDA), the linear discriminant analy-
sis (LDA), or the nearest mean classification (NM). The EDXRF-spectra of
chromium and iron containing compounds, respectively, as well as the 20 com-
pounds not exhibiting fluorescence signals (see Fig. 7.162) were classified by
RDA [920]. The results comprise the best regularization factors, the optimal
type of classification method, the misclassification risk after a cross validation
and the interference of single compounds in a group.

Interferences in the Chemical Compound Identification

As outlined in the introduction, the intensity and the width of the scattering
lines are not only a function of the mean atomic number of a sample, but
other physical parameters influence the spectral pattern, too: e.g., the grain
size distribution of the sample, the packing wall thickness, and the position
of the sample. Therefore, the influence of these parameters was examined
separately [936].

Influence of the Size Fraction

To illustrate the influence of the grain size, the spectra of seven size fractions
of SiO2 were measured fivefold each (100 s measuring time) and a PCA was
calculated (Fig. 7.163). The separation shown in Fig. 7.163 plays an important
role in the identification of compounds. That is exhibited in Fig. 7.164, where
the results for the seven grain size fractions of SiO2 are displayed in a score
plot of Ca containing compounds (these are defined in Table 7.23). For this
presentation, first the PCA was calculated for the grain size spectra. Using the
resulting loadings, the PCA was calculated with the Ca compound spectra.
The result shows a linear dependence of the position in the PCA score plot
of calcium compounds measured by “method C”. It should be noted that the
PC scores of SiO2 (mean Z = 10.8) are situated around the score of calcium
glycerophosphate hydrate with nearly the same mean atomic number = 10.74.

Influence of the Packing Wall Thickness

In XRF measurements the sample is usually applied in a container consisting
of a plastic ring, a thin foil and a lid (so called “spectro cup”). Chemical com-
pounds are generally available in closed bottles with varying wall thickness.
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Table 7.23. Compounds of calcium with the number in the PCA plot, the com-
pound name, the Art. number (Merck), the mean atomic number and remarks (cg,
compact-grained; cc, coarse-crystalline; c, clotted; p, packing)

Mean
atomic

No. Compound name Art. no. number Remarks

1 calcium gluconate hydrate 102094 8.05 cg
2 calcium l-ascorbate dehydrate 500579 8.15 cg
3 calcium lactate pentahydrate 102102 8.63 cg
4 calcium d-saccharate 102148 8.70 cg
5 calcium diacetate acetic acid dehydrate 102077 8.93 c
6 Tri-calcium dicitrate tetrahydrate 102092 9.80 cg
7 calcium glycerophosphate hydrate 104112 10.74 cg
8 calcium hydrogenphosphate dehydrate 102146 11.85 cg
9 calcium carbonate (marble) 105986 12.56 cc

10 calcium carbonate 102066 12.56 cg
11 calcium hydrogenphosphate 102144 13.08 cg
12 tri-calcium phosphate 102143 14.05 cg
13 calcium hydroxide 102110 14.30 cg
14 calcium oxide 102109 16.58 c

15 calcium-Titriplex� dehydrate 108439 8.58 p
16 calcium nitrate tetrahydrate 102121 9.68 p
17 calcium sulfate dehydrate 102160 12.11 p
18 calcium sulfate dehydrate 102161 12.11 p
19 calcium chloride hexahydrate 102072 12.72 p
20 calcium fluoride 102842 14.64 p
21 calcium chloride dehydrate 102383 15.43 p
22 calcium chloride 102389 15.43 p
23 calcium bromide hydrate 102055 18.09 p

All these container materials influence the XRF-spectra. In order to investi-
gate the effect of the wall thickness on the reliable identification of chemical
compounds, a solid titanium block was measured in eight PE containers of
varying wall thickness (2.5 μm–2.5 mm) with “method A”.

After calculating the PCA of the eight spectra the score plot was displayed
in a PCA plot for 16 calcium compounds defined in Table 7.23 (Fig. 7.165).
First the PCA of the samples with varying wall thickness was calculated.
Using the resulting loadings a new PCA was calculated with the spectra of
the Ca compounds. The scattering signals region was used as input variable
for multivariate analysis. It is evident from Fig. 7.165 that the impact of the
packing wall thickness in the interval 2.5 μm–2.5 mm is large enough to mix up
different chemicals by measurements through the packing. However, a slight
variation of the packing wall thickness (e.g., 1±0.1 mm) should be acceptable
to prevent a misclassification. Furthermore, one can derive that uncertainties



780 P. Hoffmann

11

12

21

15

16

-6000 -5000 -4000

-400

-300

-200

-100

0

100

-6000 -2000 -1000 0

4

7

19

18

PC1

P
C

2

23

20

13

2 mm

1 mm 0.5 mm

1 +/-0.1 mm

0.08 mm
0.16 mm0.16 mm

1.5 mm
2.5 mm

17

13

14
22

Fig. 7.165. Score plot for a titanium block with varying package wall thickness
displayed in a score plot of Ca compounds (method A)

in the production of spectro cups have no effect on the identification or clas-
sification.

Influence of Variable Positions

In a commercial XRF apparatus the sample position is usually fixed strongly.
That is important, as a precisely constant angle “excitation source-sample-
detector” is inevitable for reliable comparisons of spectra. This strong con-
stancy of the angle could not be established in “method A”, as containers of
various size and various form are to be examined. In this device the already
mentioned sample consisting of a titanium block in a PE container (square
reagent packing with rounded edges) was measured at different rotating posi-
tions. This influence is shown in Fig. 7.166. The score plot for measurements
at different angles is displayed in a plot for calcium compounds (defined in
Table 7.23). First the PCA was calculated for the Ti samples at different posi-
tions. Subsequently, using the resulting loadings, the PCA was calculated with
the Ca compounds spectra. Only a slight rotation of 2.5◦ counter clockwise
leads to a totally different position in the PCA score plot.

7.11.4 Discussion

The described investigations show that a fast non-invasive identification and
classification of inorganic solid compounds is feasible by EDXRF-spectrum
evaluation. As it was pointed out, the limit for the resolution of compounds
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in a PC score plot is at first a function of the differences in the mean atomic
number. Beside interferences by the grain size, by changing water content of
the compound, by inaccurate positioning of the sample, and by variations in
the packing wall thickness, the resolution becomes better by increasing mea-
suring time and, simultaneously, decreasing statistical uncertainty. In order
to test the limits of “method B” 21 organic compounds, given in Table 7.24
(with mean atomic numbers in the range of 5.48 and 6.88) were measured
fivefold. The resulting PCA plot is given in Fig. 7.167. The diagram shows
that, principally, it is possible to separate regions for compounds with even
very similar mean atomic numbers.

An example of the practical application of the fast identification procedure
using XRF and subsequent statistical evaluation is the identity control of
powdered chemicals in packing plants [937]. In this case a more simple method
was used by comparing the measured spectra with those of a library.

Such non-destructive identification procedures can be applied, further-
more, in the characterization of e.g., alloys [938], organic halides, narcotics
in packing materials, explosives in mail envelopes, and for pharmaceuticals.

The characterization of chemicals without unpacking from customers’ re-
turn was successful by defining first the group. An identification of all the
possible samples in one run was hard to realize, as many variables had to be
taken into account, e.g., mean atomic number; grain size; humidity; position
of the sample; size, thickness and form of the packing; packing material (e.g.,
glass, quartz, plastic (PE, PP), metal (Al, tin-plate), paper or cardboard).
For this reason enormous expense was necessary to build up a reliable library.
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Table 7.24. Organic compounds with the number in the PCA plot, the compound
name, the article number (Merck Company), the mean atomic number, and remarks
(cg, compact-grained; cc, coarse-crystalline)

Mean
atomic

No. Compound name Art. no number Remarks

1 starch (triticitale) 111046 default cg
2 cholesterin 103672 5.48 cg
3 sorbic acid 100662 6.21 cg
4 salicylic acid 100631 6.47 cg
5 salicylic acid 818731 6.47 cc
6 glutamin 100289 6.50 cg
7 ammonium acetate 101116 6.55 cc
8 l-glutaminic acid 100290 6.65 cg
9 d-glutaminic acid 100291 6.65 cg

10 urea 108486 6.66 cc
11 mannite 108486 6.66 cc
12 sorbite 105988 6.66 cg
13 sorbite 103140 6.66 cg
14 glycin 500190 6.70 cc
15 saccarose 107654 6.70 cg
16 glucose 108337 6.73 cg
17 glucose-monohydrate 108346 6.77 cg
18 ascorbic acid 500069 6.86 cc
19 ascorbic acid 500074 6.86 cg
20 ammonium carbonate 101131 6.88 cc
21 ammonium carbonate 101136 6.88 cg
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If the experimental relationship between the physical parameters of chem-
ical compounds and the location of their spectra in the PCA data space is
known, it should be possible to anticipate their position in the space of the
library data set, thus predicting the spectra without further measurements.
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251. Hülser P, Metalloberfläche München 57, 7–8, 18 (2003)
252. Rößiger V, JOT, Issue 7, 62 (2002)
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266. Török SB, Lábár J, Schmeling M, Van Grieken RE, X-Ray Spectrometry.
(review) Anal Chem 70, 495R–517R (1998)
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271. Tölg G, Klockenkämper R, The role of total-reflection X-ray fluorescence in
atomic spectroscopy. Spectrochim Acta 48B, 111–127 (1993)

272. Potts PJ, Webb PC, X-ray-fluorescence spectrometry. (review) J Geo-chem
Explor 44, 251–296 (1992)

273. Stumm W, Morgan JJ, Aquatic Chemistry, Wiley, New York (1996)
274. Salbu B, Steinnes E, Trace elements in Natural Waters, CRC Press, Boca

Raton (1995)
275. Chapelle FH, Ground-Water Microbiology and Geochemistry. Wiley, New York

(2001)
276. Horowitz AJ Lum KR, Garbarino JR, Hall GEM, Lemieux C, Demas CR,

Problems associated with using filtration to define dissolved trace element con-
centrations in natural water samples. Environ Sci Technol 30, 954–963 (1996)



794 References

277. Nozaki Y, A Fresh Look at Element Distribution in the North Pacific,
Eos, Transactions, American Geophysical Union, Electronic Supplement,
http://www.agu.org/eos elecas97025e.html [Posted May 27 1997] (1997)

278. Livingstone DA, Chemical composition of rivers and lakes, in: Data of Geo-
chemistry: US Geol Survey Prof Fleischer M, (ed.), paper 440, G1–G64 (1963)

279. Reimann C, Caritat CD, Halleraker JH, Volden T, Äyräs M, Niskavaara H,
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472. Schäfer B, ODF computer program for high-resolution texture analysis of low-
symmetry materials. Mater Sci Forum 273–275, 113–118 (1998)

473. Fischer AH, Schwarzer RA, Mapping of local residual strain with an X-ray
scanning apparatus. Mater Sci Forum 273–275, 673–677 (1998)

474. Maslen EN, An X-ray collimator for single-crystal goniometers. Sci Instrum
35, 110–111 (1958)

475. Larsson S, Engström P, X-ray microbeam spectroscopy with the use of capillary
optics. Adv X-Ray Anal 35, 1019–1025 (1992)



806 References

476. Fischer AH, Weirauch D, Schwarzer RA, Peltier-cooled solid state drift-
chamber detector for energy-dispersive X-ray pole figure measurement and
texture mapping. Mater Sci Forum 273–275, 263–270 (1998)

477. Boltwood BB, On the ultimate disintegration products of the radio-active
elements. Part II. The disintegration products of uranium. Am J Sci 23, 77–88
(1907)

478. Suzuki K, Adachi M, The chemical Th-U-total Pb isochron ages of zircon and
monazite from the Gray granite of the Hida terrane, Japan. J Earth Sci 38,
11–37 (1991)

479. Montel JM, Veschambre M, Nicollet C, Datation de la monazite à la microsonde
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metals in soils by use of XAFS spectroscopy and electron microscopical tech-
niques. Fresenius’ J Anal Chem 364, 238–244 (1999)

548. Calmano W, Mangold S, Welter E, An XAFS investigation of the artefacts
caused by sequential extraction analyses of Pb-contaminated soils. Fresenius’
J Anal Chem 371, 823–830 (2001)

549. Vincze L, Wei F, Proost K, Vekemans B, Janssens K, He Y, Yan Y, Falken-
berg G, Suitability of polycapillary optics for focusing of monochromatic syn-
chrotron radiation as used in trace level micro-XANES measurements. J Anal
At Spectrom 17, 177–182 (2002b)

550. Wilke M, Farges F, Petit PE, Brown GE Jr, Martin F, Oxidation state and
coordination of Fe in minerals: an Fe K XANES spectroscopic study. Am Miner
86, 714–730 (2001)

551. Bajt S, Sutton SR, Delaney JS, X-ray microprobe analysis of iron oxidation-
states in silicates and oxides using x-ray absorption near-edge structure
(XANES). Geochim Cosmochim Acta 58, 5209–5214 (1995)



References 811

552. Dyar MD, Gunter ME, Delaney JS, Lanzirotti, Sutton SR, Use of the spindle
stage for orientation of single crystals for microXAS: Isotropy and anisotropy
in Fe-XANES spectra. Am Miner 87, 1500–1504 (2002b)

553. Jackson WE, Mustre de Leon J, Brown GE Jr, Waychunas,GA, Conradson
SD, Combes J-M, High-temperature XAS study of Fe2SiO4 liquid: Reduced
coordination of ferrous iron. Science 262, 229–233 (1993)

554. Farges F, Waychunas GA, Brown GE Jr, Calas G, Galoisy L, Structural trans-
formation in Ni-bearing Na2Si2O5 glass and melt. Geophy Res Lett 21, 1931–
1934 (1994)

555. Farges F, Hao Gan, Rehr JR, Brown GE Jr, Navrotsky A, A Coordination
chemistry of Ti(IV) in silicate glasses and melts: III. Glasses and melts from
ambient to high temperatures Geochim Cosmochim Acta 60, 3055–3065 (1996)

556. Bassett WA, Anderson AJ, Mayanovic RA, Chou IM, Hydrothermal diamond
anvil cell XAFS studies of first row transition elements in aqueous solutions
up to supercritical conditions. Chem Geol 167, 3–10 (2000)

557. Anderson AJ, Jayanetti S, Mayanovic RA, Bassett WA, Chou IM, X-ray spec-
troscopic investigations of fluids in the hydrothermal diamond anvil cell: the
hydration structure of aqueous La3+ up to 300◦C and 1600◦C. Am Miner 87,
262–268 (2002)

558. Seward TM, Henderson CMB, Charnock JM, Driesner T, An EXAFS study of
solvation and ion pairing in aqueous strontium solutions to 300◦C. Geochim
Cosmochim Acta 63, 2409–2418 (1999)

559. Bargar JR, Tebo BM, Villinski JE, In situ characterization of Mn(II) oxidation
by spores of the marine Bacillus sp. Strain SG-1. Geochim Cosmochim Acta
64, 2775–2778 (2000)

560. Frahm R, New method for time-dependent X-ray absorption studies. J Sci Instr
60, 2515–2518 (1989)

561. Lützenkirchen-Hecht D, Grundmann S, Frahm R, Piezo-QEXAFS with flu-
orescence detection: fast time-resolved investigations of dilute specimens.
J Synchrotron Rad 8, 6–9 (2001)

562. Janssens K, Vittiglio G, Dereadt I, Aerts A, Vekemans B, Vincze L, Wei F,
Deryck, Schalm O, Adams F, Rindby A, Knöchel A, Simionovici A, Snigirev A,
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Zadrozna M, Jaskóla M, Czyzewski T, Some aspects of statistical distribution
of trace element concentrations in biomedical samples. Nucl Instr Meth Phys
Res B 150, 254–259 (1999)

818. Suzuki T, Sasaki A, Nakai I, Total reflection x-ray fluorescence analysis of
cisplatin platinum in human cancerous tissues obtained by biopsy. J Trace
Microprobe Tech 19(4), 547–561 (2001)
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836. Bethel U, Hamm V, Knöchel A, Untersuchungen zur Bestimmung
von Spurenelementen in Blutserum mit Hilfe der Totalreflexions-
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Appendix

8.1 X-Ray Safety and Protection

P. Ambrosi

8.1.1 Introduction

X-rays are photons of sufficient energy to ionise atoms or molecules. Such
radiation is called ionising radiation. Ionisation is a process to (partially) sep-
arate charges, e.g., by separating an electron. The atoms or molecules can be
gaseous (e.g., air), liquid (e.g., water), solid (e.g., semiconductors) or a mix-
ture of these (e.g., tissue in the human body). For air, the required energy to
produce one ionisation, the ionisation energy, is about 34 eV. Therefore, visible
light is not an ionising radiation, because its energy is about 2.5 eV per pho-
ton. In liquids and solids the ionisation energy is lower. Photons are uncharged
particles which have long pathways through matter without energy deposition
and in each energy deposition process they lose large amounts of energy. The
main part of this energy is converted into kinetic energy of secondary particles,
mainly electrons. These electrons will lose their energy by secondary ionisation
processes very close to their location of generation. These processes will occur
with defined probability, resulting in an exponential attenuation law. Such
radiation is called indirect ionising radiation. The opposite is direct ionising
radiation, e.g., electrons, which have short pathways from one energy deposi-
tion to the other and in each of the frequent energy deposition processes they
lose small but constant amounts of energy. These “quasi” continuous energy
deposition processes result in a maximum range of radiation.

In the last few decades, two main developments have taken place in the
dosimetry of ionising radiation: the redefinition of the measurands and the
lowering of the dose limits.

The measurands are now equally defined for all kinds of radiation and
in any case with respect to the human body [1–3]. Therefore, an area dose



836 P. Ambrosi

value is always a good estimate for the individual dose value of a person at
the same place, and dose values due to neutron and photon radiation can be
added without any difficulty. Another important consequence is that individ-
ual dosemeters and area dosemeters must be of different design, whereas for
the former quantities such dual use has been possible. The “new” measurands
are now used in most countries worldwide.

In all countries the dose limits are prescribed by law and all values are
based on recommendations of the ICRP [4]. For all EU Member States,
Directive 96/29 [5] forms the basis for any national regulations. In most coun-
tries the dose limits have been lowered in the last few years.

This paper will deal only with the dosimetry of external radiation. Other
topics such as dosimetry at flight altitudes and internal dosimetry will not be
considered.

8.1.2 Radiation Protection Quantities

General

Radiation protection quantities serve two different purposes, and for each of
them particular quantities are available. “Body dose quantities” shall quantify
the hazard to the human being as well as possible and in accordance with the
state of the art in medicine, e.g. they shall quantify the risk of cancer. It is a
disadvantage of the body dose quantities that in most cases they cannot be
measured. This is why “operational quantities” are fixed, which are defined
for a specific point and thus are measurable. They should safely estimate the
protection quantities under as many sets of conditions as possible, in other
words, they should be conservative. In addition, they should overestimate the
body dose quantities only to a small extent.

The body dose quantities are limited by law because the law-makers intend
to limit the health hazards. In radiation protection monitoring, only opera-
tional quantities can be measured from which the numerical values of the
body dose quantities are to be determined. It is easiest to set the numerical
values of the body dose quantities equal to those of the measured operational
quantities. This is justified if the measured dose value is much smaller than
the dose limits. If the measured dose value is of the same order as the dose
limit, the workplace conditions must be taken into account, e.g. whether the
whole body or only parts of it are irradiated, what has been the direction of
radiation incidence, etc.

Both quantities will be described in some detail in the next section.
A more detailed description is given in the recommendations of the ICRP [1].

Absorbed Dose

The basic physical quantity is the “absorbed dose D” which is a measure of
the energy absorbed per unit mass in any medium by any type of ionising
radiation. The unit of the absorbed dose is the gray (Gy), 1Gy = 1 J/kg.
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Body Dose Quantities

Organ Equivalent Dose

The organ equivalent dose HT is the product of the organ-absorbed dose DT

and a radiation weighting factor wR

HT = wR DT. (8.1)

The organ absorbed dose DT is the mean absorbed dose in organ T and the
radiation weighting factor wR allows for the biological effectiveness of the
kind of radiation involved. For photon and beta radiation it is unity and for
neutron radiation it is between 5 and 20 depending on neutron energy.

Effective Dose

The effective dose E is the sum of weighted organ equivalent dose values for
all relevant organs of the body

E =
∑
T

wTHT. (8.2)

The tissue weighting factor wT allows for the different radiation sensitivities
of the organs in the body. It is between 0.01 for the whole skin and 0.20 for the
gonads, see Table 8.1. The unit of the effective dose has a specific name, the
sievert (Sv), 1 Sv = 1 J/kg to emphasise the purpose of radiation protection.

The tissue weighting factors wT are normalised so that∑
T

wT = 1 . (8.3)

Table 8.1. Tissue weighting factors wT as given by ICRP [4]

Tissue weighting
Organ or tissue factor wT

gonads 0.20
bone marrow (red) 0.12
colon 0.12
lung 0.12
stomach 0.12
bladder 0.05
breast 0.05
liver 0.05
oesophagus 0.05
thyroid 0.05
skin 0.01
bone surface 0.01
other tissues and organs 0.05



838 P. Ambrosi

The effective dose E is an estimate of the stochastic risk of hazards occurring.
Depending on the dose value, the hazard will occur, with a certain probability,
to equally exposed persons, e.g. radiation-induced cancer will afflict 5% of the
persons exposed whereas the others will not be affected. In most countries the
annual limit for the effective dose for radiation workers is 20 mSv.

Local Skin Dose

The local skin dose is the maximum value of the equivalent dose of the basal
layer of the skin (depth 0.07 mm), averaged over 1 cm2. The local skin dose is
an estimate of the deterministic risk of the occurrence of hazards. Depending
on the dose, the severity of the hazard will vary, but all equally exposed
persons exhibit the same symptoms. In many countries the annual limit of
the local skin dose for radiation workers is 500 mSv.

Operational Quantities

Dose Equivalent

To ensure measurability, all operational quantities are defined as point quan-
tities; they are assigned the symbol H and the unit sievert (Sv). In addition,
they should take account of the radiation weighting factor wR, but as wR

is not measurable, it is replaced by the quality factor Q, which (at least in
principle) is measurable. Therefore, the dose equivalent H is the product of
Q and the absorbed dose D at that point,

H = QD. (8.4)

The quality factor is unity for photon and beta radiation and for other types of
radiation increases up to 30. All operational quantities are defined in this way,
so they are dose equivalents but differ in the point at which they are defined
and in the distribution of the surrounding material, e.g. whether the point of
definition is surrounded by a person or a phantom (as person replacement).

Personal Dose Equivalent Hp(10)

The personal dose equivalent Hp(10) should be a conservative estimate of the
effective dose E in the case of whole body exposure. It is defined as the dose
equivalent in tissue at 10 mm depth in the person at the location where the
dosemeter is worn. As 10 mm is the minimal depth for most organs, Hp(10)
in almost all cases is a conservative estimate of the effective dose E. The
person himself is part of the definition and will influence the measured dose
value. The dosemeter to measure Hp(10) is called a whole body dosemeter
and should (normally) be worn on the chest.
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Personal Dose Equivalent Hp(0.07)

The personal dose equivalent Hp(0.07) should be a conservative estimate of
the local skin dose. It is defined as the dose equivalent in tissue at 0.07 mm
depth at that location in the person where the dosemeter is worn. This is
in line with the definition of the local skin dose. The dosemeter to measure
Hp(0.07) is called a partial body dosemeter and should be worn on that part
of the body, e.g. a hand, where the largest dose to the skin is expected.

Ambient Dose Equivalent H*(10)

The ambient dose equivalent H*(10) is an operational quantity for area mon-
itoring. It is defined at 10 mm depth, just as Hp(10), but in an artificial
phantom made of tissue equivalent material. The definition is rather compli-
cated and should not be given here; for details, see [1]. It is important to note
that both, H*(10) and Hp(10), are defined as conservative estimates of the
effective dose E.

Directional Dose Equivalent H ′(0.07)

The directional dose equivalent H ′(0.07) too is an operational quantity of area
monitoring. It is defined at 0.07 mm depth just as Hp(0.07), but again in an
artificial phantom made of tissue equivalent material. The rather complicated
definition should not be given here; for details, see [1]. It is important to note
that both, H ′(0.07) and Hp(0.07), are defined as conservative estimates of the
local skin dose.

Summary of Radiation Protection Quantities

Table 8.2 gives an overview of the different types of body doses, the
appropriate operational quantities and the respective types of dosemeters and
Table 8.3 shows as an example the dose limits for exposed workers given in
the EU Directive 96/29 [5].

8.1.3 Health Hazards

Whole Body Exposure

Biological effects of ionising radiation in the body include both damage to
the body directly and hereditary (genetic) effects in future generations due

Table 8.2. Classification of body dose, operational quantity and type of dosemeter

body dose (to state limits) operational quantity type of dosemeter

effective dose Hp(10) whole body dosemeter
H∗(10) area dosemeter

local skin dose Hp(0, 07) extremity dosimeter
H ′(0, 07) area dosemeter
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Table 8.3. Dose limits for exposed workers as stated in the EU Directive 96/29 [5]

annual limit for exposed
body dose organ workers

effective dose whole body 20 mSva

organ dose lens of the eye 150 mSv

hands, forearms, feet 500 mSv
and ankles

local skin dose 1 cm2 of the skin 500 mSv

aThe EU Directive says that the limit shall be 100 mSv over five consecutive years,
subject to a maximum effective dose of 50 mSv in any single year. The Member
States may fix an annual amount.

to damage to the germ cells in the reproductive organs. Radiation causes
ionisation of the cell constituents (mainly water) causing chemical reactions.
By these, the complex molecules which form chromosomes can become broken.
These effects can cause early death of the cell, prevent or delay cell division,
or pass on a permanent modification to the daughter cells. An acute exposure
is one in which a large dose is received over a few hours or less. Radiation
sickness, which occurs a few hours after an acute exposure, is due to damage to
the cells lining the intestine. An acute whole body dose above 1 Sv will produce
this effect. At these dose levels the effective dose is no longer an appropriate
measurand, therefore, the absorbed dose is used instead. A dose of about
3–4 Gy is lethal for 50% of an exposed population within a few months. For
whole body doses from 4 up to 10 Gy, death is due to secondary infections due
to depletion of the white blood cells which normally protect against infection.
Above 10 Gy gross damage occurs in the lining of the intestine and is followed
by severe bacterial invasion.

Whole body doses at these levels are extremely unlikely in case of X-ray
fluorescence analytical instrumentation, but low doses may still cause harmful
effects in the long term.

Cancer may result from damage to the control system of a single cell,
causing it to divide rapidly, the defect being transmitted to the daughter
cells. There is a long and variable latent period of 5 to 30 years or more
between exposure and appearance of the cancer. The fact that radiation-
induced cancers are not normally distinguishable from others leads to much
uncertainty as to the risk at low levels of exposure. It is possible that there
is a threshold below which cancer induced by radiation does not occur, but
it is normally assumed that there is a linear relationship between dose and
risk and that any dose, no matter how small, carries some risk. According
to ICRP [3], the combined risk of cancer induction and hereditary (genetic)
effects is between 5% and 7% per Sv; which means that of 100 persons exposed
to 1 Sv between 5 and 7 persons get the mentioned hazard.
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Local Exposure

In case of an accident, using X-ray fluorescence analytical instrumentation,
local exposures are much more likely than whole body exposures. Fortunately,
the effects of local exposure are much less than those of whole body exposures.
A dose of 4 Gy to fingers or the hand may lead to changes in skin pigmentation,
blistering and ulceration, but would certainly not be fatal. The hands, fore-
arms, feet and ankles are about 100 times less sensitive to radiation, therefore,
the limits given in Table 8.3 are much larger for these extremities.

Other possible late effects of radiation include cataract formation in the
lens of the eye. There appears to be a threshold limit of about 15 Gy below
which cataracts are not induced. The dose limit for the eye is set so that this
value will not be exceeded over a whole working lifetime.

8.1.4 Measuring Instruments

Detectors

Several detection principles are being used, the most important one being
the direct detection of ionisation which is the mostly used principle for direct
reading instruments:

1. The ion chamber is a fixed volume surrounded by walls and filled with
gas (mainly air). The charge induced in the gas is measured without any
amplification within the detector.

2. The proportional counter also consists of a fixed gas-filled volume but
due to the higher high voltage applied, the charge pulses generated in the
detector are amplified by a fixed factor. Therefore, the charge pulses are
proportional to the energy stemming from the radiation particle in the
volume.

3. The Geiger-Müller counter (GM-counter) also consists of a fixed gas-filled
volume but due to the kind of gas and the high voltage applied, the charge
pulses generated in the detector are amplified until saturation. Therefore,
the charge pulses cannot be used to get information about the energy
stemming from the radiation particle in the volume.

4. The semiconductor detector consists of a piece of semiconducting material.
Similar to an ion chamber, the radiation induces charges which are a
measure of the dose. There is no amplification in the detector.

Another detection principle is the indirect detection of ionisation, i.e., the
detection of the physical effects occurring during the discharge after ionisation.

1. The scintillation detector generates light when exposed to ionising
radiation.

2. The thermoluminescence detector (TL detector) exhibits light generation
when the detector is heated after exposure to ionising radiation.
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3. The radio photoluminescence detector (RPL detector) exhibits visual light
generation when the detector is illuminated with UV-light after exposure
to ionising radiation.

4. The film detector shows a blackening of the exposed film after develop-
ment. This is similar to a photographic film.

5. The radiochromic dye film detector exhibits colouring (blackening) of the
exposed film directly after exposure without development.

A special detection principle is the direct measurement of the energy absorbed
in matter. Such a detector is called a calorimeter because the increase in
temperature (of only a few 1/1,000 K) is measured.

Dosemeter

A dosemeter consists of one or more detectors, a reading device, an algorithm
to calculate the dose value and sometimes also additional equipment. It must
indicate the dose value, the measurand and the unit (e.g.,Hp(10) = 0.35 mSv).
In many cases, the detectors were surrounded by specifically selected mate-
rials (plastic or metal) to obtain required properties such as, e.g., a slight
dependence of the measured value on the radiation energy and the angle of
radiation incidence. Dosemeters based on the same detection principle can
have quite different technical specifications.

Requirements

There are several international and national requirements which should
ensure an appropriate quality of the dosemeters. International requirements
are laid down, e.g. by the “International Electrotechnical Commission” (IEC),
the “International Organization for Standardization” (ISO) and the “Interna-
tional Atomic Energy Agency” (IAEA) and national requirements e.g., by the
“American National Standards Institute” (ANSI) in the US and “Deutsches
Institut für Normung e.V.” (DIN) in Germany. Most requirements are drawn
up to ensure a small dependence of the response on influence quantities (quan-
tities not intended to be measured). Examples of such influence quantities are:

1. Radiation energy and angle of radiation incidence
2. Dose rate for a dose measuring instrument (linearity)
3. Climate (temperature and humidity)
4. Electromagnetic interference (cellular phones)
5. Mechanical shock
6. Light

For practical use it is important to ensure that the dosemeter selected is
appropriate for the workplace conditions, e.g. the radiation energy at the
workplace is included in the energy range given for the selected dosemeter.
The same applies to the temperature.
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8.1.5 System of Radiation Protection

General

In all countries the system of radiation protection is governed by laws, orders
and guidelines which differ a lot from one country to another. To give valid
information it is required to restrict this chapter to countries with similar
regulations. First, the EU Member States are chosen, because for all of them
the Council Directive 96/29/Euratom [5] has laid down basic safety standards
for radiation protection which must be enforced by every Member State. Sec-
ondly, information about the United States of America is given.

EU Member States

Prior authorization by the competent authorities is required for practices
which could result in a significant increase in the exposure of workers or mem-
bers of the public which cannot be disregarded from the radiation protection
point of view. In general, one such practice is the use of X-ray facilities. In
the case of prior authorization, a system of radiation protection is required
which includes, among other things:

1. The identification of the radiological risk for every workplace
2. The implementation of control measures relating to different working con-

ditions including, where necessary, individual monitoring
3. Medical surveillance
4. Information and training of workers
5. Qualified experts on location

In most countries dosimetry services are available for individual moni-
toring, which are responsible for the dose monitoring of radiation workers.
They issue dosemeters at regular intervals, e.g. every month, and process the
dosemeters after the monitoring period to determine the individual dose value.
These dose values are stored for several years and summed to get the annual
dose value which must not exceed the dose limits stated in Table 8.3.

No prior authorization and reporting to the competent authorities are
required in some cases listed in article 3 of the Directive [5]. In the case of
X-ray facilities, it must be ensured that:

1. They are of a type approved by the competent authorities of the Member
State and

2. Under normal operating conditions they do not lead to a dose rate
exceeding 1 μSv h−1 at a distance of 0.1 m from any accessible surface of
the apparatus

There are X-ray devices for fluorescence analysis available which fulfil these
requirements and can be used without reporting to the competent authorities.
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United States of America

The dose limits in the United States of America (US) [6] are similar to those
given in Table 8.3, except for the effective dose of the whole body, where
50 mSv per year are permitted instead of 20 mSv per year.

Similar to the Prior authorization by the competent authorities, as
required by the Directive for the EU Member States, the US Nuclear Regula-
tory Commission (NRC) [6] states requirements for activities conducted under
licenses issued by the Nuclear Regulatory Commission. The main requirements
are:

(a) Each licensee shall develop, document, and implement a radiation protec-
tion program commensurate with the scope and extent of licensed activ-
ities and sufficient to ensure compliance with the provisions of this part.
(See Sect. 20.2102 for record keeping requirements relating to these pro-
grams.)

(b) The licensee shall use, to the extent practical, procedures and engineer-
ing controls based upon sound radiation protection principles to achieve
occupational doses and doses to members of the public that are as low as
is reasonably achievable (ALARA).

(c) The licensee shall periodically (at least annually) review the radiation
protection program content and implementation.

Again, similar to the Directive for the EU Member States, no such licence
is required for “cabinet X-ray systems” [7, 8]; but in some states the equip-
ment must be registered, e.g. with Environmental Health and Radiation Safety
(EHRS). A cabinet X-ray system is an X-ray system installed in an enclosure.
The enclosure is intended to protect people from the X-rays generated and to
exclude people from the enclosure’s interior. Examples of such cabinet X-ray
systems are X-ray fluorescence analytical systems. However, the use of cabinet
and other X-ray systems, other than by the US government, is regulated by
the states. In the following some representative requirements are listed:

1. A key-activated control must be provided to ensure that X-rays will not
be generated when the key is removed.

2. Each door of a cabinet X-ray system must have a minimum of two safety
interlocks. Each access panel must have at least one safety interlock.

3. A control, other than the safety interlock, must be provided to resume
X-ray generation following X-ray interruption by a safety interlock.

4. Two independent means must be provided to indicate when X-rays are
being generated. One may be a milliamp meter labelled to indicate X-ray
tube current; the other indicator must consist of an easily seen warning
light labelled “X-RAY ON”

5. A clearly legible and visible label bearing the statement: “CAUTION:
X-RAYS PRODUCED WHEN ENERGIZED” must be posted near the
controls that energize the X-ray tube.
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6. Radiation emitted from a cabinet X-ray system must not exceed an
exposure rate of 5 μSv/h at any point 5 cm from the external surface at
the maximum rated current and voltage.

7. A cabinet X-ray system must contain sufficient shielding and be located
so exposure in unrestricted areas does not exceed 20 μSv in one hour and
1 mSv in one year.

The US limit of 5 μSv/h at any point 5 cm from the external surface is larger
than the EU limit of 1 μSv/h at any point 10 cm from the external surface,
because the radiation source is not the surface but mostly a point several tens
of cm inside the cabinet X-ray system. In general, the other requirements are
similar between US and EU.
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10, Code of Federal Regulations, Part 835, Occupational Radiation Protection,
Radiation-generating devices. [CITE: G-10 CFR 835/C3 - Rev. 1] (1994)

8.2 Useful Data Sources and Links

R. Wedell, W. Malzer

Very useful and currently updated links can be found on the Website of
the European X-Ray Spectrometry Association www.exsa.hu . Especially, for
the following items links are given on this site:
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1. X-ray emission line energies
http://xray.uu.se/hypertext/XREmission.html

2. X-ray properties of the elements
http://www.csrri.iit.edu/periodic-table.html

3. X-ray science related links http://dir.yahoo.com,/Science/Physics/X Ray/
4. Reference Materials http://www.erm-crm.org/ermcrm
5. Physical reference data

http://physics.nist.gov/PhysRefData/contents.html
6. X-Ray Optics http://www-cxro.lbl.gov/
7. Photon radiometry http://www.berlin.ptb.de/en/org/7/71/ index.htm
8. Synchrotron radiation facilities http://www.spring8.or.jp/e/other sr/
9. Physics network http://www.physnet.de/PhysNet/physnet.html

10. Database for Atoms, Molecules, Gases and Plasmas
http://gaphyor.lpgp.u-psud.fr/gaphyor/index.html

11. Atomic Physics on the Internet http;//plasma-gate.weizmann.ac.il/
API.html

12. X-ray data booklet http://xdb.lbl.gov/
13. X-ray matter interaction cross sections for X-ray fluorescence

applications http://ftp.esrf.rf/pub/scisoft/xraylib/
14. X-ray Anomalous Scattering http://www.bmsc.washington.edu/scatter/

Furthermore, information about upcoming and earlier conferences on X-ray
analytics in and outside Europe, journals and books is also available on that
website.

The following Atomic Spectra Database contains spectral reference data
which have been critically evaluated and compiled by NIST. The database
will be permanently updated. At present data for observed transitions of 99
elements and energy levels of 56 elements are included.

Atomic Spectra Database v. 2.0 (ASD) by D.E. Kelleher, W. L. Wiese,
W.C. Martin et al. National Institute of Standards and Technology (NIST)
USA: http://physics.nist.gov/asd

General X-ray data websites and interesting links can be found at

http://dir.yahoo.com/Science/Physics/X Ray

Important XRF conference series

1. European Conference on X-Ray Spectrometry, EXRS 2006, France, June
2006: www.nucleide.org/exrs2006

2. European Conference on X-Ray Spectrometry, EXRS 2004:
www.exrs2004.uniss.it

3. European Conference on Energy Dispersive X-Ray Spectrometry, EDXRS
2002: http://iapf.physik.tu-berlin.de/EDXRS

4. Denver X-Ray Conference : www.dxcicdd.com
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Relevant scientific journals

1. X-Ray Spectrometry: www3.interscience.wiley.com (see Chemistry/Jour-
nals)

2. Spectrochimica Acta Part B: Atomic Spectroscopy:
www.sciencedirect.com/science/journal/05848547

3. Radiation Physics and Chemistry:
www.sciencedirect.com/science/journal/0969806X

4. Journal of Analytical Atomic Spectrometry: www.rsc.org (see Journals:
JAAS)

5. Nuclear Instruments and Methods in Physics Research A: Accelerators,
Spectrometers, Detectors and Associated Equipment: :
www.sciencedirect.com/science/journal/01689002

6. Nuclear Instruments and Methods in Physics Research B: Interaction with
Materials and Atoms:
www.elsevier.com/wps/find/journaldescription.cws home/505674/
description#description

7. Atomic Data and Nuclear Data Tables: www.sciencedirect.com/science/
journal/0092640X

8. Journal of Physical and Chemical Reference Data: http://jpcrd.aip.org

Online books on X-Ray spectrometry

1. Eds: K. Tsuji, J. Injuk, R. Van Grieken, X-Ray Spectrometry: Recent
Technological Advances John Wiley & Sons 2004 Print ISBN: 047148640X,
Online ISBN: 0470020431: www3.interscience.wiley.com/cgi-bin/
bookhome/109075062

2. An article about X-Ray Fluorescence Spectrometry by Ron Jenkins pub-
lished in Ullmann’s Encyclopedia of Industrial Chemistry 2002 can be
found at www.mrw.interscience.wiley.com/ueic/articles/b05 675/abstracts-
fs.htm

3. The website of the Micro and Trace Analysis Centre at the University
of Antwerp contains many interesting publications of this very active re-
search group, which are mostly available free of charge:
http://webhost.ua.ac.be/mitac4/

4. For a comparison between micro-XRF and electron probe microanalysis
and information about layer analysis the link www.mikroanalytik.de can
be recommended.

Monographs on X-ray spectrometry and related problems

1. R. E. Van Grieken, A. A. Markowicz (Eds.), Handbook of X-Ray Spec-
trometry, Second Edition, Revised and Expanded, Marcel Dekker Inc.
New York 2002, pp. 36 – 91 (ISBN: 0-8247-0600-5).
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2. E. P. Bertin, Principles and Practice of X-Ray Spectrometric Analysis,
Plenum Press New York 1975 (ISBN: 0-306-30809-6). (A comprehensive
description of the basics of X-ray spectrometry)

3. Röntgenfluoreszenzanalyse Anwendungen in Betriebslaboratorien, von
einem Autorenkollektiv unter Federführung von Dr. rer. nat. Helmut Eber-
hardt, VEB Deutscher Verlag für Grundstoffindustrie Leipzig 1988 (in
German) (ISBN: 3-342-00219-0) (The book on X-ray fluorescence analy-
sis gives an introduction to this field especially for students and describes
also industrial application of this analytical method).

4. V. Valkovic, X-Ray Spectroscopy in Environmental Sciences, CRC Press
1989 (ISBN: 0-843-34749-1)

5. J. W. Robinson, Practical Handbook of Spectroscopy, CRC Press 1991
(ISBN: 0-849-33708-9)

6. J. Goldstein, D. E. Newbury, D. Williams (Eds.), X-Ray Spectrometry in
Electron Beam Instruments, Springer 1995 (ISBN: 0-306-44858-0)

7. B. Markert, Instrumental Element and Multi-Element Analysis of Plant
Samples: Methods and Applications, John Wiley & Sons Ltd. 1996 (ISBN:
0-471-95865-4)

8. R. Klockenkämper, Total-Reflection X-Ray Fluorescence Analysis , John
Wiley & Sons Ltd. 1996 (ISBN: 0-471-30524-3)

9. V. E. Buhrke, R. Jenkins, D. K. Smith (Eds.), A Practical Guide for the
Preparation of Specimens for X-Ray Fluorescence and X-Ray Diffraction
Analysis, John Wiley & Sons Ltd. 1998 (ISBN: 0-471-19458-1)

10. E. Lifshin (Ed.), X-Ray Characterization of Materials, John Wiley & Sons
Ltd. 1999 (ISBN: 3-527-29657-3)

11. K. H. A. Janssens, F.C.V. Adams, A. Rindby (Eds.), Microscopic X-Ray
Fluorescence Analysis, John Wiley & Sons Ltd. 2000 (ISBN: 0-471-97426-
9)

12. O. Auciello, A. R. Krauss (Eds), In Situ Real-Time Characterization of
Thin Films, John Wiley & Sons Ltd. 2000 (ISBN: 0-471-24141-5)

In the following reference useful tables of X-ray data are given:

G. Zschornack, Atomdaten für die Röntgenspektralanalyse (Atomic Data
for X-Ray Spectral Analysis in German), Deutscher Verlag für die Grund-
stoffindustrie, Leipzig 1989 (ISBN:3-342-00308-1)

G. Zschornack, Handbook of X-Ray Data, Springer 2006, (ISBN: 3-540-
28618-7) Due August 2006

The International Union of Pure and Applied Chemistry prepares regularly
reports about nomenclature, symbols units and their usage in spectrochemical
analysis.

The following publication contains the IUPAC notation for X-ray emision
lines and absorption edges which replaces the Siegbahn notation:

R. Jenkins, R. Manne, R. Robin, C. Senemaud, Nomenclature System for
X-ray Spectroscopy, Pure & Applied Chemistry Vol. 63, No. 5, pp. 735-746,
1991 or www.iupac.org/reports/V/spectro/partVIII.pdf
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α-coefficient, 332, 333, 347, 399

absolute calibration, 505, 507, 547

absorber, 201, 202, 313, 314, 363, 425,
541, 557, 674, 683

heavy -, 363

absorption, (see also X-ray absorption),
11, 13, 16, 26, 40, 53, 86, 90, 92,
93, 95, 99–101, 105, 119, 122, 131,
134–137 149, 180, 188, 189

atomic -, 2

- coefficient (linear-), 91, 136, 372,
424, 493–495, 680

Compton -, (see also Compton
scattering), 204, 206, 496

- correction, 385

- edge (jump), 315, 316, 320, 360,
365, 368, 387, 683

- edge fine structure (see also XAFS)
5, 153, 215, 233, 273, 462

Rayleigh -, (see also Rayleigh
scattering), 496

re - , 206

self -, 9, 29, 40, 60, 459, 470, 473, 496

spectral -, 662

- spectroscopy, 475, 476, 496

total -, 353, 357

- influence coefficient, 354

- law, 314, 394,

mass attenuation, 313–315, 320, 362,
364–369

mass attenuation coefficient, 769

mass -, 337, 338, 353, 365, 372, 425,
470, 740, 754

photo(electric) -, 216, 273, 312, 313,
315, 316, 395, 481, 529

radiation -, 92, 100, 204

X-ray -, 37, 39, 427, 473, 491, 496,
675

accuracy, 16, 19, 20, 310, 326, 388, 393,
396

active pixel sensors (APS), 278, 280

aerosol 412, 418, 427, 428, 552

- analysis, 602, 625, 626

- particle, 620, 622, 624, 626

algorithm, 17, 19, 24, 100, 101, 139,
182, 261, 322, 327, 494, 565, 842

α-coefficient algorithm, 399

Algorithm of Standard Comparison,
348, 349

Broll–Tertian algorithm, 347

Claisse–Quintin algorithm, 340

COLA algorithm, 343

deJongh algorithm, 345

Fundamental algorithm, 350–358,

Fundamental parameter (supported)
algorithm, 367, 628,

Japanese industrial standard
method(JIS), 349, 350

Lachance–Traill algorithm, 335

least squares algorithm 376,

Levenberg-Marquardt algorithm 375

particle-ZAF algorithm, 628

quantification algorithm, 629

reconstruction algorithm, 493,
495, 496
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algorithm (Continued)
Rhede algorithm, 670
SART algorithm, 496

alteration (- of materials), 640, 647,
652, 653, 656, 689, 692, 693, 697,
698–700

analysis of materials
- abrasion, 600
- allanite, 670
- alloys (-binary), 11, 18, 19, 24–26,

235, 315, 420, 421, 425, 429, 502,
586, 594, 693, 705–709, 781

- ashes, 647
- bitumen, 647
- borates, 425
- bromine, 593, 734, 740–752
- carbonate, 390, 647, 652, 657, 676,

684
- coal, 647, 675
- ceramics, 415, 425, 441, 689,

694–697
- dust (-specimens) (see also aerosol),

427, 429, 621, 624, 675, 725
- metals, see metal(s)
hydrothermal fluids (- altered rocks

etc), 643, 644, 652, 675, 678–680
analysis of liquids (see also solution)

- certified reference waters, 618
- liquids, 599, 412–415, 426
- oil, 647

analytical uncertainty, 26
angular dispersion, 117
art-historical-, archaeological research,

cultural heritage
ageing phenomena, 688
archaeological research, (- objects,

- artefacts, - samples), 687, 688,
693, 695–698, 700

archaeometallurgical samples, 692
art-historical research, 687
ceramics, 689, 694–697
conservation, 688, 699, 700
cultural heritage, 688
enamel, 689, 695, 697
gemstone, 689, 697, 698
glass, 690, 695–697
glaze, 695, 697
ink, 689, 691, 692
irregular morphology, 689

heterogeneous composition, 689
mineral, 687, 691, 697–699
pigment, 689–692, 697, 698
porcelain, 694, 695, 697
restoration, 688, 696, 700

atomic cross-section, (see scattering)
attenuation see absorption
attenuator see absorber
Auger

- effect, 316, 317, 395, 501,
- electron, 202, 311, 316, 317, 318,

322, 339, 379, 381–383, 455, 503,
629, 637

back-calculation scheme, 327, 375, 378
background, 8–17, 163–165, 171–177,

206–250, 275–301, 385–387,
398–402, 412–415, 424, 436, 440,
444, 455, 458, 461, 463, 470,
475, 478, 489, 496, 501, 507, 509,
522–524, 529, 533, 538, 544, 570,
591, 592, 599, 600, 609, 612, 614,
629, 653, 663, 669, 674, 682, 733,
737, 740–742, 751, 768, 769

backscatter Kikuchi diffraction (BKD),
658

balance (- element), 340, 390, 391
biomaterials (analysis of -)

biological samples (preparation of -),
426, 427, 737, 752, 753,

animal(s), 731, 734, 742, 747, 755
biomaterial, 698, 699
biomonitoring, 734, 747, 755
biotechnological application, 730, 735
cells, 740, 749, 751, 753, 755, 758,

761, 763–768
human (- blood, - urine, - amniotic

fluid, - bodyfluids, - hair, - cancer),
729–734, 736, 738, 740–745, 749,
755, 760, 763, 766

human deficiency diseases, 729–734,
736, 738, 740–745, 749, 755, 760,
763, 766

metal(s) in -, (heavy metals in -),
729, 731, 732, 734, 735, 740–742,
746–748, 752, 756, 758–760, 763,
765, 768

pathological (- conditions, - tissue),
488, 731, 732, 762–764
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plants (leaves, vegetation), 426,
734–737, 747, 748, 755, 758,

scales, 756, 757,
tissue (human -), 729–732, 736–741,

744, 747, 749, 752, 753, 755–758,
760–764

Bormann effect, 131
Bragg, 658, 661–665
Bragg diffraction, 115, 130
Bragg law (- equation), 115, 148
Bragg–Fresnel optics, 87, 88

Meridional Bragg–Fresnel grating,
121, 124

Sagittal Bragg–Fresnel grating, 121
Bragg–Fresnel gratings, 115
Bragg–Fresnel Holographic Optics,

185
Bragg–Fresnel lens, 82

brightness, 69, 470, 523, 529–531, 540,
664

broadband (filter), 85, 86, 152, 155, 202,
477, 530

bulk analysis, 601, 603, 621, 718, 759,
760

buried layer, 510–514, 590

cabinet X-ray systems, 844
calibration, 24, 25, 310, 326, 349, 350,

361, 362, 384–389, 393, 400–403,
414, 499, 505–509, 513, 516, 517,
529, 545, 547, 565, 566, 570–578,
591, 595, 608, 615, 677, 678, 683

calibration procedure, 352, 356, 374,
505, 730

calibration samples, 421, 615, 769
calibration standard, 369, 420, 570, 577,

578, 706
CAMEX, 269, 273, 274, 279
capillary optics (see also polycapillary

optics and monocapillary), 48,
88–90

cathodoluminescence (CL), 648
certification of reference material/

chemical compounds, 737, 770
characteristic (X-ray) lines, 2, 3, 16,

17, 33, 37, 54, 143, 151, 212,
214, 358–360, 371, 372, 481, 489,
496, 513, 521, 602, 622, 629, 658
661–663, 667, 766, 769

chemical bonding, 8, 9
chemical compound, 13, 315, 569, 715,

769–773, 777, 779, 783
chemical state, 297, 312, 325, 473, 486,

501, 552, 680, 682, 683
cleaning (- procedure, - method,

- process, - bath), 419, 500, 509,
535, 537, 540, 552, 705

coating, 45, 54, 57, 115, 131, 137,
185, 369, 377, 442–460, 477, 513,
554, 559, 565, 567, 586–589, 592,
596–598, 657, 665, 690, 698, 718

coating thickness analysis, 458
coin(s), numismatics, 700–712

forgeries, 707, 708
cleaning of -, 705
identification of mints, 711
- imitation, 708

collimator, 6, 13, 94, 95, 98, 216, 229,
302, 374, 386, 435–440, 463, 502,
535, 543, 544, 580–583, 588, 611,
614, 659, 660, 663, 664, 732, 770

complexing agents, 616
compound refractive lens, (see refractive

optics)
Compton-effect, - scattering, (inelastic-,

incoherent scattering), (see also
absorption, Compton-)

- peak, - intensity, - correction,
- ratio, 57, 93, 153, 204, 206, 216 ,
312, 359, 363, 365–368, 391–393,
466, 474, 478, 481, 484, 492, 494,
496, 503, 610, 629, 650, 682, 695,
698, 740, 741, 743, 751, 753, 769,
770, 772–776

Compton/Rayleigh tomography, 474,
492, 493, 495, 496

concentration profile, 600, 617, 689, 699
confocal set-up, 435, 462–465, 470, 472,

473, 676, 689, 692, 700
contamination (- analysis, bulk-,

metallic-, non-metallic-, surface-),
498–500, 505, 509, 510, 512, 513,
516, 517, 534, 535, 539, 540, 549,
552, 553

continuous spectrum, 33, 35, 37, 40, 55,
57, 61, 143, 501, 522, 680

Coster–Kronig transition, 317
covariance matrix, 776
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counter (see detector)

critical angle, 89–92, 94, 96, 97, 99, 100,
110, 118, 130, 501, 510–515, 583,
584, 612, 614, 737

cross section see scattering

cross validation, 777

cross-checking methods, 713

crystal lattice, 136, 149, 166, 506, 658,
670

crystal optics, 157, 165

bent HOPG crystal, 145–147, 152,
156

curved (crystal) monochromator, 7,
145

crystal monochromator, 86, 88, 143,
151, 157, 158, 163, 165, 166, 523,
537, 614, 681, 757, 761

cylindrical HOPG, 152, 154

ellipsoidal HOPG, 156

log spiral HOPG, 153

HOPG monochromator, 151, 153–155

HOPG focusing optics, 153

HOPG toroid, 152, 154

dating, 453, 642, 645, 651, 669–671,
687, 691, 692, 694, 699, 700,

Debye–Waller factor, 118, 142

decay scheme, 57, 61, 62, 637, 669

DefMA (Definition of Measurement and
application conditions), 567, 568,
570, 572, 576, 577, 582, 591, 598

depth, (sample -), 98, 514, 555, 558,
590, 775, 838, 839

- profile (-ing), 463, 465–469, 472,
473, 475, 498, 510, 511, 513, 514,
600, 704, 737

- resolution, 465, 474, 737

- sensitive (method), 434, 435, 462,
470, 473, 689

analysis -, 692, 693

fluorescence -, 466, 482

half -, 482

information -, 390, 394, 434, 447, 463,
470, 472, 473, 554, 665, 697, 703,
706, 709, 719, 770

penetration -, 40, 53, 149, 457, 472,
475, 483, 501, 509, 612, 671, 753,
775

detection efficiency, 199, 204, 205, 209,
221, 226, 302, 319, 326, 524, 547,
619

geometrical efficiency, 206, 234

intrinsic efficiency, 206, 208

photo peak efficiency, 206

quantum efficiency, 269

-sensitivity, 152, 469, 470, 599, 600,
772

detection limit (DL) or

limit of detection (LOD) or

lower level of detection (LLD) or

minimum detection limit (MDL),
388, 398, 499–501, 503, 507, 508,
518, 526, 530, 533–540, 546, 547,
550, 551, 602, 603, 607, 609, 610,
614, 618, 620, 622–627, 771, 751,
752, 755, 764

detector response function, 547, 550,
632

detector(s), (see also semiconductor
detector, gas proportional counter)
1, 12, 35, 199–203, 205, 207, 209,
216, 218, 220, 262, 479–481, 579,
841, 842

active pixel sensor (APS), 278, 280

cryogenic - (low temperature -, Milli
Kelvin ), 201, 205, 263, 842,

energy dispersive (ED) – 435, 437

film -, 842

imaging -, 200, 263

micro-bolometer - (see cryogenic
detector)

multichannel (multicell) SDD,
231–235

PIN diode - , 153, 156, 166, 222, 229,
234, 235, 242, 243, 437, 458, 484,
489, 564, 579, 580, 587, 593, 642,
648, 682, 701, 766

pn-CCD, 262, 264–283

pn-CCD in frame store format, 277,
278, 282, 283

position sensitive – (PSD), 224, 290,
291, 481, 664, 735

semiconductor – (see semiconductor
detector), 5, 63, 201–205, 209–218,
222, 531, 547, 579, 581, 587, 593,
601, 682, 841
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scintillation - (counter), 6, 19, 199,
200, 204, 211, 216–218, 235, 288,
289

High Purity Germanium -, (HPGe -),
217, 221, 222, 480, 754, 758

Superconducting Tunnel Junction
(STJ) - detector (see cryogenic
detector), 201, 202, 205, 549, 620

silicon diode -, 219

Silicon Drift Detector, (SDD), 104,
200–208, 216, 222–235, 242, 243,
265, 269, 437, 658, 480

lithium drifted silicon detector
{Si(Li)} -, 437, 458, 650, 659,
662–664, 682, 770, 771

depletion (of charge carriers),
220–223, 263, 266, 270, 284

Peltier cooled -, 216, 221, 222, 228,
231–234, 480, 580, 613, 648, 649,
665, 648, 249, 665

detector electronics (- theory),

baseline restoration, 252, 254, 504,
537

charge handling capacity, 276

charge (sensitive) preamplifier,
236–239, 252, 271

charge transfer (- efficiency), 266,
287, 270–272, 277, 279–281

digital pulse processing (DPP),
259–261

electronic noise, 212, 220–222, 224,
225, 231, 235, 271, 272

equivalent noise charge (ENC), 212,
220–225, 231, 235, 236, 239–246,
257, 258, 263, 264, 270–272

peak-tail background, 214, 215

pile-up rejection, 252–255, 261, 507,
563, 564

pole-zero compensation, 252, 253

pulse height analyzer (PHA), 291,
293

signal processing, 203, 237, 245, 248

shaping time, 200, 222, 224, 227, 229,
230, 240–242, 245, 246, 252, 258

shaping amplifier (SHA), 236, 241,
249, 250, 252, 253, 257, 260

voltage (sensitive) (pre)amplifier,
236, 237, 504

diamond anvil cells (DAC, HDAC), 478,
479, 641, 672, 678, 679

differential attenuation (see also
absorption), 314

diffraction optics (see also Bragg-Fresnel
optics), 111, 167, 178

diffraction grating(s), 10, 87, 115,
119–121, 123, 125, 128, 171, 177,
178

multilayer, 9–11, 85–88, 90, 115, 284,
530, 532

multilayer (ML) grating, 115, 477,
501, 503, 520, 521, 523, 526, 527,
530, 532, 541, 542, 546, 614, 648,
752, 756, 760, 763, 765

multilayer design, (synthetic
multilayer)129–143, 285, 287, 293,
299

multilayer mirror, 141, 180, 182, 185,
202, 203

reflection zone plate, 85, 87, 179–183

transmission zone plate, 167, 168,
172, 180, 181, 183–185

variable line spacing (VLS) grating,
115

zone plate, 87, 112, 114, 119, 120,
167, 168, 169, 170–189, 473, 477,
751, 760, 761, 764–768

zone plate aberrations, 169

diffraction limited resolution, 116, 169,
171–175

direct excitation, 311, 317, 322, 324,
329, 331, 332, 334, 369, 379, 380

discriminant (- method, - function),
724, 774, 776, 777

dose (radiation-), 64, 312, 490, 491, 697,
736, 754, 835–844

ambient dose equivalent H*(10), 839

effective dose, 837

- limits, 839, 840, 843, 844

personal dose equivalent Hp(10), 838

EDS (- microanalysis), see energy
dispersive spectroscopy

effective wavelength, equivalent
wavelength, 331

efficiency, see detection efficiency

electrodeposition, 608, 609, 616, 618
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electron microprobe analysis (EMPA),
639, 645, 648, 669, 670–672, 682,
685, 699, 711, 719

electronic focal spot, 41
elemental composition, 85, 433, 470,

474, 621, 625, 632, 633, 638,
714–716, 719–724, 727, 728, 730,
731

EMMA see (micro-XRF)
empirical influence coefficient, 310, 334,

336, 342
energy dispersive XRF (EDXRF), 284,

291, 300–302
energy resolution, 209, 210, 263, 271,

272, 547
statistical energy resolution, 211

energy spectrum, 57, 62
energy-dispersive spectroscopy (EDS),

284, 480, 481, 658–661, 667
energy-dispersive X-ray diffraction

(EDXRD), 659, 662
energy-dispersive X-ray fluorescence

(EDXRF), 52, 144, 145, 151–155,
284, 291, 299–302, 429, 444, 609,
611, 622–625, 641–643, 645, 647,
648, 650, 651, 653, 655, 657, 669,
686, 692–698, 701–712, 741, 745,
772–777, 781

energy-dispersive X-ray fluorescence
using HOPG, 144, 145, 151–154

energy-dispersive X-ray spectroscopy
(EDXRS), 155, 503, 659, 730, 769,
770, 773, 774

enhancement (-effect), 16, 144, 334,
337, 338, 339, 340, 344, 351, 352,
355–359, 364, 366, 369, 373, 379,
380, 400, 492, 559, 561, 562, 590

enrichment, (de-, depletion), 457, 517,
600, 636, 637, 640, 653, 656, 675,
676, 678, 679, 693, 697, 702, 703,
705, 709, 744

environmental materials, (geology,
mining), 645, 646, 652, 674, 675

clay, 647, 657
depleted uranium (DU), 633, 639
granitic rocks, 646
granitoids, 647, 670
drinking water, 606, 607, 610, 616
hot particles, 636, 639

humic substances, 619

leaves, 735, 736, 758

magmatic rocks, 640

metamorph(-ic) rocks, 640, 644, 670

metamorphism, 640

metasomatism, 640, 675

mine waste, 642

mineralization, 640, 643, 646, 647,
652, 653, 656, 687

mineral(s), 641, 644, 645, 647, 653,
657, 659, 668–672, 675, 676, 679,
680, 682, 685, 687, 691, 697–699

xenotime, 670

zircon, 645, 657, 670, 672

mining, 640, 641, 646, 647, 653, 655,
686

monazite, 642, 669–672, 680

ore, 641, 643, 646, 647, 656, 657, 675,
708–711

rain water, 606, 609

river water, 605, 612

rock (hard -), 640–648, 651–653, 657,
659, 670, 674, 695, 697, 698

rock units, 643, 644, 646, 652

salt, 644, 647, 648, 657, 686

seawater, 605, 606, 608, 617, 618

sediment, 635, 636, 644, 646, 651,
652, 655

shales, 647

soil, 640, 642, 643, 655, 675

soil analysis, 602

soil particle, 632–634

volcanic rocks, 644

weathering, 640, 652, 655

water analysis, 607, 609, 614, 616,
618–620

water sampling, 605

wood, 699, 755, 759,

EPMA (electron probe micro analysis),
601, 603, 627–629, 631–634, 639

error-propagation, 398

escape peak (-process), 206, 207, 216,
221, 480, 485, 505–507, 533, 534,
564, 591, 769

exploration, 640, 642–646, 653, 686

extended X-ray absorption fine struc-
ture (EXAFS), 680, 681, 685,
686



Index 855

Fano factor, 211, 212, 221, 270
filament current, 42, 43
filter (X-ray), 2, 13, 37, 53, 88, 110,

152–155, 202, 203, 481, 488, 501,
502, 526, 534, 550, 564, 568, 569,
582, 613, 622, 641, 665, 672, 733,
742, 743, 753, 756, 770

fluorescence tomography, 473, 491, 492,
495

fluorescence (fluorescent) yield, 221,
309, 317, 318, 339, 472, 503, 505,
510, 519, 547, 619, 632, 655, 681,
682, 683

forensic research, 712, 714
- examination, 719
car paint, 712, 715, 718
criminalistic traces, 713, 715
glass microtrace, - fragment, 715,

721–736
gunshot residue (GSR), 725–727, 736
oil stains, 715, 719
paint chip, 715, 716, 718, 719
paint traces, 715

FP, see fundamental parameter
Fraunhofer diffraction, 113, 114
Fresnel diffraction, 112, 113
Fresnel–Kirchhoff diffraction, 112, 171
fundamental (influence) coefficient, 347,

356, 357
fundamental parameter method (FP

method), 5, 8, 11, 17, 19, 25,
309–327, 481, 614, 650, 734

fundamental parameter, 144, 347, 403,
436, 555, 614, 628, 651, 674, 706,
769

fundamental parameter method for the
practical analysis of layers and
materials, 555

gas proportional counter, (see also
detector), 211, 212, 216–218, 290

(gas) flow proportional counter
(F-PC), 6, 9, 290, 299

sealed proportional counter (S-PC),
290, 291

position sensitive proportional
counter (PSPC), 290, 291, 481,

gas proportional scintillation counters
(GPSC), 217

geoscanner (XRGS), 649, 650, 655
glass, 11, 13, 91, 93, 101, 107–110, 299,

425, 426, 442, 444, 448, 464, 469,
470, 630, 654, 672–675, 680, 685,
695–697, 781

glass-capillary optics, see capillary
optics and polycapillary

goniometer, 659, 661, 664, 665
grain size (effects), 366, 422, 509, 513,

643, 651, 653, 663, 777–781
grazing emission X-ray fluorescence

(GEXRF), 641, 737

hard material layers, 596
hazardous potential, 647
health hazards (X-ray), 836, 839
high-resolution spectra, 685
highly oriented pyrolytic graphite

(HOPG), (see also crystal optics),
85, 144, 145, 648

homogeneous samples, see inhomogene-
ity phenomena

HOPG see highly oriented pyrolytic
graphite

ICP-MS, 519, 645, 651, 675
identification

non-invasive -, non-destructive -,
769–771, 780, 781

- of unused chemicals, -of com-
pounds), 770, 771, 773, 777,
779

identity control, 770, 781
IEF (isoelectric focusing), 756
image transfer, 114, 177
inclusions in homogeneous material, 444
indirect excitation, 309–311, 317, 322,

331, 334, 371, 379, 382, 395
influence coefficients, 310, 327–358

influence coefficients, types of -, 333,
334

theoretical – (TIC), 310, 311, 327,
334, 337, 395

empirical – (EIC), 310, 334, 336, 342
information depth, 390
inhomogeneity phenomena, 25, 26, 421,

444, 445, 451, 482, 667, 687
international technology roadmap for

semiconductors, 500
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ionising radiation, 835
IR spectroscopy, 700
ISO guide, 396

KIM-equation, 329

LA-ICP-MS, (Laser Ablation – Induc-
tively Coupled Plasma – Mass
Spectrometry), 675, 676

laterally graded crystal, 86, 157, 158,
166

lattice parameter variation, 159
layer model, 555
light element, 8, 17, 519, 547
linear attenuation, (see linear absorp-

tion)
linear absorption (-coefficient) 206, 207,

313, 314
linear polarization, 67, 470, 478, 492,

523, 530, 534, 541, 549, 619, 751
local distribution, 588
low Z contaminants, -compounds, 546,

551, 614,
low Z element, 519, 546, 547, 551, 619,

621, 626–628, 751
low energy region, 519
lower level of detection, see detection

limit
lower limits of detection (LOD), see

detection limit

Mahalanobis distance, 777
main elements, 706, 707, 711, 722, 752,

757, 762, 765
mapping, 442, 640, 642, 645, 646, 651,

653, 657–660
material selection rules, 136
matrix correction, 5, 8, 17, 19, 24–26,

327–358, 367, 385, 386, 393, 400,
426, 601, 730, 769

matrix elements, 153, 202, 332, 333,
338, 343, 352, 358, 379, 392

matrix influence, 330, 390, 392, 393,
402, 403

matrix method, 133
mean atomic number, 769, 772–777, 781
measurement uncertainty, 572–578, 590
metallic (surface) contamination, 498,

500, 504, 519, 528, 537

metallic specimens, 419
metal(s), 12, 17, 19, 235, 298, 417,

419–421, 425–427, 429, 481, 538,
550, 591, 592, 596, 597, 642, 661,
692–694, 759, 760, 763, 689, 692,
693

alloy, 235, 643, 693
heavy -, 129, 416, 426, 502, 606, 612,

621, 622, 634, 642, 652, 728, 729,
731, 734,

noble -, 427, 519, 702, 704, 705,
707–709

trace -, 417, 481, 605–607, 616,
618–620, 640, 746

transition -, 416, 417, 505, 528–530,
537, 543, 547, 550, 605, 608, 609,
616

metrology, 498, 546
micro-PIXE, see proton microprobe
micro-XRF, (see also microprobe):

laboratory units with X-ray tube,
157, 433, 434, 648, 652, 658,
659, 669, 671, 682, 687, 701, 706,
710,714, 716, 724, 725, 727, 728,
736

3D micro-XRF, 462–464, 467–474,
689, 692, 700

coating thickness analysis, 458
confocal set-up, 435, 462–465, 470,

472, 473, 676
depth profiles, 466
depth resolution, 465
elemental density, 472
inclusions, 444
inhomogeneity, 445
line scan, 442
mapping, 442
micro volume, 462
multiple point analysis, 448
single particle analysis, 447
table top 3D micro-XRF, 467
ultra trace element analysis with

micro-XRF, 461
microanalysis, 42, 48, 49, 51, 85, 379,

442, 474, 488, 491, 492, 501, 555,
627, 633, 642, 658, 669–672, 674,
685, 718, 759

microanalytical systems, 648, 651
microbeam scanning, 658
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microfocus, 34, 47, 48, 54, 88, 95, 100,
104, 173, 184, 185, 470, 580, 611,
648, 700, 751, 752, 755, 761, 763

microprobe, 474, 729, 751–753, 758,
759, 761–763, 766, 768

microprobe (with synchrotron photon
source), SR photon microprobe,
micro-XRF, experimental aspects,
474–481

detector, 479–481
photon source, 475
sample environment, 478, 479
undulators, 476
X-ray optics, 476, 477
microprobe, -photon microprobe,

quantitative aspects, 481–484
elemental mapping, 484
fundamental parameter, 481
line scan, 484

microvolume, 462–467, 472, 618
minor elements, 425, 470, 472, 497, 627,

632, 696, 706
misclassification risk, 777, 779
mobile field laboratories, 643
monitoring (the chemical composition),

602, 604, 622, 626, 636
monocapillary, 88, 94, 95, 110, 583, 585,

624, 649, 650
elliptical -, 99,109

monochromator, (see also crystal
optics) 537, 672, 681, 685

monochromator energy resolution, 157
Monte Carlo based quantification, 627,

632, 633
Monte Carlo methods (MC), 153, 310,

311, 394, 674, 675, 677, 730
morphology, 616, 621, 628, 629, 658,

659, 689, 693, 725, 726
mosaic crystal (see also HOPG), 145

mosaic focusing, 150
mosaic spread, 145, 146
mosaicity, 145, 147

multivariate (data) analysis, 694, 773,
774, 779

near surface bulk contamination, 498
near surface layer, 510
NEXAFS, 551, 552
noise sources, 238–240, 245, 246, 258

non-dispersive X-ray fluorescence
(NDXRF), 641

nondestructive, 730, 762

noninvasive, 733, 770

nonmetallic contamination, 498

nuclear industry, 647

optical focal spot, 41

organic artefacts, 698

organic halides, 781

orientation distribution, 658, 662

oxidation state, 537, 552, 587, 675,
682–685, 694, 762, 767

packing wall thickness, 777, 779, 781

parabolic capillaries, 99, 101, 109

particulate matter (-phase, - substance)
419, 427, 428, 498, 504, 505, 509,
510, 512, 513, 605, 606, 618–621,
623, 627, 628, 632, 636, 637

principal component analysis (PCA),
447, 448, 486, 774–783

PCA plot, 448, 777, 779–782

penetration depth, see depth

pharmaceuticals, 441, 735, 746, 781

photo-absorption, 273, 312, 313, 315,
316, 318, 395

photo-effect (see photoelectric effect)

photoelectric effect, 204, 312

photon microprobe - applications,
488–497

Compton/Rayleigh tomography, 493

element specific tomography, 491

fluorescence tomography, 495

optimal-estimate functions (method),
495

pink beam, 488–490, 766

pink excitation, 488, 490, 491, 754,
764, 766

single cell spectroscopy, 488

transmission tomography, 492

PIXE (particle induced X-ray emission),
154, 434, 474, 475, 490, 555,
601–603, 624, 625, 627, 671,
673–677, 693, 696, 701, 704, 708,
711, 724, 738, 739, 741, 745, 758,
762, 765
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polarization, 2, 69, 133–135, 142, 470,
480, 484, 522–524, 531, 541, 542,
549, 619, 730, 751

polycapillary

- conical collimator, 98, 442, 463, 464,
467–480

- concentrator, 47

- lens, (- full lens, - half lens), 48, 49,
98, 100, 106, 433–437, 442, 463,
464, 467, 470, 584, 585, 763

- optics, 48, 97–100, 610, 689, 700,
754

poly-CCC (see polycapillary conical
collimator)

polycapillary, 88, 97–100, 103,
106–109, 464, 585, 611, 700

polychromatic excitation, 144, 327, 332,
334, 488, 562, 563, 567, 753

position sensitive detector (PSD) see
detector

positioning of the sample, 440, 441, 476,
478, 479, 503, 543, 576, 579, 586,
669, 781

powder specimens (see preparation of -)

preparation (-method, -techniques)

specimen (sample) preparation, 5,
301, 309, 310, 360, 386, 388, 389,
390, 399–401, 411–413, 419, 420,
421, 425, 426, 442, 450, 451, 620,
648, 669, 713, 716, 720, 724, 728

- agent(s), 386, 388, 389, 390

- of coins, 705

- of biomaterials (see biomaterials)

- of powders, 421

- of standards, 334, 360, 420

Chelex-100, 609, 619

coprecipitation, 416, 427, 744

digestion, 606, 618, 625

dithiocarbamates (APDC, DDTC),
416, 427, 609, 616, 743

droplet preparation, 416, 616, 619,
620,

extraction, 418, 419, 427, 608, 612,
616, 618, 699, 720, 741, 748

filtration, 605, 612, 617–619

freeze-drying, 415, 610, 742

fusion, 301, 363, 390, 413, 424, 425

organic glassy polymer specimen, 414

grinding, 415, 419, 421–424, 705, 722,
730

liquid(-liquid) extraction, 608, 616
microwave digestion, 427, 737, 738,

740–742
NaDDTC (or APDC) preparation

method, 609, 616, 617
preconcentration, 415–419, 427,

607–610, 612, 614, 616–620
pelletizing, 413, 416, 417, 423–425,

609
sampling, 412, 428, 535, 605, 612,

621, 622, 625, 626, 641–643, 647,
661, 687, 688, 697, 698, 726, 734,
736, 742, 752

dried spot sampling, 461, 610
surface preparation, 419, 420, 499,

508, 518, 553, 697
SDS-PAGE (sodium dodecyl

sulphate polyacrylamide gel
electrophoresis), 756

solid phase extraction (SPE), 607,
616

vapor phase decomposition (VPD)
(see wafer analysis techniques)

wet digestion, 426, 427
precious metal layers, 597
precision (analytical), 5, 7, 11–13, 15,

16, 19, 20, 25, 301, 311, 401, 402,
403, 416, 423, 425, 426, 492, 497,
576, 594, 618, 695, 702, 706, 707,
712, 724, 733, 742, 743

pressed pellets, 390, 425, 645
primary excitation, 317, 322, 381, 411,

539, 558, 559, 562, 566
principal component analysis (PCA),

447, 448, 486, 694, 695, 774–777,
779, 800–803

principal components (PCs), 448,
774–783

process analytics, 416, 729
prospection, 645, 646
proton microprobe see PIXE

quantitative
- analysis, 3, 17, 19, 144, 214, 276,

309–404, 441, 474, 483, 490, 601,
614, 622, 629, 632, 643, 675, 696,
698, 722–724, 728, 731
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- determination, 6, 8, 13, 19, 212, 694,
696, 720, 723, 732, 744, 760

- layer analysis, 555
- micro structural analysis, 659
- WDX, 384, 686
- XRF, 85, 309, 335, 347, 384, 386,

484, 503, 614, 694, 695, 774
quantification, 144, 334, 353, 369,

436, 442, 448, 466, 472, 474, 503,
507, 510, 512, 516, 599, 610, 615,
620, 626, 628, 629, 632–635, 669,
674, 677, 692, 700, 727, 730, 736,
742, 747, 752, 756, 763, 765, 768,
769

- method(s), 628, 632, 635
- model(s), 438, 439, 442
- of granular residues, 510, 512

radiation damage, 271, 272, 279, 485,
488, 490, 511, 670, 671, 697, 736,
753, 754, 766, 767, 839, 840

radiation protection, 47, 64, 836, 839,
843

radioactive source, 1, 15, 56, 57, 63, 64,
275, 317

annular source, 63, 65
disk source, 63
stainless steel capsule, 63

radionuclides, 54, 56, 635, 636, 637, 648,
688, 698, 709

Raman (-spectroscopy, -background,
-peak, -signal), 528, 538, 544–546,
638

- contribution, 538
- scattering, 523, 550
- spectroscopy, 648, 700
resonant Raman scattering, 550

rapid element screening, 296, 642, 643,
736

ray-tracing (program RAY), 151, 153,
166, 173, 175–184

Rayleigh (-elastic, coherent, -scattering,
-line), (see also Compton/Rayleigh
tomography) 153, 172, 181, 204,
392, 466, 474, 478, 484, 492,
494–496, 629, 695, 698, 751, 753,
769–776

read noise, 272, 279
reference-free XRF, 552

reflecting surface, 4, 91, 510, 515
reflection grating, 115, 117, 121
reflection zone plate, 85, 87, 179–183
refraction (- X-ray refraction), 11, 85,

90, 129–131, 135
refraction (refractive) index, 86, 89, 90,

100, 101, 119, 129–131, 134, 135,
138, 170, 287, 288

refractive (X-ray) optics, 89, 90, 187
compound refractive lens, 89,

187–189, 477, 495, 674, 751, 762,
764

refractive multiple lens, 187
regularized discriminant analysis

(RDA), 774, 776, 777
regulation (US EPA-/EC-), 607
residue, 511, 694

evaporated-, dried- , 415, 416, 427,
509, 513, 610, 613, 615, 620, 741,
749

gunshot-, 441, 725–727, 736
liquid-, droplet- , 506, 508, 517, 518,

720
mining-, 655
particulate-, granular-, 505, 510, 512
solid-, 461, 611, 612, 741

ROSITA, 277, 278, 280, 281, 283

scanner, 651, 517, 518, 649–651
scanning electron microscopy (SEM),

440, 443, 499, 639, 648, 653, 658,
693, 696, 697, 701, 792, 705, 707,
714–727

scans, (line-, raster-, tomographic-,
area-, XRF-, XAFS-), 183, 184,
471, 478, 484, 485, 491, 492, 550,
552, 641, 648, 649, 651, 655, 657,
660, 676, 685, 689, 693, 699, 752,
757, 763, 768

scattering,
- cross section: barns/atom, (atomic

cross-section), 312–314
- contributions, 522, 524, 539, 541
- peak (elastic -, inelastic -), 214, 534,

541, 769, 772, 773
photoelectric -, see photoelectric

effect
elastic -, see Rayleigh
inelastic -, see Compton-effect
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score plot, 775–782
secondary excitation, 16, 322–324,

329, 331–333, 351, 352, 379–382,
559–562, 590

segregation, 19, 25, 26, 161, 418, 676
SEM/EDX (see also scanning elec-

tron microscopy (SEM) and
energy-dispersive X-ray analysis),
714–716, 718, 721–727

SEM/WDX (scanning electron
microscopy/wavelength-dispersive
X-ray analysis), 716, 722, 724

Sematech, 529
semiconductor detectors, (see also

detector), 218–222
High Purity Germanium (HPGe)

detector, 217, 221, 222, 480, 754,
758

Lithium drifted silicon detector
(Si(Li)), 104, 200–202, 217,
220–222, 229, 437–440, 458, 463,
467, 468, 480–487, 503, 542, 543,
548–550, 554, 609, 613, 624, 650,
659, 662–664, 682, 770, 771

multichannel (multicell-), 231–235,
265, 384

on-chip detector electronics, 225,
227–232, 265–272, 283

PIN diode, 153, 156, 166, 222, 229,
235, 242, 243, 437, 458, 484, 489,
564, 579, 580, 587, 593, 642, 648,
682, 701, 766

pn-CCD, 262, 264–269, 272–280, 282,
283

Si diode detector , 156, 219
silicon drift detector (SDD), 104, 200,

202, 203, 216, 222–235, 242, 243,
264, 269, 437–440, 458, 480

semiconductor industry, 299, 498, 509,
540, 546, 549

shallow dopant implant, 510
Si-wafer, 510, 531, 537–540, 547, 549,

612, 620, 626
Siegbahn notation (designation), 316
single layer, 134, 310, 318, 558, 559,

567, 586, 588, 718
single particle (-analysis), 447, 622, 627,

628, 632
size fraction, 552, 621, 622, 777, 778

small angle approximation, 112, 122,
175

soft X-ray (-regime, -range), 6, 8–14, 35,
99, 136, 216, 217, 225, 263, 287,
477, 546, 547, 553

solution (see also analysis of liquids),
358, 362, 391, 412–418, 421, 426,
427, 456, 505, 508, 509, 513, 517,
519, 538, 608–612, 615, 620, 738,
740, 746–749

speciation, 462, 491, 501, 537, 551, 553,
618–620, 636, 637, 675, 685, 730,
748, 756, 758

spectra evaluation, 563, 564, 567, 570,
599, 775, 780

spectral reflectance, 157, 161
spectrum smoothing, 775
spurious peak, 501, 505, 507
standard addition (-method), 361, 362,

614, 735
standard sample, (see also preparation

of standards) 26, 348, 350, 384,
392, 393, 401, 577, 615, 716, 720,
723, 761

standard(s), (reference standards) 6,
17, 26, 310, 325, 326, 334, 340,
348–350, 352, 356, 363, 364, 369,
384, 413, 420, 428, 429, 442,
469, 470, 488, 505, 507, 508, 513,
516, 533, 535, 554, 565, 570, 596,
623, 628, 632, 671, 673, 674, 706,
716, 720, 723, 730, 738, 747–749,
761–768

internal standard(s), 358–362, 415,
416, 424, 426, 429, 447, 508, 513,
610, 614–616, 626, 695, 731, 734,
740–746, 749, 755, 757

reference material, 325, 350, 396, 402,
403, 424, 425, 428, 429, 447, 448,
488, 498, 504, 505, 507, 508, 517,
518, 537, 623, 673, 674, 677, 678,
701, 706, 714, 737, 742, 866

standardized method(s), 311, 400–403
standardless (method(s)), 384, 385–393,

403, 442, 573, 632, 677, 700
standing wave, 131, 136, 502, 509–511,

515, 612
substrate (sample carrier), 11, 123, 125,

127, 133, 137, 147, 166, 180–187,
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202, 266, 370, 377, 378, 382, 415,
427, 484, 509, 510–516, 524, 538,
591, 594–598, 521, 608, 612, 618,
626–629, 638, 665, 737, 738, 741,
743, 744, 747–749

sum peak, 255, 480, 485, 634, 769
supermirror, 139
surface alteration, 689, 692, 693, 700
surface analysis, 26, 298, 499, 505, 508,

517, 723, 749
surface film (- layer), 419, 443, 475, 498,

509, 511, 693, 704, 709 - 711
multilayer structure of -, 87, 130, 137,

179, 182, 321, 370, 377, 382, 458,
678, 715

surface finishing, 419
synchrotron radiation, 5, 35, 66, 72,

86–90, 155, 166, 173, 186, 262,
272, 284, 384, 419, 420, 429,
433, 442, 462, 467, 470, 474, 475,
484, 489, 491, 499, 500, 520, 522,
523, 527–531, 533, 538, 540, 544,
619, 642, 672, 674, 678, 680, 729,
748, 749, 751, 752, 754, 755, 758,
763–765, 846

- beamline, 36, 68, 69, 74, 75, 78,
88, 89, 139, 159, 164, 165, 173,
184, 185, 463, 475, 479, 486, 492,
523–531, 541, 542, 546, 547, 549,
551, 619, 632, 634, 674, 699, 700,
701, 762

- bending magnet, 67, 68, 70, 72–76,
186, 475, 526, 527, 529–531, 538,
751, 755–557, 763, 765

ALS, 87
APS, 87, 492, 765–768,
BESSY II, 88, 89, 139, 157, 158, 161,

162, 165, 173, 184–186, 282, 463,
467, 527, 546

ESRF, 67–80, 87, 463, 473, 477, 485,
489, 492, 527, 529, 540, 541, 546,
754, 760–767, 846

ELETTRA, 87
HASYLAB, 157, 463, 523–526, 630,

634, 699, 756, 763
LURE, 88, 477, 755, 757, 760
SPEAR2, 530–532
SSRL, 527, 528–533, 535, 538, 540,

544–546

SR-TXRF, (SRTXRF) 499, 503,
525–537, 540–550, 749, 750

synchrotron radiation X-ray fluores-
cence (SRXRF), 420, 475, 632,
672, 674–677, 679, 688, 695, 696,
698, 699, 729, 740, 751–765, 768

synchrotron source, 86, 434, 442, 467,
473, 492, 530, 533, 539, 540, 619,
620, 626, 627, 658, 674, 679, 696

undulator (-radiation), 68–72, 75–80,
89, 475–477, 488, 489, 527–530,
541, 546, 547, 552, 749, 754, 763,
764, 766

wiggler, 68–72, 75–78, 475, 476, 527,
529–532, 765

tertiary excitation, 322, 324, 326, 395

thickness measurement, (layer-, film
thickness) 11, 12, 124, 132, 156,
185, 287, 369, 375, 377, 378, 459,
460, 468, 470–472, 510, 516, 551,
554, 565, 567, 577, 586, 589, 590,
592, 596, 597, 599

thin film, 11, 86, 119, 136, 309, 311,
321, 325, 369, 382, 388, 414–416,
418, 419, 422, 505, 509, 515,
610, 620, 623, 677, 742, 753, 768,
848

thin layer, 11, 12, 39, 40, 130, 131, 136,
172, 309–311, 319, 321, 325, 369,
370, 377, 414, 415, 441, 452, 458,
459, 509, 511, 579, 587, 611, 621

total (external) reflection, 6, 9, 10, 13,
85–103, 110, 115, 120, 125, 134,
139, 187, 294, 415, 436, 477, 501,
509, 510, 512, 522, 523, 583, 584,
689

total-reflection X-ray fluorescence
(TXRF), 5, 415, 416, 420,
498–512, 516–555, 605, 607–620,
625, 626, 641, 643, 645, 686, 688,
692, 695, 696, 698, 719, 721–724,
729, 736–750

trace element(s), 153, 201, 349, 365,
424, 427, 440, 444, 461, 462, 470,
474, 477, 488, 490, 491, 501, 606,
618, 619, 623, 627, 628, 632, 634,
639, 644–648, 669–676, 688, 691,
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trace element(s) (Continued), 695–699,
706–708, 721, 723, 728, 729, 731,
732, 734, 735, 737–743, 745, 746,
749, 750, 752, 756, 758, 764

traceability, 396, 397, 555, 573
transition level designation, 316
transition (probability), 309, 316–318,

338, 339, 379, 381, 383, 632, 680,
683, 846

transmission (diffraction) grating, 119,
121–125

transmission electron microscope
(TEM), 658, 665, 666, 765

transmission tomography, 474, 492, 493,
495, 496

transport processes, 640, 658
TXRF (see total reflection X-ray

fluorescence analysis)
- angle-scan, 504, 510

TXRF-NEXAFS, 551–553

von Hamos spectrometer, 155, 156

Wafer analysis techniques, 498, 542, 619
electrostatic chuck (ESC), 542, 544,

549
equipment front-end module (EFEM),

549
FOUP, 549
SMIF, 549
vapor phase decomposition (VPD),

499, 501, 505, 508, 517–519, 522,
527, 537, 540, 546, 553

wavelength dispersive XRF (WDXRF),
284–286, 290, 291, 296, 299, 300,
641, 643

applications, 299, 301, 638, 645, 648,
686, 692, 693, 701, 709, 736

crystals in WDXRF, 285, 286
synthetic multilayers in WDXRF,

285, 287–289
WDXRF spectrometer, 296–298

WD-TXRF, 619

X-ray absorption, (see also absorption),
37, 39, 131, 153, 214, 232, 427,
473, 475, 476, 491, 537, 551, 637,
642, 675, 680, 681

X-ray absorption near-edge structure
(XANES), 473, 475, 478, 486, 537,

538, 620, 637, 675, 680–686, 758,
762, 763, 765, 767

X-ray beam, 16, 39–41, 47, 67, 85,
86–88, 90–93, 96, 97, 100, 109,
119, 123, 128, 146, 187, 293, 294,
413, 443, 475, 531, 541–543, 585,
628, 639, 658, 662, 681, 718, 728,
748, 770

X-ray detector, see detector
X-ray concentrator, 97, 101, 102
X-ray diffraction (XRD), 4, 8, 52, 53,

131, 143, 157, 423, 644, 649, 652,
658, 659, 661, 662, 665, 694, 695,
699, 718

X-ray lens, 47, 95, 97–104, 107, 109
X-ray microscope, 89, 169, 282, 649, 650
X-ray mirror, 89, 139, 182, 584, 585, 594
X-ray scanning instrument (XSI), 659,

660, 663
X-ray tube, 34, 36

accelerating voltage, 37, 40, 42, 629
anode, 34–54, 90, 95, 103, 104, 154,

401, 412, 437, 502, 503, 520–523,
557, 572, 582, 613, 623–626, 659,
667, 736, 770, 772

cathode, 8, 34, 36, 38–44, 46, 49,
50–54

dual-anode X-ray tube, 39
end-window X-ray tube, 8, 11–13, 14,

17, 19, 40, 48, 50, 52
field emission (X-ray tube), 35, 49, 50
glass tube, 46
filament, 2, 3, 8, 9, 34, 38, 42, 43, 51,

54
metal-ceramic X-ray tubes, 46
metal-glass tube, 46
rotating anode, 41, 44, 45, 47, 69, 54,

502, 521, 533
side-window X-ray tube, 8, 17, 39, 48
Wehnelt electrode, 39, 43, 44, 52
windowless Si anode X-ray tube, 520,

521
XAFS, (see also (absorption edge fine

structure) 153, 214, 273, 462, 473,
642, 680–682, 685, 754, 766

XANES, see (X-ray) absorption edge
fine structure

XAS, 476, 542
XEUS, 276, 277, 284
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XMM (-Newton), 262, 264, 269,
272–281, 284

XRF (X-ray fluorescence (analysis)),
35, 48, 98, 143, 144, 151, 152, 154,
157, 212, 214, 216, 233, 234, 236,
284, 309, 311, 317, 324, 335, 369,
379, 384, 386, 400, 411, 412, 415,
419–423, 426, 433, 434, 453, 461,

465, 467, 472, 474, 548, 573, 593,
598, 604, 608, 621, 622, 627, 629,
632, 638–647, 655, 658, 672, 676,
688, 695, 701, 714, 718–726, 728,
730, 733–736, 758, 769

XRFA (X-ray fluorescence analysis)
(see also XRF), 554–556, 563, 579,
580, 586–588, 590, 596



Which of the 7 wonders works for you?

Choose from Thermo’s 7
innovative X-ray solutions

When it comes to X-ray solutions for elemental and phase analysis, Thermo Electron Corporation
offers the most comprehensive and versatile range.  With the recent addition of the NITON
portable analyzers to Thermo’s existing range of high-end lab-based systems, Thermo’s XRF
solutions open up a world of choice and opportunity.

1. NITON XLt Series - Portable X-ray tube-based ED-XRF analyzers for WEEE & RoHS
compliance, QA/QC, PMI and more.

2. NITON XLp & XLi Series - Portable isotope-based ED-XRF analyzers ideal for PMI testing,
lead paint & contaminated site assessment and metal sorting & analysis.

3. ARL QUANT’X - Benchtop ED-XRF for multi-element analysis for air particulates, soil
contamination, toxic elements in plastics and forensic science.

4. ARL OPTIM’X - Compact, entry level WD-XRF system ideal for petrochemical applications
and the analysis of oxides in raw materials.

5. ARL ADVANT’X Series - The most flexible sequential XRF family with a choice of power to
suit your application.

6. ARL 9900 Series - The world’s only X-ray spectrometer family integrating XRF and XRD
technology in a single instrument - providing both chemical and phase analysis in one
analytical run.

7. ARL X’TRA - Advanced powder X-ray diffraction system for all structural and phase studies in
materials.

To find out which X-ray wonder can overcome your analytical challenges, visit
www.thermo.com/elemental or email: analyze@thermo.com

Look closer for answers

NITON  XLt Series

ARL 9900
INTEGRATED XRF-XRD

ARL QUANT'X EDXRF

Analyze  • Detect • Measure  • Control™



BRUKER ADVANCED X-RAY SOLUTIONS
www.bruker-axs.com • info@bruker-axs.com

S4 EXPLORER 
1 kW WDXRF

S4 PIONEER 
4 kW WDXRF

S2 RANGER 
EDXRF

 The "Handbook of Practical 
XRF Analysis" and 
BRUKER AXS‘   
Spectrometry Solutions: 
Advanced XRF technologies 
and experience inside



EDiX 
A Miniature X-Ray Source for Handheld XRF Instruments

COMET, a leading supplier of Industrial X-Ray tubes for more than 
50 years, now offers the EDiX line of miniature X-Ray Sources. 
EDiX products are optimized for use in the latest generation of 
battery-operated handheld XRF instruments. The modules are 
available in several configurations and consist of a 
miniature X-Ray tube, a generator and a cable.

EDiX is optimized for the job:
brilliant, highly-stable output high spectral resolution, 
low detection limit
clean output spectrum quick, accurate readings
little appetite for power long battery life

EDiX is optimized for the space:
extremely small size (HV generator is 128 x 50 x 21.5 mm) 
extraordinarily light (< 260 g)
flexible packaging made to order (modular or monobloc)

COMET AG T +41 31 744 9000
Herrengasse 10 F +41 31 744 9890
CH-3175 Flamatt xray@comet.ch
Switzerland www.comet.ch

COMET: The X-Perts for Security, Inspection and Microelectronics



Modular 
X-Ray source for 
μ-XRF in SEM

A combination of X-Ray tube 
and poly-capillary X-Ray optic 
specially adapted for use 
in an SEM to provide sensitive 
μ-XRF trace analysis
State-of-the-art capillary optics 
provide a small analysis area 
with high excitation intensity
High accuracy quantification 
capability via the combination 
of EPMA and XRF data

Benefits of 
X-Ray excitation
Low spectral background
Improved P/B-ratio and 
high detection sensitivity
Deeper penetration 
of the sample
Analysis of multiple layers 
More representative analysis 
of bulk materials

IfG Institute for Scientific
Instruments GmbH
Rudower Chaussee 29/31
12489 Berlin
Phone: +49-30-6392-6500 
Fax: +49-30-6392-6501
info@ifg-adlershof.de  
www.ifg-adlershof.de

Elec tron

iMOXS

X-Ray 
detector



Capillary and HOPG 
X-Ray Optics 
for Research, Industry 
and Medicine

IfG Institute for Scientific
Instruments GmbH
Rudower Chaussee 29/31
12489 Berlin
Phone: +49-30-6392-6500 
Fax: +49-30-6392-6501
info@ifg-adlershof.de  
www.ifg-adlershof.de

Cylindrical, elliptical or parabolic 
mono-capillaries 
for beam shaping providing a medium
intensity gain with either small spot size
or low divergence
Polycapillary X-Ray lenses 
for focussing, collimating or parallelising
X-Ray beams with a high intensity gain
HOPG-optics 
for the combination of monochroma-
tisation and beam shaping due 
to BRAGG-reflection on surfaces 
with complex geometries



Sample Preparation
for X-ray Fluorescence Analysis

Dr. Rainer Schramm1 and Hubert Dzierzawa2

1 FLUXANA
Bonhoefferweg 1, 47551 Bedburg-Hau, Germany
Tel. +49 2821 973875, Fax +49 2821 973876, www.fluxana.com

2 HD Elektronik und Elektrotechnik GmbH
Sommerdeich 22, 47533 Kleve, Germany
Tel. +49 2821 14810, Fax +49 2821 14809, www.hdelektronik.de

1 Introduction

To analyse a sample by X-ray fluorescence analysis (XRF) we have to prepare
our sample according to the goal of analysis. XRF is a surface technique,
which means that for the element of interest, only a layer with a defined
thickness is analysed. This layer must be representative of the whole sample.
Therefore the sample must be homogeneous.

For solid materials an important fact is that the intensity of the fluores-
cence radiation depends on the particle size especially for light elements (F
to Fe). To achieve precise results, unknowns must show the same particle size
distribution as calibration samples. This can only be achieved by a defined
sample preparation procedure. Table 1 shows the dependence of the sample
preparation method on the goal of analysis.

Table 1. Sample preparation according to goal of analysis

goal of analysis sample preparation

Qualitative, test if element is presentr No preparation, sample is placed
directly in a sample cup*

Semi quantitative and quantitative Powder with defined particle size,
e.g. 60 μm

Quantitative Pellet w/o binder or fused bead

*postulates that enough sample material is available to cover the X-ray beam
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2 Sample Preparation

Loose Powder / Liquids

Fig. 1. Preparation of a liquid cell or sample cup for the direct analysis of powders
or liquids

For the direct measurement of liquids or loose powders, a plastic cup
is used (see Fig. 1). This cup consists of an inner ring, an outer ring and
a cap (e.g. FLUXANA professional cups). Between the rings is placed an
X-ray transparent film which also serves as the bottom of the sample cup.
After preparing the sample cup, the sample can be poured into it and then
measured.

The choice of the film is defined by the elements of interest (see Fig. 2).
It must be noted that some of the films contain different impurities.
(For more info: www.fluxana.com)

Fig. 2. Transparency of different films for X-ray fluorescence radiation of light
elements
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Fig. 3. Preparation of routine cement sample: 45 g
of the sample is poured into a 50 ml WC jar and
2×0.25 g tablets of FLUXANA Multimix are added.
A 40-mm pellet is produced by pressing at 25 tons

Fig. 4. Preparation of calibration standard with
wax: 6 g of the powder is mixed with 2 g of FLUX-
ANA wax. A 40-mm pellet is produced by pressing
at 25 tons

Pressed Pellets

The high error of loose powder analysis can be reduced by milling the powder
and reducing the particle size to < 60 μm. This can be achieved with a disc
mill, ball mill or “swing” mill (ring and puck mill) using a milling container
which is hard enough to grind the material. At this point contaminants in the
container material have to be taken into account. Usual materials are agate,
aluminium oxide, zirconium oxide or tungsten carbide.
(For more info: www.fluxana.com)

To present a good surface and a consistent density to the X-rays, a pressed
pellet has to be prepared although. Not all materials will form a stable pellet
under pressure. Therefore the use of a binder or grinding additive is recom-
mended.

Properties of Grinding Additives/Binders for X-ray Fluorescence:

– good grinding performance,
– binding property under pressure with a high variety of materials,
– good stability under X-ray radiation,
– long term stability necessary for standard preparation,
– non-hygroscopic,
– easy to handle.

Depending on the original grain size the sample is milled at 1400 s−1 for
15–60 s. Then a pressed pellet will be produced. There are two ways of adding
the binder: (1) a grinding additive like Multimix is added before milling (see
Fig. 3). (2) The milling is done with the pure sample and then in a second
step a binder like wax is mixed with the sample homogeneously (see Fig. 4).
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Fig. 5. Preparation of 32 mm pressed pellets from cement using different pressure

Fig. 6. Fully automated fusion machine VULCAN

Figure 5 shows that the influence of the pressure becomes negligible if the
particle size is below 60 μm.

Fused Beads

The minimum error achieved with pressed powder technique is not below
0.5%. For more precise analysis the fusion technique is required. In fusion the
sample will be dissolved totally in borate glass. Particle size effects disappear
and based on the dilution, matrix effects will be reduced. Also the surface of
the bead represents an ideal sample.

Principle

For a successful fusion the sample must be presented in an oxidic form. This
is mostly the case for materials like cement, quartz, clays, ores and limestone.
These materials can be fused directly after drying. A typical recipe would be
8 g of lithium tetraborate (FLUXANA FX-X100) and 1 g of sample.
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Fig. 7. Principle of preparation of a fused bead
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SD = 0,10

X0206
SD = 0,10

BCS 372
SD = 0,17

BCS 354
SD = 0,14

X0204
SD = 0,06

Fig. 8. Certified reference materials from BAS, GB (BCS) and Dillinger, D (X)
5 times prepared as fused bead with HD Elektronik VULCAN, SD = Standard
Deviation

The mixture is heated in a fully automated fusion machine (HD Elektronik
VULCAN, see Fig. 6) to 1050◦C for 6 min to become liquid. Another 6 min
the sample will be stirred to homogenize the melt which then will be poured
in a preheated mould (e.g. FLUXANA OA-439). Figure 7 shows the principle
of doing a fusion.

Non oxidic materials like ferro alloys or sulfides can easily be prepared by
pre-oxidizing them before fusion.

Figure 8 shows a calibration with certified cements. Each was prepared
5+times. The standard deviation achieved is between 0.05% and 0.02%.



KETEK GmbH

• Pacemaker in semiconductor detector process technology
• Proven to meet the needs of the wide span of detector users
• First and leading supplier of Silicon Drift Detectors (SDDs) to
   science and industry

Award Winning Technologies

• Bavarian enterprise of  the year 2004
• Innovation award 2004 for development of worlds
   smallest, fastest, and most precise x-ray spectrometer

Leadership in Silicon X-ray Detectors

• Large range of standard detector modules
• Plug and play SDD detector systems
• Customized single and multi-detector systems
   for special applications

Meeting Any Conceivable Challenge

• KETEK SDDs widely used in laboratory setups
• Number one choice for OEM SDD instruments
• Key parts of the APXS instruments of the
   Mars Exploration Rovers Spirit and Opportunity

Contact us!

   www.ketek.net  •  info@ketek.net
   +498967346770



Your Partner for High Resolution X-ray Spectroscopy

PNSensor is developing and fabricating modern silicon radiation 
detectors for fast imaging and high resolution spectroscopy. We 
are closely  cooperating with the Semiconductor Laboratory of 
the Max-Planck-Institutes.

Our pn-CCDs provide X-ray images with
high quantum efficiency, high throughput
time and minimum noise level. 

Our SDDs (Silicon 
Drift Detectors) are

sold worldwide for high
resolution high count

rate X-ray spectroscopy
at room temperature. 

PNSensor GmbH
Römerstraße 28
D-80803 München
Fon +49/89/388895-10
Fax +49/89/388895-11
info@pnsensor.de

SDD - Energy Resolution

high resolution 124 eV @10 kcps, MnK , -20°C,  5 mm2

high count rate 134 eV @120 kcps, MnK , -20°C, 10 mm2

large area 140 eV @100 kcps, MnK , -20°C, 30 mm2

For more information 
look to www.pnsensor.de
or Chapters 4.2 and 4.3 
of the XRF Handbook.
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RÖNTGENANALYTIK MESSTECHNIK GmbH

Universal Coating
THICKNESS MEASUREMENT

● multilayer analysis
● fundamental parameter

based software
● large chambers

with programmable
x-y stage 300 x 250 mm

High Precision
MATERIAL ANALYSIS

● x-ray optics
for variable μ-spots

● elemental mapping
● application oriented

vacuum chambers

D-65232 Taunusstein . Georg-Ohm-Straße 6
Fon +49 (0) 6128 95350
Fax +49 (0) 6128 73601

E-mail  kontakt@roentgenanalytik.de
www.roentgenanalytik.de

High Precision
μ-XRF Systems
High Precision
μ-XRF Systems

... more than 20 years experience in XRF-technology



 
 
rtw RÖNTGEN-TECHNIK DR. WARRIKHOFF GmbH & Co. KG was 
founded in 1973. The premises are situated in Neuenhagen, a village only 25 
km from the city of Berlin. 
 
Since the beginning X-ray tubes in metal-ceramic technology, mainly for 
OEMs, but also for scientific applications, are being developed and produced. 
The product range comprises developing and manufacturing metal-ceramic X-
ray tubes for tire inspection, security, analytical and radiometric applications. 
The product range is from 20 kV to 240 kV with focal spot sizes down to 50 
microns. 
 
The MCBM family comprises special designed X-ray tubes for X-ray 
fluorescence analysis. 
The metal-ceramic technique provides a small and robust design with 100% 
duty cycle. The cathode grounded design allows a high stability of focal spot 
position and size. This allows high performance of X-ray emission. 
The High Tension cable is already glued in the ceramic insulator and provides 
maintenance free performance. The ceramic insulator allows the direct heat 
dissipation from the surface with air- or water cooling devices or through 
conductive cooling only. 
The family allows a wide range of different target materials. 
The 50 μm focal spot size provides the utmost benefit to all X-ray optics. 
 
 
rtw is specialized for custom designed and OEM products. 
 
rtw is member of DGZfP and ASNT. 
 
For further information please visit our website www.rtwxray.de 
 
 
 
 
 

 

for XRF analysis 
MCBM 50 - 0,6 B 
available with 
different target 
materials 
focal spot: 50μm 


