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PREFACE 

IT Governance is finally getting the Board's and top management's attention. The 
value that IT needs to return and the associated risks that need to be managed, have 
become so important in many industries that enterprise survival depends on it. 
Information integrity is a significant part of the IT Governance challenge. Among 
other things, this conference will explore how Information Integrity contributes to 
the overall control and governance frameworks that enterprises need to put in place 
for IT to deliver business value and for corporate officers to be comfortable about 
the IT risks the enterprise faces. 

The goals for this international working conference are to find answers to the 
following questions: 
• what precisely do business managers need in order to have confidence in the 

integrity of their information systems and their data; 
• what is the status quo of research and development in this area; 
• where are the gaps between business needs on the one hand and research I 

development on the other; what needs to be done to bridge these gaps. 

The contributions have been divided in the following sections: 
• Refereed papers. These are papers that have been selected through a blind 

refereeing process by an international programme committee. 
• Invited papers. Well known experts present practice and research papers upon 

invitation by the programme committee. 
• Tutorial. Two papers describe the background, status quo and future 

development of CobiT as well as a case of an implementation of Co biT. 
• Vendor white papers. Vendors of solutions (software) for integrity problems 

present the background and philosophy of their products. 
• Panel discussion. 

We want to recommend this book to security specialists, IT auditors and researchers 
who want to learn more about the business concerns related to integrity. Those same 
security specialists, IT auditors and researchers will also value this book for the 
papers presenting research into new techniques and methods for obtaining the 
desired level of integrity. 

It is the hope of the conference organizers, sponsors and authors that these 
proceedings will inspire readers to join the organizers for the next conference on 
integrity and internal control in information systems. You are invited to take the 
opportunity to contribute to next year's debate with colleagues and submit a paper or 
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attend the working conference. Check the websites given below regularly for the 
latest information. 

We thank all those who have helped to develop these proceedings and the 
conference. First of all, we thank all the authors who submitted papers as well as the 
keynote and invited speakers, and those who presented papers and participated in the 
panel. We especially would like to thank mrs. Claudine Oheur for her invaluable 
support in helping the conference chairs in organizing this conference. Finally, we 
would like to thank all conference participants, IFIP and the sponsors and supporters 
of this conference. 

November 2001 

Michael Gertz 
Erik Ouldentops 
LeonStrous 
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PART ONE. REFEREED PAPERS 



A CAUTIONARY NOTE REGARDING 
THE DATA INTEGRITY CAPACITY 
OF CERTAIN SECURE SYSTEMS 

Cynthia E. Irvine 
Naval Postgraduate School 
irvineC!cs.nps.navy.mil 

Timothy E. Levin 
Naval Postgraduate School 
levinCics.nps.navy.mil 

Abstract The need to provide standard commercial-grade productivity applica­
tions as the general purpose user interface to high-assurance data pro­
cessing environments is compelling, and has resulted in proposals for 
several different types of "trusted" systems. We characterize some of 
these systems as a class of architecture. We discuss the general integrity 
property that systems can only be trusted to manage modifiable data 
whose integrity is at or below that of their interface components. One 
effect of this property is that in terms of integrity these hybrid-security 
systems are only applicable to processing environments where the in­
tegrity of data is consistent with that of low-assurance software. Sev­
eral examples are provided of hybrid-security systems subject to these 
limitations. 

Keywords: integrity, confidentiality, integrity capacity, secure system, multi-level 
security 

1. Introduction 
Data integrity is defined as "the property that data has not been 

exposed to accidental or malicious alteration or destruction." [29] A 
common interpretation is that high integrity information can be relied 
upon as the basis for critical decisions. However, the protection of 
high-integrity data in commercial systems has been both problematic 
to achieve and often misunderstood. 
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High Assurance Systems are designed to ensure the enforcement of 
policies to protect the confidentiality and integrity of information. To 
date, high-assurance systems have been expensive to produce and often 
lack support for, or compatibility with, standardized user-level applica­
tions. Hybrid security systems are intended to provide some desired func­
tionality with high assurance of correct policy enforcement by utilizing a 
combination of high-assurance policy-enforcement components and low­
assurance user interface and application components, thus addressing 
both the expense and compatibility problems typical of high-assurance 
systems. 

In an era when users demand the productivity enhancements afforded 
by commercial software application suites, hybrid security architectures 
are of particular interest. Extensive study has demonstrated that hy­
brid security architectures using commercial user interface components 
can correctly enforce intended confidentiality policies, e.g. [25). Less 
attention has been directed toward the effect of commercial user inter­
face software on the integrity of data managed through those interfaces. 
Concerns include the integrity of the data modified using these commer­
cial interfaces and then stored by high assurance components, as well as 
the integrity of data read from high assurance repositories and displayed 
to users. 

While some developers have indicated that this problem is something 
"we have always known about," the problem may not be fully appreci­
ated by the consumers of these systems. Our premise is that builders 
and buyers of systems designed to provide high assurance enforcement 
of security policies should be aware of the impact of component and ar­
chitectural choices on the integrity of data that users intend to protect. 
Although the problem is exacerbated in systems designed to implement 
mandatory integrity models, such as represented by the Biba model [8), 
it is also significant in systems intended to support confidentiality poli­
cies. The former systems have explicit integrity requirements, whereas 
the latter may have implicit integrity expectations. 

1.1 Contributions of this Paper 
There is a large body of existing literature regarding integrity en­

forcement, requirements, and models; most of these address access con­
trol and related integrity issues, but do not address integrity capacity 
problems of system composition. 

The National Research Council report on "Trust in Cyberspace" [31) 
identifies the construction of trustworthy systems from untrustworthy 
components as a "holy grail" for developers of trustworthy systems. And 
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a National Computer Security Center guideline[30] that addresses both 
integrity and confidentiality issues, states that "the ability to run un­
trusted applications on top of TCBs 1 without undue loss of security 
is one of the major tenets of trusted computer systems." One of the 
primary results of our paper is to clarify the limitations of a significant 
class of these approaches with respect to integrity. 

In this paper we examine integrity capabilities of component-based 
systems and provide a rigorous definition of system integrity capacity. 
This definition can form a basis for reasoning about systems with respect 
to their suitability for integrity policy enforcement. We also provide 
examples of several contemporary research-level security systems that 
exhibit the integrity capacity problem. 

Finally, we provide a general conclusion regarding the integrity limi­
tations of hybrid-security system composition: namely, system compo­
sition is problematic with respect to maintenance of high integrity data 
when utilizing commercial-grade products for user interfaces and appli­
cations. 

1.2 Organization 
The remainder of this paper is organized as follows. Section 2 pro­

vides a brief discussion of some related efforts involving security and 
integrity. We review concepts associated with confidentiality, integrity, 
and assurance in Section 3. Integrity considerations regarding system 
components and abstract subjects are discussed in Section 4. Section 
5 presents the notion of "system integrity capacity," and Section 6 pro­
vides a derivation of this capacity for hybrid security systems, several of 
which are described. Our conclusions, in Section 7, complete the body 
of the paper. A discussion of malicious artifacts in commercial systems 
is included in Appendix 7. 

2. Related Work 
The architectural integrity issues we discuss have been addressed only 

indirectly in the literature. For example, the Seaview papers ((13], etc.) 
make it clear that the reference monitor will enforce integrity constraints 
on its subjects, such as the relational database management component; 
however, they do not explain that the use of a Bl-level 2 RDBMS com-

1Trusted Computing Base[28] 
2The terms used in this paper to reflect the evaluation class of systems and components are 
taken from (28] (e.g., Bl and B2) and [2] (e.g., EAL5). 
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ponent as the interface to users will limit the integrity range of data that 
the system can support. 

The key issue addressed in our paper is how a system manages mod­
ifiable data. The Biba integrity model includes the restriction that a 
subject may modify an object only if the subject's integrity label "dom­
inates" the object's integrity label. This and related characteristics of 
the "strict" integrity model are discussed extensively in the literature, 
starting with (8]. 

"Program integrity" (39] is related to strict Biba integrity, encompass­
ing all of the restrictions of Biba integrity except for those related to the 
reading of files, while retaining restrictions for the execution of files. 
Strict integrity treats execution as a form of reading, whereas program 
integrity treats them separately (36]. Program integrity is of interest be­
cause it can be enforced with simple ring-bracket mechanisms [37), and 
results in "dominance" or "protection" domains, which can be used to 
enforce the relationships between the components, subjects and objects 
discussed in Section 4. 

Lipner (24] applies Biba integrity to a real-world business scenario, 
working through the consistent application of hypothetical integrity la­
bels in the context of a Biba mechanism to protect commercial data from 
unauthorized modification. This presentation does not address system 
level integrity problems resulting from the utilization of components with 
various integrity/ assurance levels. 

In contrast to low water-mark models, e.g. as discussed in [8), which 
address changes to the integrity level of a subject as it accesses objects 
with various integrity levels, we examine how the integrity value of data 
is affected as it is passed through data-modifying components with het­
erogeneous integrity properties. 

Boebert and Kain [9] recognize the asymmetry of confidentiality and 
integrity, and remark on the vulnerability of information to corruption 
when only program integrity is enforced. Their work focussed on the use 
of domain and type enforcement to construct "assured pipelines" where 
the integrity level of data is changed as it moves through the pipeline. 
It does not discuss how software could present intrinsic limitations on 
the integrity of data to be processed. 

Clark and Wilson [11] present a model for the protection of data 
integrity in commercial systems. In that model, components that modify 
data or handle user input must be "certified." However, their model does 
not address the relative integrity of the components and the data, nor 
does it address the resulting limits to the integrity of data that could be 
processed by such a system. 
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With respect to the problem of how to determine integrity labels for 
objects, Amoroso [4] relates evaluation assurance to software integrity, 
describing a broad range of (integrity) classes for articulating software 
trust. Karger suggests that a representation of literal evaluation levels 
could be used for integrity labels[19). 

3. Background 
This section sets the context for the presentation of system integrity 

capacity and attendant problems. Several concepts are examined in re­
lation to integrity, including confidentiality, data versus code, assurance 
and trust, and multilevel security and the Biba model. 

3.1 Integrity and Confidentiality 
A given piece of information will have a confidentiality value as well as 

a separate integrity value . That is, there will be separately measurable 
effects (e.g., harm to the information owner) from the leakage vs. the 
corruption of the information. This is the case whether or not the data 
has been explicitly labeled with confidentiality and integrity designations 
(as is done in a multilevel-secure system). These labels may indicate 
both the degree with which we intend to protect the data as well as our 
assessment of the data's intrinsic value or sensitivity. The labels may 
or may not correspond to the actual integrity or confidentiality value 
of the data (in general, multilevel security models address the security 
values of the data; whereas the security labels are an implementation 
issue). 

Integrity is, in many ways, the "dual" of confidentiality. Both integrity 
and confidentiality policies can be represented with labels that represent 
equivalence classes whose relationships form a lattice (41, 14]. Access 
control policy decisions can be based on the relative position of labels 
within a given lattice. Increasing the confidentiality "level" given to a 
subject (e.g., user) generally expands the set of objects that the subject 
may view; but an increase in integrity may contract the set of objects 
that a subject may view. Such semantic "inversions," and the sometimes 
non-symmetric nature of integrity and confidentiality properties (e.g., 
see [9]) can make their differences difficult to reason about. As a result, 
the analysis of integrity may be overlooked or avoided during the system 
design or acquisition process, in favor of more familiar confidentiality 
analyses. 
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3.2 Integrity of Data and Code 
Integrity values are associated with executable software (e.g., pro­

grams, object code, code modules, components) as well as with passive 
data. In both cases, the integrity value relates to how well the data or 
program corresponds to its uncorrupted/unmodified original value (e.g., 
manufactured, installed, or shipped image). For programs, integrity 
also describes how well a program's behavior corresponds to its intended 
behavior (e.g., documented functionality or design documentation), in­
cluding the notion that the code does not provide functionality beyond 
that which was intended (e.g., contain hidden behavioral artifacts). So, 
"integrity" means that the code has been unaltered, or is faithful to its 
origin, in both of these ways. 

3.3 Assurance and Trust 
Integrity of code is also closely related to "assurance" and "trust." 

Products that have been through security evaluations [28][2] receive an 
assurance-level designation. A methodical, high-assurance development 
process may produce code with fewer flaws, and consequently, behavior 
that is closer to that which is intended, than a low-assurance develop­
ment process. Suitable security mechanisms and practices must also be 
in place to ensure the ability of the system to protect itself and pro­
vide continued system integrity during operation. This reliable code is 
sometimes called, or labeled, "high integrity;" it is also referred to as, 
"high assurance" code. Based on this designation, the product may be 
deemed suitable for handling data within a certain confidentiality or in­
tegrity range. Systems or components with demonstrated capabilities 
for security policy enforcement are sometimes called "trusted." 

3.4 Multilevel Security 
Multilevel systems partition data into equivalence classes that are 

identified by security labels. Data of different sensitivities is stored in 
different equivalence classes, such that (the data in) some equivalence 
classes are "more sensitive than," "more reliable than," or "dominate" 
(the data in) other equivalence classes. The dominance relation forms a 
lattice with respect to the labels/classes, assuming the existence of la­
bels for universal greatest lower bound, GLB, and universal least upper 
bound, LUB. A reference validation mechanism (RVM, see "multilevel 
management component" in Figures 1, 2 and 3), mediates access to ob­
jects, controlling object creation, storage, access and I/0, thereby pre­
venting policy-violating data "leakage" across equivalence classes. For 
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confidentiality policy enforcement, a subject's (e.g., program or com­
ponent's) ability to write-down or read-up is prevented with respect to 
the dominance relationship on confidentiality labels; for Bibarmodel in­
tegrity, read-down and write-up are prevented with respect to the dom­
inance relationship on integrity labels. Most multilevel systems today 
are designed to enforce confidentiality constraints; some of these are also 
designed to constrain flow between integrity equivalence classes. 

4. Integrity of Components and Subjects 
The purpose of this section is to examine how integrity is interpreted 

with respect to the fundamental building blocks of secure systems. 
The abstract architecture we are interested in is one of distributed 

storage, processing, and interconnection "components." A component is 
a functional system-level building block made up of software, firmware, 
hardware or any combination of these. Multiple components may reside 
on a single computer, but for simplicity's sake, we will assume that a 
single component does not encompass multiple remotely-coupled com­
puters. Examples of components are shown in Section 6, and include 
a relational database management system, a security kernel, a client 
user application, an application server, and a graphical user interface 
program. 

A component can include multiple code modules. The modules may 
be linked within a process, statically by a compiler/linker, or may have 
a more dynamic, runtime, linkage. A component can also encompass 
multiple processes, interconnected through message-passing, remote in­
vocation, or other mechanisms. 

Subjects are a modeling abstraction for reasoning about the security 
behavior of active computer elements such as programs and processes. A 
primary criteria for identifying a set of active computer elements together 
as a subject is that each subject has identifiable security attributes (e.g., 
identity and security level) that are distinct from other subjects. If 
the security attributes change over time, the elements are sometimes 
modeled as a different subject. 

A component may manifest one or more subjects at a time. Each 
subject may encompass one or more of the component's modules, for 
example when they are linked within the same process. In a monolithic 
architecture, subjects may be identified with separate rings, or privilege 
levels, of a process [28], especially if the program has different security 
characteristics in the different rings. Typical systems support confiden­
tiality and integrity labels for abstract subjects that are distinct from the 
labels on related components and modules (an alternative design would 
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be to derive the subject label directly from the fixed component label). 
For example, the assignment of a subject label may be a mapping from 
the user's current "session level" to the subject representing the user. 
There are semantic limitations on this assignment with respect to the 
integrity level of the related modules and components. 

4.1 Relation of Component and Subject 
Integrity 

First we consider confidentiality. A subject may be associated with a 
particular confidentiality equivalence class for enforcement of mandatory 
access control. The mandatory confidentiality policy is not concerned 
with what happens between subjects and objects that are in the same 
confidentiality equivalence class: all reads and writes are allowed. The 
confidentiality policy is only concerned with what happens when a sub­
ject attempts to access an object in another equivalence class. We can 
interpret the subject reading data from a (source) equivalence class as 
moving data from that source into the subject's (destination) equiva­
lence class, and writing to a (destination) equivalence class as moving 
data from the subject's (source) equivalence class to the destination 
equivalence class. The confidentiality policy says that when data is 
moved, the confidentiality label of the destination must always domi­
nate the confidentiality of the source (again, data cannot move down in 
confidentiality). 

In contrast, while the integrity policy, too, is concerned with move­
ment of data across equivalence classes (the integrity label of the source 
must dominate the integrity of the destination}, this policy is also con­
cerned with the correctness of modifications, such that even if the subject 
is in the same equivalence class as the destination object, the modifica­
tion must be that which has been requested: the allowed (e.g., intra­
equivalence-class) modifications must be the correct, intended, modifi­
cations. The tacit assumption in integrity-enforcing systems is that the 
subject performs the correct modification (only) to its level of integrity 
(or assurance, if you will). Since an abstract subject's behavior is defined 
by its code, for coherent enforcement of integrity, the level of integrity 
assigned to the subject must be no higher than the integrity value of its 
code. 

Components may not always receive an explicit security label, even 
in a system with labeled modules and other objects. Components may 
be composed of modules with different security labels. It is conceiv­
able that a given component could be composed of both high-integrity 
and low-integrity modules, such that subjects with different integrity are 
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supported by only modules of that same integrity. This would conform 
to the requirement stated above that a subject's integrity should be no 
greater than the integrity of its code. However, most commercial compo­
nents are not constructed this way. The simplifying assumption for this 
analysis is that modules within a given component are homogeneous with 
respect to their integrity, and the integrity of a component is the same 
as the integrity of its constituent modules. Thus, we can can generalize 
the stated requirement to be that the level of integrity assigned to an 
abstract subject must be no greater than the integrity of the component 
that manifests the subject. 

Combining this component-subject integrity relationship with the subject­
object integrity relationship required for data modification (as per the 
Biba model, above), we arrive at a transitive relationship between the 
integrity of components and the objects which they access: 

Given the sets of Components, Subjects, and Objects, where each sub­
ject in Subjects is an element of one component: 

V c E Components, s E Subjects, o E Objects: 
current....access(s, o, modify) and s E c '* 

integrity(c) ;::: integrity(s) ;::: integrity(o) 

Systems that enforce integrity policies are generally intended to au­
tomatically ensure the correct relationship between the integrity level 
of subjects and the integrity level of accessed objects. However, the 
enforcement of the relationship between a subject's integrity and its 
component's integrity may be less clear. Some systems may be able 
to enforce the relationship between the integrity of subjects and their 
related modules. For example, this could be enforced by Biba-like la­
bels on executables or other program integrity mechanisms such as rings 
[38] and ring brackets (1] which can also be represented as attributes 
on system elements. If these relationships are not enforced during run­
time, then the correct relationships may need to be maintained by social 
convention/procedure. 

The relationship between the integrity of a component's subjects and 
the integrity of the non-software portion of the component is also en­
forced via social convention (again, component integrity must dominate 
the subject integrity). 

4.2 Component Integrity Labels 
This leaves the question of correct integrity labeling of components 

(and modules). Confidentiality and integrity labels of passive data ob­
jects can be correctly assigned based on the data owner's perception of 
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the object's sensitivity (e.g., harm caused by unauthorized disclosure or 
modification). 

For active objects (viz, code rather than data) integrity labels, as 
well as confidentiality labels, are usually assigned by the system or net­
work security designer to maximize system security and functionality 
while being consistent with the principle of least privilege [35]. Best 
judgment may play a large role in this assignment. For example, if 
a monolithically-compiled software component is made of up diversely­
assured internal modules, it may be the responsibility of a designer, 
integrator or configuration manager, as stipulated by social convention 
or procedures, to assign an appropriate integrity level to the executable 
component. However, the pedigree of the code establishes a real-world 
limit to the integrity label that can be associated with a component. 
Intuitively, code that has unknown integrity characteristics, e.g., it is 
found on the street, should not be accorded a high-integrity label. 

The "Yellow Book" [27) is an example of a scheme for determining 
confidentiality ranges based on the evaluation or assurance level of the 
components involved, where higher assurance components are allowed to 
be associated with greater confidentiality ranges. However, there is no 
"Yellow Book" for integrity to show what integrity label should be al­
lowed or inferred for a code component based on its evaluation/ assurance 
level, although some schemes have been suggested[4, 19]. 

4.3 Commercial Application Component 
Integrity 

Commercial application components are of particular interest with re­
spect to correct integrity labeling in hybrid security architecture systems 
(see Section 6). We define commercial application components to have 
been either unevaluated with respect to security policy enforcement, or 
evaluated below Class B2/EAL53 • In the security and evaluation com­
munity, components evaluated below B2/EAL5 have historically been 
considered to be "low assurance" (see, for example, (22]}. This is so for 
several reasons (28, 2): 

• Weak developmental assurance, for example to ensure that un­
intended malicious artifacts (e.g., 'frojan horses and trap doors) 
are not inserted during manufacture. There is no or very little 
requirement for system configuration management. There is no 
requirement for configuration management of development tools. 

3As there have been few, if any, commercial applications evaluated at B2 or higher, we 
consider this to be a conservative, non-exclusionary, definition. 
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• Little or no code analysis, and no examination of code for malicious 
artifacts after manufacture (i.e., during evaluation). There is no 
requirement for code correspondence 4 to the system specification 
or for justification of non-policy-enforcing modules. There is no re­
quirement for internal structure (e.g., modularity or minimization) 
which would enable the meaningful analysis of code functionality. 

• Weak assurance that malicious artifacts are not inserted after man­
ufacture. For example, there is no requirement for trusted distri­
bution procedures: no assurance that the system delivered to the 
end customer is in fact the intended or specified system. 

Recall that the semantics of a code integrity label includes an indi­
cation of how its behavior corresponds to an intended (e.g., specified) 
behavior. The fact that there is little assurance that code that has been 
evaluated below B2/EAL5 functions (only) the way it is supposed to, 
indicates that there must be a corresponding limit to the value of an 
integrity label associated with such code (see Appendix 7). We will call 
this integrity limit, nominally, "low assurance," and assert that compo­
nents evaluated below B2/EAL5 should be labeled at this, or some lower 
level. Similarly, code that has not been evaluated at all would be at­
tributed with a (nominal) "no assurance" integrity label. The names of 
these two labels or the precise evaluation class names are not significant; 
rather, it is significant to the maintenance of data integrity in hybrid se­
curity systems that site security managers/administrators, data owners, 
and other security policy stake-holders understand the integrity value of 
their systems' components and of the data entrusted to these systems. 

5. Security System Data Capacities 
In this section, the notion of system integrity capacity will be intro­

duced. This term relates to the ability of a system to handle high­
integrity data. 

The network architecture of a multilevel system can help to ensure 
that the actions of other components are constrained by its RVM, for 
example, through limiting the interconnections or data paths allowed 
between components. In the architectures discussed in this paper, the 
separation of data is maintained by either: ( 1) partitioning the data (and 
processing elements) into distinct physical equivalence classes and using 
the RVM to ensure that the security level of the user session matches 

4Mapping of each specified function to the code that implements it, and accounting for 
unmapped code. 
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the security level of the class with which it is connected (e.g., Figure 2}, 
or (2} using the RVM to logically partition the different data equiva­
lence classes and to match the user session level to only the appropriate 
domain(s) (see Figures 1 and 3}. 

Our central question is, "for what range of user data 5 can we trust 
such a multilevel system, or any system, to maintain data separation?" 
Clearly, we would not want to trust a very weak system to protect/separate 
very highly sensitive information. While our focus is on integrity-related 
issues, for comparison we will examine cases of both confidentiality and 
integrity. 

5.1 Confidentiality Capacity 
For confidentiality, a multilevel system can be trusted to manage data 

to the confidentiality range of its RVM. We call this the system confiden­
tiality capacity. For example, if the system's RVM component is assigned 
or is otherwise deemed capable of managing a range from Unclassified 
to Secret, we can say the system as a whole is trusted to handle data in 
that range. This is because the RVM will constrain the actions of the 
other components to not leak data across equivalence classes, regardless 
of the level of trust we have in those other components (given a coherent 
network architecture). To state confidentiality capacity more formally, 
consider a system, C, comprising a set of components, { c}, and let RV M 
be a component in C that enforces the confidentiality policy on other 
components. Then, 

c_capacity(C) = c_capacity(RV M) 

5.2 Integrity Capacity 
For integrity, on the other hand, a system can be trusted to manage 

modifiable data (only) to the integrity limit of its interface components, 
where interface components include the various graphical user interfaces 
and data management applications through which users' data must pass. 
This is the "system integrity capacity." 

System integrity capacity is different from (i.e., not the "dual" of) 
system confidentiality capacity because we assume that a component 
will handle modification of objects correctly, only to its level of in­
tegrity/ assurance. For confidentiality, even if a non-RVM component 
were infected with malicious code, it could not exfiltrate the informa­
tion across the equivalence-class boundary, because the RVM component 
won't let that happen. However, for integrity, once the component has 

5The ability of a system to protect and maintain system data is not addressed in this paper. 



Data Integrity Capacity of Secure Systems 15 

approval for modify access, the RVM is powerless to ensure that the 
correct, and only the correct, modifications are made. Therefore, the 
assurance level of the individual (viz, non-RVM) component has bear­
ing on its assigned integrity label, but is not necessarily relevant to its 
assigned confidentiality label. 

The input and output mechanisms of a computer system limit the 
quantity and quality of information that flows through the system, just 
as the in- and out-flow of water and electricity are limited in hydraulic 
and electrical systems by their interface devices. 

For computers, the I/0 mechanisms and related applications, by def­
inition, handle all data entering and leaving the system. Where those 
mechanisms and applications are configured to be able to modify data, 
they can potentially effect the integrity of the data entering and leaving 
the system. The nature of this effect is as follows. 

Definitions 
c 
0 

INTEGRITY 

modify 

the universal set of components { c1, c2, · · · , Cn} 
the universal set of objects { o1 , 02, ···,om} 
a lattice of integrity levels: 
{ integrity1 , integrity2 , · · · , integrityq} 
a relation that defines the fact that a component 
c E C has been used to to modify an object o E 0 

SYS : a system comprised of a set of components c E C 

Axiom 1 
A modified datum is either unchanged in integrity, or takes on an in­
herent integrity value dominated by the integrity of the data-modifying 
component. 

V c E SYS, o E 0: modify(c,o):::} integrity(c) 2:: integrity(o') 

For example, if a "certified" datum is modified by an "untrusted" code 
component, the modified datum becomes at best "untrusted," assuming 
that "certified" dominates "untrusted." If an "untrusted" datum is mod­
ified by a "certified" component, the datum becomes at best "certified," 
indicating it might have been upgraded in integrity. 

For a high-assurance integrity-enforcing system, subjects, including 
the applications that manage user I/0, will be limited by the RVM from 
modifying protected objects that are above the subject's integrity level. 
However, if the application is responsible for passing data from one of 
those objects to, for example, an output device like the computer screen, 
then the application can simply modify the data in passing without 
modifying the source object. 



16 Integrity, Internal Control and Security in Information Systems 

Similarly, even if a component does not modify the data directly, it 
may request that the modification be done by another component, for 
example, where a user interface component requests from another (e.g., 
remote) component that an object be created on behalf of the user. 
Since the requesting component might request the wrong modification, 
we consider it to be a "data-modifying" component. So a system's "data­
modifying" components are those components that are able to modify 
or control the modification of user data. In general, all interface com­
ponents and other components on the "path" between the user who 
requests a data access and the ultimate data source (for data reads) or 
destination (for data writes) are "data-modifying" components, unless 
they can be guaranteed to not modify, create or delete user data objects 
or control such operations6. 

Therefore, even for systems that enforce integrity policies, a computer 
system can only be trusted to manage modifiable data whose integrity 
is at or below that of its user interface and application components. 
This is true even if the data is either (1) integrity-upgraded internally 
by various components, {2) "hand installed" into high integrity internal 
objects, or (3) imported from specialized high integrity sensing devices, 
since to be useful, the data will once again be "handled" by the standard 
interface and application components for access by users. We will note 
that, theoretically, manual procedures, such as visual inspection of data 
items retrieved from a hybrid security system, could be used to ensure 
that processing corruption has not occured, however, this is not generally 
feasible in commercial or production environments. 

As a group, then, the interface components and associated applica­
tions determine the integrity limit of the data that a system can handle 
(Lcapacity). The interface components are a subset of SYS, indicated 
SYSinterface 1 and the highest integrity data obtainable from a system 
SYS is by way of the user interface component with the highest integrity 
(viz, the least upper bound of the integrity of all interface components). 

i_capacity(SYS) = LUB (integrity(c)) 
C E SJJSinterjaco 

This gives a "best case" analysis for the integrity that we might expect 
a system to handle. For example, a high integrity interface application, 
were it to be available, dependent upon a low integrity database, would 
not normally improve the integrity of data returned from the database to 

6The "control" part ofthis definition makes it broader than the Bell and LaPadula[7] concept 
of "current access," which indicates only objects with direct access to data. 
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the user, although this expression of system integrity capacity would in­
dicate that the data accessed through the high integrity interface might 
be of high integrity. The general case is that the i_capacity expression 
must allow for such upgrades. However, not all systems are designed for 
data integrity upgrades. A more conservative axiom regarding modifica­
tion, which does not consider upgrading, results in an i_capacity based 
on the lowest integrity of the components in each path. 

Axiom 2 
A modified datum takes on an inherent integrity value that is the great­
est lower bound of the data and the data-modifying component. 

V c E C, o E 0: modify(c,o):::} 
integrity( a')= GLB(integrity(c), integrity( a)) 

We now define an individual data transfer within the system, a path 
through the system, and the integrity of such a path. 

trans: A relation on C x C that defines an individual transfer of data 
between components. Data is passed directly from the origin component, 
Ci, to the terminus component, Cj: 

Ci-trans_ci 

path: A sequence of trans relations such that for every pair of consec­
utive relations (Ci_trans_ci, Cj_trans_ck), the terminus of the first and 
the origin of the second coincide(34]. For example, this is a path with 
n relations: < co_transt-Ct, c1_trans2-c2, · · ·, Cn-t-transn-Cn > 

The integrity of a path is the greatest lower bound of the components 
in the path: 

integrity(path) = G LB (integrity(c)) 
c Epath 

Given these definitions, we provide the alternative, more conservative, 
expression for i_capacity. 

Let 1r(SYS) be the set of all paths in SYS whose origin or terminus 
is in SYSinterface' then: 

i_capacity(SYS) = LUB (integrity(path)) 
path E 1r(SYS) 



18 Integrity, Internal Control and Security in Information Systems 

6. Hybrid Security Systems 
The systems we are concerned with are those that combine low-assurance 

commercial components and specialized (e.g., high-assurance) multilevel 
components specifically to enforce mandatory security policies while us­
ing commercial user-level interfaces and applications. These systems, as 
a class, are composed of the following components: 

• commercial terminals or workstations 

• commercial user interfaces, applications and application servers 

• Storage devices containing multiple levels of data 

• Multilevel-management components 

• TCB Extensions 

• commercial network interconnections 

The interested reader is referred to [17] for a detailed description of 
these components. Of particular note, however, is the description of ap­
plications. In the generic "hybrid security" architecture defined in [17], 
applications interface with the user and participate in the management 
of all user data. Specifically, the application components have the abil­
ity to modify data on behalf of the user (which is to say that read-only 
systems are not of interest). The general functionality of commercial 
applications such as word processing, spread sheet, slide presentation, 
time management, and database tools indicate that, to be useful, they 
are intended to modify, as well as read, data. 

To illustrate the relevance of our concerns for the handling of high in­
tegrity data in hybrid security systems, we describe here several systems 
from the security literature that exhibit dependence on the integrity of 
commercial components. 

A non-distributed version of the model architecture is shown in Fig­
ure 1. In this layout, the component interconnections consist of process­
internal communications. The lowest layer (viz, "ring") of the process 
is a multilevel kernel or operating system, with an application (e.g., 
multilevel-aware RDBMS) and user interface in higher layers. A sepa­
rate process is created for each security level. An example of this version 
of the architecture is that of the Seaview project [15, 25], and "Purple 
Penelope" (33] (the latter includes a degenerate case of a RVM). A vari­
ation on this theme is the trusted Virtual Machine Monitor (VMM) 
architecture, in which a separate version of the OS, in addition to the 
application and user interface, is created at each security level(20, 26, 6), 
and multilevel management occurs below that in the VMM layer. 
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Figure 1. Single Process Architecture {Network Connections are degenerate.) 

A simple distributed instantiation is shown in Figure 2. Here, there 
are logically separate single-level workstations connected by a switch to 
data management subsystems at different (single) levels. Software asso­
ciated with the switch ensures that the current level of the workstation 
matches the level of data subsystem indicated by the switch setting. An 
example of this version of the architecture is that of the Starlight project 
[5] (Starlight may allow low confidentiality information to flow through 
the switch to high sessions, providing "read-down" capability). 

The third instantiation of the model architecture is shown in Fig­
ure 3. In this layout, there are logically separate single-level terminals 
(multiplexed onto one physical terminal by purging of state between 
session-level changes) connected via TCB extensions to multilevel-aware 
application server(s) running on the multilevel (TCB) component. An 
example of this version of the architecture is that of the Naval Postgrad­
uate School's Monterey Secure Architecture (MYSEA) system, based on 
[18]. 

6.1 Integrity Capacity of Hybrid Security 
Systems 

Based on the preceding discussion, the system integrity capacity of 
hybrid security systems can be summarized as follows: 
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Figure 2. Switch-Based Architecture 
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Figure 3. Distributed Multilevel Server Architecture 

• A system's integrity capacity is the LUB of the integrity of its 
interface/ application components. 

• All interface/application components in hybrid security systems 
are commercial 

• Commercial interface/application components are of "no assur­
ance" or "low assurance" integrity. 
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• Therefore, the system integrity capacity of a hybrid security system 
is generally no higher than "no assurance" or "low assurance." 

An implication of this conclusion is that hybrid security architecture 
systems are not suitable for automated information processing environ­
ments in which there are expectations or requirements to maintain data 
integrity above the nominal "no assurance" or "low assurance" level. An­
other implication is that composition of trusted systems utilizing only 
commercial products as interface components is problematic with respect 
to integrity. 

7. Conclusion and Discussion 
We have shown that the integrity of a computer system's interface 

components limits the data "integrity capacity" of the system. This 
is in contrast to the "confidentiality capacity" of a system, which is 
determined by characteristics of the system's policy-enforcement com­
ponent(s), but is not dependent on the interface components. 

We have discussed why commercial components should not be at­
tributed with integrity properties above a certain "low-assurance" level, 
and that hybrid security systems should not be trusted with data whose 
integrity is above that level. An implication from this conclusion is 
that hybrid security systems are not suitable in computing environments 
where there is an expectation of maintaining data integrity above this 
basic, low-assurance level. 

Situations where corrupted data could have significant consequences 
are: 

• A legal setting where the "truth" of data might be questioned 

• Handling of high integrity intelligence data for critical decision 
making 

• The production of high assurance system components 

• Systems where human life might be affected by improper execution 
of code 

• High reliability embedded systems 

We have concentrated on issues of integrity in multilevel secure sys­
tems, however, the distinctions we have made are germane to other sys­
tems where weak integrity components are utilized and stronger data 
integrity is expected. 

One might say, "what difference does it make if a component has too 
high of an integrity label, and its real integrity value is low? These 
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commercial software vendors can be generally trusted, since it is in their 
best interest to ship a product that does not corrupt data." This atti­
tude reflects a common misunderstanding of data integrity enforcement. 
Certainly, most security analysts and engineers would agree that high­
assurance policy-enforcement components are needed to safeguard the 
confidentiality of highly sensitive multilevel data; then, why would there 
be any lesser concern for the ability of a system to protect the integrity 
of highly sensitive data? From a more technical viewpoint, if a system's 
objects do not have data sensitivity (confidentiality and integrity) labels 
that match the objects' real sensitivity values, then the system does 
not correspond to its model, and its behavior may be undefined. Also, 
refer to Appendix 7, for a review of common "Subversive Artifacts in 
Commercial Software." 

The result presented in this paper places a limit on what is achievable 
in system integrity architectures. Such a finding can help to refine the 
direction for constructive efforts and does not preclude the construction 
of useful systems any more than other negative results, e.g. (16, 21], 
have in the past. 

One might also ask if high integrity is ever achievable. The answer is 
yes, but not with the type of commodity application components avail­
able today (viz, where commodity implies weak integrity of software 
functionality). Systems that could provide high integrity today are (1) 
a system composed entirely of high-assurance components, or (2) a sys­
tem that protects high integrity data from modification by all but high­
assurance components. Examples of the first are systems intended to 
perform safety-critical functions such as avionics and certain medical 
systems(23). An example of the second is a client-server system com­
posed of high-assurance client (e.g., web browser) and server components 
that encrypt their communication such that it is protected from modifi­
cation during transit through low assurance network components (e.g., 
via a Virtual-Private-Network-style connection). As noted previously, 
such systems carry the expense of custom high-assurance development. 

Appendix: Subversive Artifacts in Commercial Soft­
ware 

There is clear evidence that subversion of commercial software through hidden 
entry points (trap doors) and disguised functions (Trojan horses) is more common 
than generally perceived. Entire web sites [3] are devoted to describing clandestine 
code which may be activated using undocumented keystrokes in standard commercial 
applications. Sometimes this code merely displays a list of the software developers' 
names. Other times the effects are extremely elaborate as in the case of a flight 
simulator embedded in versions of the Microsoft Excel Spreadsheet software. That 
these "Easter Eggs" are merely the benign legacy of the programming team is perhaps 
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a reflection of the general good intentions of the programmers. Malicious insertions, 
such as long-term time bombs, are just as easily possible. 

An indication of the serious nature of the problem was provided in April 2000 when 
news reports created a mild hysteria surrounding the possibility of a trapdoor in the 
code of a widely used web server(32]. Subsequent investigations revealed that instead 
of a trapdoor, the code contained nasty remarks about corporate competitors and 
well as violations of company coding standards[12]. The fact remains, however, that 
when rumors of the trapdoor were initially published, few believed that artifices of 
this type were possible in such a popular software product. However, millions of users 
do not eliminate the problem of low integrity. Another example of the vulnerability of 
commercial source code occured in October 2000, when it was revealed that outsiders 
had access to the development environment of a major software vendor for some 
period of tirne[10]. 

In his Turing Prize Lecture, Ken Thompson described a trapdoor in an early 
version of the Unix operating system (40]. The cleverness of the artifice was evident 
in that the artifice was said to have been inserted into the operating system executable 
code by the compiler, which had been modified so that recompilations of the compiler 
itself would insert the trapdoor implantation mechanism into its executable while 
leaving no evidence of the trapdoor in the source code for either the operating system 
or the the compiler. The presence of this sort of trap door is speculative in any 
compiler and must be addressed through life-cycle assurance of tools chosen for high 
assurance system development. 

References 
[1] Gemini Trusted Network Processor (GTNP). In Information Systems Secu­

rity Products and Service Catalog Supplement, Report No.CSC-PB-92/001. April 
1992. 4-SUP-3a.3. 

[2] ISO/IEC 15408- Common Criteria for Information Technology Security Evalu­
ation. Technical Report CCIB-98-026, May 1998. 

[3] The Easter Egg Archive. http://www.eeggs.com/, last modified 19 May 2000. 
[4] E. Amoroso, J. Watson, T. Nguyen, P. Lapiska, J. Weiss, and T. Star. Toward 

an approach to measuring software trust. In Proceedings 1991 IEEE Symposium 
on Security and Privacy, pages 198-218, Oakland, CA, 1991. IEEE Computer 
Society Press. 

[5] M. Anderson, C. North, J. Griffin, R. Milner, J. Yesberg, and K. Yiu. Starlight: 
Interactive Link. In Proceedings 12th Computer Security Applications Confer­
ence, San Diego, CA, December 1996. 

[6] S. Balmer and C. Irvine. Analysis of Terminal Server Architectures for Thin 
Clinents in a High Assurance Network. In Proceedings of the 29rd National In­
formation Systems Security Conference, pages 192-202, Baltimore, MD, October 
2000. 

(7] D. E. Bell and L. LaPadula. Secure Computer Systems: Mathematical Foun­
dations and Model. Technical Report M74-244, MITRE Corp., Bedford, MA, 
1973. 

[8] K. J. Biba. Integrity Considerations for Secure Computer Systems. Technical 
Report ESD-TR-76-372, MITRE Corp., 1977. 

[9] W. Boebert and R. Kain. A practical alternative to hierarchical integrity poli­
cies. In Proceedings 8th DoDjNBS Computer Security Conference, pages 18-27, 
Gaithersburg, MD, September 1985. 



24 Integrity, Internal Control and Security in Information Systems 

[10] T. Bridis, R. Bickman, and G. Fields. Microsoft Said Hack-
ers Failed to See Codes for Its Most Popular Products. 
http:/ /interactive. wsj.com/ archive/retrieve.cgi?id=SB972663334793858544.djm, 
October 2000. 

[11] D. Clark and D. R. Wilson. A Comparison of Commercial and Military Computer 
Security Policies. In Proceedings 1987 IEEE Symposium on Security and Privacy, 
pages 184-194, Oakland, CA, April1987. IEEE Computer Society Press. 

[12] R. Cooper. Re: Security experts discover rogue code in Microsoft software. 
http:/ /catless.ncl.ac.uk/Risks/20.88.html#subjll, May 2000. 

[13] D. Denning, T. F. Lunt, R. R. Schell, W. Shockley, and M. Heckman. The seaview 
security model. In Proceedings 1988 IEEE Symposium on Security and Privacy, 
pages 218-233, Oakland, CA, April1988. IEEE Computer Society Press. 

[14] D. E. Denning. Secure Information Flow in Computer Systems. PhD thesis, 
Purdue Univeristy, West Lafayette, IN, May 1975. 

[15] D. E. Denning, T. F. Lunt, R. R. Schell, W. Shockley, and M. Heckman. Security 
policy and interpretation for a class a1 multilevel secure relational database 
system. In Proceedings 1988 IEEE Symposium on Security and Privacy, Oakland, 
CA, April 1988. IEEE Computer Society Press. 

[16] M. Harrison, W. Ruzzo, and J. Ullman. Protection in Operating Systems. Com­
munications of the A.C.M., 19{8):461-471, 1976. 

[17] C. Irvine and T. Levin. Data integrity limitations in highly secure systems. 
In Proceedings of the International Systems Security Engineering Conference, 
Orlando, FL, March 2001. 

[18] C. E. Irvine, J.P. Anderson, D. Robb, and J. Hackerson. High Assurance Multi­
level Services for Off-The-Shelf Workstation Applications. In Proceedings of the 
20th National Information Systems Security Conference, pages 421-431, Crystal 
City, VA, October 1998. 

[19] P. Karger, V. Austel, and D. Toll. A new mandatory security policy combin­
ing secrecy and integrity. Technical Report RC 21717{97406), IBM Research 
Division, Yorktown Heights, NY, March 2000. 

[20] P. A. Karger, M. E. Zurko, D. W. Bonin, A. H. Mason, and C. E. Kahn. A VMM 
Security Kernel for the VAX Architecture. In Proceedings 1990 IEEE Symposium 
on Research in Security and Privacy, pages 2-19. IEEE Computer Society Press, 
1990. 

[21] B. Lampson. A Note on the Confinement Problem. Communications of the 
A.C.M., 16{10):613-615, 1973. 

[22] T. M. P. Lee. A Note on Compartmented Mode: To B2 or not B2? In Proceedings 
of the 15th National Computer Security Conference, pages 448-458, Baltimore, 
MD, October 1992. 

[23] N. G. Levenson. Safeware- System safety and Computers. Addison-Wesley, 1995. 
[24] S. B. Lipner. Non-Discretionary Controls for Commercial Applications . In Pro­

ceedings 1982 IEEE Symposium on Security and Privacy, pages 2-20, Oakland, 
1982. IEEE Computer Society Press. 

[25] T. F. Lunt, R. R. Schell, W. Shockley, M. Heckman, and D. Warren. A Near­
Term Design for the SeaView Multilevel Database System. In Proceedings 1g88 
IEEE Symposium on Security and Privacy, pages 234-244, Oakland, 1988. IEEE 
Computer Society Press. 

[26] R. Meushaw and D. Simard. Nettop. Tech fund Notes, 9{4):3-10, Fall 2000. 



Data Integrity Capacity of Secure Systems 25 

(27] National Computer Security Center. Computer Security Requirements, Guidance 
for Applying the Department of Defense 7rusted Computer System Evaluation 
Criteria in Specific Environments, CSC-STD-003-85, June 1985. 

(28] National Computer Security Center. Department of Defense 7rusted Computer 
System Evaluation Criteria, DoD 5200.28-STD, December 1985. 

(29] National Computer Security Center. 7rusted Network Interpretation of the 
7rusted Computer System Evaluation Criteria, NCSC-TG-005, July 1987. 

(30] National Computer Security Center. A Guide to Understanding Covert Channel 
Analysis of 7rusted Systems, NCSC-TG-030, November 1993. 

(31] National Research Council. 7rust in Cyberspace, Washington, DC, 1999. National 
Academy Press. 

(32] Newsscan.com. Security experts discover rogue code in Microsoft software. 
http:/ fcatless.ncl.ac.uk/Risks/20.87.html#subj8, April 2000. 

(33] B. Pomeroy and S. Weisman. Private Desktops and Shared Store. In Proceedings 
14th Computer Security Applications Conference, pages 190-200, Phoenix, AZ, 
December 1998. 

(34] F. P. Preparata and R. T. Yeh. Introduction to Discrete Structures. Addison­
Wesley Publishing, Co., Reading, MA, 1973. 

(35] J. H. Saltzer and M. D. Schroeder. The Protection of Information in Computer 
Systems. Proceedings of the IEEE, 63(9):1278-1308, 1975. 

(36] R. Schell and D. Denning. Integrity in trusted database systems. In Proceedings 
9th DoD/NBS Computer Security Conference, Gaithersburg, MD, September 
1986. 

(37] M. D. Schroeder, D. D. Clark, and J. H. Saltzer. The Multics Kernel Design 
Project. Proceedings of Sixth A.C.M. Symposium on Operating System Princi­
ples, pages 43-56, November 1977. 

[38] M. D. Schroeder and J. H. Saltzer. A Hardware Architecture for Implementing 
Protection Rings. Comm. A.C.M., 15(3):157-170, 1972. 

(39] L. J. Shirley and R. R. Schell. Mechanism Sufficiency Validation by Assignment. 
In Proceedings 1981 IEEE Symposium on Security and Privacy, pages 26-32, 
Oakland, 1981. IEEE Computer Society Press. 

(40] K. Thompson. Reflections on Trusting Trust. Communications of the A.C.M., 
27(8):761-763, 1984. 

(41] K. B. Walter, W. F. Ogden, W. C. Rounds, F. T. Bradshaw, S. R. Ames, and 
D. G. Shumway. Primitive Models for Computer Security. In Case Western 
Reserve University Report, ESD-TR-74-117, January 1974. Electronic Systems 
Division, Air Force Systems Command. 



DEVELOPING SECURE SOFTWARE 
A survey and classification of common software vul­
nerabilities 

Frank Piessens 
Dept. of Computer Science 
Katholieke Universiteit Leuven, Belgium 
Frank.Piessens«<cs.kuleuven.ac.be 

Bart De Decker 
Dept. of Computer Science 
Katholieke Universiteit Leuven, Belgium 
Bart.DeDecker«<cs.kuleuven.ac.be 

Bart De Win 
Dept. of Computer Science 
Katholieke Universiteit Leuven, Belgium 
Bart.DeWinOcs.kuleuven.ac.be 

Abstract More and more software is deployed in an environment with wide area 
network connectivity, in particular with connectivity to the Internet. 
Software developers are not always aware of the security implications of 
this connectivity, and hence the software they produce contains a large 
number of vulnerabilities exploitable by attackers. 

Statistics show that a limited number of types of vulnerabilities ac­
count for the majority of successful attacks on the Internet. Hence, we 
believe that it is very useful for a software developer to have a deep 
understanding of these kinds of vulnerabilities, in order to avoid them 
in new software. In this paper, we present a survey and classification of 
the most commonly exploited software vulnerabilities. 
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1. Introduction 
At the root of almost every security incident on the Internet are one or 

more software vulnerabilities, i.e. security-related bugs in the software 
that can be exploited by an attacker to perform actions he should not 
be able to perform. 

Experience shows that a majority of these software vulnerabilities 
can be traced back to a relatively small number of causes: software 
developers are making the same mistakes over and over again. Looking 
for instance at the list of the ten most exploited software vulnerabilities 
(see: (11]), one can see that many of these vulnerabilities are actually 
buffer overflow problems. 

Hence, we believe that it is useful to try to survey and classify the 
most frequently occuring types of vulnerabilities. This paper identifies 
a number of categories of software vulnerabilities, and gives extensive 
examples of each of these categories. A software engineer familiar with 
these categories of problems is less likely to fall prey to these same prob­
lems again in his own software. 

The structure of this paper is as follows: in the next section, we 
present a structured classification of software vulnerabilities. In sec­
tion 3, we present a number of easily remembered guidelines a software 
developer can keep in mind to steer clear of most of the identified cat­
egories of problems. We conclude by discussing related work and sum­
marizing our results. 

2. An illustrated survey of software 
vulnerabilities 

2.1 Insufficiently defensive input checking 
A developer regularly makes (often implicit, and at first sight very 

reasonable) assumptions about the input to his programs. An attacker 
can invalidate these assumptions to his gain. It is important to realize 
that input should be interpreted in a broad way: input could be given 
to a program through files, network connections, environment variables, 
interaction with a user etc ... If method calls in a program can cross 
protection domains (as is the case for instance in Java}, even method 
parameters should be considered as non-trustworthy input that needs 
careful checking. 

Examples of this category include: buffer overflows and weak CGI 
scripts. 
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2.1.1 Buffer overflows. One of the most successful attacks is 
certainly a buffer overflow in a server process. What happens is illus­
trated in figure 1. For every function call, the parameters, the return 
address1, and the local variables of the function are put on top of the 
stack, the so-called current stack frame. In figure l.a, the normal situa­
tion is sketched. The return address points to the correct instruction. If 
the function is not carefully programmed and does not take into account 
the actual sizes of the variables, then a buffer overflow might happen. 
For instance, many servers expect input from client processes, such as 
a name, a path, an email-address, etc. Often, the server has allocated 
a buffer for this input in the current stack frame. The buffer is usually 
oversized and is certainly large enough to accommodate all 'reasonable' 
input. However, if an attacker sends input that is much larger than ex­
pected, and if the server does not take appropriate precautions (e.g. it 
copies the input until a zero-byte is found), then part of the stack frame 
is overwritten (see also figure l.b): the return address is modified and 
points to code that has been sent as part of the input! Hence, the at­
tacker can make the server execute whatever code he wants to. Usually, 
the code that is sent as input will make the server spawn a new process 
that runs the command interpreter (the shell). That way, the attacker 
gets inside the system without a login procedure. Often, he has supe­
ruser privileges, since the command interpreter inherits the privileges of 
the attacked server. 

The last decade, many server programs have been found to be vulner­
able to this kind of attack (the finger daemon, bind daemon, ... ). Often, 
these servers used a getstring function that did not limit the length of 
the string to be read. However, newer attacks do not use 'oversized' 
input, but cause buffer overflow by other means. For instance, inputs 
with special characters (wildcards, ... ) are sometimes expanded (global­
ized) by the server, leading to buffer overflow. Also, incomplete inputs 
may divert (temporarily) the flow of control inside the server; after this 
diversion, assumptions about the sizes of the variables may no longer be 
true. 

2.1.2 Weak CGI scripts. CGI, an acronym for Common Gate­
way Interface, is a mechanism for extending the webserver. Instead of 
sending a webpage in response to a client request, the server starts a 
new process which will handle the request. Typically the subprocess 
runs a script (e.g. Perl, Tel, ... ). These languages offer pattern-matching 

1The return address is the address of the instruction that must be executed after the function 
call. 
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Figure 1. Buffer overflow attack 

and many other features, that are useful in this context. However, the 
expressions are even more powerful than those supported by command 
interpreters (shells). Since the user inputs are passed to the script, insuf­
ficient checking of these inputs may lead to disaster. Figure 2 illustrates 
the CGI-mechanism. Often, CGI scripts are used to process 'forms' in­
cluded in certain web pages. The users completes the input fields and 
submits the form to the server. The server spawns a new process that 
runs the script, and passes the user inputs either through environment 
variables, or via standard input. Assume that one of the inputs is an 
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email-address, that will be used to send a confirmation message to the 
user, and that the Perl script contains the following lines of code: 

$emailaddress • ... ; I fetch the email address 

system("echo \"Your form has been processed\" I mail $emailaddress"); 

If the email address is not checked by the script, then a user has the 
ability to have the script execute whatever command the user wants. In 
this case, if the user gave as email address: j useddot. com; rm -rf 11 
then, eventually the following commands will be executed: 

I echo "Your form has been processed" I mail userGdot. com; rm -rf I I 
that is, the acknowledgement is sent to the user, and the file system 
may be wiped out if the web server is running with superuser privileges! 
Instead of this denial of service attack, the malicious user could also try 
to add an extra line to the password file and thus create for him an 
entrance gate to the system. 

1 user mput ... I 

I I HTI'P 
Web Server 

l submitl 

User browser 

\. 
CGJ 

Figure 2. CGI Scripts 

2.2 Reuse of software in more hostile 
environments 

lip I 

Software written for use in a relatively friendly environment (like a 
mainframe or an intranet) is often reused later in a more hostile en-



32 Integrity, Internal Control and Security in Information Systems 

vironment (like the Internet). Because the software developer made 
certain assumptions about the environment in which his program would 
be running, this change in environment can lead to major security holes. 
Typical examples include programs using password authentication, and 
document processing software reused as content viewers on the Internet. 

2.2.1 Password authentication. Under the assumption that 
passwords are well chosen, and well guarded by their owners, password 
authentication is relatively secure in an environment where the com­
munication between the user typing in the password and the computer 
verifying the password can not be eavesdropped on by attackers. Typ­
ically, for a terminal connected to a mainframe by a dedicated line, a 
password mechanism is sufficiently secure. 

However, in a context where the password is communicated over the 
Internet, password authentication is extremely weak: eavesdropping on 
connections is commonplace on the Internet, and once a password has 
been seen by somebody else, the security of the mechanism is completely 
broken. Still, many popular programs like telnet and ftp rely on this 
mechanism to authenticate connections over the Internet. 

2.2.2 Document processing software reused as Internet con­
tent viewer. If word processing software is used to create, edit and 
view documents authored by the owner of the software, or a small set 
of trusted colleagues, then the security requirements of this software are 
relatively low. If the software contains buffer overflow problems, it might 
crash occasionally, but it does not represent a major security problem. 

This situation changes completely if the same word processing soft­
ware is reused as a viewer for Internet content. The same buffer overflow 
problem can now be maliciously exploited: an attacker places a carefully 
constructed document on the Web, and tries to lure victims into viewing 
this document. By exploiting the buffer overflow problem, the attacker 
can do anything he wants on the victims computer. 

Since it is difficult to predict in advance in which contexts your soft­
ware will be used, it is good practice to strive for secure software de­
velopment even for software that will initially only be used in a friendly 
environment. 

2.3 Trading off security for convenience or 
functionality 

It is well-known that there is a trade-off between security and con­
venience (i.e. functionality or user-friendliness of the software). Most 
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security measures tend to add some user-annoyance, and often very pow­
erful and convenient features are easy to abuse. Software developers, 
tending to think of functionality in the first place, usually emphasize 
convenience over security. This problem is often an attitude problem: 
software developers tend to spend a lot of time thinking about how to 
make things possible. From a security point of view it is as important 
to spend time thinking about how to make certain things impossible. 

Examples of vulnerabilities in this category include: executable at­
tachments and powerful scripting languages for applications. 

2.3.1 Executable attachments. Many browsers maintain a 
table which is used to determine how the browser should handle MIME 
types when it encounters MIME parts in a HTML document, be it an 
email message, a newsgroup posting, a web page, or a local file. Some 
of these entries may cause the browser to open the MIME part without 
giving the end user the opportunity to decide whether the MIME part 
should be opened. Hence, an intruder may construct malicious content 
that, when viewed in the browser (or any program that uses the browser's 
HTML rendering engine), can execute arbitrary code. It is not necessary 
to run an attachment; simply viewing the document in a vulnerable 
program is sufficient to execute arbitrary code. 

2.3.2 Powerful scripting in applications. More and more 
applications include an interpreter for a scripting language, which can 
be used to support 'dynamic' content. Examples are word processors, 
spreadsheets, web browsers, etc. The problem with these scripting lan­
guages is that they are very powerful, and often allow access to local 
system resources, such as the file system. Although a technique, called 
sandboxing, can shield off the local system, dynamic content can still 
mislead the user, and possibly capture confidential information, such as 
credit card numbers, passwords, etc. 

The following attack against web browsers that support JavaScript has 
been described by Felten, Balfanz, Dean and Wallach ([5]). See also fig­
ure 3. An unsuspecting user is lured to the attacker's website2 . The web 
document shown to the user is 'booby-trapped': it contains a JavaScript 
program, which disables the normal functioning of the browser's buttons 
(by covering the browser with an invisible window), and all URLs are 
rewritten in order to direct requests to the attacker's site. From now 

2This is probably the easiest part of the attack. It suffices to offer something for free, to 
attract many possible victims. 
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on, the browser is actually captured by the attacker. There is no way to 
escape. Every URL in the document is of the form: 

http://wwv.attacker.com/http://www.real.com/page.html 

Hence, the request is sent to www. attacker. com, which will forward 
to request to wwv. real. com. The web document that is returned by 
that server is then rewritten by the attacker's website, i.e. all URLs 
are rewritten and a JavaScript program is added to the document. The 
modified document is finally sent to browser. Note that the JavaScript 
program can hide these modifications to the user: if the browser is asked 
to show the 'HTML source' of the document, the script will remove the 
malicious code and show the original URLs. Since all requests are sent 
to the attacker's website, including input fields of forms, the site may 
acquire and abuse confidential information. 

(d) 
modify page.html 

www.attacker.com 

user's browser www.real.com 

Figure 3. A webspoofing attack 

2.4 Relying on non-secure abstractions 
Many abstractions offered by a programming language or by an oper­

ating system are "complexity-hiding" abstractions more than "tamper­
proof" abstractions. Software developers often (implicitly or explicitly) 
assume that these abstractions are tamper-proof anyway, leading to se­
curity breaches. Examples include: buffer overflows (see section 2.1.1), 
type confusion problems in Java, attacks against smartcards, considering 
TCP /IP connections as reliable communication channels, unanticipated 
object reuse,etc ... We discuss two examples in more detail. 
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2.4.1 Type confusion in Java. To allow untrusted code lim­
ited access to objects, it seems reasonable to use object oriented access 
specifiers (like private or protected) on methods or fields that should 
not be accessible to the untrusted code. The programmer relies on the 
information hiding aspects of the object oriented language he is working 
in to achieve a security related goal. 

However, it is important to realize that access specifiers are by no 
means "tamper-proof" in most object oriented languages. For example, 
in C++, untrusted code can scan the entire memory range in use by a 
process by casting integers to pointers, and hence untrusted code can 
also access the private fields of any object. In other words, the 00 
abstractions offered by C++ are not secure, or C++ is not memory safe 
or type safe. 

The designers of Java tried to make the Java Virtual Machine memory 
safe and type safe by disallowing pointers, and by checking casts even at 
runtime. But for many versions of the JVM, bugs in the implementation 
of the VM have led to breaches in memory and type safety. For example, 
the well-known classloader-attack (see: [8]), breaks the type safety of all 
JVM's upto version 1.1.8. 

Even in the absence of type safety problems, untrusted code may try 
to access private fields of an object by serializing the object, and reading 
the resulting file as a byte array. 

2.4.2 Unanticipated resource reuse. The problem here is 
that the software developer disposes of some object or resource (e.g. 
deletes a file), and assumes that by disposing of the object, its informa­
tion content becomes inaccessible. In many cases the object will only 
be "logically" deleted, and the actual content is still retrievable by an 
attacker. 

2.5 Insecure defaults and difficult configuration 
The default configuration of general purpose software is often not se­

cure to guarantee that the majority of customers is able to use it without 
experiencing too many restrictions. Especially for operating systems, 
this is common practice. Clearly, the users impression about the sys­
tem is important and security restrictions might annoy him. However, 
this should not be a reason to lower the level of security or it should be 
explicitly and very well documented. And even in this case, system ad­
ministrators typically do not take the time to read this documentation. 
They tend to make a default install, and if that works leave it at that. 
Hence, if the default configuration is an insecure one, many installations 
will be in an insecure state. 
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As an example, Microsoft Windows NT 4.0 is a reasonably secure 
operating system as proven by the ITSEC E3/F-C2 label it received 
after independent evaluation. However, a default install of the system 
disables many of the security features. Several documents (see: [4, 2]) 
provide checklists of tasks an administrator should perform to enable 
important security features and as such augment the overall security 
level of the system. However, it is highly questionable how many users 
will follow all the guidelines described in these checklist documents. 

As another point of attention, configuration procedures are sometimes 
complex and error-prone. For example, securing Windows NT requires 
changing certain keys in the registry by editing them by hand. Complex 
configuration procedures must be avoided, since they lead to configura­
tion errors, and a configuration error often introduces a security problem. 

2.6 Unanticipated (ab-)use of services and 
feature interaction 

Highly successful services are often used (and abused) in ways never 
imagined by the designers of the service. Hence, the designers failed to 
provide safeguards for these abuses. 

A typical example is e-mail. The Internet e-mail system, based on 
SMTP, was designed to provide a simple electronic messaging service for 
a relatively limited group of people. The unforeseen success of TCP /IP 
and the Internet has made SMTP a standard for a worldwide electronic 
mail system. Since sending e-mail is typically much cheaper than send­
ing paper mail, advertisers have been abusing the e-mail system since 
many years, sending out advertisements to millions of addressees at once. 
Because the designers did not anticipate the enormous success of their 
protocol, they did not think of safeguards for protecting against such 
spam e-mail. 

A special case of unanticipated abuse is feature interaction. As more 
and more features are added to a software product, they start interacting 
in unforeseen and insecure ways. An example is the telephone network, 
where the introduction of new services, like call-forwarding, conference 
calls and ringback have led to numerous security breaches ([1]). 

2. 7 Non-atomic check and use 
A typical scenario in a security relevant part of a program is: check if 

some condition is ok, and if it is, perform some action. Often attacks are 
based on invalidating the condition between the check and the action. 

A typical example is a so-called race condition. For example, a pro­
gram checks to see if a certain filename in the temporary directory is 



Developing Secure Software 37 

available (i.e. no file with that name exists already}, and if it does not 
exist, it opens a file with that name and starts writing information to 
it. An attacker can try to create a link with that specific name to a file 
he wants to alter between the check of existence and the actual opening 
of the file. As a consequence, the attacker causes the program to inad­
vertently add information to an existing file, where the program tried to 
enforce that it was really opening a new file. 

A second, very simple example is simply typing commands at an unat­
tended terminal: the operating system only checks the identity of the 
user at login-time, and from that moment on assumes that all commands 
from that terminal come from the authenticated user. A similar problem 
occurs with session hijacking of telnet sessions over the Internet. 

2.8 Programming bugs 
Finally, ordinary programming bugs, i.e. flawed algorithmic logic in 

security sensitive software, are much harder to detect during testing than 
bugs in the functionality of the software. Security related bugs only show 
up in the presence of malicious adversaries and hence can not be detected 
using automatic testing procedures. Moreover, the inherent complexity 
of cryptographic algorithms and other security related code makes it 
very hard to understand all relevant details and unfortunately wrong 
assumptions or small programming errors often introduce big security 
holes. Several famous examples of this problem exist. First, a weakness 
in the random generator of Netscape 1.1 where random numbers where 
based on the current time (which is not random at all!), made it possible 
to break the keys used in secure connections within seconds (see: [9]). 
Another example is known as the Java DNS bug. Here (see: (3, 6]), 
an error in the algorithm used to check whether two hosts are equal 
provided applets with the opportunity to connect to every computer on 
the Internet, which was not conforming to the rules of the restricted 
applet execution environment. 

3. Security guidelines for developers 
Many of the example software security weaknesses discussed in the 

previous section could have been avoided if the designers and implemen­
tors of the software had been more security-conscious during their design 
and programming. We feel it is very important for a software engineer 
to keep a number of security-related design guidelines in the back of his 
head at all times during the development of a software system. Every 
design or implementation decision should be verified against these "se­
curity rules of thumb". A good set of such guidelines is given below. 
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It is interesting to note that these guidelines still overlap significantly 
with the guidelines given in the 25 year old classic paper by Saltzer and 
Schroeder ([10]). 

1 Defensive programming. Treat any input your software gets from 
outside as potentially hostile. 

2 Secure defaults. While it may be a good idea to make security­
related parts of your program configurable, you should realize that 
many users will use the default configuration without thinking too 
much about it. Hence, the default configuration should be secure. 
Also, many security checks can be implemented in two ways: deny 
by default and allow access in selected cases, or allow by default 
and deny access in selected cases. It should be clear that the first 
approach is preferable. 

3 Use secure languages where possible. From a security point of view, 
a garbage-collected language (like Java) is to be preferred over a 
language relying on manual memory management (like C or C++). 
In particular, a type safe language significantly reduces the number 
of potential security weaknesses in software. 

4 Security-oriented testing. Software engineers should realize that 
testing for security is fundamentally different from testing func­
tionality. Testing for security is a creative form of testing, where 
the testers have to come up with possible attack scenarios. 

5 Economy of mechanism. Security mechanisms should be as simple 
as possible (but not any simpler than that). A simple mechanism 
is easy to understand, easy to verify, and easy to apply. 

6 Need to know principle. If it is possible to give different parts of 
your software different privileges (as is possible in Java for exam­
ple), make sure that you give each part the minimal amount of 
privileges necessary. This leads to better containment of security 
breaches. 

As another instance of this rule: make sure your software can run 
with the minimal amount of privileges from the OS it is running 
on. Software written for Windows 9X for example, typically as­
sumes having full access to the entire file system, making it difficult 
to port this software to the more secure NT family of operating 
systems. 

7 No security decisions by end users. End users typically have little 
or no expertise in security, and asking them to do security relevant 
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configuration easily leads to configuration errors. Also, attackers 
might try to convince end users to change their configuration to a 
nonsecure state through social engineering techniques. 

4. Related Work 
An influential paper surveying and categorizing software vulnerabili­

ties is the paper by Landwehr et al. ([7]). However, this paper is largely 
focused on system software vulnerabilities, whereas our paper mainly 
targets application software. A number of books ([1, 6]) give many ex­
amples of vulnerabilities, but without an attempt at classification. Also 
many websites publish lists of software vulnerabilities of varying quality. 
A column by McGraw and Viega on the IBM Developer Works website is 
of very high quality ([12]). Finally, our security guidelines were heavily 
influenced by the seminal paper by Saltzer and Schroeder ([10]). 

5. Conclusion 
A classification of the most common software vulnerabilities (with 

many examples) was presented. This classification shows that many 
software vulnerabilities can be avoided by keeping in mind a number 
of simple security-related guidelines during design and development of 
software. 
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Abstract An enterprise that uses evolving software is susceptible to destructive 
and even disastrous effects caused either by inadvertent errors, or by 
malicious attacks by the programmers employed to maintain this soft­
ware. It is my thesis that these perils of evolving software can often be 
tamed by ensuring that suitable overarching principles are maintained 
as invariants of the evolution of a given software system. In particular, 
it would be invaluable to ensure that a financial system satisfies the 
accounting principle of double-entry bookkeeping, throughout its evo­
lutionary lifetime. We define a concept of etJolution-intJariant, discuss 
its usefulness, and show how the above mentioned accounting principles 
can be established as such invariants. 

Keywords: perils of software evolution, evolution-invariants, law-governed interac­
tion, accounting principles. 

1. Introduction 
The inevitable process of software evolution carries serious perils-­

particularly when the software is embedded in some critical enterprise, 
such as a power plant or a financial establishment, and when the soft­
ware evolves in its operational context. The perils of such an evolution 
are due to the ease of making changes in software, combined with the 
ability of even a small change to cause large changes in system's behav­
ior. An enterprise that uses an evolving software is thus susceptible to 
destructive, and even disastrous effects caused either by inadvertent er-
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rors, or by malicious attacks by the programmers employed to maintain 
this software. 

These dangers are becoming progressively more difficult to manage as 
the software technology is undergoing a transition from monolithic sys­
tems, constructed according to a single overall design and managed by 
a single organization, into conglomerates of semi-autonomous, heteroge­
neous and independently designed subsystems, constructed with little, 
if any, knowledge of each other, and often managed and maintained by 
different organizations. Such software conglomerates, a rarity just few 
years ago, are becoming more common due to several factors, including: 
the increased use of COTS, the use of services available via the internet, 
and the need to support inherently conglomerate institutions, such as 
large global corporations. 

It is my thesis that the perils of software evolution can often be 
tamed-although not eradicated- by ensuring that some broad prin­
ciples of a given system be established as invariants of its evolution. For 
example, it could be useful to partition a system into a set of divisions, 
constructing permanent-i.e., evolution-invariant-"firewalls" between 
them, which will limit the effect that one division can have on the oth­
ers. 

Consider, in particular, a computerized financial enterprise. It has 
been argued by McKeeman in a paper entitled "Mechanizing Banker' 
Morality" (McKeeman, 1975), that certain broad principles are so crit­
ical to the safety and reliability of such enterprises, that they should 
not be entrusted to the evolving software running them, but that they 
should be "embedded so deeply into the computer, that their violation is 
improbable to a degree approaching impossibility". The critical principles 
cited by McKeeman are: 

Principle 1 (double entry bookkeeping) Money always flows from 
one account to another, but cannot appear from nowhere, or disappear 
into thin air. 

Principle 2 (auditing) Financial activities can be monitored by au­
ditors, without any explicit cooperation with (or the knowledge of) the 
system being examined, or its programmers. 

It is self evident that for software system to have a property that is 
invariant of its own evolution, the software must be subject to some 
higher authority, which ensures this particular property. There are two 
common mechanisms for establishing such an authority over software, 
which are very effective, but of a limited range of applicability. 

The first such mechanism is the hardware (or firmware) of a computer. 
Perhaps the most important case of an hardware-induced invariant is 
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the distinction between master mode and user mode, which is the basis 
for the permanent firewall erected in most modern operating system 
between the kernel and all user code. Hardware enforcement is also 
what McKeeman had in mind for mechanizing his "bankers' morality." 

The second common mechanism for establishing software invariants 
is the programming language in which a system is written. Examples of 
useful language-induced invariants abound. They include such things as 
scope rules, strong typing, and encapsulation. Another case of language 
induced invariant is the inability of Java applets to access the file system 
of the host machine. 

But computer hardware and programming languages, as mechanisms 
for establishing invariants in software, have several limitations: First, 
only very few types of invariants can be built into a given machine, or 
even into a programming language. Second, an invariant built into the 
very fabric of a machine or a language tends to be rigid, and not easily 
adaptable to an application at hand. Finally, these mechanisms are not 
effective for conglomerate distributed systems, which may be written in 
a variety of different languages, and may run on a variety of different 
machines. 

In this paper we employ more flexible and general means for establish­
ing invariants of evolving systems. We start, in Section 2, by introducing 
an abstract concept of evolving systems that can have explicitly defined 
invariants. We then outline two concrete models for implementing this 
concept, one for monolithic software, and another for conglomerates. 
In Section 3 we describe a mechanism, called law-governed interaction 
(LGI), that can be used for establishing invariants of conglomerate sys­
tems. In Section 4 we show how LGI can be used to establish McK­
eeman's accounting principles as invariants of the evolution of financial 
systems. We conclude in Section 5. 

2. On the Nature of Evolving Systems 
Let us delineate first the type of evolution we have in mind here. It 

is not the common phenomenon of Darwinian-like evolution of software, 
where certain systems, such as text-editors, evolve through the indepen­
dent creation of many variations of existing editors, and through "nat­
ural selection" between these variations in the market place. We limit 
the discussion in this paper to software embedded in some long-term 
enterprise-such as a medical establishment, or a financial enterprise­
which evolves in its operational context. In other words, we are dealing 
here with a time-sequence of systems { si}' operating more or less in the 
same context1 , where each Si is a variant of its predecessor. 
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One often views such a sequence as a single long-lived system, im­
plicitly expecting it to behave in some predictable fashion-that is, to 
exhibit some invariants. But currently, there is no technical justification 
for this view, since there is generally nothing definite that can be stated 
about the structure or behavior of the future stages of such a sequence 
of systems. This is true even if the enterprise served by a sequence 
{Si} has an explicit policy P concerning its structure and behavior over 
time, and even if the enterprise employs good managerial practices and 
programming tools (like those discussed in (Duby et al., 1992; Murphy 
et al., 1995; Sefica et al., 1996)) for implementing this policy. Because 
such informal managerial practices are far from infallible, and the state 
of art of software development provides for no formal means for ensuring 
that any given policy is satisfied by an evolving sequence { Si}. 

To fill this gap, we must (as pointed out in the introduction) subject 
the time-sequence of systems {Si} to some kind of "higher authority," 
that enforces a given policy P. This would provide a degree of pre­
dictability to {Si}, which would then deserve to be viewed as a single 
long-lived evolving-system-to be called an e-system, for short, and be 
denoted by S. Such concept is defined below. 

Definition 1 An e-system S is a triple (S, £, £} , where 

1 S is the system, at a given moment in time. (That is, at timet, 
S is one of the stages St of the evolving system-sequence.) 

2 C, called the law of S, is an explicit collection of rules about the 
structure of the systemS, about its process of evolution, and about 
the evolution of the law itself. 

3 £ is a mechanism that enforces the law. 

Now, if a certain property of an e-system Sis entailed by its law£, then 
this property is an invariant of the evolution of this system, as long as 
the law itself is not changed. The evolution of the law is, therefore, a 
critical aspect of an e-system, and needs to be carefully regulated. 

So far, we have formulated, and implemented experimentally, two 
concrete models for this abstract concept of e-systems: one for mono­
lithic systems, and the other for conglomerates. They use different en­
forcement techniques, support different types of laws, and have different 
strengths and weaknesses. We now discuss briefly both these models, 
but then focus on the latter one. 

To deal with evolving monolithic systems, we introduced the concept 
of Law-Governed Architecture (LGA) (Minsky, 1996; Minsky, 1997). An 
e-system under LG A 2 must be constructed and maintained within a soft­
ware development environment that plays the role of e in the definition 
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above. This environment, whose current experimental implementation 
is called Darwin-E, maintains the law £ of an e-system, and its code 
S; and it enforces the law over the structure of S, over the evolution 
of S, and over the evolution of the law itself. The enforcement of the 
law over the structure of S is done mostly statically, incurring no run­
time overhead. As currently formulated, LGA can be applied only to 
object-oriented systems, and the current implementation of Darwin-E 
is for systems written in Eiffel only. One of the disadvantages of LGA 
is that it requires total commitment to it, and does not lend itself to 
incremental deployment. This is not the case for our second mechanism. 

By its very nature, a conglomerate system cannot be subjected to 
a single overarching regime that regulates its structure and evolution. 
First, because its sub-systems might be developed and maintained by dif­
ferent organizations; and second, because different components of such 
a system might be written in several different programming languages, 
and some of them may be COTS, whose source code may be unavailable. 
We opt, therefore, for two relaxations of the type of regime provided by 
LGA. First, we attempt to regulate only the interactions between com­
ponents of a system, treating the components themselves as black boxes. 
Second, recognizing that single conglomerate system may involve many 
different, and sometimes unrelated, activities, we attempt to regulate 
different activities separately, under different laws. These two relax­
ations gave rise to the concept of law-governed interaction (LGI) (Min­
sky, 1991; Ao et al., 2001), briefly presented in the following section. 
In Section 4 we will show how LGI can be used to establish some of 
McKeeman's accounting principles as evolution-invariants of a financial 
system. 

3. The Concept of Law-Governed Interaction 
(LGI) 

Broadly speaking, LGI is a message-exchange mechanism that allows 
an open group of distributed agents to engage in a mode of interaction 
governed by an explicitly specified policy, called the law of the group. 
The messages thus exchanged under a given law £ are called £-messages, 
and the group of agents interacting via £-messages is called a community 
C, or, more specifically, an £-community C.c. 

By the phrase "open group" we mean (a) that the membership of this 
group (or, community) can change dynamically, and can be very large; 
and (b) that the members of a given community can be heterogeneous. 
In fact, we make here no assumptions about the structure and behav­
ior of the agents3 that are members of a given community C.c, which 
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might be software processes, written in an arbitrary languages, or hu­
man beings. All such members are treated as black boxes by LGI, which 
deals only with the interaction between them via £-messages, making 
sure it conforms to the law of the community. (Note that members of a 
community are not prohibited from non-LGI communication across the 
Internet, or from participation in other LGI-communities.) 

For each agent x in a given community Cr_, LGI maintains, what is 
called, the control-state CSz of this agent. These control-states, which 
can change dynamically, subject to law C., enable the law to make dis­
tinctions between agents, and to be sensitive to dynamic changes in their 
state. The semantics of control-states for a given community is defined 
by its law, could represent such things as the role of an agent in this 
community, and privileges and tokens it carries. For example, under law 
AC to be introduced in Section 4 the term role (bank) in the control­
state of an agent denotes that this agent has been certified as a bank, 
and thus would be able to provide other agents with money. 

We now elaborate on several aspects of LGI, focusing on (a) its con­
cept of law, (b) its mechanism for law enforcement, and (c) its treatment 
of digital certificates. Due to lack of space, we do not discuss here sev­
eral important aspects of LGI, including the interoperability between 
communities, the concept of enforced obligation, and the treatment of 
exceptions. Nor do we discuss here the expressive power of LGI, its 
implementation, and its efficiency. For these issues, and for a more com­
plete presentation of the rest of LGI, the reader is referred to (Minsky 
and Ungureanu, 2000; Ungureanu and Minsky, 2000; Ao et al., 2000). 

3.1 The Concept of Law 
Generally speaking, the law of a community C is defined over a certain 

types of events occuring at members of C, mandating the effect that any 
such event should have-this mandate is called the ruling of the law 
for a given event. The events subject to laws, called regulated events, 
include (among others): the sending and the arrival of an C.-message; the 
coming due of an obligation previously imposed on a given object; and 
the submission of a digital certificate (more about the latter two kinds 
of events, later). The operations that can be included in the ruling of 
the law for a given regulated event are called primitive operations. They 
include, operations on the control-state of the agent where the event 
occured (called, the "home agent"); operations on messages, such as 
forvard and deliver; and the imposition of an obligation on the home 
agent. 
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Thus, a law C can regulate the exchange of messages between members 
of an £-community, based on the control-state of the participants; and 
it can mandate various side effects of the message-exchange, such as 
modification of the control states of the sender and/or receiver of a 
message, and the emission of extra messages, for monitoring purposes, 
say. 

On The Local Nature of Laws:. Although the law C of a commu­
nity C is global in that it governs the interaction between all members 
of C, it is enforceable locally at each member of C. This is due to the 
inherent locality of LGI laws, as follows: 

• An LGI law C only regulates local events at individual agents, 

• the ruling of .C for an event e at agent x depends only on e and 
the local control-state CSx of x. 

• The ruling of .C at x can mandate only local operations to be carried 
out at x, such as an update of CS:r;, the forwarding of a message 
from x to some other agent, and the imposition of an obligation 
on x. 

The fact that the same law is enforced at all agents of a community gives 
LGI its necessary global scope, establishing a common set of ground rules 
for all members of C and providing them with the ability to trust each 
other, in spite of the heterogeneity of the community. And the locality 
of law enforcement enables LGI to scale with community size. 

On the Structure and Formulation of Laws:. Abstractly speak­
ing, the law of a community is a function that returns a ruling for any 
possible regulated event that might occur at any one of its members. 
The ruling returned by the law is a possibly empty sequence of primi­
tive operations, which is to be carried out locally at the location of the 
event from which the ruling was derived {called the home of the event). 
(By default, an empty ruling implies that the event in question has no 
consequences-such an event is effectively ignored.) 

Concretely, the law is defined by means of a Prolog-like program4 L 
which, when presented with a goal e, representing a regulated-event at 
a given agent x, is evaluated in the context of the control-state of this 
agent, producing the list of primitive-operations representing the ruling 
of the law for this event. In addition to the standard types of Prolog 
goals, the body of a rule may contain two distinguished types of goals 
that have special roles to play in the interpretation of the law. These are 
the sensor-goals, which allow the law to "sense" the control-state of the 
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home agent, and the do-goals that contribute to the ruling of the law. A 
sensor-goal has the form tOCS, where t is any Prolog term. It attempts 
to unify t with each term in the control-state of the home agent. A 
do-goal has the form do(p), where p is one of the above mentioned 
primitive-operations. It appends the term p to the ruling of the law. 

3.2 The Law-Enforcement Mechanism 
We start with an observation about the term "enforcement," as used 

here: We do not propose to coerce any agent to exchange £-messages 
under any given law .C. The role of enforcement here is merely to ensure 
that any exchange of £-messages, once undertaken, conforms to law 
C. More specifically, our enforcement mechanism is designed to ensure 
the following properties: (a) the sending and receiving of £-messages 
conforms to law .C; and (b) a message received under law C has been 
sent under the same law (i.e., it is not possible to forge £-messages). 

Since we do not compel anybody to operate under any particular law, 
or to use LGI, for that matter, how can we be sure that all movement 
of funds would be carried out under law AC designed for them? The 
answer is that an agent may be effectively compelled to exchange £­
messages, if he needs to use services provided only under this law, or to 
interact with agents operating under it. For instance, if a certain server 
requires payments for its services only via AC-messages-which, as we 
shall see, enforces our accounting principles- then anybody needing 
its services would be effectively compelled to operate under law AC. 
Conversely, if agents in the given enterprise use AC-messages for their 
financial transactions, then servers would be compelled to accept such 
messages, if they are to be used. 

Distributed Law-Enforcement:. Broadly speaking, the law C of 
community C is enforced by a set of trusted agents called controllers, 
that mediate the exchange of £-messages between members of C. Ev­
ery member x of C has a controller Tz assigned to it (T here stands for 
"trusted agent") which maintains the control-state CSx of its client x. 
And all these controllers, which axe logically placed between the mem­
bers of C and the communications medium (as illustrated in Figure 1) 
carry the same law C. Every exchange between a pair of agents x andy 
is thus mediated by their controllers Tz and Ty, so that this enforcement 
is inherently decentralized. Although several agents can share a single 
controller, if such sharing is desired. (The efficiency of this mechanism, 
and its scalability, axe discussed in (Minsky and Ungureanu, 2000).) 

Controllers axe generic, and can interpret and enforce any well formed 
law. A controller operates as an independent process, and it may be 
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Figure 1. Enforcement of the law. 

placed on any machine, anywhere in the network. We have implemented 
a controller-service, which maintains a set of active controllers. To be 
effective in a widely distributed enterprise, this set of controllers need 
to be well dispersed geographically, so that it would be possible to find 
controllers that are reasonably close to their prospective clients. 

On the basis for trust between members of a community:. 
For a members of an £-community to trust its interlocutors to observe 
the same law, one needs the following assurances: (a) that the exchange 
of £-messages is mediated by controllers interpreting the same law .C; 
and (b) that all these controllers are correctly implemented. If these two 
conditions are satisfied, then it follows that if y receives an £-message 
from some x, this message must have been sent as an £-message; in other 
words, that £-messages cannot be forged. 

To ensure that a message forwarded by a controller T,; under law .C 
would be handled by another controller Ty operating under the same law, 
T,; appends a one-way hash (Schneier, 1996) H of law .C to the message 
it forwards to Ty . Ty would accept this as a valid £-message under .C if 
and only if His identical to the hash of its own law. 

With respect to the correctness of the controllers, if an agent is not 
concerned with malicious violations, then it can trust a controller pro­
vided by our controller-naming service, or a controller provided by the 
operating system - just like we often trust various standard services on 
the Internet, such as TCP /IP protocols. When malicious violations are 
a concern, however, the validity of controllers and of the host on which 
they operate needs to be certified. In this case, the controller-naming 
service needs to operate as a certification authority for controllers. Fur­
thermore, messages sent across the network must be digitally signed by 
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the sending controller, and the signature must be verified by the receiv­
ing controller, allowing the two controllers to trust each other. 

3.3 The Treatment of Certificates under LGI 
Under LGI, all agents are made equal at the time they join an £­

community. This is because the control-state of all new members is 
identical-and control-states provide the only means for a law to make 
distinctions between agents. We now explain how an agent can acquire 
extra privileges, thus becoming more equal than others (with apologies 
to George Orwell), by submitting appropriate certificates. 

The submission by an agent a;, operating under law C, of a certificate 
Cert to its controller, has the following effect: An attempt is made 
to confirm that Cert is a valid certificate, duly signed by an authority 
that is acceptable to law£, i.e., an authority that is represented by one 
of the authority-clauses in the preamble to the law (See Figure 2 
for an example). If this attempt is successful5, then a certified-event is 
triggered. This event, which is one of the regulated-events under LGI, has 
as its argument the following representation of the submitted certificate: 

[issuer(I), subject(S), attributes(A)]. 

Here I and S are internal representations of the public-keys of the CA 
that issued this certificate, and of its subject, respectively; and A is 
what is being certified about the subject. Structurally, A is a list of 
attribute(value) terms. For example, the attributes of a certificate 
might be [role (bank)], asserting that the subject in question is allowed 
to function as a bank in this community. Additional components of the 
attributes field include the expiration time of the certificate, the URL of 
the server that maintains CRLs for this type of certificates, a certificate 
id (used to identify it· in CRLs), etc. (Currently we support SPKI format 
of certificates (Ellison, 1999)). 

What happens when the certified event is triggered depends, of 
course, on the law. In the case of law AC of Figure 2, for example, the 
term role (bank) is set in the control-state of the agent that presents 
this certificate. 

4. Establishing Accounting Principles as Laws of 
a Financial Enterprise 

Consider now a conglomerate financial enterprise, viewed as collection 
of distributed agents interacting via messages. We do not presume any 
knowledge of, or control over, the internals of these agents, but we wish 
to ensure that all messages that carry money between agents comply 
with the principles of double entry bookkeeping and of auditing. This is 
done via law AC (for "accounting") displayed in in Figure 2. The law is 
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composed of a preamble, and a set of rules. Each rule is followed by a 
comment (in italic), which, together with the explanation below, should 
be understandable even for a reader not well versed in the LGI language 
of laws (which is based on Prolog). We start our discussion of this law 
with some preliminary observation about its effect, to be justified later. 

Each agent operating under law AC would have a term cash( c) in its 
control-state, which represents the amount of cash currently held by this 
agent (initially zero, for all agents). Money can be moved from one agent 
to another by means of AC-messages that contain the term cash(c)­
they are called cash-carrying messages, and they conform to the principle 
of double entry accounting. Also, the movement of large amount of 
cash {thousand dollars or more, in this case) is being monitored, in 
conformance to the auditing principle. The source of money in this 
system are agents authorized as banks, by theCA called "admin." Such 
agents would have the term role (bank) in their control-state. 

The preamble to this law has several clauses: The first is an authority 
clause, which define a certification authorities acceptable to this com­
munity, to be used for the certification of banks. Each authority clause 
provides the public-key of a certification authority, and assign it a local 
name-''admin". Second, an initialCS clause that defines the initial 
control-state of all agents in this community, which consists of the term 
cash ( 0) in this case. Finally, there is a alias clause assigning the local 
name "monitor" to the address audi tTraiUienterprise. com, presum­
ably of the audit-trail server used by this enterprise. We now examine 
the rules of this law in detail, showing their various effects. 

The Flow of Cash:. Rules 'R-2 and 'R-3 of this law regulate the 
exchange of cash-carrying messages between agents. By Rule 'R-2, if 
a non-bank agent x sends such a message, it will be forwarded to its 
destination only if x itself holds sufficient amount of cash, and only 
after the cash of x is reduced by c. By Rule 'R-3, when such a message 
arrives at its destination y, it causes the cash ofy to increase by c. The 
message itself is then delivered to y itself .. 

Thus, cash flows between non-bank agents in the system via cash­
carrying messages in full compliance with the principle of double-entry 
bookkeeping. Note that this law is silent on the structure of cash­
carrying messages (except that they need to have a cash-term) and on 
their effect on anything but the cash balance of the sender and the re­
ceiver. So a cash carrying message might be a payment for a previous 
service, a cash-carrying order, or just a grant of money to the receiver 
of the message. The specific form and effect of such messages is left to 
the agents themselves. 
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'Preamble: 

authority(admin,publicKey). 
initiaiCS([cash(O))). 
alias( monitor, "auditor Trail«<enterprise.com"). 

1ll certified([issuer(admin),subject(Self),attributes(A)]) ·­
role(bank)IA, 4o(+role(bank)). 

Claiming the role of a bank, via certificate issued by the designated CA called 
admin. 

1l2 sent(X,H,Y) :-
cash(C1)1H, C1>0, cash(C)ICS, 
(C>C1 I role(bank)ICS), 
do(dcr(ca•h(C)),C1), 
do(forward), 
audit(sent,X,H,Y). 

An H a message carrying C1 dollars (in a "cas.h" field) is sent by an agent 
X with C dollars in its own cas.h account, this message is forwarded if X bas 
enough cas.h on band (i.e., C>Cl) or ifX is a bank. In either case, the cash of 

X is decremented by C1 and the message is forwarded. Finally, the audit-rule 
is invoked. 

~ arrived(X,H,Y) :­
cash(Cl)CIM, 
do(incr(cash(C)),C1), 
do(deliver), 
audit(arrived,X,M,Y). 

A message carrying C1 dollars (in a "cas.h" field) that arrives at an agent Y 
causes the cas.h possessed by Y to be incremented by C1. This message is 
then delivered, and the audit-rule is invoked. 

1l4 audit(Event,X,H,Y) :-
Event•arrived, 
cash(C1)1M, C1>1000, 
do(forward(X,[Event,Time,X,H,Y], monitor). 

The arrival of any message that carries more than 100 dollars is recorded, by 
sending to monitor all relevant information. 

Figure f. The Accounting-Law .AC 
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The Role of Banks:. To play the role of a bank under this law, 
an agent needs to present a certificate signed by by the CA we call here 
"admin," with the term role (bank) in its attributes. By Rule 'R.l, the 
presentation of such a certificate would add the term role (bank) to the 
control-state of the presenter, which we will call simply "banks" from 
now on. 

The function of banks under this law is to provide agents with cash 
(without banks in this system there would be no cash to move around, 
because all agents start with zero balance), and to accepts deposits of 
cash from agents. By Rule 'R2, a bank is able to inject arbitrary amount 
of cash into the system simply by sending it in a cash-carrying message 
to some agent y, even if its own cash-balance is negative. 

Presumably, such a grant of cash to an agent y would generally be 
made in response to some kind of withdrawal request from y, and only 
if y has some kind of account with this bank, with sufficient balance. 
But such considerations are orthogonal to the principle of double-entry 
bookkeeping, and are, therefore, intentionally not covered by this law. 
Note also that agents may deposit some of their cash in a bank, via some 
kind of cash-carrying message to it. Thus, the balance of cash in a bank 
is always the sum of deposits in, minus the sum of withdrawals; and it 
could be negative. 

Auditing:. The audit rule (1?,4) is invoked by every sent or arrived 
events (as specified by Rules 'R.2 and 'R.3). This rule causes the time­
stamped record of this event to be forwarded to a distinguished agent 
monitor-thus recording it-provided that the conditions specified in 
this rule are satisfied. The specific condition for recording an event built 
into Rule 1?,4, are such that only the arrival of messages that carry at 
least $1000 is being monitored. But it is obviously possible to write 
audit rules that monitors different subsets of event, and that forwards 
records of such events to different monitors. 

Thus, as required by the principle of auditing, somebody who can 
change the law AC can specify the type of events to be audited, and 
to actually carry it out, without the cooperation or knowledge of the 
system being audited or its programmers. 

Discussion:. It is quite remarkable that it is so easy to formulate 
our two accounting principle by a law that consists of merely four rules. 
Particularly that this is not just a specification of these principles, but 
their implementation-because the law is actually enforced under LGI. 
But this formulation of these principles is oversimplified, particularly 
as it does not take into account possible faults of the system, such as 
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communication failures. It is possible to make this law fault tolerant, to 
a significant extend, but it takes at least twice as many rules to do so, 
and it is beyond the scope of this paper. 

5. Conclusion 
The propensity of software for rapid evolution, poses serious dangers 

to the integrity of any enterprise it is embedded in. We have argued 
in this paper that these dangers can be tamed by ensuring that some 
of the architectural principles of a given system are enforced, and thus 
established as evolution-invariants of the system. 

We have used a financial enterprise as an example, showing how two 
important accounting principles can be established as invariants. And 
we believe that there are many other accounting principles, and business 
rules (Ehnebuske et al., 1997), that can be treated similarly. 

Notes 
1. We say "more or less," because the operational context of such along-lived sequence 

of systems is itself likely to change, even if relatively slowly. 
2. In previous publications about LGA we used the term "project" for what is called here 

an "e-system". 
3. Given the popular usages of the term "agent," it is important to point out that we do 

not imply by it either "intelligence" nor mobility, although neither of these is being ruled out 
by this model. 

4. Note, however, that Prolog is incidental to this model, and can, in principle, be replaced 
by a different, possibly weaker, language; a restricted version of Prolog is being used here. 

5. If the the certificate is found invalid then an ezception-event is triggered. 
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1. INTRODUCTION 

"You may not like your bank but you do trust them" 

This comment constituted the principal theme of the SffiOS banking 
conference in San Francisco in October 2000 where the major banks of the 
world started to come to grips with the risks inherent in using the Internet as 
a banking medium. 

The business of banking has always focussed very heavily on the need 
for Controls. Double Entry book-keeping itself is a form of control; hash 
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totals and batch totals are forms of control; transaction reconciliations are 
forms of control. 

Despite this focus, transactions continue to go missing or end up at the 
wrong destination and in the worst case, banks continue to go bankrupt. 
Therefore, there still remains a need to enhance controls for the systems we 
have been familiar with for many years. However, it is clear that we are also 
being faced by a new generation of banking system and, if our traditional 
controls are not adequate for the old systems then it must be questioned to 
what extent they are appropriate for the new systems. 

In this paper, it is proposed that these 'traditional' forms of control are no 
longer adequate for the new generation of banking systems which can be 
categorised as real-time, distributed transaction systems. We will explore the 
architecture of a number of these systems, including Real-Time Gross 
Settlement (RTGS), Continuous Linked settlement (CLS), Straight-Through 
Processing (STP) as well as Internet banking. We will try to establish what 
makes these systems different, what new challenges they pose for control 
regimes and some ideas for ways in which these new risks may be 
addressed. 

2. TRADITIONAL BANKING SYSTEMS 

Since banking was systematised by the Florentine bankers in the 15th 
century, the business of banking can be crystallised as 'the buying and 
selling of money'. A customer establishes a legal relationship with a bank 
via one or more bank accounts; in order to come into operation, these bank 
accounts need to be funded (hence money is paid into them) and they operate 
by means of the input and output of funds. In some cases, the transfer of 
funds is an end in itself; for example, if you go to an automated teller 
machine (ATM) to draw cash from your own bank account, the transfer of 
funds is purely a financial one. In other cases, however, the movement of 
funds is used to support some other type of business transaction (often 
referred to as an 'underlying transaction') such as the sale of purchase of 
stocks and shares or the repayment of a mortgage or the receipt of interest on 
a savings account. 

These systems are transaction-orientated and are collectively referred to 
as Payment Systems. Indeed, there is a view that Payments are not restricted 
to banks but extend to other financial organisations, such as Credit Card 
companies (such as Visa), Building Societies, Mutual Funds etc. 
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In traditional systems, the processing of Payments was viewed as a 
routine task conducted in the back office of a bank. Transactions were 
submitted on paper (cheques being but one example) and each transaction 
was hand-written into a large Ledger book. This manual process took some 
time to perform, especially as any checks on the validity of the transaction, 
such as credit checking, were also manual. However, the banks were not 
unhappy about this situation, since they were able to make use of this money 
(a float) for several days and earn interest on it until the transaction was 
finalised or settled and they relinquished the money. 

From the mid-1960s onwards, the introduction of computer systems 
began to impact some of these fundamental assumptions about the way 
Banking should work. For example, it was found that computers worked best 
by processing a group of transactions together as a batch or file, which 
meant that, instead of each transaction being handled individually as in the 
manual system, transactions were accumulated until a large enough set was 
available for computer processing. Although the computer processed these 
batches of transactions far quicker than a human being could, nevertheless, 
there was still a considerable period of time in which a transaction simply 
waited to be processed. 

Batch computer systems found it easy to adopt traditional banking 
controls. Batches were totalled at various stages of processing and the totals 
checked to ensure that a transaction had not been corrupted, either 
accidentally or (in some cases) intentionally. At the end of the processing 
period - usually a day - a summary or statement would be printed and 
reconciled back to the initial transactions. 

The prime characteristic of these systems was that, even though it might 
still take several days to complete the processing of a transaction (in the UK, 
today, it still takes three working days for most payments), the interim 
checks and balances enabled errors to be picked up and corrected, long 
before the transaction was finalised and certainly long before the customer 
could become aware that a problem had occurred. As a result, banks were 
perceived to handle the overwhelming proportion of their transactions 
correctly and customers felt comfortable that they did so. 

3. THE AGE OF INNOCENCE VANISHES ! 

In the 1970s, the major banks started to realise that all was not well with 
their systems. Customers were beginning to demand quicker responses, 
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based on the fact that banks were spending lots of money on computers, and 
the systems began to creak. In addition, there was a sudden realisation that 
Payments were not merely an administrative function in the back office but, 
if handled incorrectly, would have severe impacts on the bank's ability to 
fulfill its obligations. In simple terms, if a bank tried to pay out all its 
obligations before it received any incoming money, it would lack the 
liquidity or available cash to do so and would stop functioning. 

It therefore became clear that there is not only a relationship between 
incoming and outgoing payments but also a complex relationship between 
the timings of them. In 1930, the major banks of the world established the 
Bank of International Settlement (BIS) in Basle, Switzerland, to research the 
impacts of various flows of Payments and recommend best practices to 
safeguard these. Throughout the 1980s and 1990s, the BIS published a series 
of recommendations to the Banking industry. In cases where the commercial 
banks were slow to implement these recommendations, the Central Bank in a 
country would intervene and impose a much more onerous solution, 
typically requiring the commercial bank to submit large amounts of 
collateral to guarantee that transactions would complete. Of course, such 
collateral could not be invested and the banks lost interest. Hence, the 
commercial banks were incentivised to implement BIS recommendations. 

4. REAL-TIME GROSS SETTLEMENT (RTGS)­
THE FIRST NEW SYSTEM 

Even though computers had reduced the time needed to process a 
Payment, it still took at least one working day before a transaction was 
finalised. During this period, therwas a risk that something could go 
wrong. It might be that the customer who had asked for the transaction went 
bankrupt; it might be that the bank itself lacked liquidity and went bankrupt. 

Therefore BIS established a two-tier classification of Payments - High­
Value and Low-Value. Although each country is free to determine the 
boundary between these two types, in practice, most countries come to 
similar conclusions. In the USA, the Federal Reserve classifies a payment 
over US$ 1 million as a High-Value payment; in the UK, the Bank of 
England classifies a payment over UK£ 1 million as High-Value. 

In an RTGS, the paying customer (usually a Corporation or a 
Government department or, in fact, a bank) issues an instruction to his bank 
to make a high value payment on a certain day. Usually, high value 
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payments are not triggered on impulse; they are scheduled several days or 
even weeks in advance. Therefore, on receipt of the instruction, the bank 
stores it in some form of data warehouse and, during this storage period, the 
customer is free to cancel his instruction 

On the due date, the bank extracts the instruction, checks that the 
customer still has funds to cover the payment and, if all is correct, sends the 
instruction to the national bank of its country for immediate finalisation 
(usually called Settlement). As soon as the instruction is settled, the 
beneficiary's bank is notified and for practical purposes the funds are 
available to the beneficiary. 

The hypothesis is that a High-Value payment is too important to be left in 
limbo for a day before it is finalised and the BIS therefore recommended that 
it should be processed by computer in real-time. The idea was that even if 
'real-time' in reality meant 15 minutes, this was substantially better than 8 or 
10 hours or worse. 

The corollary of this idea, however, was that batch controls were 
inadequate to safeguard such transactions. In a real-time system, clearly 
there is no concept of batch controls and so, this weapon was lost. Likewise, 
if it took from 9.15 in the morning to 9.30 to process a High-Value payment, 
it was of little use finding out at 5.00 in the evening that it had been 
processed incorrectly - the money was gone and it was difficult, if not 
impossible, to get it back. 

What was needed was a set of controls, which would monitor each 
individual transaction, and alert the bank to any error in processing before 
the transaction was completed. 

5. DISTRIBUTED PAYMENTS 

In 1974, the Banking industry was rocked by the bankruptcy of Bankhaus 
Herstatt in Germany. 

This bank was processing foreign exchange transactions and a situation 
arose where it was buying Japanese Yen and selling US dollars. Due to the 
time differences around the world, it paid out to buy the Yen early in the day 
while the Tokyo market was awake but had to wait for the US market later in 
the day before receiving the incoming payment. Unfortunately, when the US 
market awoke, there were no dollars and Bankhaus Herstatt could not sustain 
the loss and was declared bankrupt. 
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This risk - the risk arising from different trading hours around the world 
became known as Herstatt Risk and the BIS set out to address the problem. 
This led to a set of recommendations in 1995 and ultimately to the 
development of a system to solve the problem, known as Continuous Linked 
Settlement (CLS). 

You can look upon CLS as a two-sided RTGS, described earlier. 
Imagine a typical high value foreign exchange transaction: a major US motor 
manufacturer wishes to pay for a new factory in Switzerland. So, it sends an 
instruction to its bank- please transfer the equivalent of US$ 500 million in 
Swiss francs into our account in Zurich at 10.00 next Wednesday. 

The bank therefore has to sell US dollars and buy Swiss francs which it 
does through it foreign exchange trading department. The usual way in 
which this is done is for the trader to find another bank which wants to 
convert Swiss francs to US dollars for its customer and the two banks 
basically agree an exchange of value. 

Again, the transactions are scheduled well in advance and so each bank 
sends its half of the transaction, in this case, to a data warehouse at CLS 
bank. On the due date, CLS Bank looks at both halves of the transactions 
and if they match, it settles the two transactions simultaneously. H either side 
of the transaction is missing, settlement does not occur and the half of the 
transaction which was correct is returned, with no money being lost. The 
same thing happens if both sides of the transaction are present but do not 
agree in value. 

In this way, the CLS system overcomes the Herstatt problem by insisting 
that both sides of the transaction are available simultaneously. 

CLS provides a number of control features, not all of which will be 
described in this paper. Some controls are the traditional end of day controls, 
which are the ultimate check that everything has been processed correctly. 
Other controls relate to the real-time aspects of the system, the mechanics of 
which have been described above. 

However, the study of 'how foreign exchange transactions work' has led 
to the identification of another issue, the importance if which is just 
beginning to be realised. 

The architecture of the CLS system is illustrated below. 
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What we can see is that, from the time the transaction is initiated by the 
customer to the time that the money arrives in the recipient's bank account, 
the transaction passes through a number of separate organisations, usually 
banks, on its route to its destination. Each bank is legally only responsible 
for the transaction for part of its life and there is no single organisation, 
which has the overall authority and mandate to monitor the integrity of the 
transaction for the whole of its life cycle. 

The question therefore arises - who is supposed to do what if a 
transaction goes wrong ? 
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Clearly, any error should be picked up at the end of the day when CLS 
Bank issues its statements for the participants to carry out their 
reconciliations. If a participating bank identifies an error, it first has to check 
its own systems to see if it is the culprit, but if it can fmd nothing wrong, 
then it has to pass the problem to the next bank in the chain for it to carry out 
an investigation and so on. If nobody will admit to having caused the 
problem and they all point fmgers at each other, the resolution could take 
several days. However, as has been pointed out earlier with RTGS, the actual 
money is long gone and is difficult to recover. If one of the major banks 
participating in this system considers a typical transaction to be US$ 500 
million, the misprocessing of a single transaction is a serious event not only 
for the bank involved but also the other banks who could be affected by a 
knock-on or systemic effect. 

Finally, as far as the customer is concerned, he neither knows nor cares 
how many banks are involved in the processing chain. He requires his own 
bank to fix the problem, regardless of whether they caused it or not. 

6. DISTRIBUTED PAYMENTS -ANOTHER 
EXAMPLE 

CLS is by no means the only new Banking system to adhere to the 
architecture described above and to suffer from the same risks. Within the 
Securities market, there exists a similar problem. As shown below, in the 
buying and selling of Securities, there are a number of organisations 
involved. Some of them still have manual systems and those that are 
automated have incompatible systems. 

Historically, this has meant that once one system has processed a 
transaction, it prints out the results and passes the paper record to the next 
organisation in the chain, which re-enters the details, obviously with the risk 
of making an error. 

To address this, the organisations involved in Securities processing are in 
the act of launching initiatives to eliminate these manual steps into what is 
becoming known as Straight-Through Processing (STP). The key idea here 
is that all the computers will speak a common 'Securities language' with 
common message formats, so that transactions can be passed automatically 
from one system to the next without manual intervention. 
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Taking a typical transaction, if you instruct your investment broker to 
buy some shares in a company for you, he looks around to find another 
broker whose customer wants to sell those shares and when he finds one, the 
two brokers agree a deal. Today, each broker handwrites on a piece of paper 
the details of what he thinks he has agreed over the telephone and a 
messenger takes this piece of paper into the back office. 

In the back office, the details are keyed into a computer system and 
transmitted to the other broker's computer system. Even at this early stage, 
there is room for error. Handwritten notes are transcribed incorrectly; pieces 
of paper become detached and fall on the floor or they simply lie on 
someone's desk unnoticed. 
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Once past this stage, the transaction moves from the back office to a 
custodian (which is usually a bank which holds the customer's share 
certificate) up to a Depository where the transfer of ownership is registered 
and then all the way down the other side of the pyramid. 

The other problem with this type of system is one shared with CLS. None 
of the organisations in the chain is responsible for the transaction for the 
whole of its life cycle which means that there is no clear allocation of 
responsibilities for fixing anything which goes wrong. 

One possible solution to this problem is to have a neutral 'referee' sitting 
outside the system but monitoring the transaction as it passes from one 
organisation to the next and it has been suggested that SWIFT might play 
this role. The basis for this is that SWIFT has defmed a set of standard 
message formats which handle securities transactions, SWIFT provides the 
network which links together the banks which process the corresponding 
payments and SWIFT has ambitions to use the same network to link together 
securities firms on a worldwide basis. 

It is encouraging to see that this type of control issue (which we look 
upon as decentralised control) is being addressed but the SWIFT solution is, 
at best, a partial one. Firstly, many of the larger securities firms have already 
implemented their own version of STP with their own networks and it could 
be disruptive to replace this with SWIFT. Secondly, SWIFT can only 
monitor what goes into an organisation and what comes out of the other side. 
As such, SWIFT may identify which organisation is causing a problem but 
cannot tell which system within the organisation is at fault. This paper 
explores below an alternative approach towards handling decentralised 
control at a more detailed level. 

The elimination of error-prone manual processes is clearly a good thing 
but, by itself, does not eliminate all the new problems we have identified to 
date: 
• As processing is automated and moves nearer to real-time, traditional 

end of day controls no longer pick up errors early enough 
• In a system made up of autonomous organisations, there is no overall 

control of a transaction from beginning to end 
• Even worse, a Securities transaction is one which we have earlier 

classified as an underlying transaction; in other words, it involves the 
buying and selling of equities and the transfer of ownership. However, 
this transaction is usually accompanied by some form of payment, which 
is going along in parallel but separately. If the two transactions are not 



Integrity and Internal Contro/qz Modern Barng Systems 67 

synchronized, there exists the possibility that either you have received 
the equities but have not paid for them or, possibly worse, you have paid 
for them but you are not yet the legal owner ! 

Hence, you have two systems, each with its own risks, trying to work 
together, without creating additional risk (this risk is sometimes referred to 
as Delivery versus Payment) 

Hence, this type of system incarnates all of the risks described above and 
needs to address them all. 

7. DISTRIBUTED PAYMENTS- A FINAL 
EXAMPLE 

In the introduction to this paper, we referred to the issue of Internet 
banking, which caused so much stir at Sibos. 

Internet banking is in its infancy and means different things to different 
banks. At one extreme, the Internet is simply another wire to connect the 
customer to his bank. The types of transactions, which are carried out, are 
the same as before and can be controlled in the same way. However, some 
major banks have ambitions to use the Internet to provide new services. One 
of these- the concept of acting as an Exchange - is illustrated in figure 3. 

The banks observe that the Internet is allowing new organisations to set 
up so-called Exchanges to bring together Buyers and Sellers in a variety of 
ways. One typical example is to organise electronic auctions in which the 
Buyer hopefully ends up with a lower price. Another is the electronic 
organisation of Tendering - publishing Invitations to Tender (ITTs), 
establishing bidding consortia, managing the bidding process and managing 
the contracting process. 

Why should the banks want to get involved in this type of business 
process? Two reasons are commonly quoted: 
• In the life cycle of a total business transaction, the payment (i.e. the part 

the bank has traditionally handled) is only a small part. If the exchange 
decides to offer payment services, the bank is cut out of the business 
completely -it is disintermediated. 

• Whoever runs an exchange function learns a huge amount about both the 
Buyers and Sellers and is therefore well equipped to offer additional 
services. Banks have always suffered from a lack of understanding of 
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their customers' habits. Whereas a retail store knows all about the food 
you buy and the clothes you wear, as a simple by-product of your 
purchases, and can predict what you are likely to buy in the future, a 
bank has to explicitly ask for this information and such requests often 
meet with resistance. 

There are many risks involved with a bank going into these areas of its 
customers business and a bank has to weigh up very carefully what new 
legal liabilities it will incur with each new service it offers. For example, if it 
sets up an auction for a buyer and selects a seller, what is its legal liability if 
the seller disappears with the money but without delivering the goods. 

It is not possible in this paper to evaluate all of the risks involved in this 
new and evolving type of trading, but we can see that all of the risks 
described earlier apply to this area: 
• Transactions are moving to real-time 
• A number of organisations (NOT all of them banks) are involved in the 

chain 
• There is an underlying transaction - usually a purchase - which has to 

be synchronised with the Payment. 

However, in addition, it. is useful to highlight an additional risk (which 
does occur in some of the earlier scenarios but which we have chosen to hold 
off describing up to now). This is the risk associated with a long transaction. 
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8. LONG TRANSACTIONS 

We have seen that banking transactions now can be processed in a few 
minutes up to one working day and other parts of the financial industry, such 
as Securities, is working towards the same position. Nevertheless, there is a 
type of transaction which is intrinsically different; this is a transaction which 
is intended to last more than one processing day. 

A typical example in a bank or broker is a Futures transaction where the 
two parties agree to conduct a transaction at some future date. The 
transaction is recorded immediately but may not be completed for up to one 
year- and, in fact, may never be completed but cancelled after a year. 

In the case of Internet banking, especially in the sector known as 
Business to Business, if the object of a bid is a major capital item, then 
payment is typically staged over a period of time and is triggered by certain 
conditions, such as the completion of a stage of the work or a partial 
delivery. 

The common point is that a transaction, once recorded, lasts for a 
considemble duration. Of course, such transactions have always occurred 
and they occur in many industries other ~ Finance. However, the size of 
the transaction and therefore the size of the payment involved and its impact 
on the bank if it is not handled correctly, means that it is not enough simply 
to record a transaction on a magnetic medium and recall it on the due date: it 
is necessary to monitor it all the time it is dormant to ensure that if anyone 
(either within the bank or from the customer) tries to access and change that 
transaction~ they have the appropriate authorisations. 

9. SUMMARY OF THE NEW REQUIREMENTS 

In the new generation of Banking systems, we have seen that there is a 
set of new risks, which requires a new set of solutions: 
• A need to monitor a real-time transaction during its life cycle 
• A need to establish a control regime where ownership of a transaction is 

distributed over a number of autonomous organisations 
• A need to ensure that such systems are properly synchronised 
• A need to monitor long transactions 
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10. TOWARDS A SOLUTIONS ARCIDTECTURE 

For each of the four categories of new risk listed in section 9, an 
individual solution either already exists or can be conceived. 

10.1 Real-time transactions 

There is a need of a software monitor which also runs in real-time and 
maintains a set of business rules which define key moments in the life of the 
transaction which need to be reported on and checked - with a 
corresponding real-time warning or other action 

10.2 Distributed control 

There are two types of solutions here, which could be used independently 
or together. Collectively, they may be referred to as Transaction-Orientated 
Life Cycle Audit Trails (TOLCATs) because they are founded on the idea of 
detaching an audit trail from a computer system and, instead, attaching it to a 
transaction. 

The first is to take the concept of double entry book-keeping and apply it 
to a transaction. This could mean that you initiate a transaction on its route 
through the transaction chain and then you send off a duplicate of this 
transaction around either the same or an alternative network and you match 
up the two versions of the transaction at certain intermediate points in order 
to highlight a problem as early as possible in the cycle. 

It might be objected that this doubles the processing required. However, 
if we recall that this type of processing applies only to High-Value payments 
(of which there are comparatively few each day), then this could be 
considered as an acceptable insurance. A more powerful objection might be 
- what do you do if both transactions do not arrive at a checkpoint at the 
same time ? Do you wait (and, if so, how long) for the second version which 
may never arrive ? And, if the two versions do not match, which one do you 
take to be correct ? 

A second approach is to have the fmancial transaction carry its own 
control information, as a snail carries its house on its back. On reaching an 
interim destination, the transaction unpacks the control information, checks 
itself and if correct, carries on to the next point. This technology already 
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exists on the Internet and is relatively platform independent. If you are 
browsing the web and suddenly a special offer appears on your PC screen 
which you had not asked for, in effect what has happened is that some 
organisation has downloaded some software onto your PC and set it running 
to display the offer. In current jargon, such software downloads are known 
as Non-Persisting Cookies ! ! 

In the sort of chained transaction life cycle we have described above in 
CLS and STP, the issue is that you can only have a central monitoring 
system if everyone in the chain agrees to play and lay their systems open to 
the monitoring station. If only one participant decides against this (possibly 
because it involves purchasing hardware and software from some vendor it 
does not otherwise deal with), then the centralised approach breaks down. 

A TOLCAT approach therefore appears to be the only feasible alternative 
in which the control information is implemented in a cookie, which 
accompanies the transaction. Obviously, the cookie has to be implemented in 
such a way that it is not trapped as an error by a firewall and to this extent, 
all participants in the chain have to agree to this. 

If, however, someone objects to the idea of a piece of software loading 
itself into his computer and executing itself, then the community has to 
accept that it will not be possible to monitor the transaction as closely as 
they think necessary. 

If we look at the practicalities, quite apart from the Internet cookie 
described above which nobody violently objects to, already one software 
house is using this technique to monitor Electronic Bill Presentment and 
Payment - a financial system similar to those described above which we did 
not have space to analyse. Moreover, System Management tools such as 
ffiM's Tivoli series use the same techniques to check that remote computers 
are working properly, whether they belong to the one organisation or not. 

It may therefore be hoped that this technique will achieve de facto 
acceptance in Banking and Finance scenarios. 

10.3 Synchronisation of systems 

Synchronising a Securities trading system with a payments system is 
usually done by both organisations in collaboration. However, such is the 
critical nature of the synchronisation and the consequences if it fails that it 
appears justified implementing an autonomous control to check if it has been 
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correctly effected. Software is needed to sit on top of the interface to detect 
errors and arbitrate over whose software caused the problem 

10.4 Long transactions 

Here there is a need to monitor a transaction as though it were a piece of 
static data, such as a name and address and to maintain an audit trail of who 
accessed it under what authorisation during its extended life cycle. 

11. CONCLUSIONS 

From the four focus areas discussed above (RTGS, CLS, STP, Internet or 
e-banking), we can see that these systems are compelling us to look at 
controls in a number of new ways 

• We have to take account of real-time transactions and the fact that 
traditional batch or end of period controls cannot report errors in these 
quickly enough. 

• We have to take account of the fact that financial transactions have a life 
cycle which extends well beyond the boundaries of any single 
participant. 

• We have to take account of the fact that transactions can no longer be 
seen as transient events which simply update master file information. 
They have an extended duration and need to be protected just as 
carefully as any other persistent data. 

These characteristics lead us to conclude that they cannot be addressed 
solely by tinkering with existing controls. A radical new approach is 
required and this new approach requires a new control architecture. This 
architecture has several dimensions, as illustrated in figure 4. 

Firstly, we stress that the architecture needs to be autonomous. This 
means that the control functions are independent of the applications. In 
handling high value payments, it is essential, in order to reduce the 
possibility of fraud, that the controls are managed by an entity which is 
independent of the application developers. It is clearly wrong to allow 
developers to develop their own controls. 
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Figure 4. Parallel Autonomous Architecture 

Additionally, in real-time systems, since we assume that the new controls 
will be developed in software, it is logical to suppose that control software 
may also have bugs. If such control software is in-line with the application 
code, it becomes part of the problem; whereas, if it is separate, then it can be 
turned off in the case of problems without affecting the on-going operation. 

Secondly, the controls need to run parallel to the transactions they are 
controlling. If the transactions are occurring in real-time, the controls have to 
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monitor them in real-time. If an error is detected, it needs to be reported in 
real-time so that the appropriate correction can take place, while limiting the 
propagation of the error. 

Thirdly, the control regime needs to take account of the total life cycle of 
the transaction: 
• In space - as it travels through a variety of autonomous organisations 
• In time - for the duration of its existence, no matter how many years this 

may represent. 

This paper therefore proposes a radically new paradigm for Controls in 
the Banking and Finance Industry. However, it is true to say that the factors 
which influence this and the solutions proposed may be applied to many 
other industries. One could think of airline scheduling, process control in 
steel mills, car assembly lines, drug prescriptions and a host of others. 

12. REFERENCES 

Valdez S (1993): An Introduction to Western Financial Markets 
Macmillan Press 

Marshall C (2001): Measuring and Managing Operational Risks in 
Financial Institutions John Wiley & Sons (Asia) Pte Ltd 

Bank For International Settlements (1989): Report on Netting Schemes 
G10 Committee on Payment and Settlement Systems 

Bank For International Settlements (1990): Report on Interbank Netting 
Schemes (Larnfalussy Report) G10 Committee on Payment and Settlement 
Systems 

Bank For International Settlements (1992): Report on Delivery versus 
Payment in Securities Settlement Systems (DVP Report) G10 Committee on 
Payment and Settlement Systems 

Bank For International Settlements (1993): Report on Central Bank 
Payment AND Settlement Services with Respect to Cross-Border and Multi­
Currency Transactions (Noel Report) G 10 Committee on Payment and 
Settlement Systems 



76 Integrity, Internal Control and Security in Information Systems 

Governors of the Central Banks of the European Union (1994): Minimum 
Common Features for Domestic Payment Systems (Padoa-Schioppa Report) 

Bank For International Settlements (1995): Report on Cross-Border 
Securities Settlements G10 Committee on Payment and Settlement Systems 

Bank For International Settlements (1996): Report on Settlement Risk in 
Foreign Exchange Transactions (Allsop Report) G10 Committee on Payment 
and Settlement Systems 

Bank For International Settlements (1997): Report on Real-Time Gross 
Settlement Systems G 10 Committee on Payment and Settlement Systems 



Diversity as a Defense Strategy in Information 
Systems 
Does Evidence from Previous Events Support Such an Approach? 

Charles Bain, Donald Faatz, Amgad Fayad, Douglas Williams 
The MITRE Corporation 7515 Colshire Drive McLean Va 22102 USA 

Abstract: One of the challenges facing computer systems is resisting attack and 
compromise in a networked environment. Today's computing environment is 
fairly homogeneous, due to a relatively small number of operating systems and 
application functions running on the vast majority of computers. This 
environment allows attackers to focus their efforts on the few types of systems 
deployed. Once an exploit is found, the exploit is effective against a very 
large number of systems running the same software. The large number of 
attack methods available on hacker Web sites demonstrates the ease with 
which attackers can exploit this homogeneous environment. This paper 
examines several widespread computer attacks to understand the effect of 
diversity on maintaining the integrity, and hence survivability, of information 
systems. 
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1. INTRODUCTION 

One of the challenges facing computer systems is resisting attack and 
compromise in a networked environment. Today's computing environment 
is fairly homogeneous, due to a relatively small number of operating systems 
(e.g., variants of UNIX or Microsoft Windows) and application functions 
(e.g., networking based on TCP/IP) running on the vast majority of 
computers. This environment allows attackers to focus their efforts on the 
few types of systems deployed. Once an exploit is found, the exploit is 
effective against a very large number of systems running the same software. 
The large number of attack methods available on hacker Web sites 
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demonstrates the ease with which attackers can exploit this homogeneous 
environment. 

Most systems run similar software and/or support common services. If 
systems were different, they might have an additional defense against 
attacker exploits: a vulnerability discovered in one system might not be 
effective in other systems if the systems are different in ways that avoid the 
vulnerability. Additionally, this diversity would increase the effort required 
to compromise systems, since each system would be a unique environment 
for an attacker to work against. This increase in effort could reduce the 
number of exploits discovered (because of the additional effort required) and 
perhaps decrease the attractiveness of exploiting systems. 

Diversity as a defense is illustrated in attacks on systems. A typical 
attack exploits a system and a specific vulnerability: different systems are 
not (directly) affected. An attack effective against Microsoft Outlook does 
not affect UNIX mail applications. However, different computer systems 
support common services, such as the TCPIIP networking protocol used for 
Internet access, or common applications, such as the Netscape or Internet 
Explorer web browsers. Thus, the advantages gained through diversity are 
offset by systems with a common point of failure. 

This paper examines several widespread computer attacks to understand 
the effect of diversity on the survivability of attacked systems. The 
described attacks are: 
• the Morris worm, which spread by exploiting vulnerabilities in TCPIIP 

capabilities 
• the Melissa virus, which infected using the macro capabilities of a 

Microsoft Word attachment to e-mail 
• the LoveLetter worm, which infected using a Visual Basic script 

attached to e-mail 
• the Denial of Service attacks against high-profile web sites from a 

network of compromised "slave" systems 

The attack methods and effectiveness are described. In the conclusion of 
the paper, the role of diversity in the survival of systems is discussed. 
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2. THE MORRIS WORM 

2.1 Introduction 

On Wednesday, November 2, 1988, at 5:01:59 P.M. E.S.T. a worm was 
released on the Internet [20]. It was brought under control and eliminated 
from most machines 48-72 hours later [19, 26]. This self-propagating worm 
easily spread by exploitation of well-known vulnerabilities that had not been 
closed in the victim systems. 

2.2 Technical Summary 

The Morris Worm used four main methods for spreading: 
• fingerd gets() buffer overflow: Only 4.3BSD VAX machines suffered 

from this attack [19]. SunOS did not suffer, causing a core dump, only 
because of different required offset on the stack [18, 21, 26]. Ultrix, for 
example, was not vulnerable [8]. 

• Sendmail DEBUG option: Mostly Berkeley derived Unixes, but also 
other varieties of Unix [25, 26]. SunOS binary releases had this mode 
[8]. DEBUG was enabled as the default for 4.2BSD, 4.3BSD and 
derived SunOS, while the commercial release of Ultrix did not have 
DEBUG enabled as a default [8]. 

• Trusted logins using .rhosts and /etc/hosts.equiv with rexec and rsh: This 
affected networking code based on BSD extensions [25]. These are 
inherently insecure functions. 

• Passwords where /etc/passwd file was not shadowed. 

Once security was breached, a bootstrap program was sent to the 
compromised machine, which was compiled after its transfer. This program 
was then executed and proceeded to copy over two object files (plus the 
bootstrap source code), one for the VAX BSD and one for the Sun-3 SunOS. 
The bootstrap program linked the appropriate file against the C library to 
produce an executable worm. Hence, the worm "supported" only a BSD 
UNIX and derived operating systems in use at the time of release. There 
were unused provisions in the worm code to transfer an additional 17 files 
[17], indicating additional targets may have been planned. 

It was estimated that approximately 75 percent of the computers then 
attached to the Internet used some version of Unix [27], but the worm only 
affected code that included 4.2 or 4.3 BSD derivatives like SunOS [21]. 
Furthermore, the worm only propagated over TCPIIP and not UUCP, X.25, 



80 Integrity, Internal Control and Security in Information Systems 

DECNET, or BITNET [21]. The wonn did not infect System V systems 
unless they had been modified to use Berkeley network programs like 
sendmail, fingerd and rexec [21]. 

2.3 Extent of Infection 

In November 1988 it was estimated that there were approximately 60,000 
computers worldwide on the Internet [13, 25], composed of over 500 
unclassified national, regional and local networks [27]. The NSF estimated 
that there were over half a million Internet users [27] at the time. 

There are no official estimates of the number of computers attacked, in 
part because no one organization is responsible for obtaining such 
information. The actual number of systems infected is impossible to 
determine, but it's worthwhile to examine the frequently quoted figures. 

The first estimate came on Thursday, November 3, 1988, when in the late 
evening MIT held a press conference stating that they had suffered an 
estimated 10% infection rate of the 2,000 hosts belonging to MIT. The 
infection rate was a guess at the time and was given when the Internet was 
still under attack. The press extrapolated this percentage to the entire Internet 
and concluded that 6,000 machines, [20, 27] of the 60,000 estimated to 
comprise the Internet at that time, were infected. 

However, not all sites have the same proportion of wlnerable machines 
as MIT. A Harvard University researcher who queried users over the Internet 
contends that a more accurate estimate would be between 1,000 and 3,000, 
or 2% to 5% of the computers infected [27]. Other estimates at the time 
ranged from 2,000 to 6,000 (3% to 10%}, but when the situation stabilized, 
consensus among published papers centered around 2,000 to 4,000 (3% to 
7%) [4, 5, 16, 25]. 

2.4 Remarks 

One of the problems with the available information is that the extent of 
infection of wlnerable machines is unknown. If this information were 
available, it would be possible to map this proportion into the total number 
of Internet hosts to yield an estimate of infection that would have occurred if 
the Internet had been homogeneous. 

Security is a tradeoff, a measurement of the resolve of the attacker and 
defender to commit resources to gain an advantage. In a homogeneous 
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computing environment, less expenditure of resources will be required to 
defend the system. Similarly, a lesser commitment of resource is required to 
attack the system as Shoch and Hupp found when developing their worm 
[22]. In a heterogeneous system, the reverse is true for both the defender and 
attacker. Hence, the issue is whether the defender or the attacker has the 
resolve to commit greater resources to the problem. 

In the worm example, at the time of release, the attacker had only 
committed resources to permit the attack of a subset of BSD based systems. 
However, 17 additional operating systems may have been considered as 
targets [23]. It is arguable that if the worm author had committed the 
resources to the attack, the Internet would truly have been brought down. 

3. THE MELISSA VIRUS 

The Melissa virus (W97M.Melissa.A) was released into the Internet in 
March 1999. Melissa is a Microsoft Word Macro virus which uses electronic 
mail (e-mail) to spread itself to additional systems; however, it carries no 
malicious payload. 

3.1 Technical Summary 

The Melissa Virus spreads by attaching an infected Word document to an 
e-mail message. Recipients who open the attached document in Word 
experience two side effects: 
• Word documents created after the infection are also infected with the 

virus. 
• E-mail addresses from their address book are used to further spread the 

virus. 

Melissa also reduced the level of security warnings displayed to Word 
users and modified the Windows Registry to indicate its presence so future 
re-infections would have no additional affects. 

3.2 Extent of Infection 

It is difficult to assess the overall extent of the infection. None of the 
sources located to date could say with any certainty how many systems were 
infected. Computerworld [17] reported that 80 percent of the 150 
organizations that contacted Network Associates for assistance were 
infected. This article also reports that a single customer had 60,000 desktop 
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systems infected and over 500,000 e-mail copies in circulation within the 
company. 

The Risks Digest [28] (comp.risks) noted that Microsoft blocked all 
outgoing e-mail to guard against propagation of the virus outside the 
company. 

In its FAQ, [24] the Software Engineering Institute's (SEI's) Computer 
Emergency Response Team (CERT) noted first-hand reports from 300+ 
organizations that had been infected. Across these organizations, over 
100,000 computers were infected. This infection spread rapidly. From first 
reported infection to over 100,000 infections took less than three days. 

3.3 Remarks 

Melissa, like the Internet worm, targeted very specific software. In the 
Melissa case, Microsoft Word versions 8 or 9 were the only software that 
could be infected. Systems that did not use this software could not be 
infected. Note, however, that Word version 8 was available for both the 
Microsoft Windows operating system and the Apple MacOS operating 
system so both systems could be infected. 

Melissa used only the Microsoft Outlook e-mail client to propagate itself 
to other systems. Users of Microsoft Outlook Express, Netscape Mail, 
Eudora, or other e-mail clients could themselves be infected if they used MS 
Word, but would not automatically spread the virus. Of course, having been 
infected, any Word files e-mailed manually would spread the infection. 

Further, while users of e-mail clients other than MS Outlook did not 
automatically propagate the virus, they were frequently victims of colleagues 
and acquaintances who did use Outlook and were flooded with e-mail sent 
by Melissa infections on other systems. 

4. THE LOVELETTER WORM 

The LoveLetter worm (VBS.LoveLetter.A) was released to the Internet 
in May 2000. LoveLetter is a Microsoft Visual Basic script (VBScript) 
worm that is delivered to victims as an e-mail attachment. 
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4.1 Technical Summary 

The LoveLetter worm takes advantage of the Windows Scripting Host 
(WSH) capability of Microsoft Outlook. When a victim clicks on an e-mail 
script attachment in Outlook, Outlook invokes WSH to execute the 
VBScript, which infects the victim's system. Other VBS-enabled e-mail 
clients can also execute the worm script. The worm is restricted to Microsoft 
environments because the Visual Basic programming language is only 
available from Microsoft. 

The worm performs the following actions: 
• Copies of the VBScript program are stored in several folders on the C: 

drive. The copies ensure that the worm is restarted after a re-boot. 
• The Windows registry is modified so that the worm script file is invoked 

each time the system is restarted. This ensures that the worm is always 
running. 

• The Windows Registry is modified to remove keys that disable password 
caching and that hide shared passwords. 

• The Windows Registry is modified so that starting Microsoft Internet 
Explorer causes the download of a password-stealing Trojan program. 
This program sends stolen passwords to an e-mail address at system 
startup and at certain other times. The Windows Registry is modified to 
ensure that this Trojan runs at each re-boot of the system. 

• A copy of the e-mail and infected script is sent to every entry in the 
Microsoft Outlook address book. Recipients who open the e-mail 
attachment become infected, thus spreading the virus. Additionally, the 
volume of e-mail causes a significant increase in e-mail activity, 
impacting e-mail servers. 

• A copy of the virus, encapsulated inside an HTML file, is sent to users 
who join IRC chat groups used by the victim. 

• Files with certain file extensions are deleted, and a copy of the worm is 
stored using the name of the deleted file combined with a new extension 
.vbs. If a user clicks on this new (but familiar-looking) file name, the 
worm is re-executed. 

The worm avoids casual detection by taking advantage of common 
Microsoft conventions: 
• Installation of Microsoft Internet Explorer also installs WSH by default. 

This also links WSH to Outlook, such that clicking on an e-mail 
attachment automatically launches WSH to execute the script. While 
many users had installed Microsoft Internet Explorer, few realized that 
this installation gave Outlook the capability to execute scripts via WSH. 
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• A common Windows default is to suppress the display of file extensions. 
The e-mail attachment is named LOVE-LEITER-FOR-YOU.TXT.vbs. 
If file extensions are suppressed, the user sees a file name of LOVE­
LEITER-FOR-YOU.TXT. Users may assume that the attachment is a 
text file with no associated application, and assume that it is "safe" to 
open the attachment. However, rather than displaying a text file, the 
VBScript file is executed and the victim is infected. The virus also 
replaces certain files on the user's hard drive with similarly named 
versions of the virus. Thus clicking on files with certain extensions 
(.jpeg or .mp3, for example) will re-launch the virus. 

Copies of the virus and associated files are stored with "Windows-like" 
file names: MSK.emal32.vbs, Win32DLL.vbs, and WIN-BUGSFIX.EXE. It 
is difficult for an average user to recognize whether a "Windows-sounding" 
file name is legitimate or not. 

4.2 Extent of Infection 

It is difficult to assess the overall extent of this infection. Symantec 
reports the worm "has wide-spread distribution, infecting millions of 
computers." [12] Such numbers are, at best, merely guesses. With many 
organizations reluctant or unwilling to provide accurate numbers of systems 
infected, the extent of such widespread infections will never be accurately 
known. 

The worm causes much damage when a system is infected: 
• Files are destroyed 
• Passwords are stolen 
• E-mail servers are clogged by copies of the worm 

Additionally, it takes time to recover from infection of a host. Even 
uninfected users typically had to spend time dealing with the worm, either 
deleting the e-mail sent by infected hosts or updating anti-virus software to 
prevent infection. 

Variants of the LoveLetter worm were easily created and re-introduced. 
Early variants had a different subject for the e-mail or different text in the e­
mail body. (One version purported to be from Symantec Anti-Virus 
Research Center containing a file to protect against the worm: the file was 
the worm itself.) Other versions changed the processing of the worm. As of 
August 2000, there were 29 reported variants of the LoveLetter worm [12], 
and detection systems continue to report interception of the worm. 
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4.3 Remarks 

The LoveLetter worm is written to exploit both the human "weak-link" 
and vulnerabilities in the Windows environment. It illustrates how easily a 
homogeneous environment can be exploited. The worm is written in a 
Microsoft-specific language, is launched (with a user action) from any e­
mail application which supports Microsoft WSH, installs itself on the system 
using the Microsoft Registry, and spreads itself using the Microsoft 
Windows Address Book facility. With Microsoft products installed on the 
vast majority of end-user systems, it is easy to exploit Microsoft 
vulnerabilities (and normal capabilities) to have a significant impact on 
users. 

However, running a non-Microsoft environment (and thus avoiding 
Microsoft-only programs) is not free of impact: 
• The ll.,OVEYOU worm flooded e-mail systems. This impacted many 

servers, as they crashed or were taken offline for repair I protection. 
This impacted all e-mail users, whether running the Outlook client or 
not. 

• The script was written in VBScript, an ActiveX scripting language. 
ActiveX can host many scripting languages, including Perl and TCUTK. 
Scripts written in these languages have the potential to run on systems 
other than Microsoft. Using those languages, it would be easy to write a 
script that could be destructive in additional environments. One variant 
of the LoveLetter worm is a version written as a generic UNIX shell 
script. 

Other mail clients, such as Netscape Communicator and Eudora, can 
launch VBScript attachments to e-mail on a Windows platform via WSH. 
Thus, even different e-mail applications are exposed to vulnerabilities in 
common facilities. 

5. DISTRIBUTED DENIAL OF SERVICE ATTACKS 

During February 2000, several high-profile Internet sites were crippled 
by Distributed Denial of Service (DDoS) attacks. During a 3-day period, 
Yahoo, Buy.com, eBay, CNN, Amazon.com, ZDNet, and others were 
flooded with network traffic, either crashing servers or rendering them 
inaccessible to users. A 16-year old youth is accused of launching the 
attacks from his home. 



86 Integrity, Internal Control and Security in Information Systems 

5.1 Technical Summary 

The DDoS attacks were launched from a network of compromised 
systems running the attack software. Using this hierarchical network of 
"slave" and "master" systems, a single attacker is able to mount a massive 
attack against a victim on a scale that overwhelms it. With a large number 
of attacking machines, an attacker does not need to exploit vulnerabilities in 
the victim: the victim can be overwhelmed with an extremely large flood of 
valid transactions. 

The tool used to execute the February DDoS attacks is reported to be the 
Tribal Flood Network (TFN), which runs on UNIX systems. To install TFN, 
the UNIX host must flrst be compromised by exploiting a vulnerability. 
Once compromised, the host is modified to install both the TFN tool and a 
"root kit," which helps prevent the detection of tools such as TFN. This 
compromised host becomes a "slave" or "master" in the attack network 
hierarchy, and is ready to be used in a DDoS attack. 

When an attack is launched, the attacker selects a victim, generally by 
specifying an IP address. The master systems each direct several slave 
systems to begin the actual attack. Several attack methods are available, 
using different methods to flood the victim. The TFN tool can attack with 
either a UDP flood, a TCP SYN flood, an ICMP flood, or a smurf attack [3]. 

5.2 Extent of Infection 

There are two groups of systems affected by DDoS attacks: victims and 
compromised hosts. 

Victims are selected by the attacker. Therefore, the attacker decides the 
extent of an attack. If the attack is directed against a server, other systems 
are affected indirectly, as they cannot access the server's services. For these 
DDoS attacks, all victims are attached to the Internet, and are important sites 
on the Web. Every system connected to the Internet is a potential victim of a 
DDoS attack, so the potential extent of impact is enormous. 

Compromised hosts are used as slave or master hosts by the attacker. 
The TFN tool used in the attacks runs on UNIX systems, primarily Sun 
Solaris and Linux. Recently, some DDoS programs have been ported to the 
Windows environment, but UNIX machines are most often used for DDoS 
attacks. In order to mount a strong attack, a network of compromised hosts 
is created. These networks are often large. The February DDoS attack 
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network is reported to consist of at least 50 computers. In a report on the 
trinoo DDoS tool [23], some attack networks consisted of 227, 888, and 
10549 compromised hosts. 

It appears to be easy to create a network of compromised systems. 
Attackers can scan systems connected to the Internet, obtaining information 
about the operating system level in use. With this information, the attacker 
selects a tool that can compromise the system. Many of these tools are 
collected into toolkits and are readily available on the Web. These toolkits 
effectively "automate" the process of finding and compromising systems. 

The I-CAT Metabase [10] has been collecting profile statistics about 
vulnerabilities reported by CVE. These vulnerabilities are categorized by 
the targeted operating system. For 1999, 286 new vulnerabilities showed the 
following distribution of target systems: 
• UNIX 51% 
• Windows 95 family 23% 
• Windows NT family 37% 

For the year 2000, the distribution of vulnerabilities is similar. There is a 
continuous stream of new vulnerabilities found and available for 
compromising the systems in use today. 

5.3 Remarks 

DDoS attacks overwhelm the victim by sending far more IP transactions 
at one time than it can handle. Although other attack methods may crash the 
victim by exploiting flaws in the software, it is equally effective to 
overwhelm the victim with a massive amount of legitimate traffic, leaving 
the victim unable to process other requests. 

There are few effective methods for dealing with these attacks. If the 
victim is disconnected from the network in order to protect it, the attacker 
has succeeded in removing the victim from normal service. In some cases, 
the attack network traffic can be re-directed by changes in up-stream 
components such as routers, but it takes time to determine the source of the 
attack and implement the configuration changes. 

The same TCP/IP connectivity that enables the Web has become a 
common point of vulnerability for attackers to exploit. Even entirely 
different systems are vulnerable to attacks on the common components. 
Each implementation of the common facility has potential vulnerabilities 
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that can be explored with a common set of approaches and tools. 
Additionally, entirely different implementations of a common facility will 
fail when the attack exploits the normal functions of the common facility. 

6. DISCUSSION 

At best, the attacks presented here are "anecdotal" evidence that diversity 
improves survivability. This is because many of the attacks are targeted for 
one system: the non-targeted systems are not affected. The available data on 
incidents is not complete enough to form the basis of a conclusion. However, 
there is no evidence in any of the examples presented that suggests diversity 
reduces survivability. 

DesWarte et al. [6] describe many different examples of the use of 
diversity in industrial software engineering and in business practices. For 
example: 
• Airbus A-300/600 digital fly-by-wire system is run by two classes of 

computers with different microprocessors designed independently and 
provided by different vendors. 

• Boeing uses two different compilers to compile separate instances of the 
fly-by-wire software on the 777 aircraft. 

• Separation of duties, a common business practice to prevent/deter fraud 
is a form of diversity. 

• Software testing uses multiple approaches (e.g., code reviews, functional 
tests, code coverage testing) because each approach is likely to find 
different types of problems. Therefore, collectively these approaches 
produce higher software quality. 

Essentially, they argue that diversity must be good since it is used in 
many different ways to provide security and reliability. 

Most of the Morris worm's chroniclers took no position on the issue of 
the advantages or disadvantages of a homogeneous versus heterogeneous 
networking environment with respect to information system survivability. 
However, Eichen and Rochlis did make the point at the time that [8]: 
"Diversity is good. Though the virus picked on the most widespread 
operating system used on the Internet and on the two most popular machine 
types, most of the machines on the network were never in danger. A wider 
variety of implementations are probably good, not bad. There is a direct 
analogy with biological genetic diversity to be made." 
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The examples do support a need to better understand the role diversity 
plays in survivability and defense. For example, it was noted that the Morris 
Worm could only propagate over TCPIIP connections. Potentially 
vulnerable systems (those running BSD 4.2 or 4.3 UNIX derivatives) were 
not affected if they were connected via UUCP or X.25. In the more recent 
Melissa case, network connection protocol was not considered because all 
systems used TCPIIP. Connection protocol diversity has been draatically 
reduced in recent years with the arrival of TCPIIP for virtually all commonly 
used hardware and software. 

Along these lines, the recent denial of service attacks against Yahoo and 
other sites suggest that use of a single common communication protocol 
makes everyone vulnerable to the same attacks. Hence, diversity, like other 
protection mechanisms is likely to require layering or "Diversity in Depth" 
to provide good protection. Diverse service implementations that rely on a 
common communication mechanism will not survive attacks on the shared 
mechanism. This is another example of common mode failures interfering 
with planned diversity. In other words, a homogeneous information system 
consists of a logical single point of failure. 

Another question that needs consideration is the level of diversity 
required to derive significant benefit. In the examples presented, the level of 
diversity was relatively low, a few different implementations to perhaps tens 
of implementations in the case of UNIX variants. Is this enough to "raise the 
bar" for a determined adversary or is diversity on a large scale necessary (as 
in hundreds or thousands of variants)? For example, automatic software 
mutation as described in Michael et al. [15] can make each running copy of a 
program unique. Other approaches to building diverse computer systems [9] 
could be effective for attack techniques known today (e.g., the buffer 
overflow) and suggest other methods for protecting system data (e.g., 
unique, changeable signatures for files.) 

However, it is unknown at this time whether these methods are effective 
or practical in creating an environment of diversity. Some research indicates 
that it may be difficult to "create" diversity by modification of software: 
• The authors in Michael et al. encountered several problems with the 

software mutation approach. They report ". . . doubts as to whether 
source-code mutation is a viable way to create software diversity." 
Additionally, their work with abstract interpretation of a program 
resulted in too many constraints to be processed by the system. This 
lead them to believe that only random constraints (i.e., a subset of the 
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total number of constraints) could be effectively monitored to detect 
software modification [15]. 

• In an e-mail note to the BUGTRAQ list, Crispin Cowan of the Oregon 
Graduate Institute states "... we investigated the approach of using 
diversity to resist attack, and found it to be VERY limited in 
effectiveness" [1]. This was because the things that must be preserved 
(for a program to work properly) and those that must be changed (to 
ward off an attack) are largely unknown. Their research efforts turned to 
"restrictions," which essentially wrap additional checking around critical 
components [2]. 

One thing that seems obvious from both the Morris worm and Melissa 
discussions is that the authors could have made these attacks capable of 
handling more systems. In the Melissa case, using the Mail Applications 
Programming Interface (MAPI) instead of spawning Outlook would likely 
have enabled Netscape and Eudora e-mail clients to spread the infection 
automatically. The Morris worm had capabilities that were not used that 
could have supported additional UNIX platforms. Additionally, attack kits 
combine several attack tools and provide easy selection of the tool which can 
exploit the target system vulnerabilities. Hence, a determined adversary 
might easily defeat small-scale diversity. 

It may also be the case that extensive diversity creates additional areas of 
exploitation. Where implementations are different, the possibility exists for 
new errors caused by these differences. These errors could potentially be 
exploited r attack, resultinf in vulnerabilities that did not exist in the 
homogeneous environment . 

7. CONCLUSION 

The attacks studied here illustrate that diversity in computer systems 
appears to be desirable: the specific systems I facilities not targeted do 
survive an attack. In an environment with different implementations of 
services, this diversity helps create forms of redundancy: some 
implementations continue to operate when others have failed. This creates a 
greater level of system availability and reliability, and as a result there is an 
improved confidence in the integrity of the information system. 

1 This opportunity to exploit inconsistencies among multiple implementations was suggested 
by Julie Bouchard of Sandia National Labs during planning for the DARPA Information 
Assurance program's RT 0001 exercise. 
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However, the computer industry is moving toward a more homogeneous 
environment. There has been a steady consolidation of operating systems 
and applications, despite a tremendous growth in the number of users. 
Additionally, there is increased popularity in common services based ori 
standards (e.g., TCPIIP) or open (i.e., shared) software (e.g., Linux). This 
homogeneous environment remains highly vulnerable to attack. 

It also appears that diversity may be difficult to "create" in a 
homogeneous environment. Several researchers have reported complex 
problems in attempting to modify software to introduce immunity to certain 
attacks. The large number of attacks discovered each year implies that new 
"diversity" methods will constantly need to be created for effective defense. 
It remains to be seen whether practical methods will be created to provide 
sufficient diversity to help defend against attacks. 
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Abstract: This paper first examines various issues on data quality and provides an 
overview of current research in the area. Then it focuses on research at the 
MITRE Corporation to use annotations to manage data quality. Next some of 
the emerging directions in data quality including managing quality for the 
semantic web and the relationships between data quality and data mining will 
be discussed. Finally some of the directions for data quality will be provided. 
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1. INTRODUCTION 

There has been a lot of research and development on data quality for the 
past two decades or so. Data quality is about understanding whether data is 
good enough for a given use. Quality parameters will include the accuracy of 
the data, the timelines of the data and the precision of the data. Data quality 
has received increased attention after the revolution of the Internet and E­
Commerce. This is because organizations now have to share data coming 
from all kinds of sources, and intended for various uses, and therefore it is 
critical that organizations have some idea as to the quality of the data. 
Furthermore, heterogeneous databases have to be integrated within and 
across organizations. This also makes data quality more important. Another 
reason for the increased interest in data quality is warehousing. Data 
warehouses are being developed by many organizations and data is brought 
into the warehouse from multiple sources. The sources are often 
inconsistent, so the data in the warehouse could appear to be useless to users. 
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This paper describes various aspects of data quality. In Section 2 we 
discuss some of the developments in data quality. Section 3 discusses some 
of the research at the MITRE Corporation in data quality. We discuss some 
of the emerging directions in data quality in Section 4. In particular, data 
quality for the semantic web will be discussed. Data quality and data mining 
will be the subject of Section 5. Security, Integrity and Data quality will be 
discussed in Section 6. Finally the paper is concluded in Section 7. 

2. DEVELOPMENTS IN DATA QUALITY 

There has been a lot of work in data quality for the last several years. 
Notable among the efforts is the work carried out at Sloan School of the 
Massachusetts Institute of Technology (MIT) [TDQM]. Some of the early 
work focussed on incorporating data quality primitives for data models such 
as the entity relationship model. Data quality primitives would include 
information such as the timeliness of the data, the accuracy of the data and 
precision of the data. 

As mentioned earlier, much interest in data quality is as a result of the 
web. There is now so much data on the web that we need some measure as to 
the accuracy of the data. The accuracy depends on the source of the data. 
Furthermore, data gets propagated from one source to another and as a result 
the quality could very well deteriorate. Therefore, we need some way to 
determine the quality as data is passed from one to another. 

Data quality is also an important factor when integrating heterogeneous 
data sources. An organization often cannot be responsible for the quality of 
the data belonging to another organization. Therefore, when organizations 
share data, they need to have some idea of the quality of the data. 

High quality data is critical for e-commerce transactions. These 
transactions may involve millions of dollars and therefore of the data is of 
poor quality, the consequences may be disastrous. Many of the businesses 
that have studied data quality have found that quality problems can be 
directly traced to significant loss of revenue. 

There are web sites for data quality related information (see, e.g., [DQ]). 
These have information about data quality journals, products including data 
cleansing tools as well as information about the various organizations that do 
data quality work. These organizations include government organizations as 
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well as commercial organizations around the world. In addition, MIT also 
now has a series of workshops on information quality. 

3. ANNOTATIONS FOR DATA QUALITY 

Now that we have provided a brief overview, in this section we will 
discuss briefly the research that i.e. being carried out at the MITRE 
Corporation on data quality (see [HUGHOl]). 

In this effort, we have spent about two years learning about the data 
quality problems and efforts of a set of government organizations that share 
military intelligence information. These organizations share a database 
system, and connect it to many other databases and tools in a complex 
system of systems. We have begun advising these organizations on ways to 
address data quality problems with these systems, based on both our 
experience and the techniques that have been published by the data quality 
research community. 

In summary, we have found much from the academic community that 
can be used by government organizations. Data quality is a significant 
problem, and one of the main barriers to addressing it is the need to include 
both technical changes to systems and managerial changes to the processes 
used in the organization. Many of the data quality annotations (precision, 
timeliness, accuracy, etc.) that have been defined for business information 
systems are equally relevant to government and military systems. 

We also identified a need for data quality annotations, i.e., metadata 
that describe qualities of individual data records, rather than only using 
aggregate metrics (as is the focus of several prior efforts). For example, 
many organizations have devised ways of estimating the average accuracy of 
their data sets, improving that accuracy, and benefitting from the 
improvement. We showed that, in addition to such aggregate measures, our 
customers also needed to understand the quality of individual data records. 

One case where these per item quality annotations are important is 
when quality varies significantly from one record to the next. In this case, if 
users cannot understand the quality of presented data, they may not 
differentiate the good from the bad. If the data is used to make decisions (as 
is usually the case), then either bad data can lead to bad decisions, or data of 
uncertain quality can lead to less well-informed decisions. As a result, users 
may not trust the system as a whole, even though it contains valuable data. 
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We defined a methodology for adding such annotations to a system, and 
using them to improve data quality. We are now working with two 
organizations to apply this methodology, and measure its effects. 

4. SEMANTIC WEB AND DATA QUALITY 

In the previous sections we provided an overview of the developments in 
data quality as well as one approach to manage data quality. In this section e 
discuss data quality for the semantic web. 

The semantic web is essentially about machine understandable web 
pages. In the article on semantic web by Bemers Lee et al, [LEEOI], 
semantic web is described to be a web that can understand and interpret web 
pages and manage activities for people. These activities could be 
maintaining appointments, giving advice, and essentially making the life of 
the human as easy as possible. 

If the semantic web is to be effective, then we need to ensure that the 
data and information on the web is timely, accurate, and precise. Note that 
with bad data one cannot make good decisions. Therefore, the techniques 
being used to understand data need to be widened to understand data quality. 
These technologies include XML, (eXtensibe Markup Language), RDF 
(Resource Description Framework), and agents. There is little work reported 
on data quality for the semantic web. In fact, data quality is an essential 
ingredient in understanding the semantics of data, and the semantic web 
approaches should take advantage of the work that has been done to define 
data quality annotations and use them in database systems. 

5. DATA MINING AND DATA QUALITY 

As we have stated, having good data is essential for making effective 
decisions. Data mining is about posing queries and extracting information 
previously unknown from large quantities of data using pattern matching and 
statistics (see [THUR98]). One of the challenges in data mining is to get the 
data ready for mining. One has to determine where the data is, assemble the 
data and clean the data. This would also include removing redundant data as 
well as inconsistent data. Data also has to be complete. Various tools ate 
being developed to ensure that the data is ready for mining. However, much 
remains to be done. 
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Another relationship between data mining and data quality is to use data 
mining to improve the quality of the data. That is, while data quality is 
important for mining, we could use mining to improve the quality of the 
data. Data mining techniques could be used to determine the bad data as well 
as data that is incomplete. That is, in the same way we use mining to detect 
unusual occurrences and patterns, our patterns here are bad data. We need to 
defme what bad data means and perhaps train tools like neural networks to 
detect bad data. This is an area that is getting much attention recently. 

6. SECURITY AND DATA QUALITY 

There have been many discussions on the tradeoffs between security, and 
integrity. For example, if we are to enforce various access control rules, then 
the transactions may miss the timing constraints due to the time it takes to 
make all the checks. As a result, the data may not be current. As a result, the 
quality of the data may be compromised. Another issue is that to enforce 
high levels of security, one may need to give out cover stories. This will also 
compromise data quality, as the data given out may not be accurate. In other 
words, there are tradeoffs between security and data quality. 

There have been various studies carried out between security and 
integrity as well as between security sand real-time processing. WE need all 
aspects. That is, security, integrity, real-time processing and as well as data 
quality are all important. The question is how can have all of them enforced 
in a system. This is where quality of service comes in. We need to develop 
flexible policies that can deal with security, integrity, real-time processing 
and data quality essentially on a case by case basis. There will be cases 
where security will be absolutely critical and there will be cases where we 
cannot live with bad data. Some issues were discussed in [THUR99]. 

7. SUMMARY AND DIRECTIONS 

This paper has provided a brief overview of the developments and 
directions for data quality. We discussed the need for data quality and then 
showed an approach to manage data quality. This approach is to use 
annotations. That is, quality information is defined and treated as part of the 
data. Next we discussed some of the emerging trends such as data quality for 
the semantic web and the relationship between data mining and data quality. 
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Because of the developments of the web and the importance of 
technologies such as data warehousing and data mining, the need to have 
good data cannot be overemphasized It is critical that for many applications 
we need high data quality. There is already a lot of work that has been done 
on data quality. However much remains to be done. 
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1. INTRODUCTION 

1.1 Background 

In June 1994, Europay became the first international payment 
organisation to commit to chip as the replacement technology for the 
magnetic stripe. At that time Europay's Chip Business Case focused on four 
key areas: Fraud Reduction, Telecommunications Cost Reduction, Credit 
Risk Management, and Value-added Services such as Electronic Purse. 

To develop the global standards necessary to usher in the new 
technology, chip, Europay initiated a joint working group with MasterCard 
International and Visa International, known within the industry as EMV. 

EMV'96, released in July 1996, marked the completion of the final phase 
of the global chip card specifications which served as the framework for chip 
card and terminal manufacturers world-wide. The EMV specifications have 
now been revised as EMV2000 version 4.0. 
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In addition to this activity, Europay have participated in the development 
of the Common Electronic Purse Specifications (CEPS). 

This article provides an overview of the EMV'96 specifications and of 
Europay's supporting public key services. It also provides a brief overview 
of Europay' s Electronic Purse, Clip. 

2. EMV 

2.1 Card Payments 

Debit and credit card transactions normally take place between two 
parties that do not know one another. This is made possible by the 
contractual relationship that exists between the bank that issued the card to 
the cardholder and the acquiring bank of the merchant. The relationship 
between the two banks operating from two different countries is established 
by membership of a payment system, which also provides the network for 
authorising and clearing of cross-border payment transactions, and sets the 
rules of membership and operation along with an often complex set of 
guarantees. 

Payment cards carry a magnetic stripe, a hologram, one or more payment 
brands, and a specimen signature of the cardholder. The card is also 
embossed with the cardholder's name and account number as well as the 
expiry date of the card. 

The ultimate purpose of the EMV standard is to replace the magnetic 
stripe on the card by an Integrated Circuit or chip, thereby making it a 'smart 
card' with memory and processing capabilities. This added intelligence 
enables better issuer risk management, including improved offline and 
online authentication and authorisation. The characteristics of these cards are 
based on the ISO/IEC 7816 series, which is a generic cross-industry standard 
for IC cards. 

2.2 Overview of EMV Application 

The EMV application specification defines the terminal and integrated 
circuit card (ICC) procedures necessary to effect a payment system 
transaction in an international interchange environment. 
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It describes the following processes: 
• Offline Data Authentication 
• Cardholder Verification 
• Terminal Risk Management 
• Terminal Action Analysis 
• Card Action Analysis 
• Online Processing and Issuer to Card Script Processing 

2.2.1 Oftline Data Authentication 

Offline Data Authentication is the process whereby the terminal verifies 
by means of a digital signature the authenticity of critical card data. This 
process is known as an "offline CAM" (Card Authentication Method) and 
can either be static SDA or dynamic DDA (see later). 

2.2.2 Cardholder Verification 

Cardholder verification is performed to ensure that the person presenting 
the ICC is the person to whom the application in the card was issued. The 
terminal uses the data in the ICC to determine whether one of the issuer­
specified cardholder verification methods (CVMs) is to be executed: 
• Offline PIN processing enables the ICC to verify a plaintext or 

enciphered PIN presented to it by the terminal 
• Online PIN processing enables issuer verification of the PIN sent by the 

terminal 
• A (paper) signature may be required, in which case this corresponds to 

the 'conventional' signature verification by the terminal attendant. 

2.2.3 Tenninal Risk Management 

Terminal risk management is performed by the terminal to protect the 
acquirer, issuer, and system from fraud. It provides positive issuer 
authorisation for high-value transactions and ensures that transactions 
initiated from ICCs go online periodically to protect against threats that 
might be undetectable in an offline environment. 

Terminal risk management consists of: 
• Floor limit checking 
• Random transaction selection 
• Velocity Checking 
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With Velocity Checking, the tenninal can compare the difference 
between the ATC (Application Transaction Counter) and the Last Online 
ATC Register with the Lower Consecutive Offline Limit to see if this limit 
has been exceeded. 

2.2.4 Terminal Action Analysis 

Once tenninal risk management and application functions related to a 
normal offline transaction have been completed, the terminal makes the first 
decision as to whether the transaction should be approved offline, declined 
offline, or transmitted online. If the outcome of this decision process is to 
proceed offline, the tenninal obtains a MAC (Message Authentication Code) 
from the card that can be used as a transaction certificate. If the outcome of 
the decision is to go online, the tenninal initiates a challenge and response 
between the card and its issuer that enables online authorisation or decline 
(see below). 

2.2.5 Card Action Analysis 

An ICC may perform its own risk management to protect the issuer from 
fraud or excessive credit risk. Details of card risk management algorithms 
within the ICC are specific to the issuer and are outside the scope of the 
specification, but as a result of the risk management process, an ICC may 
decide to complete a transaction online or offline or request a referral or 
reject the transaction. 

2.2.6 Online Processing 

Online processing is performed to ensure that the issuer can review and 
authorise transactions - or reject transactions that are outside acceptable 
limits of risk defmed by the issuer, the payment system, or the acquirer. 

In general, online processing is the same as today's online processing of 
magnetic stripe transactions. The primary exception being that with EMV 
the tenninal obtains an Application Cryptogram (AC) from the ICC. The 
terminal may then choose to send this AC in an authorisation request 
message to the Issuer. 

Although actions performed by the acquirer or issuer systems are outside 
the scope of EMV, for online authorisations it is generally assumed that the 
AC is a cryptogram generated by the card from transaction data using an 
issuer key stored in the card and known at the issuer authorisation system. 
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The issuer uses this key to authenticate the AC and thereby authenticate the 
card. Subsequent to card authentication, the issuer may generate a 
cryptogram on selected data included in the authorisation response or 
already known to the card. This cryptogram is sent to the terminal in the 
authorisation response and the ICC may use it to authenticate that the 
response message originated from the issuer. 

2.2. 7 Issuer-to-Card Script Processing 

An issuer may provide command scripts to be delivered to the ICC by the 
terminal to perform functions that are not necessarily relevant to the current 
transaction but are important for the continued functioning of the application 
in the ICC. An example might be unblocking of an offline PIN, which might 
be done differently by various issuers or payment systems. Europay requires 
that such script processing be cryptographically secured using Secure 
Messaging. 

2.3 EMV Oftline Authentication 

2.3.1 Static Data Authentication 

Static data authentication is performed by the terminal using a digital 
signature based on public key techniques to confirm the legitimacy of critical 
ICC-resident static data and to detect unauthorised alteration of data after 
personalisation. 

Static data authentication requires the existence of a certification 
authority, which is a highly secure cryptographic facility that 'signs' the 
issuer's public keys. Every terminal conforming to the specification 
contains the appropriate certification authority's public key(s). The 
relationship between the data and the cryptographic keys is shown below. 

2.3.2 Dynamic Data Authentication 

In the case of Dynamic Data Authentication, a three-layer public key 
certification scheme is used where the ICC owns a public key pair. The 
private key is used for signing the dynamic data, and the ICC's public key is 
stored on the ICC in the form of a ICC Public Key Certificate, signed by the 
issuer. 
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The corresponding issuer public key is also stored on the ICC in the form 
of a Issuer Public Key Certificate, signed by the Card Scheme. 

2.3.3 The Europay-MasterCard Certification Authority 

Europay and MasterCard have developed a Public Key Certification 
Service for their members for the management of the joint Europay­
MasterCard public key pairs and the certification of the issuer's public keys. 
The Europay-MasterCard Certification Authority provides the 'top layer' of 
the Static and Dynamic Data Authentication schemes described above. 

3. ELECTRONIC PURSE 

3.1 Clip 

This section provides a very brief overview of Clip, a pre-paid product 
from Europay based on CEPS (Common Electronic Purse Specification). 

Unlike debit and credit payment applications, Clip is specifically 
designed to enable low value offline transactions. 

Although there is a wide range of domestic pre-paid schemes in operation 
all over Europe, generally these schemes are incapable of inter-operating 
with each other and thereby lack an international dimension to transactions 
using pre-paid products. One of the purposes of Clip is to provide this 
international dimension. 

Clip includes a minimum set of functionality that will be available 
internationally, wherever the product is used: 
• Loading of electronic value in the local currency of the Load Device, a 

service typically provided by A TMs or by dedicated devices. 
• Purchases of goods, provided by dedicated purchase devices or as a new 

feature to POS terminals. 

Electronic value is stored as a number in a 'slot' of the ICC Electronic 
Purse application, one slot per currency. 
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3.2 CEPS Online Transactions 

CEPS defmes two types of online transactions: 
• Load; 
• Currency Exchange. 

A successful load transaction results in an increase to the balance of 
electronic value in one of the Electronic Purse's slots. A successful 
Currency Exchange transaction results in an increase to the balance of 
electronic value in one currency slot and the appropriate decrease in another 
slot. 

Both types of transaction involve mutual authentication between the 
Electronic Purse card and its issuer by means of the exchange of 
cryptograms computed with a double length DES key shared between the 
two entities. 

3.3 CEPS offiine Transactions 

CEPS defines two types of offline transactions 
• Purchase; 
• Cancel Last Purchase. 

The Purchase transaction enables the Electronic Purse card to make 
payments to a merchant PSAM (Purchase Secure Application Module) in 
one step or a series of incremental steps. The Cancel Last Purchase 
transaction enables a merchant to cancel the previous purchase transaction 
or, in the case of an incremental purchase, the final step thereof. 

The purchase transaction requires that the Electronic Purse appropriately 
decrement the value in one of its slots and provide to the PSAM a 
cryptogram. For Europay this cryptogram is a MAC computed using a 112-
bit key shared with the card issuer. The merchant can submit this 
'transaction certificate' to the issuer (via the merchant acquirer) as evidence 
that the Electronic Purse was correctly debited. 

In order that the merchant can obtain confidence that the transaction 
certificate is legitimate, the PSAM and the Electronic Purse perform a 
mutual authentication using RSA public key cryptography. A by-product of 
this mutual authentication is the establishing of a shared symmetric session 
key that can then be used for authenticating subsequent incremental purchase 
steps and purchase cancellations. 
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3.3.1 The Clip Certification Authority 

In order that the Clip card be able to authenticate itself to the PSAM it is 
personalised with a private RSA key and public key certificates. The top­
layer public key is provided by the Europay Clip Certification Authority and 
this public key must be installed in all PSAMs that accept Clip transactions. 
This situation is very similar to that of an EMV DDA card. 

In order that the PSAM be able to authenticate itself to the Clip card it 
too is personalised with a private RSA key and public key certificates. The 
top-layer public key is again provided by the Europay Clip Certification 
Authority and this public key must be installed in all Clip cards. 

I Europay CA I 

IJ \) 

j Clip card PSAM 

4. CONCLUSIONS 

This article has provided an outline of the security features for Europay's 
chip card applications for Credit, Debit and Electronic Purse payments. 
Further information can be found at Europay's web site: 

http:\\www .europay.com 

including the downloadable EMV specifications themselves: 
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EMV2000 Version 4.0: December 2000 
Integrated Circuit Card Specifications for Payment Systems: 
• Book 1 - Application Independent ICC to Tenninal Interface 

Requirements 
• Book 2 - Security and Key Management 
• Book 3 - Application Specification 
• Book 4 - Cardholder, Attendant and Acquirer Interface Requirements 



PART THREE. TUTORIAL 

COBIT and IT Governance 



Governing Information Technology Through COBIT 

Erik Guldentops CISA 
Advisor, ff Governance Institute Board 
Brussels, Belgium 
erik.guldentops@pandora.be 

Abstract: This paper1 covers the following questions: - what is IT governance and why is 
it important; - whom does it concern; - what can they do about it; - what does 
it cover; - what questions should be asked; - how is it accomplished; - how 
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Framework is explained and specific attention is given to the COBIT 
management guidelines. 
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1. WHAT IS IT GOVERNANCE AND WHY IS IT 
IMPORTANT? 

As information technology has become a critical driver of business 
success, boards of directors have not kept pace. IT demands thorough and 
thoughtful board governance, yet such oversight has often been lacking 

1 This presentation is based on Board Briefing on rr Governance, published in 2001 by the IT 
Governance lnstituteTM. It is available for complimentary download, as an open standard, from 
www.ITgovemance.org/resources.htm. The presentation is also based on Control jectives for 
Information and rtlated Technology (COBn-) 3rd Edition°, published in 1998 by the IT Governance 
Institute and distributed through the Information Systems Audit and Control Association• 
(ISACATM). All portions of COB IT, with the exception of the Audit Guidelines, are an open standard 
and are available for complimentary download at www.isaca.org/cobit.htm 
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because rr has been seen as an operations matter best left to management, 
and board members lacked interest or expertise in technology issues. 

While boards have always scrutinized business strategy and strategic 
risks, rr has tended to be overlooked, despite the fact that it involves large 
investments and huge risks. Reasons include: 
• The technical insight required to understand how rr enables the 

enterprise - and creates risks and opportunities; 
• The tradition of treating rr as an entity separate to the business; 
• The complexity of rr, even more apparent in the extended enterprise 

operating in a networked economy. 

Closing the rr governance gap has become imperative as it becomes 
more difficult to separate an organisation's overall strategic mission from the 
underlying rr strategy that enables that mission to be fulfilled. 

rr governance is ultimately important because expectations and reality 
often do not match. Boards expect management to juggle a myriad of 
responsibilities: deliver quality rr solutions on time and on budget, harness 
and exploit rr to return business value and leverage rr to increase efficiency 
and productivity while managing rr risks. However, boards frequently see 
business losses, damaged reputations or weakened competitive positions, 
unmet deadlines, higher-than-expected costs, lower-than-expected quality 
and failures of rr initiatives to deliver promised benefits. 

rr governance extends the board's mission of defming strategic direction 
and ensuring that objectives are met, risks are managed and resources are 
used responsibly. Pervasive use of technology has created a critical 
dependency on rr that calls for a specific focus on rr governance. Such 
governance should ensure that an organization's rr sustains and extends its 
strategies and objectives. 

Effective rr governance: 
• Protects shareholder value; 
• Makes clear that rr risks are quantified and understood; 
• Directs and controls rr investment, opportunity, benefits and risks; 
• Aligns rr with the business while accepting IT is a critical input to and 

component of the strategic plan, influencing strategic opportunities; 
• Sustains current operations and prepares for the future; 
• Is an integral part of a global governance structure. 
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2. WHOM DOES IT CONCERN? 

Like most other governance activities, IT governance intensively engages 
both board and executive management in a cooperative manner. However, 
due to complexity and specialisation, this governance layer must rely heavily 
on the lower layers in the enterprise to provide the information needed in its 
decision-making and evaluation activities. To have effective IT governance 
in the enterprise, the lower layers need to apply the same principles of 
setting objectives, providing and getting direction, and providing and 
evaluating performance measures. As a result, good practices in IT 
governance need to be applied throughout the enterprise. 

3. WHAT CAN THEY DO ABOUT IT? 

Among the board's responsibilities are reviewing and guiding corporate 
strategy, setting and monitoring achievement of management's performance 
objectives, and ensuring the integrity of the organisation's systems. 

3.1 How Should the Board Address the Challenges? 

The board should drive enterprise alignment by: 
• Ascertaining that IT strategy is aligned with enterprise strategy; 
• Ascertaining that IT delivers against the strategy through clear 

expectations and measurement; 
• Directing IT strategy to balance investments between supporting and 

growing the enterprise; 
• Making considered decisions about where IT resources should be 

focused. 

The board should direct management to deliver measurable value through IT 
by: 
• Delivering on time and on budget; 
• Enhancing reputation, product leadership and cost-efficiency; 
• Providing customer trust and competitive time-to-market. 

The board should also measure performance by: 
• Defining and monitoring measures together with management to verify 

that objectives are achieved and to measure performance to eliminate 
surprises; 
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• Leveraging a system of balanced business scorecards maintained by 
management that form the basis for executive management 
compensation. 

The board should manage enterprise risk by: 
• Ascertaining that there is transparency about the significant risks to the 

organisation; 
• Being aware that the final responsibility for risk management rests with 

the board; 
• Being conscious that risk mitigation can generate cost-efficiencies; 
• Considering that a proactive risk management approach can create 

competitive advantage; 
• Insisting that risk management be embedded in the operation of the 

enterprise; 
• Ascertaining that management has put processes, technology and 

assurance in place for information security to ensure that: 
• Business transactions can be trusted; 
• IT services are usable, can appropriately resist attacks and recover 

from failures; 
• Critical information is withheld from those who should not have 

access to it. 

3.2 How Should Executive Management Address the 
Expectations? 

The executive's focus is generally on cost-efficiency, revenue 
enhancement and building capabilities, all of which are enabled by 
information, knowledge and the IT infrastructure. Because IT is an integral 
part of the enterprise, and as its solutions become more and more complex 
(outsourcing, third-party contracts, networking, etc.), adequate governance 
becomes a critical factor for success. To this end, management should: 
• Embed clear accountabilities for risk management and control over IT 

into the organisation; 
• Cascade strategy, policies and goals down into the enterprise and align 

the IT organisation with the enterprise goals; 
• Provide organisational structures to support the implementation of IT 

strategies and an IT infrastructure to facilitate the creation and sharing 
of business information; 

• Measure performance by having outcome measures3 for business value 
and competitive advantage that IT delivers and performance drivers to 
show how well IT performs; 
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• Focus on core business competencies IT must supporl., i.e. those that add 
customer value, differentiate the enterprise's products and services in the 
marketplace, and add value across multiple products and services over 
time; 

• Focus on important IT processes that improve business value, such as 
change, applications and problem management. Management must 
become aggressive in defming these processes and their associated 
responsibilities; 

• Focus on core IT competencies that usually relate to planning and 
overseeing the management of IT assets, risks, projects, customers and 
vendors; 

• Have clear external sourcing strategies, focussing on the management 
of third-party contracts and associated service level and on building trust 
between organisations, enabling interconnectivity and information 
sharing. 

3.3 What Does It Cover? 

Fundamentally, IT governance is concerned about two things: that IT 
delivers value to the business and that IT risks are mitigated. The first is 
driven by strategic alignment of IT with the business. The second is driven 
by embedding accountability into the enterprise. Both need measurement, 
for example, by a balanced scorecard. This leads to the four main focus areas 
for IT governance, all driven by stakeholder value. Two of them are 
outcomes: value delivery and risk mitigation. Two of them are drivers: 
strategic alignment and performance measurement. 

3.3.1 IT Strategic Alignment- "IT alignment is a journey, not a 
destination." 

The key question is whether a firm's investment in IT is in harmony with 
its strategic objectives (intent, current strategy and enterprise goals) and thus 
building the capabilities necessary to deliver business value. This state of 
harmony is referred to as "alignment." It is complex, multifaceted and never 
completely achieved. It is about continuing to move in the right direction and 
being better aligned than competitors. This may not be attainable for many 
enterprises because enterprise goals change too quickly, but is nevertheless a 
worthwhile ambition because there is real concern about the value of IT 
investment. 

Alignment of IT has been synonymous with IT strategy, i.e., does the IT 
strategy support the enterprise strategy? For IT governance, alignment 
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encompasses more than strategic integration between the (future) IT 
organisation and the (future) enterprise organisation. It is also about whether 
IT operations are aligned with the current enterprise operations. Of course, it 
is difficult to achieve IT alignment when enterprise units are misaligned. 

3.3.2 IT Value Delivery-"IT value Is in the eye of the beholder." 

The basic principles of IT value are delivery on time, within budget and 
with the benefits that were promised. In business terms, this is often 
translated into: competitive advantage, elapsed time for order/service 
fulfillment, customer satisfaction, customer wait time, employee 
productivity and profitability. Several of these elements are either subjective 
or difficult to measure, something all stakeholders need to be aware of. 

The value that IT adds to the business is a function of the degree to which 
the IT organisation is aligned with the business and meets the expectations 
of the business. The business has expectations relative to the contents of the 
IT deliverable: 
• Fit for purpose, meeting business requirements; 
• Flexibility to adopt future requirements; 
• Throughput and response times; 
• Ease of use, resiliency and security; 
• Integrity, accuracy and currency of information. 

The business also has expectations regarding the method of working: 
• Time-to-market; 
• Cost and time management; 
• Partnering success; 
• Skill set of IT staff. 

To manage these expectations, IT and the business should use a common 
language for value which translates business and IT terminology and is 
based wholly on fact. 

3.3.3 Performance Measurement- ''In IT, if you're playing the 
game and not keeping score, you're just practising." 

Strategy has taken on a new urgency as enterprises mobilise intangible 
and hidden assets to compete in an information-based global economy. 
Balanced scorecards translate strategy into action to achieve goals with a 
performance measurement system that goes beyond conventional 
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accounting, measuring those relationships and knowledge-based assets 
necessary to compete in the information age: customer focus, process 
efficiency and the ability to learn and grow. At the heart of these scorecards 
is management information supplied by the IT infrastructure. IT also enables 
and sustains solutions for the actual goals set in the financial (enterprise 
resource management), customer (customer relationship management), 
process (intranet and workflow tools) and learning (knowledge management) 
dimensions of the scorecard. 

IT needs its own scorecard. Defming clear goals and good measures that 
unequivocally reflect the business impact of the IT goals is a challenge and 
needs to be resolved in co-operation among the different governance layers 
within the enterprise. The linkage between the business balanced scorecard 
and the IT balanced scorecard is a strong method of alignment. 

3.3.4 Risk Management- ''It's the IT alligators you don't see that 
will get you." 

Enterprise risk comes in many vanetles, not only financial risk. 
Regulators are specifically concerned about operational and systemic risk, 
within which technology risk and information security issues are prominent. 
Infrastructure protection initiatives in the US and the UK point to the utter 
dependence of all enterprises on IT infrastructures and the vulnerability to 
new technology risks. The first recommendation these initiatives make is for 
risk awareness of senior corporate officers. 

Therefore, the board should manage enterprise risk by: 
• Ascertaining that there is transparency about the significant risks to the 

organisation and clarifying the risk-taking or risk-avoidance policies of 
the enterprise; 

• Being aware that the fmal responsibility for risk management rests with 
the board so, when delegating to executive management, making sure 
the constraints of that delegation are communicated and clearly 
understood; 

• Being conscious that the system of internal control put in place to 
manage risks often has the capacity to generate cost-efficiency; 

• Considering that a transparent and proactive risk management approach 
can create competitive advantage that can be exploited; 

• Insisting that risk management is embedded in the operation of the 
enterprise, responds quickly to changing risks and reports immediately 
to appropriate levels of management, supported by agreed principles of 
escalation (what to report, when, where and how). 
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4. WHAT QUESTIONS SHOULD BE ASKED? 

While it is not the most efficient IT governance process, asking tough 
questions is an effective way to get started. Of course, those responsible for 
governance want good answers to these questions. Then they want action. 
Then they need follow-up. It is essential to determine, along with the action, 
who is responsible to deliver what by when. 

An extensive checklist of questions is provided in Board Briefing on IT 
Governance. The questions focus on three objectives: questions asked to 
discover IT issues, to find out what management is doing about them, and to 
self-assess the board's governance over them. For example: 

To Uncover IT Issues 
• How often do IT projects fail to deliver what they promised? 
• Are end users satisfied with the quality of the IT service? 
• Are sufficient IT resources, infrastructure and competencies available to 

meet strategic objectives? 

To Find Out How Management Addresses the IT Issues 
• How well are enterprise and IT objectives aligned? 
• How is the value delivered by IT being measured? 
• What strategic initiatives has executive management taken to manage 

IT's criticality relative to maintenance and growth of the enterprise, and 
are they appropriate? 

To Self-assess IT Governance Practices 
• Is the board regularly briefed on IT risks to which the enterprise is 

exposed? 
• Is IT a regular item on the agenda of the board and is it addressed in a 

structured manner? 
• Does the board articulate and communicate the business objectives for 

IT alignment? 

5. HOW IS IT ACCOMPLISHED? 

Action plans for implementing effective IT governance, from both a 
board and an executive management point of view, are provided in detail in 
Board Briefing on IT Governance. These plans consist of the following 
elements: 
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• Activities list what is done to exercise the IT governance responsibilities 
and the subjects identify those items that typically get onto an IT 
governance agenda. 

• Outcome measures relate directly to the subjects of IT governance, such 
as the alignment of business and IT objectives, cost-efficiencies realised 
by IT, capabilities and competencies generated and risks and 
opportunities addressed. 

• Best practices list examples of how the activities are being performed by 
those who have established leadership in governance of technology. 

• Critical success factors are conditions, competencies and attitudes that 
are critical to being successful in the practices. 

• Performance drivers provide indicators on how IT governance is 
achieving, as opposed to the outcome measures that measure what is 
being achieved. They often relate to the critical success factors. 

The plans list IT governance activities and link a set of subjects and 
practices to them. Practices are classified to reflect the IT governance area(s) 
to which they provide the greatest contribution: value delivery, strategic 
alignment, risk management and/or performance (V, A, R, P). A list of 
critical success factors is provided in support of the practices. Finally, two 
sets of measures are listed: outcome measures that relate to the IT 
governance subjects and performance drivers that relate to how activities are 
performed and the associated practices and critical success factors. 

6. HOW DOES YOUR ORGANISATION COMPARE? 

For effective governance of IT to be implemented, organisations need to 
assess how well they are currently performing and be able to identify where 
and how improvements can be made. This applies to both the IT governance 
process itself and to all the processes that need to be managed within IT. 

The use of maturity models greatly simplifies this task and provides a 
pragmatic and structured approach for measuring how well developed your 
processes are against a consistent and easy-to-understand scale: 

0 = Non-existent. Management processes are not applied at all. 
1 = Initial. Processes are ad hoc and disorganised. 
2 = Repeatable. Processes follow a regular pattern. 
3 = Defined. Processes are documented and communicated. 
4 = Managed. Processes are monitored and measured. 
5 = Optimised. Best practices are followed and automated. 
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(For a complete description of the various maturity levels, see Board 
Briefing on IT Governance.) 

Using this technique the organisation can: 
• Build a view of current practices by discussing them in workshops and 

comparing to example models; 
• Set targets for future development by considering model descriptions 

higher up the scale and comparing to best practices; 
• Plan projects to reach the targets by defining the specific changes 

required to improve management; 
• Prioritise project work by identifying where the greatest impact will be 

made and where it is easiest to implement. 

7. INTRODUCING CoBIT 

Control Objectives for Information and related Technology (COBIT) was 
initially published by the Information Systems Audit and Control 
Foundation™ (ISACF™) in 1996, and was followed by a second edition in 
1998. The third edition, which incorporates all-new material on IT 
governance and Management Guidelines, was issued by the IT Governance 
Institute in 2000. COBIT presents an international and generally accepted IT 
control framework enabling organisations to implement an IT governance 
structure throughout the enterprise. 

Since its first issuance, COBIT has been adopted in corporations and by 
governmental entities throughout the world. 

All portions of COBIT, except the Audit Guidelines, are considered an 
open standard and may be downloaded on a complimentary basis from the 
Information Systems Audit and Control Association's web site, 
www.isaca.org/cobit.htm. The Audit Guidelines are available on a 
downloadable basis to ISACA members only. 

8. THE COBIT FRAMEWORK 

Business orientation is the main theme of COBIT. It begins from the 
premise that IT needs to deliver the information that the enterprise needs to 
achieve its objectives. It is designed to be employed as comprehensive 
guidance for management and business process owners. Increasingly, 
business practice involves the full empowerment of business process owners 
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so they have total responsibility for all aspects of the business process. In 
particular, this includes providing adequate controls. COBIT promotes a 
process focus and process ownership. 

The COBIT Framework provides a tool for the business process owner 
that facilitates the discharge of this responsibility. The Framework starts 
from a simple and pragmatic premise: 

In order to provide the information that the organisation needs 
to achieve its objectives, IT resources need to be managed 

by a set of naturally grouped processes. 

The Framework continues with a set of 34 high-level Control Objectives, 
one for each of the IT processes, grouped into four domains: 
• Planning and Organisation-This domain covers strategy and tactics, 

and concerns the identification of the way IT can best contribute to the 
achievement of the business objectives. Furthermore, the realisation of 
the strategic vision needs to be planned, communicated and managed for 
different perspectives. Finally, a proper organisation as well as 
technological infrastructure must be put in place. 

• Acquisition and Implementation-To realise the IT strategy, IT 
solutions need to be identified, developed or acquired, as well as 
implemented and integrated into the business process. In addition, 
changes in and maintenance of existing systems are covered by this 
domain to make sure that the lifecycle is continued for these systems. 

• Delivery and Support-This domain is concerned with the actual 
delivery of required services, which range from traditional operations 
over security and continuity aspects to training. In order to deliver 
services, the necessary support processes must be set up. This domain 
includes the actual processing of data by application systems, often 
classified under application controls. 

• Monitoring-All IT processes need to be regularly assessed over time 
for their quality and compliance with control requirements. This domain 
thus addresses management's oversight of the organisation's control 
process and independent assurance provided by internal and external 
audit or obtained from alternative sources. 

Corresponding to each of the 34 high-level control objectives is an Audit 
Guideline to enable the review of IT processes against COB IT's 318 
recommended detailed control objectives to provide management assurance 
and/or advice for improvement. 
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The Management Guidelines further enhances and enables enterprise 
management to deal more effectively with the needs and requirements of IT 
governance. The guidelines are action-oriented and generic and provide 
management direction for getting the enterprise's information and related 
processes under control, for monitoring achievement of organisational goals, 
for monitoring performance within each IT process and for benchmarking 
organisational achievement. 

COBIT also contains an Implementation Tool Set that provides lessons 
learned from those organisations that quickly and successfully applied 
COBIT in their work environments. It has two particularly useful tools­
Management Awareness Diagnostic and IT Control Diagnostic-to assist in 
analyzing an organisation's IT control environment. 

Over the next few years, the management of organisations will need to 
demonstrably attain increased levels of security and control. COBIT is a tool 
that allows managers to bridge the gap with respect to control requirements, 
technical issues and business risks and communicate that level of control to 
stakeholders. COBIT enables the development of clear policy and good 
practice for IT control throughout organisations, worldwide. Thus, COBIT is 
designed to be the break-through IT governance tool that helps in 
understanding and managing the risks and benefits associated with 
information and related IT. 

9. THE CoBIT CONTROL OBJECTIVES 

For the purposes of COB IT, the following definitions are provided. 
"Control" is adapted from the COSO Report (Internal Control-Integrated 
Framework, Committee of Sponsoring Organisations of the Treadway 
Commission, 1992) and "IT Control Objective" is adapted from the SAC 
Report (Systems Auditability and Control Report, The Institute of Internal 
Auditors Research Foundation, 1991 and 1994). 

Control is defined as the policies, procedures, practices and 
organisational structures designed to provide reasonable assurance that 
business objectives will be achieved and that undesired events will be 
prevented or detected and corrected. 

IT Control Objective is a statement of the desired result or purpose to 
be achieved by implementing control procedures in a particular IT activity. 



Governing Information Technology Through COBIT 127 

To satisfy business objectives, information needs to conform to certain 
criteria, which COBIT refers to as business requirements for information. In 
establishing the list of requirements, COBIT combines the principles 
embedded in existing and known reference models: 
• Quality requirements-Quality, Cost, Delivery; 
• Fiduciary requirements (COSO Report)-Effectiveness and Efficiency 

of operations; Reliability of Information; Compliance with laws and 
regulations; 

• Security requirements-Confidentiality; Integrity; Availability. 

Starting the analysis from the broader Quality, Fiduciary and Security 
requirements, seven distinct, certainly overlapping, categories were 
extracted. COBIT' s working definitions are as follows: 
• Effectiveness deals with information being relevant and pertinent to the 

business process as well as being delivered in a timely, correct, 
consistent and usable manner. 

• Efficiency concerns the provision of information through the optimal 
(most productive and economical) use of resources. 

• Confidentiality concerns the protection of sensitive information from 
unauthorised disclosure. 

• Integrity relates to accuracy and completeness of information as well as 
to its validity in accordance with business values and expectations. 

• Availability relates to information being available when required by the 
business process now and in the future. It also concerns the safeguarding 
of necessary resources and associated capabilities. 

• Compliance deals with complying with those laws, regulations and 
contractual arrangements to which the business process is subject, i.e., 
externally imposed business criteria. 

• Reliability of Information relates to the provision of appropriate 
information for management to operate the entity and for management to 
exercise its financial and compliance reporting responsibilities. 

The IT resources identified in COBIT can be explained/defined as follows: 
• Data are objects in their widest sense (i.e., external and internal), 

structured and non-structured, graphics, sound, etc. 
• Application Systems are understood to be the sum of manual and 

programmed procedures. 
• Technology covers hardware, operating systems, database management 

systems, networking, multimedia, etc. 
• Facilities are all the resources to house and support information systems. 
• People include staff skills, awareness and productivity to plan, organise, 

acquire, deliver, support and monitor information systems and services. 
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COBIT consists of high-level control objectives for each process which 
identify which information criteria are most important in that IT process, 
state which resources will usually be leveraged and provide considerations 
on what is important for controlling that IT process. The underlying theory 
for the classification of the control objectives is that there are, in essence, 
three levels of IT efforts when considering the management of IT resources. 
Starting at the bottom, there are the activities and tasks needed to achieve a 
measurable result. Activities have a lifecycle concept while tasks are more 
discrete. The lifecycle concept has typical control requirements different 
from discrete activities. Processes are then defmed one layer up as a series of 
joined activities or tasks with natural (control) breaks. At the highest level, 
processes are naturally grouped together into domains. Their natural 
grouping is often confirmed as responsibility domains in an organisational 
structure and is in line with the management cycle or lifecycle applicable to 
IT processes. 

Thus, the conceptual framework can be approached from three vantage 
points: (1) information criteria, (2) IT resources and (3) IT processes. 

It is clear that all control measures will not necessarily satisfy the 
different business requirements for information to the same degree. 
• Primary is the degree to which the defmed control objective directly 

impacts the information criterion concerned. 
• Secondary is the degree to which the defined control objective satisfies 

only to a lesser extent or indirectly the information criterion concerned. 
• Blank could be applicable; however, requirements are more 

appropriately satisfied by another criterion in this process and/or by 
another process. 

Similarly, all control measures will not necessarily impact the different 
IT resources to the same degree. Therefore, the COBIT Framework 
specifically indicates the applicability of the IT resources that are 
specifically managed by the process under consideration (not those that 
merely take part in the process). This classification is made within the 
COBIT Framework based on a rigorous process of input from researchers, 
experts and reviewers, using the strict definitions previously indicated. 

Each high-level control objective is accompanied by detailed control 
objectives, 318 in all, providing additional detail on how control should be 
exercised over that particular process. In addition, extensive audit guidelines 
are included for building on the objectives. 
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Sample high-level control objectives, with their related detailed control 
objectives, follow for P09, the Assess Risks process in the Planning and 
Organisation domain, and DS5, the Ensure System Security process in the 
Delivery and Support domain. 

P09 Plannl~g & Organisation CoBif 
Assess Rrsks 

HIGH-LEVEL CONTROL 0BJECTJVE 

Control over tho IT process of 

a sessing ri ks 

that satisfies tho business requirement 

of supponing management decisions through achieving IT objectives 
and responding to threats by reducing complexity, increasing 
objectivity and identifYing imponant decision factors 

is enabled by 

the organisation engaging itself in IT risk-identification and 
impact analysis, involving multi-disciplinary functions and taking 
cost-effective mea ures to mitigate risks 

and takes inlo consideration 

• risk management ownership and accountability 
• different kinds of IT ri ks (technology, S(:curity, continuity, 

regulatory, etc.) 
• defined and communicated risk tolerance profile 
• root cause analyses and risk brains1onning sessions 
• quantitative and/or qualitat ive risk measurement 
• risk assessment methodology 
• risk action plan 
• timely reassessment 

IT GO V ERNAN CE IN S TIT U TE 
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CONTROL ORJECTIVES P09 
DETAILED CONTROL OBJECTIVES 

9 AsSESS RISKS 

9. I Business Risk Assessment 
CONTROL OBJECTIVE 

Management should establish a systematic risk 
assessment framework. Such a framework should 
incorporate a regular assessment of the relevant 
information risks to the achievement of the busi­
ness objectives, forming a basis for determining 
how the risks should be managed to an accept­
able level. The process should provide for risk 
assessments at both the global level and system 
specific level, for new projects as well as on a 
recurring basis, and with cross-disciplinary par­
ticipation. Management should ensure that 
reassessments occur and that risk assessment 
information is updated with results of audits, 
inspections and identified incidents. 

9.2 Risk Assessment Approach 
CONTROL OBJECT/If£ 

Management should establish a general risk 
assessment approach which defines the scope 
and boundaries, the methodology to be adopted 
for risk assessments, the responsibilities and the 
required skills. Management should lead the 
identification of the risk mitigation solution and 
be involved in identifying vulnerabilities. 
Security specialists should lead threat identifica­
tion and IT specialists should drive the control 
selection. The quality of the risk assessments 
should be ensured by a structured method and 
skilled risk assessors. 

9.3 Risk ldentillcallon 
CONTROL 0BJ£CTIY£ 

The risk assessment approach should focus on 
the examination of the essential elements of risk 
and the cause/effect relationship between them. 
The essential elements of risk include tangible 
and intangible assets, asset value, threats, vulner­
abilities, safeguards, consequences and likeli­
hood of threat. The risk identification process 
should include qualitative and, where appropri-

ate, quantitative risk 11Ulking and should obtain 
input from management brainstorming, strategic 
planning, past audits and other assessments. The 
risk assessment should consider business, regula­
tory, legal, technology, trading panner and 
human resources risks. 

9.4 Risk Measurement 
CONTROL OBJECTIVE 

The risk assessment approach should ensure that 
the analysis of risk identification information 
results in a quantitative and/or qualitative mea­
surement of risk to which the examined area is 
exposed. The risk acceptance capacity of the 
organisation should also be assessed. 

9.5 Risk Action Plan 
CONTROL OBJECTIVE 
The risk assessment approach should provide for 
the definition of a risk action plan to ensure that 
cost-effective controls and security measures mit­
igate exposure to risks on a continuing basis. The 
risk action plan should identify the risk strategy 
in terms of risk avoidance, mitigation or accep­
tance. 

9.6 Risk Acceptance 
CONTROL OBJECTIVE 

The risk assessment approach should ensure the 
formal acceptance of the residual risk, depending 
on risk identification and measurement, organisa­
tional policy, uncertainty incorporated in the risk 
assessment approach itself and the cost effective­
ness of implementing safeguards aod controls. 
The residual risk should be offset with adequate 
insurance coverage, contractually negotiated lia­
bilities and self-insurance. 

continued on next page 
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P09 Planni~g & Organisation CoBirr 
Assess R1sks l _l 

DETAILED CONTROL OBJECTIVES continued 
9. 7 Safeguard Seleetlon 

CONTROL OBJECTIVE 

Wbile aiming for a reasonable, appropriate and 
proportional system of controls and safeguards, 
controls with the highest return on investment 
(ROI) and those that provide quick wins should 
receive first priority. The control system also 
needs to balance prevention, detection, correction 
and recovery measures. Furthennore, manage­
ment needs to communicate the purpose of the 
control measures, manage conflicting measures 
and monitor the continuing effectiveness of all 
control measures. 

9.8 Risk Assessment Commilment 
CONTROL 0BJECTIYE 
Management should encourage risk assessment 
as an important tool in providing infonnation in 
the design and implementation of internal con­
trols, in the definition of the IT strategic plan and 
in the monitoring and evaluation mechanisms. 
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Ds5 Delivery & Sup~ort CoBJ~ 
Ensure Systems Security ll. 

HIGH-LEVEL Co TROL OBJECTIVE 

Control over the IT process of 

ensuring systems secunty 

that satisfies the business requirement 

to safegu:1rd 1nfonnauon again 1 unauthoriM:d use, disclo urc or 
modificJtion, damage or lo 

is enabled by 

logical acce controls which ensure that acce to sy terns, data and 
programmes is restricted to authorised users 

and tokes into consideration 

• confidentiality and privacy requirements 
• authon tion, aurhentication and acce control 
• user idcnlificatton and oulhoris.auon profile 
• need-to-have nd need-to-know 
• cryptogrophic key management 
• incident handling, reponing and follow-up 
• vlrus prevcnlion and detection 
• fircwalls 
• centralised security odministnttion 
• user tntining 
• tool for monnoring compliance, 

intrusion tesung and reponing 
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CONTROL OBJECfiVES DS5 
DETAILED CONTROL OBJECTIVES 

5 ENSURE SYSTEMS SECURITY 5.4 User Account Management 
CONTROL OBJECTIVE 5.1 Manage Security MeasureJ Management should establish procedures to 

CoNTRoL 0BJEC17VE ensure timely action relating to requesting, estab-IT security should be managed such that security lishing, issuing, suspending and closing of user measures are in line with business requirements. accoWlts. A fonnal approval procedure outlining This includes: the data or system owner granting the access Translating risk assessment information to the privileges should be included. The security of IT security plans third-party access should be defined contractual-. Implementing the IT security plan ly and address administration and non-disclosure Updating the IT security plan to reflect requirements. Outsourcing arrangements should changes in the IT configuration address the risks, security controls and proce-Assessing the impact of change requests on IT dures for infonnation systems and networks in security the contract between the parties. . Monitoring the implementation of the IT 
security plan 5.5 Management Review or User Accounts . Aligning IT security procedures to other 

CoNTROL 0BJEC17VE policies and procedures Management should have a control process in 

Identlflcati~n, Authentication and Access 
place to review and confirm access rights period-5.2 ically. Periodic comparison of resources wtth 

CONTROL OBJECTIVE recorded accoWJtability should be made to help The logical access to and use of IT computing reduce the risk of enrors, fraud, misuse or WJau-resources should be restricted by the implemen- thorised alteration. tation of adequate identification, authentication 
and authorisation mechanisms, linking users and 5.6 User Control of User Accounts resources with access rules. Such mechanisms CONTROL OBJECTIVE should prevent WJauthorised persoMel, dial-up Users should systematically control the activity connections and other system {network) entry of their proper accoW!t{s). Also information ports from accessing computer resources and mechanisms should be in place to allow them to minimise the need for authorised users to use oversee normal activity as well as to be alerted to multiple sign-ons. Procedures should also be in unusual activity in a timely maMer. place to keep authentication and access mecha-
nisms effective {e.g., regular password changes). 5.7 Security Surveillance 

CONTROL OBJECTIVE 5.3 Security or Online Access to Data IT security administration should ensure that 
CONTROL OBJECT/I'£ security activity is logged and any indication of In an online IT environment, IT management imminent security violation is reported immedi-should implement procedures in line with the ately to all who may be concerned, internally and security policy that provides access security con- externally, and is acted upon in a timely mBMer. trol based on the individual's demonstrated need 
to view, add, change or delete data. 

continued on next page 
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Ds5 Delivery & Support CoBirr 
Ensure Systems Security LJ. 

DETAILED CONTROL OBJECTIVES continued 

5.8 Data Classification 
CONTROL OBJECTIVE 
Management should implement procedures to 
ensure that all data arc classified in tenns of sen­
sitivity by a fonnal and explicit decision by the 
data owner according to the data classification 
scheme. Even data needing "no protection" 
should require a fonnal decision to be so desig­
nated. Owners should detennine disposition and 
sharing of data, as well as whether and when 
programs and files are to be maintained, archived 
or deleted. Evidence of owner approval and 
data disposition should be maintained. Policies 
should be defined to support reclassification of 
infonnation, based on changing sensitivities. 
The classification scheme should include criteria 
for managing exchanges of infonnation between 
organisations, addressing both security and com­
pliance with relevant legislation. 

5.9 Central ldentiHcation and Access Rights 
Management 
CONTROL OBJECTIVE 
Controls are in place to ensure that the identifica­
tion and access rights of users as well as the 
identity of system and data ownership are estab­
lished and managed in a unique and central man­
ner to obtain consistency and efficiency of global 
access control. 

5.10 Violation and Security Activity Reporls 
CONTROL OBJECTIVE 

IT security administration should ensure that vio­
lation and security activity is logged, reported, 
reviewed and appropriately escalated on a regular 
basis to identify and resolve incidents involving 
unauthorised activity. The logical access to the 
computer resources accountability infonnation 
(security and other logs) should be granted based 
upon the principle of least privilege, or need-to­
know. 

5.11 Incident HandUng 
CoNTROL OBJECTIVE 

Management should establish a computer security 
incident handling capability to address security 
incidents by providing a centralised platfonn with 
sufficient expertise and equipped with rapid and 
secure communication facilities. Incident manage­
ment responsibilities and procedures should be 
established to ensure an appropriate, effective and 
timely response to security incidents. 

5.12 Reaccreditation 
CONTROL OBJECTIVE 

Management should ensure that reaccreditation 
of security (e.g., through "tiger teams") is period­
ically perfonned to keep up-to-date the fonnally 
approved security level and the acceptance of 
residual risk. 

5.13 Counterparty Trust 
CONTROL OBJECTIVE 
Organisational policy should ensure that control 
practices are implemented to verity the authen­
ticity of the counterparty providing electronic 
instructions or transactions. This can be imple­
mented through trusted exchange of passwords, 
tokens or cryptographic keys. 

5.14 Transaction Authorisation 
CONTROL OBJECTIVE 
Organisational policy should ensure that, where 
appropriate, controls are implemented to provide 
authenticity of transactions and establish the 
validity of a user's claimed identity to the sys­
tem. This requires use of cryptographic tech­
niques for signing and verifYing transactions. 
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I CONTROL ORJECfiVES DS5 

5.15 Non-Repudiation 
CONTROL OBJECTIVE 

Organisational policy should ensure that, where 
appropriate, transactions cannot be denied by 
either party, and controls are implemented to 
provide non-repudiation of origin or receipt, 
proof of submission, and receipt of transactions. 
This can be implemented through digital signa­
tures, time stamping and trusted third-parties, 
with appropriate policies that take into account 
relevant regulatory requirements. 

5. I 6 Trusted Path 
CONTROL OBJECTIVE 

Organisational policy should ensure that sensitive 
transaction data is only exchanged over a trusted 
path. Sensitive information includes security 
management information, sensitive transaction 
data, passwords and cryptographic keys. To 
achieve this, trusted channels may need to be 
established using encryption between user>, 
between users and systems, and between sys­
tems. 

5.17 Protection of Security Functions 
CONTROL OBJECTIVE 

All security related hardware and software should 
at all times be protected against tampering to 
maintain their integrity and against disclosure of 
secret keys. In addition, organisations should 
keep a low profile about their security design, but 
should not base their security on the design being 
secret. 

5.18 Cryptographic Key Management 
CONTROL OBJECTIVE 

Management should define and implement pro· 
cedures and protocols to be used for generation, 
change, revocation, destruction, distribution, cer· 
tification, storage, entry, use and archiving of 
cryptographic keys to ensure the protection of 
keys against modification and unauthorised dis· 

closure. If a key is compromised, management 
should ensure this information is propagated to 
any interested party through the use of Certificate 
Revocation Lists or similar mechanisms. 

5.19 Malicious Software Prevention, Detection and 
Correction 
CONTROL OBJECTIVE 
Regarding malicious software, such as computer 
viruses or trojan hor>es, management should 
establish a framework of adequate preventative, 
detective and corrective control measures, and 
occurrence response and reporting. Business 
and IT management should ensure that proce· 
dures are established across the organisation to 
protect information systems and technology from 
computer viruses. Procedures should incorporate 
virus protection, detection, occurrence response 
and reporting. 

5.20 Firewall Architectures and Connections with 
Public Networks 
CONTROL OBJECTIVE 

If connection to the Internet or other public net­
works exists, adequate firewalls should be opera· 
rive to protect against denial of services and any 
unauthorised access to the internal resources; 
should control any application and infrastructure 
management flows in both directions; and should 
protect against denial of service attacks. 

5.21 Protection of Electronic Value 
CONTROL OBJECTIVE 

Management should protect the continued 
integrity of all cards or similar physical 
mechanisms used for authentication or storage of 
financial or other sensitive information, taking 
into consideration the related facilities, devices, 
employees and validation methods used. 
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10. CoBIT'S MANAGEMENT GUIDELINES 

CoBIT' s Management Guidelines consist of maturity models, critical 
success factors (CSFs), key goal indicators (KGis) and key performance 
indicators (K.Pis). This structure delivers a significantly improved 
framework responding to management's need for control and measurability 
of IT by providing management with tools to assess and measure their 
organisation's IT environment against COBIT's 34IT processes. 

COB IT's Management Guidelines are generic and action-oriented for the 
purpose of addressing the following types of management concerns: 
• Performance measurement - What are the indicators of good 

performance? 
• IT control profiling - What's important? What are the critical success 

factors for control? 
• Awareness- What are the risks of not achieving our objectives? 
• Benchmarking - What do others do? How do we measure and 

compare? 

An answer to these requirements of determining and monitoring the 
appropriate IT security and control level is the definition of specific: · 
• Benchmarking of IT control practices (expressed as maturity models); 
• Perfonnance indicators of the IT processes-for their outcome and 

their performance; 
• Critical success factors for getting these processes under control. 

The Management Guidelines are consistent with and build upon the 
principles of the balanced business scorecard.4 In "simple terms," these 
measures will assist management in monitoring their IT organisation by 
answering the following questions: 
1. What is the management concern? Make sure that the enterprise needs 

are fulfilled. 
2. Where is it measured? On the balanced business scorecard as a key goal 

indicator, representing an outcome of the business process. 
3. What is the IT concern? That the IT processes deliver on a timely basis 

the right information to the enterprise, enabling the business needs to be 
fulfilled. This is a critical success factor for the enterprise. 

4. Where is that measured? On the IT balanced scorecard, as a key goal 
indicator representing the outcome for IT, which is that information is 
delivered with the right criteria (effectiveness, efficiency, 
confidentiality, integrity, availability, compliance and reliability). 
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5. What else needs to be measured? Whether the outcome is positively 
influenced by a number of critical success factors that need to be 
measured as key performance indicators of how well IT is doing. 

Each element of the Management Guidelines will be examined in further 
detail. 

10.1 Maturity Models 

IT management is constantly on the lookout for benchmarking and self­
assessment tools in response to the need to know what to do in an efficient 
manner. Starting from COBIT' s processes and high-level control objectives, 
the process owner should be able to incrementally benchmark against that 
control objective. This creates three needs: 
• A relative measure of where the organisation is; 
• A manner to decide efficiently where to go; 
• A tool for measuring progress against the goal. 

The approach to maturity models for control over IT processes consists 
of developing a method of scoring so that an organisation can grade itself 
from non-existent to optimised (from 0 to 5). This approach is based on the 
maturity model that the Software Engineering Institute defined for the 
maturity of the software development capability.5 Whatever the model, the 
scales should not be too granular, as that would render the system difficult to 
use and suggest a precision that is not justifiable. 

In contrast, one should concentrate on maturity levels based on a set of 
conditions that can be unambiguously met. Against levels developed for 
each of COBIT's 34 IT processes, management can map: 
• The current status of the organisation - where the organisation is today; 
• The current status of (best-in-class in) the industry- the comparison; 
• The current status of international standard guidelines - additional 

comparison; 
• The organisation's strategy for improvement- where the organisation 

wants to be. 

For each of the 34 IT processes, there is an incremental measurement 
scale, based on a rating of 0 through 5. The scale is associated with generic 
qualitative maturity model descriptions ranging from Non-existent to 
Optimised as follows: 
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• 0 Non-existent. Complete lack of any recognisable processes. The 
organisation has not even recognised that there is an issue to be 
addressed. 

• 1 Initial. There is evidence that the organisation has recognised that the 
issues exist and need to be addressed. There are no standardised 
processes but instead there are ad hoc approaches that tend to be applied 
on an individual or case-by-case basis. The overall approach to 
management is disorganised. 

• 2 Repeatable. Processes have developed to the stage where similar 
procedures are followed by different people undertaking the same task. 
There is no formal training or communication of standard procedures 
and responsibility is left to the individual. There is a high degree of 
reliance on the knowledge of individuals and therefore errors are likely. 

• 3 Defined. Procedures have been standardised and documented, and 
communicated through training. It is, however, left to the individual to 
follow these processes, and it is unlikely that deviations will be detected. 
The procedures themselves are not sophisticated but are the 
formalisation of existing practices. 

• 4 Managed. It is possible to monitor and measure compliance with 
procedures and to take action where processes appear not to be working 
effectively. Processes are under constant improvement and provide good 
practice. Automation and tools are used in a limited or fragmented way. 

• 5 Optimised. Processes have been refmed to a level of best practice, 
based on the results of continuous improvement and maturity modelling 
with other organisations. IT is used in an integrated way to automate the 
workflow, providing tools to improve quality and effectiveness, making 
the enterprise quick to adapt. 

The maturity model scales help professionals explain to managers where 
IT management shortcomings exist and set targets for where they need to be 
by comparing their organisation's control practices to the best practice 
examples. The right maturity level will be influenced by the enterprise's 
business objectives and operating environment. Specifically, the level of 
control maturity depends on the enterprise's dependence on IT, its 
technology sophistication and, most importantly, the value of its 
information. 

A strategic reference point for an organisation to improve security and 
control could also consist of looking at emerging international standards and 
best-in-class practices. The emerging practices of today may become the 
expected level of performance of tomorrow and is therefore useful for 
planning where an organisation wants to be over time. 
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In summary, maturity models: 
• Refer to business requirements and the enabling aspects at the different 

maturity levels; 
• Are a scale that lends itself to pragmatic comparison, where differences 

can be made measurable in an easy manner; 
• Help setting "as-is" and "to-be" positions relative to IT governance, 

security and control maturity; 
• Lend themselves to gap analysis to determine what needs to be done to 

achieve a chosen level; 
• A void, where possible, discrete levels that create thresholds that are 

difficult to cross; 
• Increasingly apply critical success factors; 
• Are not industry-specific nor always applicable. The type of business 

defmes what is appropriate. 

10.2 Critical Success Factors 

Critical success factors provide management with guidance for 
implementing control over IT and its processes. They are the most important 
things to do that contribute to the IT process achieving its goals. They are 
activities that can be of a strategic, technical, organisational, process or 
procedural nature. They are usually dealing with capabilities and skills and 
have to be short, focused and action-oriented, leveraging the resources that 
are of primary importance in the process under consideration. 

A number of critical success factors can be deduced that apply to most IT 
processes. 

Applying to IT in general 
• IT processes are defined and aligned with the IT strategy and the 

business goals. 
• The customers of the process and their expectations are known. 
• Processes are scalable and their resources are appropriately managed and 

leveraged. 
• The required quality of staff (training, transfer of information, morale, 

etc.) and availability of skills (recruit, retain, retrain) exist. 
• IT performance is measured in financial terms, in relation to customer 

satisfaction, for process effectiveness and for future capability. IT 
management is rewarded based on these measures. 

• A continuous quality improvement effort is applied. 
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Applying to most IT processes 
• All process stakeholders (users, management, etc.) are aware of the 

risks, of the importance of IT and the opportunities it can offer, and 
provide strong commitment and support. 

• Goals and objectives are communicated across all disciplines and 
understood; it is known how processes implement and monitor 
objectives, and who is accountable for process performance. 

• People are goal-focused and have the right information on customers, on 
internal processes and on the consequences of their decisions. 

• A business culture is established, encouraging cross-divisional co­
operation, teamwork and continuous process improvement. 

• There is integration and alignment of major processes, e.g., change, 
problem and configuration management. 

• Control practices are applied to increase efficient and optimal use of 
resources and improve the effectiveness of processes. 

Applying to IT governance 
• Control practices are applied to increase transparency, reduce 

complexity, promote learning, provide flexibility and scalability, and 
avoid breakdowns in internal control and oversight. 

• Practices that enable sound oversight are applied: a control environment 
and culture; a code of conduct; risk assessment as a standard practice; 
self-assessments; formal compliance on adherence to established 
standards; monitoring and follow-up of control deficiencies and risk. 

• IT governance is recognised and defined, and its activities are integrated 
into the enterprise governance process, giving clear direction for IT 
strategy, a risk management framework, a system of controls and a 
security policy. 

• IT governance focuses on major IT projects, change initiatives and 
quality efforts, with awareness of major IT processes, the responsibilities 
and the required resources and capabilities. 

• An audit committee is established to appoint and oversee an independent 
auditor, drive the IT audit plan and review the results of audits and third 
party opinions. 

In summary, critical success factors are: 
• Essential enablers focused on the process or supporting environment; 
• A thing or a condition that is required to increase the probability of 

success of the process; 
• Observable-usually measurable-characteristics of the organisation 

and process; 
• Either strategic, technological, organisational or procedural in nature; 
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• Focused on obtaining, maintaining and leveraging capability and skills; 
• Expressed in tenns of the process, not necessarily the business. 

10.3 Key Goal Indicators 

A key goal indicator, representing the process goal, is a measure of what 
has to be accomplished. It is a measurable indicator of the process achieving 
its goals, often defined as a target to achieve. By comparison, a key 
performance indicator is a measure of how well the process is performing. 

How are business and IT goals and measures linked? The COBIT 
Framework expresses the objectives for IT in terms of the information 
criteria that the business needs in order to achieve the business objectives, 
which will usually be expressed in tenns of: 
• Availability of systems and services; 
• Absence of integrity and confidentiality risks; 
• Cost-efficiency of processes and operations; 
• Confrrmation of reliability, effectiveness and compliance. 

The goal for IT can then be expressed as delivering the information that 
the business needs in line with these criteria. These information criteria are 
provided in the Management Guidelines with an indication whether they 
have primary or secondary importance for the process under review. In 
practice, the information criteria profile of an enterprise would be more 
specific. The degree of importance of each of the information criteria is a 
function of the business and the environment in which the enterprise 
operates. 

Key goal indicators are lag indicators, as they can be measured only after 
the fact, as opposed to key performance indicators, which are lead 
indicators, giving an indication of success before the fact. They also can be 
expressed negatively, i.e., in tenns of the impact of not reaching the goal. 

Key goal indicators should be measurable as a number or percentage. 
These measures should show that information and technology are 
contributing to the mission and strategy of the organisation. Because goals 
and targets are specific to the enterprise and its environment, many key goal 
indicators have been expressed with a direction, e.g., increased availability, 
decreased cost. In practice, management has to set specific targets which 
need to be met, taking into account past performance and future goals. 
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In summary, key goal indicators are: 
• A representation of the process goal, i.e., a measure of what, or a target 

to achieve; 
• The description of the outcome of the process and therefore lag 

indicators, i.e., measurable after the fact; 
• Immediate indicators of the successful completion of the process or 

indirect indicators of the value the process delivered to the business; 
• Possibly descriptions of a measure of the impact of not reaching the 

process goal; 
• Focused on the customer and financial dimensions of the balanced 

business scorecard; 
• IT -oriented but business-driven; 
• Expressed in precise, measurable terms wherever possible; 
• Focused on those information criteria that have been identified as most 

important for this process. 

10.4 Key Performance Indicators 

Key performance indicators are measures that tell management that an IT 
process is achieving its business requirements by monitoring the 
performance of the enablers of that IT process. Building on balanced 
business scorecard principles, the relationship between key performance 
indicators and key goal indicators is as follows: key performance indicators 
are short, focused and measurable indicators of performance of the enabling 
factors of the IT processes, indicating how well the process enables the goal 
to be reached. While key goal indicators focus on what, the key performance 
indicators are concerned with how. They often are a measure of a critical 
success factor and, when monitored and acted upon, identify opportunities 
for the improvement of the process. These improvements should positively 
influence the outcome and, as such, key performance indicators have a 
cause-effect relationship with the key goal indicators of the process. 

While key goal indicators are business-driven, key performance 
indicators are process-oriented and often express how well the processes and 
the organisation leverage and manage the needed resources. Similar to key 
goal indicators, they often are expressed as a number or percentage. A good 
test of a key performance indicator is to see whether it really does predict 
success or failure of the process goal and whether or not it assists 
management in improving the process. 

Some generic key performance indicators follow that usually are 
applicable to all IT processes: 
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Applying to IT in general 
• Reduced cycle times (i.e., responsiveness of IT production and 

development); 
• Increased quality and innovation; 
• Utilisation of communications bandwidth and computing power; 
• Service availability and response times; 
• Satisfaction of stakeholders (survey and number of complaints); 
• Number of staff trained in new technology and customer service skills. 

Applying to most IT processes 
• Improved cost-efficiency of the process (cost vs. deliverables); 
• Staff productivity (number of deliverables) and morale (survey); 
• Amount of errors and rework. 

Applying to IT governance 
• Benchmark comparisons; 
• Number of non-compliance reportings. 

In summary, key performance indicators: 
• Are measures of how well the process is performing; 
• Predict the probability of success or failure in the future, i.e., are lead 

indicators; 
• Are process-oriented, but IT -driven; 
• Focus on the process and learning dimensions of the balanced business 

scorecard; 
• Are expressed in precisely measurable terms; 
• Help in improving the IT process when measured and acted upon; 
• Focus on those resources identified as the most important for this 

process. 

11. MANAGEMENT GUIDELINES FOR SELECTED 
CoBIT PROCESSES 

Although COBIT consists of 34 high-level IT control practices, through 
extensive testing and surveying, the 15 most important have been identified. 
On the following pages, COBIT's Management Guideline for seven of these 
15 processes is included, outlining critical success factors, key goal 
indicators, key performance indicators and a maturity model for each. 
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PO 1 Planning & Organisation CoBff 
Define a Strategic Information Technology Plan 

Control over !he IT process Deftne a StrateCJc IT Plan with !he 
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1echool..>~y oo•wcd tn !he ll rtlllt<giC plan 

• Perctlll of I l hudgot cbampaonC\1 by bu>Jne 
I)Wilel11 

• Accepaable .utd .-. .... ll'lable nwubcr of 
owstanding IT Jl!''JCC" 

Key Performance Indicators 

• (llrrC1'11:Y a>fiT C".lfl3hJhues a.scssn>cnl tnumbet 
uf months suiCc last up.Jatt) 

· a• ol II str:1tegic plan (numhoT of mtl<ltlu 

1 "'-~ I~ upd.llr) 
• PctU:~II uf p8111CIJ>'IIlt sausf11<1mn "'"' tbc II 

lltaltBJ< plonrung pn,.:es. 
• Time las hefll•-.:n ch4ngc an the IT >u.t"'!•• 

pl11u "'"' 'tw'~"" w '""""""II plans 
' h>Je. nf J\11'11CIJ'4liU 10\'lll>N 111 W 11lL'\'I' J1 

plan ok~dopn>c::lll, based un ., .. of elTon, rauo 
of im"OI\cnl<tll of business owncn II> 11 staff 
01kl nwnbt:r oney Jl3ll~<.lpanu 

• lndc~ of qualily o(d>e plan, including timehnes 
of~ elopme111 eflun. adhen:nc:e to stn .. 1utcd 
appTOIII:h ond completeness of plan 
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MANAGEMENT GUIDELINES PO 1 
P01 Maturity Model 
Control over the IT process Define • Stnrte&IC IT Plan with 
the business goal or strllring an optimum balance of 
information teclmology opportunities and IT business 
requirement.J as well as ensuring iu forther accomplishment 

0 N-Jdatent IT strategic planning is no1 perfonned. 
There is no management awareness that IT strategic 
planning is needed to support business goals. 

1 lnftllll/ Ad Hoc The need for IT strategic planning is 
known by IT managemen~ but there is no structured 
decision process in place. IT strategic planning is 
penotmed on an as needed basis in response to a specific 
business requirement and results are therefore sporadic 
and inconsistent. IT strategic planning is occasionally 
discussed at IT management meetings, but not at 
business management meetings. The alignment of 
business requirements, app~cations and technology takes 
place reactively, driven by vendor offerings, rather than 
by an organisation-wide strategy. The strategic risk 
position is identified infonnally on a project-by-project 
basis. 

2 Reputeble but Intuitive IT strategic planning is 
understood by IT managemen~ but is not documented. 
IT strategic planning is perfOtmed by IT managemen~ 
but only shared with business management on an as 
needed basis. Updaring of the IT strategic plan occurs 
only in response to requests by management and there is 
no proactive process for identifying those IT and 
business developments that require updates to the plan. 
Strategic decisions are driven on a project-by-project 
basis, without consistency with an overall organisation 
strategy. The risks and user benefits of major strategic 
decisions are being recognised, but their definition is 
intuitive. 

3 Defined Proceu A policy defines when and how to 
penotm IT strategic planning. IT strategic planning 
follows a structured approach, which is documented and 
known to all staff. The IT planning process is reasonably 
sound and ensures that appropriate planning is likely to 
be penotmed. However, discretion is given to individual 
managers with respect to implementation or the process 
and there are no procedures to examine the process on a 

regular basis. The overall IT strategy includes a 
consistent definition of risks that the organisation is 
willing to take as an innovator or follower. The IT 
financial, technical and human resources strategies 
increasingly drive the acquisition of new products and 
technologies. 

4 Menacecl and M-urable IT strategic planning is 
standard practice and exceptions would be noticed by 
management. IT strategic planning is a defined 
management function with senior level responsibilities. 
With mpec:t to the IT strategic planning process, 
management is able to monitor i~ make infonned 
decisions based on it and measure its effectiveness. Both 
short-range and long-range IT planning occurs and is 
cascaded down into the organisation, with updates done 
as needed. The IT strategy and organisation-wide 
strategy are increasingly becoming more coordinated by 
addressing business processes and value-added 
capabilities and by leveraging the use or applications and 
technologies through business process re-engineering. 
There is a well-<lefined process for balancing the internal 
and extemalresouroes required in system development 
and operations. Benchmarking against industry norms 
and competitors is becoming increasingly formalised. 

6 OptlmiMcl IT strategic planning is a documented, living 
process, is continuously considered in business goal 
setting and results in discemable business value through 
investroents in IT. Risk and value added considerations 
are continuously updated in the IT strategic plaMing 
process. Tbere is an IT strategic planning function that is 
integral to the business planning function. Realistic 
long-range IT plans are developed and constantly being 
updated to renect changing technology and business­
related developments. Shon-range IT plans contain 
project task milestones and deliverables, which are 
continuously monitored and updated, as changes occur. 
Benchmarking against well-understood and reliable 
industry norms is a well-defined process and is integrated 
with the strategy fotmulation process. The IT 
organisation identifies and leverages new technology 
developments to drive the creation of new business 
capabilities and improve the competitive advantage of the 
organisation. 
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P09 Planning & Organisation CoBirr 
Assess Risks ll 

Con1r01 olltr lhe IT process Auus Risks with lhe business iioal of 
supporting m1111agement rA:cisiO"-' In achitMng IT objecti>'Cs and 
responding to thlt!ats by reducing complexity. Increasing objectivity 
and identifying important decision ftJctor.s 

ensw-.s delivery of infonnatioo 10 the business that addresses lhe 
required lnf•lllllaiHM> ntma and is measw-.d by 
Kt)· G.11llndt ..,._. 

is enabled by the org1111isation engaging itself in IT risk­
identification and impact analysis, involving multi­
disciplinary functions and taking cost-<tffective measures to 
mitigate risks 

considen Cntic•l Su.:..·as Fll<I<.II'S thatlevcragc 
specific IT Res<>uro<:s and is measured by 
Key l't-rfiMltlillk'<' lnd~<:.ators 

lc3fl)' defoned mles and respnnsobthtia for risk 
managtn~-.u U\o\nersh1p and managcntenlacc:.ounaabllil)' 

• A policy i• cstabli,;lted to define risk limits and risk wleranc:~ 
• The nsk asseosment is performed by nliltohillg vulnc:rabohnea, 

threats and Ill<' '"lue of dau 
• In~ n>k onfixn.,.IIOtl ts maintained, fed by incident 
"''">ning 

• Rcsponsiboliues and prc><:edw-.s for <lcfinmg, a~rcelna 011 and 
fimdmg nslc IIW\3gemau Jl11pto\'CillC1Jl~ uist 

• hocuJ of lhe a...,.<nltlll JS prfmanl) on reallluuts and less on 
d...,..tical ones 

• B111in>tillming ~too and root cau .. analyses leadmgto n k 
od.:ntili.:attOtl and olillgallnn w .. muuncly porfonned 

• A realicy cl><c~ of lhe Slllltcgy Is condt,.,ce.l by a thin! pan) 10 
lll<CI"CaSC OOj"'-'IJ\Uy and IS repcaw.J at appJ\ll)l')atetUliC$ 

Information Crftoria IT Rcsou rc:oa 

P cl"recthtflt'n ./..., ... . .........,. 
~ IPf)llca11ona , _ _. .. "' 

' "'-" /l ...... ictC)' 
p .vallaO!Iit)l 

/ ""'t tJea 
S c:om.o.·~ 

s ... 11)1 / .... 
(I') ~ II ) MQOnl,'larJ (.l)~a.to 

Key Goal Indicators 

• ln.:n=~scd dcii"Ct of aw11n.1k:S.S of dt< """" for 
ristasse.. ... sn'k!nll 

• De.:reascd number of ""''do:!ms ,.,used by risks 
identified allor dte C:,..,. 

• lncre...:d nwnher or ldowtied risk• thai ha>'C 
been sullkicntly mitigaled 

• lncru><d munber ,,fIT prt><"-i~ that ha>'O 
f,.,, ... l d.ocumrnh:d nsk ~lei till "'nn]lkted 

• Apptnpriaw pc:n:enl or mtmb.:r of co•• ctfo..1n .. 
risk assessment measures 

Key Performance Indicators 

• umbr.r ofns..-: management nlO.ltings nnt.J 
woriah<'fl• 

• Number of ns~ ma113gememunpro' emetn 
pnlJecl.1 

• Nwnbcr of impnwemenu 10 tl"' ris~ assessment 
process 

• U\'el of fun.Jmg illl< oled to ri•k nwnagc:mc:nt 
pnlJC'ClS 

• cunb.:r and fteqiiCJk)' of updatea to ptthlishold 
nsk limits and pohci"' 

• wnber and frequency of risk monitoring 
repons 

• Number of penotuk:l uained in ritk 
management medlOd.>logy 
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MANAGEMENT GUIDELINES P09 
P09 Maturity Model 
Control over the IT process "-- Rleka with the business 
goal of supporting "''"wgement decisions In achiLving IT 
objectives and responding to threats by reducing complexity, 
increasing objectivity and identifying important decision 
factors 

0 NOfHixlatent Risk assessment for processes and 
business decisions does not occur. The organisation does 
not consider the business impacts associated with 
security vulnerabilities and with development project 
uncertainties. Risk management has not been identified 
as relevant to acquiring IT solutions and delivering IT 
services. 

1 Initial/ Ad Hoc The organisation is aware of its legal 
and contracrual responsibilities and liabilities, but 
considers IT risks in an ad hoc manner, without 
following defined processes or policies. lnfonnal 
assessments of project risk take place as determined by 
each project. Risk assessments are not likely to be 
identified specifically within a project plan or to be 
assigned to specific managers involved in the project. IT 
management does not specify responsibility for risk 
management in job descriptions or other infonnal means. 
Specific IT-related risks such as security, availability and 
integrity are occasionally considered on a project-by­
project basis. IT-related risks affecting day-to-day 
operations are infrequently discussed at management 
meetings. Where risks have been considered, mitigation 
is inconsistent. 

2 Repeatable but Intuitive There is an emerging 
understanding that IT risks are important and need to be 
considered. Some approach to risk assessment exists, but 
the process is still immature and developing. The 
assessment is usually at a high-level and is typically 
applied only to major projects. The assessment of on­
going operations depends mainly on IT managers raising 
it as an agenda item, which often only happens when 
problems occur. IT management has not generally 
defined procedures or job descriptions dealing with risk 
management. 

3 Dellned Procen An organisation-wide risk 
management policy defmes when and how to conduct 
risk assessments. Risk assessment follows a defined 
process that is documented and available to aU staff 
through lnlining. Decisions to follow the process and to 
receive training are left to the individual's discretion. 
The methodology is convincing and sound, and ensures 
that key risks to the business are likely to be identified. 
Decisions to follow the process are left to individual IT 
managers and there is no procedure to ensure that all 
projects are covered or that the ongoing operation is 
examined for risk on a regular basis. 

4 Mllft8Ced 8lld Me•ttnlble The assessment of risk is a 
standard procedure and exceptions to following the 
procedure would be noticed by IT management. It is 
likely that IT risk management is a defined management 
function with senior level responsibility. The process is 
advanced and risk is assessed at the individual project 
level and also regularly with regard to the overall IT 
operation. Management is advised on changes in the IT 
environment which could significantly affect the risk 
scenarios, such as an increased threat from the network 
or technical trends that affect the soundness of the IT 
Slnltegy. Management is able to monitor the risk position 
and make infonned decisions regarding the exposure it is 
willing to accept Senior management and IT 
management have detennined the levels of risk that the 
organisation will tolerate and have standard measures for 
risk/return ratios. Management budgets for operational 
risk management projects to reassess risks on a regular 
basis. A risk management database is established. 

6 OptlmiMd Risk assessment has developed to the stage 
where a structured, organisation-wide process is 
enforced, followed regularly and well managed. Risk 
brainstorming and root cause analysis, involving expert 
individuals, are applied across the entlre organisation. 
The capturing, analysis and reporting of risk 
management data are highly automated. Guidance is 
drawn from leaden in the field and the IT organisation 
takes part in peer groups to exchange experiences. Risk 
management is truly integrated into all business and IT 
operations, is well accepted and extensively involves the 
users of IT services. 
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POlo Plannln~ & Organisation CoBff 
Manage ProJects 

Control over the IT process Manage Projects wilh lhe business goal 
of s~ltlng priorities and deli>-ering on time and within budget 

ensures delivery of infonruuion to the business that addresses the 
requin:d In """'nioo lntena and is measured by 
K<y G<)l] lnJiclilo11 

is enobled by the orgonisation Identifying and pn·oritiJing 
prtJjCCI.S in line with tire operational pla11 ami the adoption 
and application of sound project managemellltech11iqlles 
for each project undertalren 

considers Criti.:al Su..ws.• footoo• that leverage 
specific IT Res.>wees and is measured by 
Key Pcrfitrnn:mcc: lnJ.icauM 

Critical Success Factors 

• E•pcrionced and skillcJ project manage"'.,~ ••~ilable 
• An accq><ed and staJldanl pro2ranune tnanaKetllc'lll pn>c<<s is in 

place 
• Th~ is senior mana(!Clnent sponsorship or ptuje.:IJ, aJld 
ota~eholdel• amlll stofl •hare in th< defirution. tnlplemontoth>n 
and managemenl of pmjet.1s 

•lh"'r IS an under>tandmg oftlte abihtios rul\l hmitatums ufthe 
urgantsathln ru>d the IT fluiC1•on m•wuugins lruJ!e. compl"' 
111\lj""'-$ 

• An ''tfltatusali~vH~ ide J1NjCCI naL assessmenl mc1hodulogy is 
<kfincJ aJkl eof11re<d 

• All pmjeeul!a\'< a plan "ilh doar trneeahle ""'k brc3J...Jown 
stru~o.'IUrt"S , rcasonahly acaualc: tstinlJtes. ~)all ~uiretl'k.'lllS+ 
li>SUOS 10 orock , a quahty pllln ruld • tnulSf>arc•tt chBJtg.: prooess 

' 1 he t~IIIOR frum lhe uurlellk!llt.ahOU 1C31n to rhe optratiOt'lal 
team is a \lo ell-m.•nageJ pmccss 

• A S)'>1em .1<.~-.lopment hfc cycle meO~oKinl•>gy has been defined 
anJ IS U<ed by the Ulg3111SOIIOn 

Information Crftcrfa 

P effeal'lo'tnl$1 , _,.,. 
..,.,_ ..... It)' 

ln\C1111) 
tvtfllbllty 

comclllrtee 
ttWaDiht)o 

Key Goal Indicators 

~­
~--· ./IO<MoleiY 

./fetllftln .... 

• ltiCrcaSCJ number of IU"Oje.:IJ completed on tune 
and un l••dget 

• A•-ailobility of aocumte projcet schedule and 
budge1 infoonatiou 

• Del..-ruasc in S}Sitmic and common projcc-1 
problems 

• lrnpnwai tunelint::SS ufpntied risl 
identi ficat10I1 

• llll.-reased organisati<xt salisfaaion "ilh pn>J«,t 
de livcn:d 5<:1Vi= 

• bnpro'l:d umelines ofprujco;1tnaliOjjettlCilt 
dcd~1U1\S 

Key Performance Indicators 

• lncre.1Se<lmunbrr uf pruje<.1S deli\en:d 111 

acwrdance witlt a defined mclhudnl<li!Y 
• Pen:ent of stal<ei•,Jder 1~'111ici1Jal ion ut proJ0..1S 

(nwoh•entent index) 
• Numhcr of proJect management tnunutg da~s 

per pmje<.1 team memb<r 
• Number of pruject nul.,.tune and budget 
~i~'S 

• PC"n:Cnl of pt'ujects wuh post~pruject R\ie"'s 
• A\C•~s• munher (!( yeaJS of cxpcnen"" of 

proj"''' lll.llllagen 
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MANAGEMENT Gun>ELtNES POlO 
P010 Maturity Model 
Conlrol over the IT process MIIIIIICe Project. with the 
business goal of setting priorities and delivering on lime and 
within budget 

0 NOIHixlatent Project management techniques an: not 
used and the organisation does not consider business 
impacts associated with project mismanagement and 
development project failures. 

1 Initial/Ad Hoc The organisation is genet11lly awan: of 
the need for projects to be sbuctured and is aware of the 
risks of poorly managed projects. The use of project 
management techniques and approaches within IT is a 
decision left to individual IT managen. Projects an: 
generally poorly defined and do not incorporate business 
and technical objectives of the organisation or the 
business stakeholder.;. There is a general Jack of 
management commitment and project owner.!hip and 
critical decisions an: made without user management or 
customer input. There is linle or no customer and user 
involvement in defining IT projects. There is no clear 
organisation within IT projects and roles and 
responsibilities arc not defined. Project schedules and 
milestones arc poorly defmed. Project staff time and 
expenses arc not tracked and compared to budgets. 

2 Repeatable but Intuitive Senior management has 
gained and communicated an awareness of the need for 
IT project management. The organisation is in the 
process of learning and repeating certain techniques and 
methods from project to project. IT projects have 
informally defined business and technical objectives. 
There is limited stakeholder involvement in IT project 
management. Some guidelines have been developed for 
most aspects of project management, but their 
application is left to the discretion of the individual 
project manager. 

3 Defined Proceu The IT project management process 
and methodology have been formally established and 
communicated. IT projects arc defined with appropriate 
business and technical objectives. Stakeholder.; arc 
involved in the management of IT projects. The IT 
project organisation and some roles and responsibilities 
arc defined. IT projects have defined and updated 

milestones, schedules, budget and performance 
measurements. IT projects have formal post system 
implementation procedures. Informal project 
management training is provided. Qualiiy assurance 
procedures and post system implementation activities 
have been defined, but arc not broadly applied by IT 
manager.;. Policies for using a balance of internal and 
external rcsoun:es arc being defined. 

4 Manacecl 8l1d MeeaUI'IIble Management requires 
formal and standanlised project rnetrics and "lessons 
learned" to be reviewed following project completion. 
Project management is measured and evaluated 
throughout the organisation and not just within IT. 
Enhancements to the project management process are 
formalised and communicated, and project team 
member.; arc trained on all enhancements. Risk 
management is performed as part of the project 
management process. Stakeholder.; actively participate 
in the projects or lead them. Project milestones, as well 
as the criteria for evaluating success at each milestone, 
have been established. Value and risk arc measured and 
managed prior to, during and after the completion of 
projects. Management has established a programme 
management function within IT. Projects arc defined, 
staffed and managed to increasingly address organisation 
goals, rather thai} only IT specific ones. 

5 Optlmlaed A proven, fulllife~cle project methodology 
is implemented and enforced, and is inlegnlted into the 
culture of the entire organisation. An on-going 
programme to identifY and institutionalise best practices 
has been implemented. There is strong and active project 
support from senior management sponsor.; as well as 
stakeholder.;. IT management has implemented a project 
organisation sbucture with docwnented roles, 
responsibilities and staff performance criteria A long­
term IT resources strategy is defined to support 
development and operational outsourcing decisions. An 
integrated programme management office is responsible 
for projects from inception to post implementation. The 
programme management office is under the management 
of the business units and requisitions and directs IT 
resources to complete projects. OIJ!anisation-wide 
planning of projects ensures that user and IT resoun:es arc 
best utilised to support strategic initiatives. 
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A T6 Acquisition & Implementation Con-IT" 
1"'\...f Manage Changes Dll 
Conrrol over the IT process Manage Changeo with the business 
goal of minimising the liki!lihood of disruption, unauthorised 
alleratioru and crror.s 

ensures delivery ofinfonnarion to tho bus10ess that a<ldrcsses the 
required lnfoonablltt tntCflll and is measured by 
Ke-y Goolludicahn 

is tn3bled by a management sy.srem .,.,.hic.h provides for the 
analysis, jnrplementation a11d follow.llp of all changes 
"'quested and made to the existing IT infrusrructure 

consider.; Cnoical Slllli.'CSJ FIWIUB that leverage 
specific IT Rc.ourccs and is measured by 
Kt} Pcrli111n.m<e lndlca~<n 

Critical Success Factors 

• l'h.lll~<· polo ,,. ore <le& and kno,.n and they are ng.>muSI) 
and S}!!.tt.maucally 1mplementetl 

• Change nwnagcmcnt ,. Sln>ngly inh'gl""ed ""b n:lca.se 
matlJicment anJ •s an antt..'gi'811)3J11)f cnnfigu.rallcm ma.nagen.cnl 

• l'bcn.- IS amptd and dli&;lent plannmg. 3pflru\al and muiauun 
Pf')I..'\..'SS lH\'CtlO{!. jJenulkAIIoll, cate:j;"lf1SSIIOO, U111\Bc..'1 

3SSC:t:illlt::nl 3nd prumll5ai1UII of changes 
• AU<•»114tc..l prwess tools are availahle to '"PI"" we• •no,. 

lkfin JI 14.Hl , pm-f0t1na \\'lr~plans. <tppm\'ill l(mplat~. II.!SIJng. 
l'Onfigma.l lilfl and d1stnbuuon 

• 1:\.pcdJenl aruJ comprehensl\~ a~o."\.'epl.mlt.:~ h.·st ptn:edures are 
opphc.l p,;,~ to m••••P tltc .:h. nge 

· A S)Sienl f~)l" lrncktng and folio"" mg indn idllJI chang~. a~ well 
a \:ha.ngc process par:ltl'k!t~. is in pltk:e 

· A f,lmwl proces.5 fnr hand.oO\-er ftum de\"C~·lopmcnlltl opcmiWI\S 
os clcfineJ 

• < l\1n@es uke ohe imJI""' ''" capa,·it) 1111d peric>nnance 
fC\IUlrcmems in"l a~·~"ount 

• t ompl~!le and UJ)-bt-dat.: :lPJ)Iu.:atum anJ contipuraunn 
Joctun"-"11L11ion lS a\"ailable 

· A pn'I\.US 1 in place IU manage\)., tlldl0alb)l1 hcl"ten l-:Jlanges, 
reL•J~rus J ng mlcnicpenderk .. le! 

• An ond.:pcudcm pnx:ess for ,·enfocauon of the stM:CSS <>r faolun: 
l)f change 1 101(1lemented 

• l"hcrc as scg.r~ollton of ,Julies bel"'cen de\clnpmenl anJ 
pmdudmn 

Information CtJtcrla 

, effecll\t'nut 

' ·•~erw 
conf!dwlt.alit) 

, ...... 111 
p r.-al!abtl~ _ ....... 
• tdael lo(y 

Key Goal Indicators 

rT RIHOUJCCI 

~ .... 
Vl•pplleflbi•IO 

• Redu ... c:U uwnbea of enlli'S tntnxlu~W mto 
S) stems Juc t<l chang .. 

• Rc..luced numh<r of distupnons (lllSS 11f 
"''ulab•lny) Cllused b) poorl) managc.J dtaJt~c 

• Redlll:c..l impa.:< of disnlpri0114 e>uscd by 
.:!lange 

• Reduccc.l k'\el of ,.....,,._and tmoe required as 
a nui,J ta1 nw11btr of d\8nges 

• Number of cm~rseucy th.ts 

Key Performance Indicators 

• wnbc:r or diHC!'r't'nl H::rSinns iru.ullt:\1 arthc 
same ume 

• Number ofsuft"""' rel.:a;e and dlsoibutioo 
metl1<'Kis I"" pial fonn 

• Number of tk-\ •arum .... from Ihc SlaJKlant 
cunfigurriiJ,nl 

• Num~r l)f cmer:gefh.'}' tb.e~ for v.iu.:h the 
r ... mual clw.ngc: n~natl·mtnl pn.~'" \\-as t ~)t 
apJJhcd rclrnactiwly 

• Tome lag beo,.ecn the O\'itlaboluy ofdte fix and 
il unplemen13tion 

• Rario of """"Pled '" refused ch:mgc 
omplem<;ntation requcsiS 
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MANAGEIVIENT GUIDELINES AI6 
Al6 Maturity Model 
Control over the IT process Menace Cha.,_ with the 
business goal of minimising the likelihood of disruption. 
unauthorised alterations and errors 

0 N-Jdatent There is no defined change management 
process and changes can be made with virtually no 
control. There is no awareness that change can be 
disruptive for both IT and business operations, and no 
awareness of the benefits of good change management 

1 Initial/ Ad Hoc It is recognised that changes should be 
managed and controlled, but there is no consistent 
process to follow. Practices vary and it is likely that 
unauthorised changes will take place. There is poor or 
non-existent documentation of change and configwation 
documentation is incomplete and unreliable. Errors are 
likely to occur together with interruptions to the 
production environment caused by poor cbange 
management. 

2 Repeeblble but Intuitive There is an informal change 
management process in place and most changes follow 
this approach; however, it is unstructured, rudimentary 
and prone to error. Configwation documentation 
accuracy is inconsistent and only limited planning and 
impsct assessment takes place prior to a change. There 
is considerable inefficiency and rework. 

3 Defined Pnlcee8 There is a defined formal change 
management process in place, including cstegorisstion, 
prioritisstion, emergency procedures, change 
authorisstion and release management, but compliance is 
not enforced. The defined process is not always seen as 
suitable or practical and, as a result, worl<arounds take 
place and processes are bypassed. Errors are likely to 
occur and unauthorised changes will occasionally occur. 
The analysis of the impact of IT changes on business 
operations is becoming formalised, to support planned 
rollouts of new applications and technologies. 

4 Manaced and M-l'llble The change management 
process is well developed and consistently followed for 
all changes and management is confident that there are 
no exceptions. The process is efficient and effective, but 
relies on considerable manual procedures and controls to 
ensure that quality is achieved. All changes are subjecl 
to thorough planning and impact assessment to minimise 
the likelihood of post-production problems. An approval 
process for changes is in place. Cbange management 
documentation is current and correct, with changes 
fonnally tracked. Configuration documentation is 
generally accurate. IT change management planning and 
implementation is becoming more integrated with 
changes in the business processes, to ensure that training, 
organisational changes and business continuity issues are 
addressed. There is increased co-ordination between IT 
change management and business process re-design. 

5 OptlmiMd The change management process is regularly 
reviewed and updsted to keep in line with best practices. 
Configwation information is computer based and 
provides version control. Software disnibution is 
automated and remote monitoring capabilities are 
available. Configuration and release management and 
tracking of changes is sophisticated and includes tools to 
detect unauthorised and unlicensed software. IT change 
management is integrated with business change 
management to ensure that IT is an enabler in increasing 
productivity and creating new business opportunities for 
the organisstion. 
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Ds5 Delivery & Support CoBJrr 
Ensure Systems Secunty 11. 

Control over !he IT process Ensure Syateme Securtty witll !he 
business goal of safeguarding lnfonnorlon against UIUJuthori.scJ use. 
drsclosul'l! or modification, damage or loss 

e.nsuru delivery of information 10 !he business that addresses the 
required lnfoonati•'lll Crit01'hl and is measured by 
K<')' 0·>:~1 hklkatorS 

i enabled by logical access controls which ensu,.. that 
acce.ss to the systems, data and programmes i.J restricted to 
authorised urer.s 

considers ('mica! Suc-cess Fa..1.n !hat leverage 
specific 11 !Wioun:cs and is measured by 
K<'Y Ptofom..,nce Indicators 

• An o•""'ll $0CUrity plan i de\-.luped that cmcrslhe burl.tmg of 
Q\o\~ es~blishd de~.~ 1l0h.:1es and ~tandard . u.kuiJfics a 
COSI·clfa.1i\c nd sustain.ablc hnpJementollion. &nJ JeHncs 
tlk..,.uloong and cnforctlnena pt\)('tSSeS 

· lhere IS>""'""""' that a good "":utlly plan btkes rune lo C\ol• .. 
• lne oorponile SClWIIY function repcwu 10 senior mana gemelli 

an.t ts rc5Jlllll5tble for exe<-uting the security plan 
• Managememand .uffhlll't a <•)t!UllOil Wlder•tanJma or ... :unry 

I'C<juiremcnrs. 111lnerabrhties and thzal$. an.t they undcnrand 
ru~t lh.~l lhc1r 0\o\11 SO!IUil) teS)>I.ll\SiblhUC'S 

• 1lnrd-pa.r1y C'\I)U~Iinn of sc:...·urlt~ pohcy and nn:hhei IUR IS 
~.:onJucle..f penclthcaJJy 

• A "buoiJing I"'"""" I'"'~~'"'"'"" is defit>e<l, iuentil)ing """urit~ 
haS<hnCS that hai'O IO be ll<lha-.d to 

• A "•hwen hcence" pmgnonune is in pla.:t fi>r tloose de\,.l,l(liiiM. 
implementing ark! using syst.:ms, enf~-ina sc:uuity cel1ificaunn 
of Staff 

• lbe SC\:Wlty functron has thr n>:ans an.t abihoy to dele<t, record, 

anal)se StJ!11rficance, "''""' and IlL I upon SCI.'IItlly inckknli 
~>hen lh<) do U<;CUf, "hok mmimosing !he pruhahiloty of 
t)C(unt::IU b) applying anlrusion testmg and a~'1t\C monitnnng 

• A untralosa.l usa management """""' and system pro>~dos !he 
mcaJos to tdentlfy and assrgn authorisations to LISCI1 in a 
stanUanJ and ~flktent manuer 

• A pn)CCSS l5 1n place au authenticale user~ at reasonable cost. 
hght •~ imploment and easy to use 

lnfoJmatJon Criteria 

cffectlvon••• 
oltLclone) , --111)­

p ll11elf<IY ,_...,Ill' 
• oompllarQ 

s ,e:'lobt tJ 

Key Goal Indicators 

IT Rcsou rco!J ... _ 
/ JppliceHoni 

.... ~ 
,f hK:II tlel1 

....... 

• '> in.;tdents causing puhhc embaJTU.Ssmeru 
• lmmeJiatc reponing un ~rillcal inc1den1:W 
• Alr@l\lll<ml uf access rij!hts "rth rqamsall•mal 

respoouibiliues 
• Redu ed nwnber of !le\1' unplementatr<liiS 

dela)-.d by secunty c"ncems 
• full ooonphance. or og.-1 and l'tCOI'ded 

..lc\ raJ tons from mm1mwn SC(,"Uf11Y R:quirements 
• Reduced nwnher of inc11kntJ UM>h ing 
W~authot i.sed a.:cess. loos or comtptton of 
infi•rnauon 

Key Performance Indicators 

.. Rcdul%d munhcr of :sccunty·rc:lau::J ~;miLe 
c;~Os, chang requests onJ fixes 

• AnlOWll of J,,...,uime c.ru>Cd by se<11n1y 
incidenu 

• Reduced turnaround rune for """'"'Y 
adminrslr.stion requests 

• umber ,,f systems subje.:l to an intrusion 
de""'! ion prucess 

• Number of S)stcms "'ith ICU\"e tnormoring 
cap.1bihties 

• ReJuced nmc to in~es1ip1e security in<idenrs 
• rime lag bet~>een dc~e<;Kl!l, rcponmg and 

a<:uns "Jllll' OCI'urity incidents 
• NW11ber af IT security awareueu training days 
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MANAGEI\1ENT GUIDELINES DS5 
DSS Maturity Model 
Control over the IT process EMu,. Systen. Security with 
the business goal of •afeguaiTiing information agaimt 
unauthorised use, disc/ruure or modificatron, damage or loss 

0 Nolwtxlatent The organisation does not recognise the 
need for IT security. Responsibilities and 
accountabilities are not assigned for ensuring security. 
Measures supporting the management of IT security are 
not implemented. There is no IT security reporting and 
no response process to IT security breaches. There is a 
complete lack of a recognisable system security 
administration process. 

1 Initial/ Ad Hoc The organisation recognises the need for 
IT security, but security awareness depends on the 
individual. IT security is addressed on a reactive basis 
and not measwed. IT security breaches invoke "finger 
pointing" responses if detected, hecauae responsibilities 
are unclear. Responses to IT security breaches are 
unpredictable. 

2 Repeatable but Intuitive Responsibilities and 
accountabilities for IT security are assigned to an IT 
security co-ordinator with no management authority. 
Security awareness is tiagmented and limited. IT 
security information is generated, but is not analysed. 
Security solutions tend to respond reactively to IT 
security incidents and by adopting third-party offerings, 
without addressing the specific needs of the organisation. 
Security policies are being developed, but inadequate 
skills and tools are still being used. IT security reporting 
is incomplete, misleading or not pertinent. 

3 Defined Procen Security awareness exists and is 
promoted by management. Security awareness briefings 
have been standardised and follll8lised. IT security 
procedures are defined and fit into a sttucture for security 
policies and procedures. Responsibilities for IT security 
are assigned, but not consistently enforced. An IT 
security plan exists, driving risk analysis and security 
solutions. IT security reponing is IT focused, rather than 
business focused. Ad hoc inttusion testing is performed. 

4 Mancecl and Meaurable Responsibilities for IT 
security are clearly assigned, managed and enforced. IT 
security risk and impact analysis is consistently 
perfonned. Security policies and practices are completed 
with specific security baselines. Security awareness 
briefings have become mandatory. User identification, 
authentication and authorisation are being standardised. 
Security certification of staff is being established. 
lnttusion testing is a standard and formalised process 
leading to improvements. Cosllbenefit analysis, 
supporting the implementation of security measures, is 
increasingly being utilised. IT security processes are co­
ordinated with the overall organisation security function. 
IT security reporting is linked to business objectives. 

5 OptlmiMd IT security is a joint responsibility of 
business and IT management and is integrated with 
corporate security business objectives. IT security 
requirements are clearly defined, optimised and included 
in a verified security plan. Security functions are 
integrated with applications at the design stage and end 
uaers are increasingly accountable for managing security. 
IT security reporting provides early warning of changing 
and emerging risk, using automated active monitoring 
approaches for critical systems. Incidents are promptly 
addressed with follll8lised incident tesponse procedures 
supported by automated tools. Periodic security 
assessments evaluate the effectiveness of implementation 
of the security plan. Information on new threats and 
vulnerabilities is systematically collected and analysed, 
and adequate mitigating controls are promptly 
communicated and implemented. Inttusion testing, root 
cause analysis of security incidents and pro-active 
identification of risk is the basis for continuous 
improvements. Security processes and technologies are 
integrated organisation wide. 
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Ds 10 Delivery & Support CoBff 
Manage Problems and Incidents 

Control over the IT process Manage Problem• and Incidents with 
the business goal of ciiSIIring Jhat problc11U and incidents are 
resohV?d, and the cause im-"eSti'gared to prn't!nt any recurrence 

ensures delivery of information to the business that addresses the 
required lnfonnati<>n Crit.:na and is measured by 
Key G<lll hklt.:ators 

is enabled by a problem management :ry>tem which rrxorrb 
and progresses all incidents 

considc.-. C'liti<:al Swxt~S Facton that leverage 
specific IT Resource• and is measured by 
K<) Pofonnum:e hkl""'"" 

• Thcrl: 1$ clear uttegJ11ti<Ht nfpntblem manag.:~ncnl "t~l 
B•.nlabtlil~ and eliOJlje management 

• Accesstblluy to oonfi@un~tiou data, as "'II as Ute ability II> ~ecp 

track of prublems for each ronJi~unHi•>n .:OOnp<HICilt, is I"'" ided 

• An a~.··urate means •)f commun.k.::umg problem iru.·1de:n1~. 
S)mptoms • .!>agn<>SIS and soluuons to the fllllPCI supp<11t 
perstHtneiiS Ill place 

• Accurate means cxiSl to OOtnmwHcate to 11sers and 11 the 
e>.ceptoon:d 0\ClllS and S)llll>ll»llS thlllllCCd to be n:pt01c.l 10 
problem nUIIla~emem 

•lmining "pnl'ided w support perstHUtcl on prohlcm resoluti'"' 
t""hn>ques 

• Up-to..late roles and respo>tsobohtlcs cllliiiS.,.. a\'allahle to 
SUPJlUn incid.:nl manag.:~nent 

• Tit= os \'en.lol in\Ol,.emcnt dunng pnlhlem imcstig>llon and 
resulutaon 

• Post·fa"1o anal~ is of pouhlon harnlling illlx:<dou\:5 is apphc.l 

Information Criteria 

'eftoetl\...-.eaa .1-, .,....,., 
./ lppjiC.1UGnl --101' '"'""~~' .~.--

.... 11a01111)-
./ fl<t~s: 

eompllance 

rel~bito(y .~ .... 
(P)~f·)~ (.f)~lO 

Key Goal Indicators 

• A measured rechiCtJon ,,fthc III'Jl3CI of 
pmblenos 3Jkl oncidtnts <Ill IT res<>un;es 

• A nlC3Swo.J reduction m the (lapsed tune from 
>mtial symptom n:pon 10 problon JTSolurion 

·A measured redU<;tion In unresolved pmblcms 
and inc-ident:~~ 

• A measured ill<TCilSC bt the numberofprolllemo 
avo~le.l tlwugh pre-onpti\'e lh.i:S 

• R.:chu:ed time lag bel\\een tdenuficanoo and 
...:oolouon ofhigh·nsk problems and tncidotts 

Key Performance Indicators 

• !!lapsed ume from inibol S)'mprom re.:agnition 
to enlly 111 the problem man:~gement syston 

• Elapsed oime "'""een pr.tblcnt nocording anJ 
n:solut;.., or cscatauoo 

• Elapsed ume bet" eel' c\'aluatiuo and 
application of \ 'Old.lr palcl\es 

• Percent of reponed problems '"Ill alreatl)' 
known Jl:$(llub0n appn.,.ches 

• Freqt•em'Y of c:oonlinauoo meetinJ!$ "ith 
rhanjC managem<1U and a\"atlabihty 
Jn3naganc:m personnel 

• Frequttt<.)l of compdnent problem analysos 
~q>nning 

• Reduced number of JHublenu 1104 cootroUed 
tlwugh fonnalj>rubicm mano~temcut 
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MANACEi\1ENT GUIDEIJNES DSIO 
DS10 Maturity Model 
Control over the IT process ManiCe Problemlllld 
Incidents with the business goal of eruuring that problems 
and incidents are resolved, and the cause investigated to 
prrtVent any recurrence 

0 NOIHixlatent There is no awareness of the need for 
managing problems and incidents. The problem-solving 
process is informal and usen and IT staff deal 
individually with problems on a case-by-case basis. 

1 Initial/ Ad Hoc The organisation bas recognised that 
there is a need to solve problems and evaluate incidents. 
Key knowledgeable individuals provide some assistance 
with problems relating to their area of expertise and 
responsibility. The information is not shared with others 
and solutions vary from one support person to another, 
resulting in additional problem creation and loss of 
productive time, while searching for answers. 
Management frequently changes the focus and direction 
of the operatio!lll and technical support staff. 

2 Repeatable but Intuitive There is a wide awareness of 
the need to manage IT related problems and incidents 
within both the business units and information services 
function. The resolution process has evolved to a point 
where a few key individuals are respo!lllible for 
managing the problems and incidents occurring. 
Information is shared among staff; however, the process 
remains ll!llltructured, infonnal and mostly reactive. The 
service level to the user community varies and is 
hampered by insufficient structured knowledge available 
to the problem solvers. Management reporting of 
incidents and analysis of problem creation is timited and 
informal. 

3 Defined P-. The need for an effective problem 
management system is accepted and evidenced by 
budgets for the staffing, training and support of response 
teams. Problem solving, escalation and resolution 
processes have been standardised, but are not 
sophisticated. Nonetheless, users have received clear 
cornmunicatio!lll on where and bow to report on 
problems and incidents. The recording and tracking of 
problems and their resolutions is fragmented within the 

response team, using the available tools without 
centralisation or analysis. Deviatio!lll from established 
norms or standards are likely to go undetected 

4 Matllllled llld Mealunlble The problem management 
process is understood at all levels within the organisation. 
Responsibilities and ownerahip are clear and established. 
Methods and procedures are documented, communicated 
and measured for effectiveness. The majority of 
problems and incidents are identified, recorded, reported 
and analysed for continuous improvement and are 
reported to stakeholders. Knowledge and expertise are 
cultivated, maintained and developed to higher levels as 
the function is viewed as an asset and major contributor 
to the achievement of IT objectives. The incident 
response capability is tested periodically. Problem and 
incident management is well integrated with interrelated 
procesaes, such as change, availability and configuration 
managemen~ and assists customers in managing data, 
facilities and operations. 

5 Optlmlsecl The problem management process has 
evolved into a forward-looking and proactive one, 
contributing to the IT objectives. Problems are 
anticipated and may even be prevented Knowledge is 
maintained, through regular contacts with vendors and 
experts, regarding patterns of past and future problems 
and incidents. The recording, reporting and analysis of 
problems and resolutions is automated and fully 
integrated with configuration data management. Most 
systems have been equipped with automatic detection 
and warning mechanism, which are continuously tracked 
and evaluated. 
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Ds 11 Delivery & Support CoBJrr 
Manage Oata 11 

ConU'OI o•er lhe IT process Mallalle Data with the business goal of 
~nsun'ng tlu:u data remains complete. acCtVale and YO!id during its 

inpm. update and .storage 

ensures deli""')' of information to lhe business that addresses the 
roquired lnfunnl1tt<lll Coitcrla and is measured by 
l-ey .oal IO<ltcatun 

is enabled by an ejfectlwt combination of applicotion and 
general controls O\'el" the IT operations 

considers Critical Su.:ce$$ facl<n that leverage 
specific IT RC><>Ut>:<$ and is mea ured by 
Key Pct1i:II1TUJIC< h><l .. IIOI1 

Critical Success Factors 

• I laJ> enuy rt;qlltreuiCnt> are ~learl) swed. cnfln\:<d end 
:llillppuncd b)' aul.omaw..l teclmiques at all 1'-'~ls . int." ludmg 
.l.!tal>ase w>d file imaf•cC$ 

• Titc ~•,.tbilities r.,. data ownership and intcantY 
requirements an: oloarly Slated and a=pted thn>ttghout the 
OJ'ganisatioo 

• Data accu ·y and standards are clearly communical<:d und 
tncurporaloo into the training and pett<>nnel de\clopmcnl 
1""'-"CSSCS 

• llala entry stam.bnls 3lllJ CtJI'teC-tlun aft' enfi~"'C\1 al Ute roiOI or 

enll) 
• Data mpu1. pnAX:S.Smy and ouqru1 in1q.ri1y srandards are 

ft>muh.OO and cnfi>n-ed 
' Pata IS held in "'"!ICilSC until coo=tcd 
• l:ft"'-11\e dcte.:t"~' methods at-e us.ld to cnfon.'C data acwra.:y 

wtd mre~rny smndardr 
• l.: ffCCii\C trarl.\ latmn nf .Jata ac:russ platf,mn.!l. is lmplt:~nCJ:UCll 

"ithout lu;s of inlqplty or reliabtlny 10 niCCI changms OO.it.teSS 
demands 

• nte"' II a dcaease.J reliance 011 matoueJ data InpUt and re· 
k<) ing pmu:sscs 

• l:fficicnt and notblc Sn!Utions promote cff"'-1i\"e IISC of data 
• llatd ts archi\ed 01><1 pruW<;ted anJ tS rcadtly a\ailablc " ltcn 
~ for recn'ery 

Information Crltotfil 

effacli\,.I'I&H 

oll!oi...:y 
conf,denU .. l) 

p ln"W ... 
8'\. .. tootilry ...... ....,. 

~ ••liltl•ll:)' 

Key Goal Indicators 

IT Ro-iourecs 

'"""""""' fat:~tlfllj 

~ .... 

• A me•sun:d redUCU.» in the doll> pn:p~r•tinn 
proo.:ess JIJI<l ta!.l.s 

• A measured impnwemtnt in the quality, 
limehnc and a\lilabiluy of data 

• A measured 1n...n:~sc in ~o•ustomer ~tisf~K-1ion 

and reliana: upon the dot~ 
• A measu:rcd decrease u1 oorn:cU\'e atm nics ant.l 
expo~un: to datn coJ"roptmn 

• Redu<:ed nwnher of d.tU> dcfccts. such u 
.Wund:tno:y, duplu.:aunn wid inronmtcn<.')l 

• No legal or rcgnlat•"1' data oompliark:e oonfliCIS 

Key Performance Indicators 

• Pcn:ent of .Uta input <nUt$ 

• Pcn:cnt of updates reproc..ssed 
• Pcrecnt ofautomated data intcgtity checks 

it>C<ll)lOralcd into the applic:nio"" 
• ren:e~~t of em,.. pre'cnted at the poim l)fctllly 
• Ntunber of automated dati lniA!gnty check! run 

tndcpcndently oftlte applicatiOil.\ 
• Time inten"al bet'A-een error occurrence, 

dcteclion and correction 
• Reduced data outf~lt prublctns 
• Rcdoocd tin~ for rcco' "el)' of w-chi' ed data 
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MANAGEi\1ENT GUIDELINES DSll 
DS1.1 Maturity Model 
Control o~ the IT process M....- Dllt8 with the business 
goal of ensuring t/raJ da/Q remains complete. accurate and 
valid during its input, update and storage 

0 NOIHixlltent Data is not n:cognised as a corporate 
resource and asset. There is no assigned data ownership 
or individual accountability for data integrity and 
reliability. Data quality and security is poor or non­
existent 

1 Initial/ Ad Hoc The organisation recognises a need for 
accurate data. Some methods an: developed at the 
individual level to pn:vcnt and detect data inpu~ 
processing and output errors. The process of error 
identification and corn:ction is dependent upon manual 
activities of individuals, and rules and requirements an: 
not passed on as staff movement and turnover occur. 
Management assumes that data is accurate because a 
computer is involved in the process. Data integrity and 
security an: not management requirements and, if 
security exists, it is administered by the information 
services function. 

2 Repeatable but Intuitive The awan:ness of the need 
for data accuracy and maintaining integrity is prevalent 
throughout the organisation. Data ownership begins to 
occur, but at a department or group level. The rules and 
requin:ments an: docwncnted by key individuals and an: 
not consistent across the organisation and platforms. 
Data is in tbc custody of the information services 
function and the rules and definitions an: driven by the 
IT requirements. Data security and integrity an: 
primarily the information services fimction 's 
responsibilities, with minor departmental involvement. 

3 Defined Procesa The need for data integrity within and 
across tbc organisation is understood and accepted. Data 
inpu~ processing and output standards have been 
formalised and an: enforced. The process of error 
identification and correction is automated. Data 
ownership is assigned, and integrity and security an: 
controlled by the responsible party. Automated 
techniques an: utilised to pn:vent and detect errors and 
inconsistencies. Data definitions, rules and requirements 

an: clearly documented and maintained by a database 
administration function. Data becomes consistent across 
platforms and throughout the organisation. The 
information services function takes on a custodian role, 
while data integrity control shifts to the data owner. 
Management relies on reports and analyses for decisions 
and future planning. 

4 Manatee! and Meaaul"llble Data is defined as a 
corporate resource and asse~ as management demands 
more decision support and profitability reporting. The 
responsibility for data quality is clearly defined, assigned 
and communicated within the organisation. Standardised 
methods an: documented, maintained and used to control 
data quality, rules an: enforced and data is consistent 
across platforms and business units. Data quality is 
measun:d and customer satisfaction with information is 
moniton:d. Management reporting takes on a strategic 
value in assessing customers, tn:nda and product 
evaluations. Integrity of data becomes a significant 
factor, with data security recognised as a control 
requirement. A formal, organisation-wide data 
administration function has been established, with the 
resources and authority to enforce data standardisation. 

6 Optlmlled Data management is a mature, integrated 
and cross-functional process that has a clearly defined 
and weD-understood goal of delivering quality 
information to the user, with clearly defined integrity, 
availability and reliability criteria. The organisation 
actively manages data, information and knowledge as 
corporate resources and assets, with the objective of 
maximising business value. The corporate culture 
stresses the importance of high quality data that needs to 
be protected and tn:ated as a key component of 
intellectual capital. The ownership of data is a strategic 
responsibility with all requirements, rules, regulations 
and considerations clearly documented, maintained and 
communicated. 
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Implementation of the CO BIT -3 Maturity Model in 
Royal Philips Electronics 
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Abstract: Philips has an ongoing Business Excellence program for all business 
functions, including IT. As part of this program the COBIT standard from the 
IT Governance Institute™ is used to do maturity (self) assessments on IT 
processes. The program is implemented worldwide using I 0 steps including, a 
workshop approach, improvement management, relation to the internal control 
framework, organisation and communication. 
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1. ROYAL PIDLIPS ELECTRONICS 

Royal Philips Electronics is a global electronics company established in 
1891. Headquartered in Amsterdam, The Netherlands, it has a multinational 
workforce of more than 225,000 and offers sales and services in 150 
countries. Listed on the New York, London, Amsterdam and other stock 
exchanges, Philips had net income in 1999 of Euro 1.8 billion (US $1.9 
billion). Divisions of Philips include Consumer Electronics, Lighting, 
Semiconductors, Medical Systems, Domestic Appliances & Personal Care 
and Components. 
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2. COBIT CONTROL OBJECTIVES FOR 
INFORMATION TECHNOLOGY 

Control Objectives for Information Technology (COBI'I), was originally 
an audit framework. It is now a comprehensive IT Governance framework, 
organised around 34 high-level processes and control objectives. COBIT is 
released by the COBIT Steering Committee and the IT Governance 
lnstituteTM 

CO BIT recognises the following processes: 

Planning and Organisation 
POl Defme a Strategic IT Plan 
P02 Defme the Information Architecture 
P03 Determine Technological Direction 
P04 Defme the IT Organisation and Relationships 
POS Manage the IT Investment 
P06 Communicate Management Aims and Direction 
P07 Manage Human Resources 
POS Ensure Compliance with External Requirements 
P09 Assess Risks 
PO 10 Manage Projects 
PO 11 Manage Quality 

Acquisition and Implementation 
All Identify Automated Solutions 
AI2 Acquire and Maintain Application Software 
AI3 Acquire and Maintain Technology Infrastructure 
Al4 Develop and Maintain Procedures 
AIS Install and Accredit Systems 
AI6 Manage Changes 

Delivery and Support 
OS 1 Defme and Manage Service Levels 
DS2 Manage Third-Party Services 
DS3 Manage Performance and Capacity 
DS4 Ensure Continuous Service 
DS5 Ensure Systems Security 
DS6 Identify and Allocate Costs 
DS7 Educate and Train Users 
DSS Assist and Advise Customers 
DS9 Manage the Configuration 
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DS 10 Manage Problems and Incidents 
DS 11 Manage Data 
DS 12 Manage Facilities 
DS13 Manage Operations 

Monitoring 
M 1 Monitor the Processes 
M2 Assess Internal Control Adequacy 
M3 Obtain Independent Assurance 
M4 Provide for Independent Audit 

For each of the 34 processes, COB IT specifies: 
• Detailed control objectives (318 in total) 
• Key goal indicators 
• Key perfonnance indicators 
• Critical success factors 
• Maturity models 
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Key to the implementation was the addition of maturity models in 
COBIT. The maturity model in COBIT is taken from the Software 
Engineering Institute's Capability Maturity Model (CMM) for Software 
Engineering [Pauli, M.C., Curtis, B., Chrissis, M.B. and Weber, C.V, 1993]. 
CMM defmes the following maturity stages: 

1) Initial The software process is characterized as ad hoc, and occasionally 
even chaotic. Few processes are defined, and success depends on 
individual effort. 

2) Repeatable Basic project management processes are established to track 
cost, schedule, and functionality. The necessary process discipline is in 
place to repeat earlier successes on projects with similar applications. 

3) Defined. The software process for both management and engineering 
activities is documented, standardized, and integrated into a standard 
software process for the organization. All projects use an approved, 
tailored version of the organization's standard software process for 
developing and maintaining software. 

4) Managed. Detailed measures of the software process and product 
quality are collected. Both the software process and products are 
quantitatively understood and controlled. 

5) Optimizing. Continuous process improvement is enabled by 
quantitative feedback from the process and from piloting innovative 
ideas and technologies. 
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It is not the intention of this article to give a full description on COBIT. 
Detailed information can be found on http://www .isaca.org. 

3. COBIT IN PIDLIPS 

The Internal Audit department within Philips has a long-standing 
tradition of using COBIT and encouraging CISA® (Certified Information 
Systems AuditorTM) certification for IT audit staff. 

In addition to its extensive Internal Audit implementations, the Corporate 
IT Department of Philips International used the COBIT framework when 
participating in two company-wide initiatives. Support at Supervisory Board 
level was achieved by linking with the following executive programs: 

1. The BEST (Business Excellence through Speed and Teamwork) 
quality improvement program. 
This program has strong, visible support from senior management and is 

one of the five top items on the Management Agenda. As part of this 
program, Philips uses Balanced Scorecards and "Process Survey Tools" to 
measure the relative maturity of business processes within organizations. 
Process Survey Tools now exist for key business processes: 
• Supply Chain Management 
• Manufacturing Maintenance 
• Manufacturing Operations 
• Purchasing 
• Demand Generation 
• Innovate to Market 

And also for some functional areas: 
• Finance and Accounting 
• Human Resource Management 
• Information Technology 

The Process Survey Tool for IT is based on the COBIT 3rd Edition. The 
maturity definitions from the COBIT Management Guidelines were copied 
and published in the format of a Process Survey Tool with only some minor 
formatting changes in order to align with other business functions. 

2. The Statement on Business Controls program. 
Each organizational unit within Philips issues a formal annual statement 

on the quality of internal controls. The process is based on controlled self-
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assessment and is subject to validation by internal and external auditors. It is 
consolidated into the Annual Report's internal control statement and 
therefore has the full support of senior management. As part of this process, 
organizations are also asked to complete a section on IT. The IT section of 
the Statement on Business Controls is also based on the COBIT control 
objectives. In fact, completing a COBIT maturity assessment is considered 
sufficient basis for submitting an IT internal control statement provided that: 
• The self-assessment scores are based upon sufficient supporting 

evidence. 
• A proper action plan addresses shortcomings on all material processes 

scoring in or below the "Initial/Ad Hoc" range of maturity. This means 
that if the process performs ad hoc it is regarded as insufficient from an 
internal control point of view. 

4. IMPLEMENTATION 

The BEST program's Process Survey Tool for IT was initiated in 1999 
and developed during the second and third quarters of 2000. At the 
beginning of the project, only the second edition of COBIT was available 
which did not yet include maturity models. The COBIT framework was used 
for the pilots, but the general IS015504 standard (which also includes a 
similar maturity model), was used for establishing maturity levels. 

Key to the implementation of COBIT is a workshop approach, based on 
self-assessments. 
• The course of assessing 34 processes takes one to one and a half days; 
• The process of scoring should preferably be done by a group of 6 to 8 

persons; 
• The group should consist of IT staff and representatives from the user 

community (depending on the user organisation key users, F&A 
representatives); 

• The actual scoring should cover the following items: 
• Introduction and training into COBIT and maturity levels; 
• Scope definition (decide what to score and what not to score); 
• Scoring per process based on a self-assessment, i.e. individual 

scoring, discussion and consensus building; 
• Defining improvement actions and levels for the next year. 

• The use of a facilitator for the process is recommended 

After undergoing testing in 10 pilot workshops, the Process Survey Tool 
was released with two implementation paths: 
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• Per Product Division, where one contact person per division and/or 
business group was responsible for rollout 

• Per region (i.e. Asia Pacific, East and West Europe, Latin America and 
North America), where rollout was facilitated per country 

In July 2000, the 3rd edition of COBIT, which now included a fully 
worked out maturity model per process, was released. COB IT 3rd edition is a 
significant improvement. 

Elements for implementing CO BIT based Maturity Self Assessments 

A comprehensive implementation of COBIT addresses the following 10 
elements, not all of which have currently reached completion. In addition, 
many of the specific details are left to the discretion of different divisions, 
business groups and countries. 

1. Process for Initial Assessments 
2. Process for Re-Assessments 
3. Relation to Balanced Scorecards 
4. Relation to SBC and Internal Control Framework 
5. Communication of Action Plans 
6. Consolidation of scores 
7. Exchange of Best Practices 
8. Process for calibration of scores 
9. Scoring Directives and Guidance of Improvement Actions 
10. Organisation and communication 

4.1 Process for Initial Assessments 

The process for doing maturity self-assessments is built upon the 
following elements: 
• The process uses a facilitated self-assessment workshop based on 

COBIT 3rd edition maturity models 
• The total duration is 1 - 1 ,5 days including introduction, training and 

definition of improvement actions. 
• The optimal group size is 6-8 people, including one or two 

representatives from the user community. 
• The scoring is based on consensus discussions 
• A presentation and reporting standard 

During the initial assessment, the definition of a set of good improvement 
actions is key for continuation of the program the next year. After the first 
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assessment round, participants are asked to select a limited number (3-5) 
from the 34 COBIT processes, where improvements should be focussed on 
the next year. The consolidated votes of the group are used to focus on a 
limited number of tangible improvement actions up to the next assessment 
round. 

Improvements should balance the materiality, customer impact, cost and 
maturity score of a particular process. Consequently, the improvement 
program does not automatically have to address the lowest scoring processes 
in the first place. It may be more important to achieve a very high maturity 
score on a critical process ("Ensure Systems Security"). That however 
depends on the type of business, information and environment. 

As a rule, processes scoring in the "Initial/Ad Hoc" range of maturity or 
lower, are also recommended for improvement. 

4.2 Process for Re-Assessments 

As a first step, an organisation needs to define the length of time to the 
next assessment. Experience with re-assessments in Philips is still limited 
and tends to use the following agenda: 
• A 2-3 hour session 
• The period is set to a maximum of + 1 year from the initial assessment 
• Setting of agreed actions and other improvements during the period 
• Definition and assessment of new scores for applicable processes 
• Definition of new improvement actions, scores and re-assessment period 

4.3 Relation to Balanced Scorecards 

The use of Balanced Score Cards for IT (BSC-IT) is starting to develop. 
Whenever a BSC-IT is in use, an organisation also needs to address how to 
include the COBIT based maturity assessments in the processes part of the 
scorecard. An organisation then ne~ds to address how to include maturity 
targets in the BSC-IT. Examples are: 
• The PST-IT done/re-assessed 
• A PST action plan available 
• The PST score on average X, or PST score 80% higher than Y and no 

score lower than Z 

The relation between a maturity assessment and the BSC-IT can be 
directed towards a certain scoring target, or non-directive, i.e. checking 
whether or not the assessment took place and is properly followed-up. 
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4.4 Relation to the Internal Control Framework 

Any implementation of COBIT should also address the relation to the 
organisation's formal internal control framework and auditors. 

In consultation with the external auditors it was concluded that 
conducting a COBIT based maturity assessment is sufficient basis for 
submitting a control self-assessment statement to the external auditor, 
provided there is sufficient evidence in support of the scores. 

From an internal control point of view, processes scoring in the 
"InitiaV Ad Hoc" range of maturity or lower are not acceptable and should be 
addressed by (at least) defining proper follow up actions. 

4.5 Communication of Action Plans 

Another item in the implementation of COBIT based maturity 
assessments, is whether or not action plans resulting from assessments need 
to be communicated. H so an agreed format and communication tool has to 
be established. 

Are action plans subsequently evaluated on their content if they exist? In 
practice the following variations can be found in different divisions, business 
groups and countries: 
• Action plans are not communicated at all; 
• There is a registration if an action plan has been established; 
• Action plans are consolidated into an overall action plan and the content 

is known to all concerned. 

H, as in the latter case, the content of action plans is also part of the 
organisation's implementation plan for COBIT, the logical consequence is to 
use assessment results to identify areas for improvement and guide 
improvement programs. 

4.6 Consolidation of scores 

A related issue is whether or not scores should be communicated and 
consolidated. 

H an organisation decides to consolidate scores from self-assessments, a 
supporting process needs to be developed with proper tooling. Experience 
shows that consolidation of scores can be of some value in the sense that: 
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• It provides a benchmark for organisations against which scores can be 
evaluated, not in a precise statistical sense but more in support of a 
general outlook of being "in-line" within a business community. 

• Consolidation of scores provides a benchmark in order to track, identify 
and benchmark changes over time. 

• A database of scores is an efficient way of not only identifying "best 
practices", but also problem areas where scores drop in or below an 
"Initial/ Ad Hoc" level of maturity. 

Consolidation of scores just by the figures has some limitations and 
drawbacks. The scope of the assessment needs to be taken into consideration 
when comparing scores. An assessment may have taken a very limited 
scope, say SAP R/3 Managed Operations, making it very difficult to 
compare it with a full scope assessment including legacy systems and office 
support. 

4.7 Exchange of Best Practices 

Implementing COBIT-based maturity assessments may lead to the 
identification of "Best Practices" in an organisation. Firstly, there needs to be 
at least some way of communicating scores. Then a definition of which 
processes qualify as a Best Practice is needed to determine whether this is 
the highest score available or the score above a certain value 

Best practices have been identified within Philips, for almost all 34 
COBIT processes based on a rule of thumb that, a score should be at least 
"Managed and Measurable", with some scores reaching "Optimised" levels 
of performance. 

Following the identification of Best Practices the process for exchanging 
information can be addressed by means of meetings, presentations or the 
Intranet. 

Another important consideration is the validity of scores. So far, there is 
no process for verification of cases that have been submitted as a Best 
Practice in Philips and the information is taken at face value. In a more 
advanced stage of implementation, audits or peer-audits may become useful 
tools in the actual verification and validation of best practices within an 
organization. 
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4.8 Process for calibration of scores 

Since the resulting scores are based on self-assessments, a process needs 
to be in place to address the issue of calibrating scores, in order to ensure 
that assessment results present a true and fair view of the actual maturity 
levels. 

Comparable processes within CMM [Pauli, M.C. et. al. 1993] are highly 
evolved into an extensive set of assessor training, curricula and audit 
programs, the results of which may even be published [Mark C. Paulk 2000]. 

Maturity definitions for COBIT processes are relatively new (July 2000) 
and supporting processes and applications are still far from the level of 
institutionalisation that has been achieved in CMM. 

In practice, results from self-assessments are taken at face value. Still, 
there are some considerations that may result in more reliable scores: 
• The first control is the assessor group composition. The recommendation 

is to have a balanced group comprising of IT, as well as user 
representatives. Involving different stakeholders in a group, results in a 
more balanced and reliable scoring process. 

• A second control is to have a facilitator, who has experienced more than 
one assessment. 

• A final control is to implement an audit or peer-audit process on the 
actual scores. Results are subject to audit as they are part of the Philips 
Internal Control Framework. Assessments that were combined with 
audits show that the assessment results did in fact provide a fair and true 
view, although based on a limited experience. There are some 
organisations that include peer-auditors in the re-assessment exercises. 

4.9 Scoring Directives and Guidance of Improvement 
Actions 

The scoring directive is optional and may be linked into the BSC-IT. It 
can use a very fixed format (e.g. all scores at least on a "Defined Level" of 
maturity) or a more open format (80% of scores at least on a "Defined 
Level"). 

Philips organisations use many different formats, from no directive at all 
to a very fixed quantitative target. 
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As stated earlier, any scoring directive should balance the materiality, 
customer impact, cost and maturity score of an IT process in a particular 
business operation. 

The question then becomes, whether improvement efforts can focus 
beyond the level of independent self-assessments to broader improvement 
efforts. Typical examples in this area are ISO and ITll... implementation 
projects, which focus on a broad scope of IT and COBIT processes for 
improvement. If carried out properly, they can leverage the performance of 
IT processes to defmed and higher levels of maturity in a single integrated 
effort. 

4.10 Organization and communication 

The fmal and most important implementation point is to define and set up 
a proper structure for communication and organization. 

The introduction of COBIT Maturity Assessments in Philips is linked to 
a highly visible Business Excellence Program with the full support of senior 
managment. This has been a critical factor in the successful 
implementation. 

Next has been the selection and development of an adequate tool for 
maturity self-assessment. This was done in a joint effort including 
representatives from Philips divisions and results were based on 10 pilot 
assessments. 

The roll out was done per division as primary business drivers. In 
addition the program was also introduced worldwide as part of regional IT 
meetings. In some cases a facilitator provided guidance in order for 
participants to conduct their own workshops. 

Communication and organisation is embedded in each division and 
business unit with varying degrees of formality and institutionalisation. In 
addition there are regional programs where synergy requires a concerted 
effort. 
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5. CONCLUSION 

Using COB IT to establish organizational capabilities on a maturity level, 
gives a clear indication of where improvement is possible and how to 
achieve it. 

The experience in Philips includes more than 100 assessments 
worldwide, in a mixture of organizations and cultures. 

One feature of COBIT is that it is flexible and allows users to customise 
applications. Philips developed its approach based on internal group 
workshops including presentations, training and scoring material. 

COB IT has a number of outstanding benefits, in particular: 
• It is an open standard; 
• The documentation is clear and understandable; 
• The professional organization; the IT Governance InstituteTM is leading 

the development of COBIT by using a broad range of international 
references (e.g. ISO standards); 

• COBIT is part of a larger program; it is kept up to date, more detailed 
information is available, plus there are translations, training programs 
and the related CISA certification; 

• COBIT version 3 brings together three extremely rich methodologies in 
one framework, namely: 
1. The 34 COBIT processes, along with key performance indicators, 

key goal indicators, critical success factors and control objectives; 
2. The Business Balanced Scorecard for IT and 
3. The maturity model derived from the Capability Maturity Model for 

Software Engineering. 

In addition, generally applied frameworks for auditing such as COSO, 
Control Self Assessment and quality frameworks based on ISO are well 
integrated in the COBIT methodology. 

Some other points with respect to using COBIT for maturity assessments 
are: 
• The language used in COBIT assumes a certain background, affinity and 

fluency which is not available in all (IT) groups. COBIT has a strong 
focus on internal control and may not be perceived as self-explanatory as 
is required for doing self-assessments. It may be required to establish 
COBIT "champions" and/or training programs to increase the level of 
familiarisation. 
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• Implementing COBIT needs to explicitly address application context. It 
is important to do a scope defmition (what applications, processes, 
functions and business processes will be assessed). The maturity model 
also assumes a certain size of IT operations and typically only applies to 
operations of a certain critical mass. 

• Finally, there are huge cultural differences in self-assessment scoring. 
Without being specific, some cultures take written documentation as law 
while others have a much more pragmatic and lenient attitude towards 
COBIT. There is also cultural diversity in the degree of openness in 
group sessions and affects of the particularities of group composition. 
There is no simple answer to any of these contextual factors. 

The Philips rollout per product division and region is ongoing, and 
concrete activities include providing ongoing support for COBIT 3rd 
Edition-based assessment workshops 

The rollout itself will focus on institutionalising and grounding the ten 
steps into the organisation. 

After the rollout, Philips will focus on: 
• Assessing actual outcomes of the process (based on key goal indicators 

and maturity levels); 
• Identifying problem areas (for IT processes with low maturity scores); 
• Defining best practices ('defmed process' maturity level and higher); 
• Improving management processes and actions; 
• Benchmarking score. 
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Abstract: The process of security is destined to fail if it does not protect the process of 
business. Despite a record investment in security by corporations around the 
globe, the frequency, variety and financial cost of attacks continues to rise. 
And while most organizations focus their defenses on external threats from 
hackers and virus authors, the real security challenge is much closer to home. 
If security professionals want to avoid falling into the trap of trying to protect 
everything all the time, they need to refocus their defenses on authorized users 
and the resources they have access to. 

Key words: business process security, X-Tra Secure, security policy, monitoring, 
privileges 

1. THE HOLE IN THE FENCE 

The rush to protect the enterprise from the Internet has resulted in a 
widely adopted security strategy that is full of gaping holes, and one which 
often has security administrators facing the wrong way. 

Traditional security thinking will always be flawed for two fundamental 
reasons: 
• It assumes that the most serious attacks come from beyond the corporate 

perimeter; 
• It assumes that the most serious attacks will come from hackers, virus 

authors, and other unauthorized outsiders. 
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For this reason most security spending had been focused on keeping 
hackers and virus authors from penetrating the outermost perimeter. And 
most of the technology focus has been on security tools that will defend 
these types of attacks, most notably network monitoring, intrusion detection, 
firewall, and anti virus. 

But the significant increase in attacks on corporate networks has exposed 
perimeter security as little more than fighting wild fires. As the security team 
rushes to patch a newly discovered breach in the perimeter, two more 
appear. 

And just as they think they have accurately mapped the perimeter, it 
changes again. The growing army of mobile, home, and tele workers has 
extended the corporate perimeter into hotels, taxis, and employee living 
rooms. 

According to IDC there are now more than 38 million home and mobile 
workers in the United States, and growing fast. And every time an employee 
takes an unprotected laptop out of the office, they punch a hole straight 
through the perimeter that might only be discovered by a successful attack. 

The perimeter will continue to grow, to incorporate branch and 
international offices, and to accommodate the need for customers, partners, 
and suppliers to access corporate intranets. And the increase in use of 
wireless devices and wireless networks will not only reshape the already 
fluid perimeter, it will introduce an entirely new set of security 
vulnerabilities already discovered in wireless protocols. 

And while security professionals have long recognized the importance of 
increasing security awareness amongst employees, the focus of this 
awareness is usually on external intruders, and not on the employees 
themselves. 

The role of security policy has been recognized as the foundation of any 
effective security strategy, but security professionals have yet to find a way 
to enforce that security policy around the clock, on every employee, and for 
every business process, short of stationing a security guard at every desktop, 
laptop, and wireless device. 
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2. THE USER SECURITY TRAP 

Perimeter defenses like firewalls and intrusion detection systems are 
essential components in any defense, but their effectiveness is severely 
limited when the threat is trusted, and is located behind the perimeter. 

"Employees are your security," claimed former hacker Mudge in an 
interview with CIO magazine. He was echoing a widely held view, even in 
the hacking community, that employees and authorized users now play a 
critical role in security. According to the most recent security survey by the 
Computer Security Institute and the FBI, 86% of respondents cited trusted 
insiders as a major security concern. 

An earlier report from the CSI found that while the average cost of an 
attack by an outside hacker cost $57,000, the average cost on an attack by a 
trusted insider was $2.1 million, or thirty-six times as much. 

And while many organizations acknowledge the role employees must 
play in protecting the enterprise, that role is usually limited to better 
vigilance and awareness against those very same external attacks on the 
perimeter. 

Few companies have been able to successfully address the more 
important user security challenge - that of their own everyday behavior in 
the workplace, and their compliance with security rules and policies. 

According to a recent report by research group Forrester "despite an 
expected 300 percent spending increase on information technology security 
spending over the next four years, bad decision-making will leave U.S. 
companies almost as vulnerable to security breaches as they are today." 

Why? The report explains that "rather than focusing on key business 
assets, companies will waste billions of dollars on external security 
spending, falling into the trap of trying to protect everything." 

The view is shared by research firm Gartner Group: "Despite the recent 
notoriety of external attacks, internal threats continue to pose the greatest 
threat to the exposure and compromise of sensitive corporate information. 
Identifying vendors who offer a realistic solution to this very complex 
monitoring problem will be the next challenge facing all security 
professionals." 
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By overlooking the security vulnerabilities of their own automated 
business processes, says Forrester, companies put themselves at great risk. 

"A company is not secure if it installs a frrewall system, but does not 
have application security in place to ensure an approved user does not 
fraudulently wire money to his Swiss bank account or does not trade above 
his daily limit," said Lorenzo De Leon, CEO of Saecos Corporation, a 
Chicago-based security firm focused on the financial community. 

3. SECURITY IN AN IDEAL WORLD 

How much easier security would be if policies could be created and 
tested with ease, distributed instantly to all users, and never challenged, 
ignored, or circumvented by a single user. 

For any security policy to be worth the time invested in developing it, it 
must meet certain minimum requirements. It must be easy to create, and 
administrators must be able to test it thoroughly before it's cast in stone. 
There must be an easy way to distribute the policy to potentially tens of 
thousands of users, across dozens of offices, speaking many different 
languages. 

Users must have no choice but to comply with every element of the 
policy, whether they like it or not. And if they don't like it, it must be 
explained to them the consequences of any alternatives. 

Ideal Security Scenarios 
• An employee attempting to send in clear mode a sensitive document that 

is supposed to be sent encrypted, might be halted, reminded of the 
specific security rule relating to sensitive documents, told why the rule is 
important, and informed that the document cannot be sent unencrypted. 
If the user agrees, then the document is automatically encrypted and 
sent. The policy is effective, the user is educated, and security is 
maintained. 

• An employee attempting to open a databases file with anything other 
than Microsoft Access (a policy rule), when the rules state that Access is 
the only options available, is unable to open the database. 

• An employee seeking access to specific applications after 7pm when the 
rules forbid any access to such applications after 5 pm, is denied access, 
informed why, and a record of the event is sent to security 
administrators. 
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• An employee who downloads a file from the internet and attempts to 
save it on a local hard drive, when the relevant security rule insists that 
such files be stored only on a specific server, will be unable to save the 
ftle to that drive. 

• Any document containing sensitive information such as customer credit 
card data is automatically encrypted when an employee attempts to 
transfer the document to a removable disc, or send it across the internet 
or any non-secure channel. 

While these scenarios may seem too unreasonable to realize, success in 
making them a reality could forever change the way users impact security. 

4. THE IMPORTANCE OF BUSINESS PROCESS 
SECURITY 

Core to the foundation of every enterprise are its business processes. 
Computer systems, networks, even the workforce are just contributors to the 
processes that create product, drive revenues, and generate profits. 
Networks, intranets, and computer systems simply support these processes. 

The effects of attacks on networks and computer systems can always be 
mitigated, but attacks that compromise the availability and integrity of 
critical business processes can cause irreparable harm to very core of the 
enterprise. And the applications and information that enable these business 
processes are vulnerable to the very people entrusted with their safe use. 

According to Forrester "businesses will focus their security efforts on 
trying to hold onto customers, ignoring the more potent threats waiting to 
pounce from inside the company itself .... despite multibillion-dollar 
spending, firms will miss the new challenge: business-process security." 

In order for security to become truly effective, it must change its focus 
from the outer perimeter, and instead target security at the applications and 
data that enable all critical business processes. 

To achieve this, the enterprise must focus on the trusted user, to minimize 
the vulnerability created by inappropriate user behavior, and to maximize the 
effectiveness of security policies designed to protect business processes from 
dishonest, malicious, careless, or reckless users. 
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"There is an emerging need for auditing and security solutions that 
enable companies to monitor the authorized activity of their employees, 
contractors and business partners," according to Gartner. 

"There is a new security equation. It's not just about keeping the bad guys 
out; it's also about enabling the good guys to do what they are entitled to do, 
and only what they are entitled to do," said Saecos CEO De Leon. 

5. THE IMPACT OF POLICY ON BUSINESS 
PROCESS 

A good security policy is not difficult to create, and security 
professionals have a wealth of guides, templates, tools, and experience with 
which to create the perfect policy. The real challenge lies in making policy 
work, a process that must include testing, distribution, compliance 
monitoring, enforcement, education, and updating. 

In that ideal security world, a policy designed to protect business 
processes should: 
• Focus on how users access and use applications, information, and 

business processes; 
• Eliminate the need to simply trust users to do the right thing; 
• Automatically monitor all access and use for compliance; 
• Correct inappropriate behavior as it happens, without adding to the 

administrative overhead or burdening security; 
• Teach users why the behavior was incorrect, by explaining to them in 

real time the official policy for that action; 
• Test and simulate any policy for effectiveness before it's launched, to 

avoid confusing the user; 
• Gather the necessary evidence and forensics, in case the user 

continuously ignores policy rules, or engages in criminal behavior; 
• Automate this process to free security teams from the task of manually 

identifying policy breaches or inappropriate behavior, halting the action, 
informing the user, and correcting any harm. 

Given these significant challenges it's easy to understand why business 
process security is so essential to business integrity, and why the effective 
enforcement of policy is so difficult 
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6. THE X· TRA SECURE RES PONS 

From its roots in the early anti virus industry, ThunderStore recognized 
the importance and value of linking individual behavior to the individual. 
The firm also recognized a major security challenge - to find a way to 
enforce the correct behavior on individual users and employees, in 
compliance with corporate policies, but to do so in a way that did not burden 
security administrators or users, and which didn't impact the pace and drive 
of the business. 

Their response is called X-Tra-Secure, reflecting its position as a 
complimentary defense to existing security solutions to manage a significant 
threat - protecting the integrity of information, applications and business 
processes from careless or malicious actions by authorized users. 

X-Tra-Secure solves the current disconnect between desired activities 
and actual behavior of "authorized users" through enforcement of agreed 
security rules that ensure the necessary compliance with corporate 
information, business and security policies. 

At the core of the technology is the X-Tra-Secure Framework, which 
logs, monitors and analyzes the activities of "authorized users" and then 
enforces the desired behavior as it happens." X-Tra Secure™ enforces an 
organization's policies in real time, with or without notifying the user. 

By using X-Tra- Secure™, companies no longer have to depend solely 
on the knowledge, behavior, good will and discipline of users. Instead, X­
Tra-Secure™ keeps users in compliance with policy and holds them 
accountable. 

7. THE BENEFITS OF X-TRA SECURE 

• Delivers Business-Process Security by applying a policy-based 
management system that monitors and controls user activities and 
assigned privileges against corporate policies, standards and guidelines; 

• Promotes policy awareness; 
• Guarantees compliance; 
• Encourages and enforces desired behavior; 
• Eliminates dependence on user cooperation; 
• Eliminates dependence on user cooperation; 
• Reduces the total cost of ownership; 
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• Enables enterprises to deliver accountability above and beyond 
authorization and authentication. 

8. HOW X-TRA SECURE WORKS 

X-Tra-Secure actively monitors, logs, analyses and enforces security 
policy in business information systems. The X-Tra-Secure Framework 
monitors and manages how users are allowed to handle corporate 
information and data, by comparing user activities and assigned privileges 
against a set of rules that are based on corporate information and security 
policies. 

Activities that attempt to violate these rules (such as unauthorized 
copying and/or printing of confidential files, or transmission of unencrypted 
information) are prevented. As a result, companies do not have to rely on 
voluntary employee compliance with information, business and security 
policy. X-Tra-Secure encourages and enforces policy compliance 
automatically. 

9. THE X-TRA SECURE™ FRAMEWORK 

The X-Tra SecureTM framework occupies a strategic position below the 
network operating system level where it is able to monitor and analyze all 
data before it reaches the operating system. For each operation, X-Tra­
SecureTM poses questions such as: Should this file be copied, moved, or 
deleted? Should the file be stored locally? Should it be opened by a 
particular application? 

Should the contents of a Website be stored locally? If an assigned policy 
rule attached to a file attempts to perform a violation, X-Tra-SecureTM will 
immediately intercept and stop the request, before it reaches the operating 
system. 
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User level 

Application level 

Operating level 

Data Resource level 

X-Tra-Secure™ Technology can log, monitor, analyze and enforce pre­
defined policy and rules with respect to any type of data or application. For 
example, it can identify critical words (and or semantics), sentences and 
strings (e.g. credit card numbers) before files are opened, saved, read, 
copied, deleted or sent. This capability can be coupled with X-Tra-Secure's 
ability to attach security rules to files. As a result, certain rules can be 
invoked if the file is detennined to contain critical pieces of information. 

This combination of existing features, combined with a suite of new tools 
and planned enhancements, makes X-Tra-Secure the perfect complement to 
existing security mechanisms, and the Number One choice for managing 
Business Process Security. 



186 Integrity, Internal Control and Security in Information Systems 

User level 

Application level 

Operating level 

Data Resource level 



The Information Integrity Imperative 
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Abstract: This white paper examines several dimensions of information integrity. It then 
explains why it is so imperative that we mobilize appropriate resources to 
create and implement a new, universal framework for achieving information 
integrity. 

Key words: information integrity, data quality, imperative, pervasive, information integrity 
space 

1. INTRODUCTION 

Information integrity is the dependability or trustworthiness of 
information. More specifically, in the context of today's information 
systems, it is the accuracy, consistency and reliability of the information 
content, process and system. 

Every organization in business, govern'ment and society is concerned 
about information integrity and impacted by information integrity failures. 
Until now, though, the issue of information integrity has not been recognized 
as a pervasive, universal phenomenon, despite the fact that it costs the 
economy hundreds of billions of dollars. This situation offers opportunities 
for research, education and improvement. 

In the past, we have been able to achieve an acceptable level of 
information integrity because we either had the time to detect and correct 
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information integrity failures or the failures were sufficiently isolated to 
prevent wide-scale contamination (due to the loosely coupled or 
discontinuous nature of our systems and processes). However, several recent 
trends in information technology and the business environment are 
dramatically raising the seriousness of the problem and the urgency of 
finding radically different approaches and solutions for achieving 
information integrity. 

2. DATA QUALITY VERSUS INFORMATION 
INTEGRITY 

Many organizations have been engaged in major initiatives to build data 
warehouses of customer information. "Data quality" has become part of the 
vernacular of the information systems professionals involved in these 
initiatives. They also use such terms as "Data integrity", "Information 
quality", "Informatiop integrity", "Data accuracy" and "Information 
accuracy" to refer to various aspects of the usefulness, usability and integrity 
of data and information. In this document, we use the term "Information 
integrity" to describe the accuracy, consistency and reliability of the 
information content, processes and systems. In this sense, information 
integrity is the basis and prerequisite for the usefulness and usability of 
information. It is a specific, objective attribute that lends itself to standards, 
measurement and improvement. 

3. THE INFORMATION INTEGRITY SPACE 

Conceptually, information integrity can be viewed and understood from 
many different perspectives or dimensions, ranging from purely technical 
issues such as the accuracy of prices recorded by a supermarket scanner to 
more philosophical issues such as the integrity of financial reports when they 
affect personal gains or losses through incentive plans and share prices. 

On a more practical level, every organization performs a variety of 
activities and spends a significant amount of resources to ensure the integrity 
of the information it delivers to customers, partners, suppliers, employees 
and shareholders. While these activities and resources reside in different 
parts of the organization, they are all aimed at ensuring the accuracy, 
consistency and reliability of information and information systems. 

They may be viewed as part of an "Information integrity space", the 
dimensions of which may include activities related to: 
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• Prevention, monitoring, detection, verification and correction of 
information errors; 

• Security, audit and control; 
• Protection against corruption of infonnation due to accidental failures or 

deliberate fraud; 
• Data scrubbing and cleansing in the creation of data warehouses; 
• Design, development, operation, use and maintenance of infonnation 

systems; 
• Conversion of existing systems due to mergers, acquisitions and 

consolidations; 
• Modification of existing systems to accommodate changes such as new 

legislation or new technology; 
• Infonnation integrity requirements of specific industries such as 

banking, fmance, telecommunications, engineering, transportation, 
defense, etc. 

Because different functional areas within an organization perform these 
activities, each addresses information integrity as an isolated, unique 
challenge, even though the underlying problems are inter-related and could 
be solved more effectively through an enterprise-wide approach. 
Consequently, many organizations are paying an inordinately high price for 
the level of information integrity they are able to achieve. 

4. COSTS OF INFORMATION INTEGRITY 

Most organizations have systems and procedures to verify the integrity of 
infonnation they receive from both external and internal sources. These 
systems and procedures are usually custom-developed, unique to each 
organization and very labor-intensive. Many infonnation integrity related 
activities are performed in all parts of the organization, and thus are often 
duplicated. 

Although there are no readily available studies about the total cost of 
infonnation integrity within an enterprise, many executives and industry 
experts concur that such costs would, as a conservative estimate, range from 
1 percent to 5 percent of revenue. Effective enterprise- and industry-wide 
approaches to information integrity using standards, best practices and 
innovative technology would significantly reduce this cost. 
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5. INFORMATION INTEGRITY RISKS 

Many software vendors and information technology specialists claim 
their products and systems are not susceptible to information errors. 
However, all organizations are increasingly vulnerable to errors caused by 
information integrity failures, simply because such failures are primarily due 
to factors outside their systems and beyond their control. These exogenous 
factors include: 
• Change: organizational structure, legislation, personnel, hardware, 

software, etc.; 
• Complexity: the number and variety of components and interfaces; the 

volume and speed of information processing; 
• Communication: the risk of duplicate, missed or partial transmission or 

receipt of information; 
• Conversion: data consolidation, decomposition or transformation; 
• Corruption: accidental failures and deliberate fraud. 

When information integrity failures do occur, they can be enormously 
expensive, embarrassing and sometimes fatal. An enterprise-wide 
information integrity architecture, which minimizes an organization's 
exposure to the aforementioned exogenous factors, could effectively manage 
this risk. 

6. VALUE OF INFORMATION INTEGRITY 

Information integrity can create significant added value to organizations, 
especially those: 
• Whose primary product is information; 
• Whose core business processes are driven by information; or 
• Who use their information base to develop new products, enter new 

markets or launch other strategic initiatives. 

Organizations can realize this added value by proactively ensuring the 
integrity of the information about customers, markets, products and 
processes over a sufficient span of time. 

7. TECHNOLOGY EVOLUTION 

The rapid evolution of technology has steadily increased the impact and 
importance of information integrity, while at the same time making it 
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possible to implement sophisticated solutions for achieving infonnation 
integrity. 

Stand-alone mainframe systems, for the first time, made it possible to 
automate the validation of input data and the programming of internal 
controls to verify the integrity of the processing logic. However, the 
implementation of the validation and controls was often ad hoc, arbitrary 
and ineffective. Many systems failed or produced erroneous results, and 
therefore required frequent reruns. These failures, however, did not always 
cause serious business disruptions, because systems had enough slack in the 
batch processing "window" to allow errors to be corrected. 

The implementation of online systems for customer service shrank the 
batch processing window and made information integrity failures 
immediately visible to customers. This led to the implementation of 
automated balancing and reconciliation of the batch processing outputs. 
Despite these controls, the complexity of the online systems- and the lack of 
continuity between batch and online controls - exacerbated information 
integrity problems. 

The introduction of client/server architectures further added to the 
complexity of information systems by increasing the number of hardware I 
software components and requisite interfaces. Distributed computing also 
increased the volume and frequency of data communication, thereby 
introducing the potential for duplicate, incomplete, missing or delayed data 
transmissions. The development of data warehouses, because it entails the 
conversion and consolidation of data from many disparate systems, has also 
been fraught with information integrity issues. 

8. RECENTTRENDS 

Several recent trends in information technology and the business 
environment dramatically intensify the urgency of finding radically different 
approaches and solutions to information integrity. These include: 
• Information explosion; 
• Application integration; 
• Zero latency enterprise. 
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8.1 Information explosion 

Business, government and society are rapidly becoming information­
driven, with more and more of their functions based on information about 
customers, suppliers, employees, communities, citizens, products, capital 
and everything else. At the same time, we no longer can physically observe, 
measure or verify the name, address or other information about a customer; 
the financial capability of a supplier; or the amount of money in the bank. 
Instead, we manage our assets and deploy our resources based on the 
information we receive from our systems, databases or third-party resources. 
The Internet has dramatically multiplied the number of such third-party 
resources, as well as the amount of information available from each source. 
Since all this information is subject to the same types of errors and 
information integrity risks that were discussed earlier, we are forced to deal 
with massive amounts of information which, at best, is suspect. 

8.2 Application integration 

As organizations rapidly ramp up their presence on the World Wide Web 
and exponentially grow their e-commerce business, they quickly realize that 
their front-office systems must be integrated with both their back-office and 
distributed departmental systems. This forces them to undertake major 
application integration projects to provide straight-through processing for 
most of their mission-critical applications. These projects will reveal the 
serious information integrity deficiencies in their legacy applications and 
databases. 

8.3 Zero latency enterprise 

The net result of application integration will be to completely eliminate 
the batch cycles that have been characteristic of the information systems in 
every organization. Instead, customer's order or the supplier's invoice will be 
automatically processed the moment it is presented to the system, without 
any human intervention or verification, thus creating zero latency within the 
enterprise. Zero latency enterprises will have zero tolerance for information 
integrity errors. 

9. CONCLUSION 

Information integrity is a pervasive universal issue, which impacts 
business, government and society in profound ways in this electronic 
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information age. Today, the lmowledge and understanding about information 
integrity is rudimentary, fragmented and insufficient. Because of the lack of 
industry standards and best practices, we pay an inordinately high price for 
the current level of information integrity in our organizations. The recent 
trends in information technology and business dramatically heighten the 
seriousness and urgency of finding radical, different approaches and 
solutions for achieving information integrity. 

Information integrity has the potential for becoming a new discipline, a 
new science, even a new industry, very much like the environmental science 
and industry, which emerged as a result of society's concerns about the 
quality of air, water and the earth. 

Many of the answers to information integrity issues already exist in 
various other disciplines such as robotics, aeronautics and statistics. 
Similarly, much can be learned from the practices of other, more mature 
industries such as communication, transportation, utilities and even food. 

The emergence of the new information integrity science, technology and 
industry will require the crafting and communication of clear, compelling 
and consistent messages about the pervasive and critical nature of 
information integrity, and the formation of a coalition of academia, thought 
leaders, professionals, practitioners and organizations interested in 
information integrity. 

It will entail a broad spectrum of research, education, technology, 
standards, products and services. It is an opportunity for the champions of 
quality to make a difference. 
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Abstract: The closing session of the working conference was a panel discussion. Panel 
members were in (alphabetical order): Eric Gheur (Galaxia, Belgium), William 
List (Wm. List & Co, UK), Frank Piessens (Katholieke Universiteit Leuven, 
Belgium), Bhavani Thuraisingham (MITRE Corporation I National Science 
Foundation, USA). The panel addressed issues raised during the conference 
and worthwhile pursuing in the next event. 
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1. INTRODUCTION 

In preparing the panel session, some topics were identified where 
members from both academia and industry definitely could make a 
worthwhile contribution. The theme that we had in mind was "Integrity and 
Internal Control in Information Systems: old and new challenges". The 
outcome of this panel session is to serve as input for the next IICIS 
conference. 

To address the current problems in the area of integrity and internal 
control a number of questions were prepared. For example: 

• Has the problem become more complex because the systems for which 
we want to develop integrity and internal control methods have become 
more complex? 



198 Integrity, Internal Control and Security in Information Systems 

• Have the systems we are interested in actually become more complex, 
e.g., current banking and e-business environments? 

• Do we still have the right methods and tools to do the job? 
• What are the specific problems (regarding these new types of systems)? 
• Do we have a sufficient understanding of the systems we are always 

talking about? 
• Do existing standards help in dealing with the problems? 
• What are emerging techniques that could help solving the problem? For 

example, do data mining and knowledge discovery techniques provide 
security personnel with appropriate tools? 

• What are the systems people from industry are currently struggling with 
regarding the issue of integrity and internal control? What (new) 
achievements does academia have to offer? 

2. DISCUSSION 

Thanks to the lively and interactive presentations during the two days of 
the conference, sufficient discussion topics had already been raised during 
the days. The panel session therefore smoothly continued the discussions 
started earlier. 

One of the major issues of concern was the question how to sell integrity 
and security to management. Here, the participants and panel members 
pointed out an obvious relationship with internal control and the recent 
standards in this area, like COBIT (as explained also during the tutorial). It 
was considered helpful if the auditors in their management letters and 
statements could include integrity and security issues. But also security 
professionals should try to use at least some of the internal control language 
which management often understands better than security terminology 
because the link to business processes is closer. Another option to help 
"selling" the good cause is to coordinate with areas like data quality which 
might be more appealing to management. 

A problem encountered by vendors of security software that monitors the 
activity within the computer and its interaction with the outside world, is the 
fact that solutions embedded in software are not always accepted in a 
number of countries or in a number of organizations. The reasons for this 
can be found in social I cultural habits and/or in legal restrictions. Many 
employees find it threatening to be monitored (either literally or 
figuratively), it gives them a "big brother is watching you" feeling. If not for 
legal reasons, this is again a matter of how to sell your cause. Monitoring 
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can also be beneficial for employees in cases where their innocence can be 
proved if fraud is suspected. The question is whether monitoring can 
contribute to the integrity of data and systems or whether this technique only 
I mainly serves other purposes. 

The conclusion from the discussion about the first two topics is that 
further work needs to be done in investigating how integrity (and other 
security) solutions can be presented as an integral part of a system, business 
process or even enterprise architecture. 

Moving towards the question whether standards can help to solve the 
above problems, the discussion focussed on a few standards currently 
available. These varied from baseline controls (ISO!IEC 17799) and security 
management guidelines (ISO 13335) to software engineering standards that 
include integrity aspects (ISO 15026). Besides the discussion about well 
known problems (e.g., it takes too long to develop standards, often 
compromise which means not the best standard) there was also a clear 
consensus about the fact that there are many standardization efforts, both 
through formal standards bodies and industry fora, which very often lack 
knowledge about each others activities, let alone cooperation to draft 
standards that cover more than one (small) area. Also the combination of 
technical and non-technical standards is an issue to look into. 

Some of the questions listed in the introduction were not specifically 
addressed during the panel session, but were briefly discussed during other 
presentations. Examples of this are the questions "What are the systems 
people from industry are currently struggling with regarding the issue of 
integrity and internal control? What (new) achievements does academia have 
to offer?". In the presentation about modern banking systems for example, 
the increasing complexity of online real-time distributed banking 
applications was demonstrated and a new paradigm for controls in the 
finance and banking industry was proposed. It is a challenge for researchers 
and vendors to come up with useful solutions for this paradigm. 

3. CONCLUSION 

The panel chair concluded from the discussion during the panel session, 
the discussions during the presentations and the discussions outside the 
conference room that the work of working group 11.5 needed continuation. 
It was a general feeling that the chosen formula of different types of 
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contributions was a very rewarding one for all participants. The conference 
should take place annually rather than bi-annually. 

For the next event, submissions should be invited that address the 
questions listed in the introduction of this section. To ensure that progress is 
made in the area of integrity and internal control, it is essential to continue 
the dialogue between: 
• Disciplines: data quality, software engineering, safety critical systems, 

standards, etc.; 
• Professions: researchers, practitioners, vendors, standards developers, 

customers. 
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