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Introduction

Abstract: In order to prepare the reader for an analysis 
of human interactions with a wide variety of forms of 
robot, the introduction first explores what constitutes a 
robot. It then goes on to outline the different traditions 
of communication theory that are employed in the book’s 
analysis. Finally, it explains the structure and scope of the 
book.
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This book considers human-robot interactions as models of communica-
tion with the aim of re-evaluating the presence of otherness in commu-
nicative encounters. Its focus is therefore on finding ways to value the 
differences between communicators as opposed to regarding them as 
problems that must be overcome. This re-evaluation is difficult to achieve 
because, from its etymological roots to its metaphorical articulation in 
everyday language, communication is often linked with the accurate 
transmission of information and/or the construction and re-construc-
tion of shared social understandings (Reddy, 1979; Lakoff, 1980; Chang, 
1996; Peters, 1999). From these perspectives, successful communica-
tion is positioned as a bridge between self and other, founded on their 
commonalities and seeking to develop those commonalities further.

In terms of reconsidering the value of difference, robots are intriguing 
communicators because they appear in such a variety of forms. Robots are 
sometimes created to be as humanlike as possible, but on other occasions 
are ‘overtly other’ in design. Within the continuum between these two 
extremes some robots are animal-like, while others resemble everyday 
objects that move and respond to people and their surroundings in unex-
pected ways. Therefore, at one end of the spectrum human interactions 
with humanoid robots illustrate the effects of accepting that commonality 
is key to effective communication, as well as exposing some of the limita-
tions of this perspective. Towards the ‘other’ end of the spectrum, human 
interactions with robots that are not humanlike (or even animal-like) 
demonstrate the possibilities of communication that values difference, 
while nonetheless supporting effective collaborations between humans 
and machines. It is difficult to know how best to refer to the ‘overtly other’ 
end of the spectrum of design as a group, since broadly these robots 
cannot be defined simply as machinelike or object-like; they might not 
resemble anything familiar at all. Represented in this book are blimp-like, 
wheelchair-like, lamp-like and tank-like robots, along with one that is 
shaped like a shallow box (the iRobot Braava). For the purposes of this 
book I have therefore decided to refer to this disparate group of robots 
as ‘non-humanoid’, as a shorthand for ‘not overtly humanlike or animal-
like’, because much of the book focuses on considering the possibilities of 
communication between humans and nonhuman others.

The decision to examine communication between humans and many 
different types of robot, from humanoid to non-humanoid, was inspired 
by John Durham Peters’ suggestion that ‘[b]y exploring our strangest 
partners’ it is possible ‘to illuminate the strangeness that occurs in the 
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most familiar settings’ (1999, p. 231). An exploration of the interac-
tions between humans and robots, and the interplay of familiarity and 
strangeness within those interactions, supports this book’s argument that 
difference can be of value in communication, and collaboration, with all 
kinds of others.

Before moving on to provide an overview of the book’s parts and 
chapters, it is worth discussing briefly the origins and varied present-day 
uses of the term ‘robot’, as well as offering an overview of the categories 
of communication theory that are employed in its analyses of human-
robot interactions.

What is a robot?

The word ‘robot’ was first used in 1920 in Karel Capek’s play R. U. R. 
(Rossum’s Universal Robots), although Karel credited his brother Joseph 
as the originator of the term (Capek, 1933). The robots in R. U. R. are 
not metal machines, the construction that typifies many recent robots in 
fiction, as well as those in real life; instead, Rossum’s robots are ‘artificial 
people’, constructed from organic components (Capek, 1920/2006, p. 7). 
While their internal structure is far simpler than that of a human, exter-
nally they look very much like the human factory workers they have 
been designed to replace (Capek, 1920/2006, p. 9). The term robot has, 
therefore, been associated with humanlike form from the very begin-
ning, and the figure of the robot, which became more closely associated 
with human-shaped machines as opposed to organic artificial people, 
has become an icon for many science fiction writers, screen writers and 
film-makers.

In real-world contexts, the word robot is now used to describe a huge 
range of different forms of machine, some of which are radio-controlled, 
while others are partially or completely autonomous in their movements 
and actions. In fact, the use of the term has become so broad that it is 
difficult to define exactly what is meant when a machine is described as 
a robot. It is also very difficult to clarify, in any universally accepted way, 
what attributes or abilities differentiate a robot from any other machine.

In general, a robot might be best regarded as a machine that appears 
to have some level of agency, and therefore seems to sense and respond 
to its surroundings. This is the case for all of the robots discussed in 
this book. However, given that this is a book about communication and 
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robots, it should not be surprising that my particular interest is in robots 
that people regard as communicating with them in some way. Contrary 
to what might be assumed, a robot does not need to have a high level 
of autonomy to be regarded as a communicative partner. This is made 
particularly clear in Chapter 7, during the discussion of the relations 
between soldiers and Explosive Ordnance Disposal (EOD) robots that are 
currently almost always under the direct control of a human operator.

Stories about robots and developments in robotics are now reported 
on a regular basis, not only in technology-focused news media, but also 
in mainstream television and news publications. Even having a robot 
in the home is no longer just a technological fantasy for some people, 
although robotic vacuum cleaners are still a long way from the humanoid 
robotic helpers described in some science fiction. Robots are becoming 
more visible in workplaces as well and are sent into dangerous situations 
such as war, rescue or exploration. The use of robotic technologies is 
also increasingly directed towards providing care robots in hospitals and 
for assisted home living. In addition, robots have been introduced into 
educational environments and are encountered in public spaces, where 
they may be part of interactive art installations, or may act as inform-
ative museum and exhibition guides. As robots become more common-
place, the question of how people and robots can communicate with 
one another becomes increasingly important, whether robots simply 
encounter people in shared spaces, are required to work with them in 
teams or are positioned as their rescuers, carers or companions.

In order to explore the possibilities of human interactions with 
robots – from familiar to radically other – this book employs a range of 
communication theories to offer different perspectives on what happens 
when humans and robots meet and communicate, whether in scien-
tific laboratories, art installations or science fiction. This exploration of 
human-robot interactions also circles back and provides new ways to 
think about communication in theory and in practice, offering some 
useful ways to rethink the presence of otherness in communicative proc-
esses and systems.

What is communication?

In discussing communication, this book draws upon the seven traditions 
of communication theory identified by Robert T. Craig (1999): rhetorical, 
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concerned with all forms of discourse; semiotic, studying the use of 
signs for intersubjective mediation; phenomenological, acknowledg-
ing the experience of otherness in authentic relationships; cybernetic, 
describing communication in terms of information processing models; 
sociocultural, analysing social and cultural contexts in the production 
and reproduction of social order; sociopsychological, concentrating 
on the context of subjective reactions to expression, interaction and 
influence; and critical, concerning the development of reasonable and 
rational discourse.

These traditions of communication ‘offer distinct ways of concep-
tualizing and discussing communication problems and practices’ and 
therefore provide different lenses through which to analyse communica-
tive events (Craig, 1999, p. 120). In this book I follow Craig’s suggestion 
that it is valuable to explore the ‘dialogue’ between these theories in an 
attempt to more ‘fully engage with the ongoing practical discourse (or 
metadiscourse) about communication in society’ with a particular focus 
on questions about otherness and difference (1999, p. 120). Of course, 
a book of this length cannot hope to provide an exhaustive analysis of 
the human-robot interactions it discusses from all seven points of view, 
but all traditions play their part in what follows, with a particular focus 
on the interplay between the cybernetic, semiotic, sociocultural and 
phenomenological traditions. In addition, since the rhetorical tradition 
has ‘shifted from a focus on oratory’ (and therefore the use of spoken 
language) to cover the use of ‘every kind of symbol’ it would seem to 
have a part to play in all communication, and is not overtly mentioned 
here (Littlejohn and Foss, 2011, p. 64).

Whether communication is understood in terms of rhetorical force, 
the accurate transmission or exchange of information, gaining influ-
ence through persuasion, rational argument towards agreement or the 
adoption of shared social understandings, it is most often judged to 
rely upon and to foster similarities between communicators. However, 
thinking about communication in this way reduces one’s awareness 
of the potential of the other’s point of view and devalues the import-
ance of understanding and knowledge about the world that is different 
from one’s own. As a number of communication scholars have argued, 
taking this stance against diversity can be seen as violent to the other, 
forcing them to conform to what is judged as the norm, as opposed to 
being open to their otherness (Peters, 1999; Pinchevski, 2005). In terms 
of robot design, these understandings of communication form part of 
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the reasoning behind the drive to create humanoid robots, because it 
is assumed that human-robot interactions will be easier and will work 
better when robots are designed to be familiar, humanlike others.

The careful recognition of otherness is most clearly valued by the 
phenomenological tradition of communication theory (Peters, 1999; 
Pinchevski, 2005). Theories within this tradition are focused upon the 
development of ethical communication with the other, and therefore with 
the view that difference is an integral part of communicative processes, 
as opposed to a difficulty that must be overcome in order for successful 
communication to occur. However, the way that this tradition focuses on 
being open to otherness, while acknowledging the impossibility of ever 
completely comprehending the other, makes it very difficult to consider 
in relation to other theoretical traditions in the field. As Craig notes, 
‘[p]henomenology, from a rhetorical point of view, can seem hopelessly 
naïve or unhelpfully idealistic in approaching the practical dilemmas 
that real communicators must face’ (1999, pp. 139–140). Extending this 
observation, it seems reasonable to suggest that an appraisal of the 
phenomenological tradition as somewhat naive and idealistic might be 
shared more generally from the perspective of all other communication 
traditions that focus upon success, whether in terms of passing informa-
tion accurately, influencing others or creating social cohesion.

It is also noticeable that scholars who write about the phenomeno-
logical tradition tend to use emotive examples to illustrate the call of the 
other from a position of need. This strategy emphasises that the self is in a 
position of responsibility, having a choice over whether to take an ethical 
stance towards the other (Levinas, 1969, p. 251; Lingis, 1994, p. 12; Smith, 
1997, p. 332). These discussions of communication are therefore distanced 
from the more usual everyday concerns of communicators. In contrast, 
although they are easily placed as others, the robots discussed in this 
book are not emotive in the same sense as a sick child, for example. In 
addition, although these robots in themselves are not everyday objects, 
examples of their communication with humans are clearly positioned 
within this space. Thus, the use of robot illustrations offers various 
ways to draw out phenomenological concerns, in particular relating to 
responsibility and respect, within contexts describing communication 
that might take place as part of everyday life. An analysis of the phenom-
enological tradition through human-robot examples therefore opens up 
ways to value phenomenological ideas alongside more familiar, or trad-
itional, conceptions of communication in those situations.
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Craig also argues that ‘from a phenomenological point of view’, the 
rhetorical tradition, and given the contention that it underlies other 
theories I would also suggest many other traditions, ‘can seem unduly 
cynical or pessimistic about the potential for authentic human contact’ 
(1999, p. 140). Amit Pinchevski’s work in particular can be associated 
with such a phenomenological perspective, since it suggests not only that 
traditional communication theory suffers from a ‘conceptual blindness’ 
to otherness, but also that, as a result, it is overtly violent to the other 
(2005, pp. 29–62). Craig notes that ‘[w]hen rhetoric and phenomenology 
are combined, the result is typically an antirhetorical rhetoric in which 
persuasion and strategic action are replaced by dialogue and openness to 
the other’; or, sometimes ‘a hermeneutical rhetoric in which the roles of 
theory and method in communicative practice are downplayed’ (1999, 
p. 140). In this book, I do not generally attempt to combine theories, but 
rather analyse human-robot interactions from a number of perspec-
tives. This approach helps to draw out the broader possibilities of each 
communicative situation, by considering communicators, their relation-
ships and the communication systems of which they are a part, in ways 
that preserve otherness and difference, even while acknowledging the 
partial connection that develops between human and robot.

It is the non-humanoid robots discussed in Part II, with their overtly 
recognisable differences from humans, that are particularly helpful in 
moving phenomenological ideas away from contexts stressing human 
need, and towards a more general sense of the importance of otherness 
in encounters. In particular, robots that are created as part of art instal-
lations can be understood to push the boundary of what constitutes 
communication. Such robots are designed in part to entertain visitors, 
but they also raise questions relating to the possibilities of encounters 
with very different and unexpected others. There is less of a sense that 
such machines must communicate clearly and directly with their visitors, 
combined with more openness to the expectation that different people 
might interpret the robots in very different ways from one another. In 
the context of art installations there is therefore an understanding that 
the wide range of reactions non-humanoid robots might provoke is 
desirable.

The perspective on communication in this book regards both verbal 
and nonverbal communications as being equally worthy of attention. In 
addition, while viewing communication in terms of discrete moments 
or static processes can be valuable, considering dynamic systems of 
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communication offers new ways to explore what happens during inter-
actions. Regarding communication as a dynamic process of overlapping 
interchange is particularly relevant when thinking about nonverbal 
communication channels and the way that partial understandings 
develop between communicators (as opposed to the level of complete 
comprehension favoured by traditional theory with its goal of increasing 
what communicators have in common). A sense of partial understanding 
is supported by the recognition that aspects of a non-humanoid other 
can be read by comparison with past experiences of human or animal 
interactions, while also acknowledging the importance of the alterity 
of the machine. Partial understanding can therefore be linked with the 
ideas of tempered anthropomorphism and zoomorphism set out in the 
later chapters of this book. Thinking about dynamic systems of commu-
nication also leads to the consideration of communication over time, 
the importance of history and backstory as well as the value of shared 
experience gained when communicators train, learn and work together.

Structure and scope

This book is divided into three parts, the first of which contains two 
chapters and provides an overview of how communication is framed in 
relation to humanoid robots, as well as the possibilities of communica-
tion between humans and animals. In Chapter 1, the pursuit of human-
like form is analysed in both fictional and real-life contexts. Amongst 
other justifications, people committed to building humanoid robots 
argue that these robots are best suited to work in human environments 
and to communicate with humans. Two paths in humanoid robot design 
are considered, but both involve understandings of communication that 
value commonality over difference. This chapter draws on critiques of 
the pursuit of sameness found in the work of communication scholars, 
which is not much discussed in robotics, to destabilise the assumption 
that humanlike form is the best form for communicative robots.

Chapter 2 pauses the book’s consideration of robots to explore human-
animal communication, since nonhuman animals are an important part 
of many people’s lives, acting for some not only as companions but also 
as co-workers. Human-animal communication is described in various, 
often idealised, ways in fiction, but in real-life situations an analysis of 
human-dog communication demonstrates the importance of attending 
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to the smallest of nonverbal signs over periods of dynamic communica-
tion. This chapter highlights the possibilities for humans and animals, in 
particular dogs, to work together in teams, employing their specific skills 
to allow the team to perform tasks that neither human nor dog could 
complete alone. The ideas about communication developed in this chap-
ter, which demonstrate how communication does occur in the presence 
of overt otherness, support the possibilities of human interactions with 
non-humanoid robots. A brief appraisal of the design and development 
of animal-like robots is included at the end of the chapter.

Part II contains three chapters, which provide a progressive exploration 
of human interactions with non-humanoid robots from initial meetings 
to prolonged engagement in a working team. Chapter 3 concentrates 
on theorising the encounter between human and robot, identifying 
moments when communication occurs, often using nonverbal commu-
nication channels at least initially. The chapter discusses two versions 
of the Autonomous Light Air Vessels (ALAVs) art installation, within 
which blimp-like robots interact with one another and with visitors. This 
chapter extends Levinas’ conception of self-other encounters to consider 
nonhumans, including robots, in order to emphasise how communica-
tion can be understood to draw the self and the other into proximity 
while retaining the differences between them.

In Chapter 4, the discussion moves beyond the initial encounter, to 
consider how dynamic interactions support communication with robots 
where those communications are also framed by a backstory. In this 
chapter the focus is on how interactions can be understood in terms 
of both dialogue and overlapping continuous systems of interchange. 
Levinas’ theory is further extended in this chapter, to highlight the inter-
ruptions in being and in saying that occur during interactions with Fish 
and Bird, the wheelchair-like robots discussed throughout the chapter.

Finally, Chapter 5 considers what happens when humans and robots 
learn to complete tasks together as a team. In particular, the chapter 
considers human interactions with AUR, the robotic desk lamp. In this 
example, elements of verbal and nonverbal communication are combined 
in a dynamic communication that involves paying attention to each 
other as well as to the task at hand. The chapter considers communica-
tion with AUR in terms of the companion species relation proposed by 
Donna Haraway, which was discussed in relation to human-dog agility 
teams in Chapter 2.



 Robots and Communication

DOI: 10.1057/9781137468376.0004

The two chapters in Part III draw together some of the overarch-
ing ideas of the book. Chapter 6 considers the implications of human 
communication with nonhuman others for the categories human, 
animal and machine. This chapter argues that, while the boundaries 
between these types of being are becoming increasingly blurred, they are 
nevertheless still meaningful. The chapter goes on to consider ways of 
assigning agency to nonhuman others on the basis of their activity in 
situations, while also recognising the difference between human activ-
ities and nonhuman activities.

Chapter 7 concentrates on exploring some ideas about the relationship 
between individuals and systems in thinking about communication. The 
chapter discusses long-term interactions with robots outside of labora-
tories and art installations, identifying the value of respect and trust in 
collaborative partnerships with robots. This is developed into a consid-
eration of how responsibility is shared across collaborative teams, even 
when the team members are in an asymmetrical relationship.

Finally, the short conclusion to this book explains the basis for its 
somewhat eclectic analysis, which uses a range of traditions of commu-
nication theory, as well as considering the overarching conceptions of 
discrete state and dynamic systems methodologies.
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Part I
From Data to Dogs
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1
Designing Robots to 
Communicate with Humans

Abstract: In Chapter 1, the pursuit of humanlike form 
is analysed in both fictional and real-life contexts. 
Amongst other justifications, people committed to building 
humanoid robots argue that these robots are best suited 
to work in human environments and to communicate 
with humans. Two paths in humanoid robot design 
are considered, but both involve understandings of 
communication that value commonality over difference. 
This chapter draws on the critiques of the pursuit of 
sameness found in the work of communication scholars, 
which is not much discussed in robotics, to destabilise 
the assumption that humanlike form is the best form for 
communicative robots.

Sandry, Eleanor. Robots and Communication. Basingstoke: 
Palgrave Macmillan, 2015. doi: 10.1057/9781137468376.0006.
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When designing robots to communicate with humans, roboticists draw 
on a number of different arguments for pursuing a level of human like-
ness in their designs. Some of these arguments are based on assumptions 
relating to the practical issues of making a machine that can operate 
in human-tailored environments. However, for some robots a further 
concern is to make the robot communicate in familiar humanlike ways. 
Achieving this design goal is not easy, but the goal itself is strongly 
reinforced by the widely accepted understanding that communication is 
based on what communicators have in common, with its success being 
related to increasing that commonality further. Though not discussed 
much in the field of robotics, communication theorists have critiqued 
the pursuit of commonality, and their arguments are explored in this 
chapter as a way to question the idea that humanlike form is the best 
path to adopt when creating communicative robots that might also be 
able to collaborate and work with people.

Science fiction origins

As was discussed in the Introduction, the word robot was used for the 
first time in Capek’s play R. U. R. to refer to artificially created entities 
made from organic components and described as almost indistinguish-
able from humans. When staging the play, the robots are played by 
human actors who follow Capek’s stage directions by making the robots 
appear ‘slightly mechanical in their speech and movements, blank of 
expression, fixed in their gaze’ (1920/2006, p. 5). The portrayal of the 
robot characters emphasises that they have no emotions or feelings, not 
even sensing pain in the early stages of the play’s narrative. In spite of 
their rather staid behaviour, Rossum’s robots still retain their humanlike 
abilities to act upon and respond to spoken orders and gestures, as well as 
being able to read written instructions. The original robots are therefore 
presented as the ultimate workers, easily instructed and able to perform 
all manual tasks that are asked of them without ever complaining.

The humanlike form of Rossum’s robots not only explains the ease 
with which they can replace human workers in human-tailored environ-
ments within the play, but also supports Capek’s use of them as figures 
that highlight the social and cultural divisions between factory workers 
and the privileged ruling class in his own society (Philmus, 2005, p. 103). 
The name robot, derived from the word ‘robota’ meaning ‘forced labour’ 
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in Czech, positions these emotionless artificial beings as the servants or 
slaves of humankind and emphasises Capek’s message that ‘the industrial 
system treated human labourers as though they were machines’ (Disch, 
1998, pp. 8–9).

After this early introduction, the robot went on to become a famil-
iar icon in science fiction, although more often made of metal than 
organic material. Narratives continued to concern robots as workers and 
perpetuated the assumption that humanlike form would enable robots to 
carry out what were once human tasks effectively, as well as supporting 
easy communication with people. This is notably the case in the fictional 
work and speculative essays of Isaac Asimov, a scientist and writer whose 
conception of robots and robotics remains influential today. Although 
Asimov did write a number of stories about  non-humanoid robots, an 
example being the robotic cars in the short story ‘Sally’ (1953/1995, pp. 
19–40), he was fascinated by the idea of making machines in human 
form. In his nonfiction essay, ‘The Friends We Make’, Asimov explains 
that his narratives are concerned largely with the human desire for a 
servant of a similar level of intelligence, a worker who is tireless, strong, 
contented and never bored (1977/1990).

In spite of the differences in their construction, there are clear simi-
larities between Asimov’s mechanical robot characters and the fictional 
Rossum’s artificial humans. In Asimov’s opinion, as in Rossum’s, human-
like form and an average-sized body is an essential attribute to enable 
a robot to operate as an effective worker in an environment already 
tailored to humans (Asimov, 1977/1990, pp. 417–419; Capek, 1920/2006, 
p. 12). It is worth remembering that Capek’s play dates from 1920, and 
Asimov originally wrote his essay in 1977, which may explain why the 
idea of making human environments and workplaces more accessible 
to all human individuals including, for example, those people using 
wheelchairs, was not considered significant by either author. In contrast, 
present-day requirements to address accessibility concerns for humans 
also allow wheeled or tracked robots to access those spaces more easily.

Humanoid robots in real life

In spite of the increased accessibility of present-day workplaces, Asimov’s 
conception of robots as humanoid machines constructed from inorganic 
materials, and the idea that their humanlike form lends itself to working 
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in human environments, is mirrored in the creation of real-life robots 
and discussions about their designs. For example, the design and size 
of Honda’s bipedal walking machine, ASIMO, is understood ‘to allow it 
to operate freely in the human living space’, so that it can ‘operate light 
switches and door knobs, and work at tables and work benches’, while 
also making it ‘people-friendly’ (Honda, 2007, p. 15). The development 
of ASIMO has taken over a decade, and most of that time has been 
spent trying to perfect its walking, running and stair-climbing abilities. 
Publicity information regarding ASIMO suggests that its design enables 
it to work freely in unmodified human workplaces and homes. However, 
its ability to operate in constantly changing real-life environments is still 
fragile, and while Honda’s websites contain videos of ASIMO’s successes, 
a number of amateur videos on the Internet record some of the moments 
when ASIMO has experienced difficulties, including, for example, falling 
on stairs.

Towards the end of his essay, Asimov says that if people are to accept 
‘thinking partners – or, at the least, thinking servants – in the form of 
machines’ it is likely that they ‘will be more comfortable with them’ 
and ‘will relate to them more easily, if they are shaped like humans’ 
(1977/1990, p. 419). He extends this concept even further, as he consid-
ers the possibility of humans living more closely with robots, suggesting 
that ‘[i]t will be easier to be friends with human-shaped robots than 
with specialized machines of unrecognizable shape’ (Asimov, 1977/1990, 
p. 419). This appraisal is supported by the way that ASIMO’s designers 
express their desire to make a robot that is people-friendly. It is clear 
that both Asimov and present-day designers of robots base the drive to 
make humanoid robots on factors that relate more closely to concerns of 
sociability, and the need to make robots more personable, than simply 
enabling them to work in human physical environments. In the course 
of this development, a rather uncomfortable juxtaposition between the 
idea of ‘robots as servants’ and ‘robots as friends’ arises, exacerbated by 
the origin of the term robot with Capek’s concerns regarding factory 
workers and the idea of forced labour. These incompatible perspectives 
are still present in many discussions of present-day robot designs.

The idea that ASIMO needs somehow to seem friendly results in the 
way that this robot is designed to be slightly smaller than the average 
adult human and thus nonthreatening and also underlies the expressive-
ness of its communication. While ASIMO’s designers have in the main 
concentrated their efforts on solving the problems of bipedal movement, 
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they have also made ASIMO an adept mimic of many human hand and 
arm movements. ASIMO waves at people and shakes their hands, demon-
strating how its humanlike form has been tailored towards supporting 
friendly communication with humans, as well as enabling its movement 
around the world. Although ASIMO’s hand and arm movements show a 
tremendous potential for emotional expressiveness they are not overtly 
used to express emotional content. Indeed, there is no discussion of 
emotion as important in ASIMO’s character on the Honda website, and 
in all versions its ‘face’ has remained immovable and partially obscured 
by a tinted visor. Therefore, although ASIMO may say things that contain 
some emotional content, its overall design demonstrates the idea that 
the expression of emotions is not that important to the operation of the 
robot or its interactions with humans.

Emotional robots

This raises the question of whether robots can, or should, express 
humanlike emotions in their communication with people. Even in 
Capek’s play, the relationship between the conception of the robot, and 
the potential for its ability to feel, or to express emotions, was compli-
cated. As the narrative of R. U. R. progresses, the robots are given the 
ability to sense pain, framed as a practical design decision in order to 
help them avoid damaging their fragile organic bodies as they work. 
However, towards the end of the play a range of emotions begin to 
emerge in the robot characters and, although the details are left rather 
unclear, it does transpire that a few robots were built with a ‘level of 
irritability’ as a way of ‘making them into people’ (Capek, 1920/2006, 
pp. 61–62). Unfortunately, while the robots’ human designers may have 
meant to create more friendly robots, in the conclusion to R. U. R. the 
robots rebel against their human masters and it is their ability to relate 
to one another emotionally that allows the robots to survive and replace 
humanity in the world.

Asimov’s fictional descriptions sometimes imbue robots with under-
lying feelings, although they often have difficulty expressing them as 
emotions to others. In ‘The Bicentennial Man’, for example, Asimov 
describes the robot Andrew’s feelings as hidden because of the ‘smooth 
blankness’ of his face for much of the narrative (1976/1990, p. 245). It 
is only at the end of this short story that Asimov integrates Andrew’s 



Designing Robots to Communicate with Humans

DOI: 10.1057/9781137468376.0006

inner feelings with his expressions when upgrades to the robot’s face 
make its features mobile, allowing the robot to smile (1976/1990, p. 290). 
It would seem that though Asimov’s speculative essay ‘The Friends We 
Make’ does not overtly value the ability of robots to express emotions in 
their communication with people, in spite of positioning them as poten-
tial friends, his stories constantly question this idea. ‘The Bicentennial 
Man’, in particular, positions emotional expression in terms of body 
movement, tone of voice and facial expression as an important part of 
human-robot relations and communication.

The narratives of R. U. R. and ‘The Bicentennial Man’ highlight a diffi-
cult relationship between the robot as a constructed being, its ability 
to express emotions and its capacity to feel. The way that robots move, 
communicate and complete tasks places them as ‘thinking’ and also 
potentially as somewhat ‘alive’ but, as Turkle has noted is the case for 
computers (2005, p. 63), early in both stories humans are identified as 
unique because they have ‘an emotional life’ that robots lack. By the end 
of Capek’s play and Asimov’s short story this distinction is dissolved, the 
emotional development of Rossum’s robots being driven by a human 
desire to make the robots more like people, whereas many of the changes 
to Andrew are chosen by the robot himself. In both cases, the robots are 
described as more richly communicative as a consequence.

It may therefore be unsurprising that some roboticists set aside the 
problems of perfecting bipedal movement to focus instead on maximis-
ing the expressiveness of the robot’s face. Broadly, there are two different 
paths that these designs follow. The first leads to the creation of humanlike 
robotic faces that are virtually indistinguishable from humans, bringing 
Capek’s artificial humans to mind. The second involves the creation of 
robots that operate more like caricatures of humans, a development path 
discussed later in this chapter. In terms of realistic-looking humanlike 
heads, the Japanese roboticist Hiroshi Ishiguro is famous for creating 
his own robot double, whereas David Hanson has created robotic heads 
that are accurate representations of Phillip K. Dick and Albert Einstein, 
as well as generic humanoids like Jules, built for the Bristol Robotics 
Laboratory (BRL) in the United Kingdom. Hanson explains that his aim 
is ‘to model the behavior and movements of people in robots that act 
and react virtually indistinguishably from their human counterparts’ 
(Hanson Robotics Website). For both Ishiguro and Hanson, the design 
of robots that communicate using human language and humanlike facial 
expressions is key.
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Whether they have been designed to move in humanlike ways, or with 
humanlike expressive faces, very few real-life humanoid robots are suffi-
ciently flexible and robust in their operation to enable their introduc-
tion into everyday situations. A few robots have entered the workplace, 
versions of Saya (a seated robot with a humanlike face) having worked as 
a receptionist, school teacher and greeting guests in a Tokyo retail store 
(Hornyak, 2009). ASIMO has also recently been trialled as a museum 
guide, although not entirely successfully (Hornyak, 2013). However, most 
humanoid robots are still found in laboratories and other spaces where 
people’s interactions with them are carefully framed and controlled. It is 
therefore only in fiction that this type of humanlike robot has reached a 
level of sophistication that enables a more complete interrogation of the 
perceived benefits of such designs. In particular, Lieutenant Commander 
Data, the android officer in the television series Star Trek: The Next 
Generation (ST:TNG) and related films, provides a paradigmatic example 
of one possible future of this pathway in humanoid robotics.

Communicating with Data

Data is portrayed as a highly sophisticated humanoid machine, able to 
gesture and move in more humanlike ways than ASIMO, with a face that 
is capable of mimicking human expressions even more precisely than 
that of Jules. As his name suggests, Data is best regarded as a techno-
logically advanced, embodied computer system. This robot’s ‘brain’ is 
shown as composed of silicon chips and other electronic components, 
and he runs self-diagnostic programs when he feels there may be an 
error in his circuitry.

In terms of his appearance, Data is very humanlike indeed, although 
the makers of ST:TNG have defined some physical anomalies, such as his 
rather unusual eye colour and the metallic sheen to his skin, the latter 
being particularly noticeable in the first series. In addition, Data has 
some quirks in his behaviour that set him apart; for example, he rarely 
uses verbal contractions, saying ‘is not’ instead of ‘isn’t’. The difference 
between Data and humans most explored in many of the storylines is 
his lack of emotion, or more correctly the underlying feelings associ-
ated with emotional responses. Again, the discussion of Data’s feelings 
resonates with Turkle’s appraisal of the ‘emotional life’ that computers 
are understood to lack (2005, p. 63). However, Data, as an embodied 
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computer with a humanlike face and body, is able to express the appro-
priate human emotional responses to different situations, although his 
inability to experience the related feelings continues to set him apart 
from the other crew members of the Enterprise.

For many of ST:TNG’s storylines, it is important that Data is almost 
indistinguishable from humans, while also remaining somewhat other-
than-human in appearance, behaviour and ability. This subtle difference 
results in occasions when human characters are shown forgetting 
that Data is different from them in various ways. For example, in one 
episode Commander Riker makes several unsuccessful attempts to open 
a jammed door, before eventually stepping aside to allow Data, with 
his superior strength, to open the same door with ease (‘Hide and Q’, 
ST:TNG, Season 1, Episode 9). In addition, Data’s human appearance and 
expressive face means that he often has to remind other characters that 
he does not have any feelings to hurt. In spite of Data’s differences from 
humans, he experiences very few difficulties communicating with, work-
ing amongst and being accepted by the human, and humanoid alien, 
members of the ship’s crew. Eventually, with the help of the ‘emotion 
chip’, Data is able to feel the effects of his emotions, a development that 
is portrayed as fraught with difficulty in its early stages as he learns to 
control the feelings that threaten to overwhelm his ability to function.

Most of Data’s responsibilities in Star Fleet are concerned with research, 
information retrieval, processing and analysis, as might be expected in 
his role as Science Officer. An important part of such work, as is true for 
human scientists, is the ability to communicate results and conclusions 
to others. In general, Data seems to have few problems in this respect, 
although he is often unusually precise in what he says, using a systematic 
approach in his interactions and showing a particular concern to provide 
detailed and accurate information. The portrayal of his communicative 
acts stresses the importance of factual information, logic and objective 
rational argument. Data’s communication style can therefore be analysed 
from the perspective of cybernetic and semiotic traditions of theory, 
which focus upon the accurate transmission or exchange of information, 
supported by precision coding and decoding in language.

The cybernetic tradition has its foundations in the work of scholars 
such as Claude Shannon and Warren Weaver (1948), Norbert Wiener 
(1948) and Alan Turing (1950), being drawn out of and feeding back into 
research into systems and information science, artificial intelligence and 
cognitive theory. The driving philosophical assumptions behind this 
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tradition are concerned with materialism, rationalism and functional-
ism, the result being theories that regard all communication in terms 
of information processing and exchange within systems (Craig, 1999, 
p. 141). Of course, Data’s construction as an embodied computer system 
serves to link his design with cybernetic theory, and with what is known 
as the cybernetic tradition of communication, even more closely.

As Craig notes, the cybernetic tradition shares some common ground 
with the other communication traditions he identifies, including the 
semiotic tradition. For Craig, this similarity is based on the way that 
semiotics collapses ‘human agency into underlying or overarching 
symbol-processing systems’ (1999, p. 141, citing Cherry, 1966; Eco, 1976; 
Wilden 1972). A similar link, between semiotic communication as a 
means to ‘purge semantic dissonance’ and cybernetic communication as 
a process of ‘information exchange’, is also made by Peters (1999, pp. 12 
and 24). However, in order to explain how human communication as 
a process of information transfer or exchange actually takes place, it is 
useful to interweave semiotic and cybernetic theories of human commu-
nication even more closely than suggested by Craig or Peters. Semiotic 
theory describes human communication in terms of the use of particu-
lar signs whose meaning is shared between communicators. It can 
therefore be argued that it is semiotics, in particular the combination 
of signs that have precise intersubjective meanings in language, which 
enables information to be coded and decoded as part of a cybernetic 
process of information transmission or exchange. In discussing human 
communication, in particular communication with Data, a sophisticated 
humanlike machine, it may therefore be useful to identify a combined 
cybernetic-semiotic theory at work.

When communication is understood as this type of cybernetic-
semiotic process, judging the success of communication becomes closely 
linked with measuring the accuracy in transferring meaning from one 
interlocutor to the other. Success in these terms therefore depends on 
the clarity of the information itself, the quality of its coding using inter-
subjective signs and the reduction of extraneous information, referred to 
as ‘noise’ in cybernetic theory. For some roboticists the development of 
humanoid robots, though complex and difficult, is therefore justified as 
a means of reducing the level of difference between humans and robots. 
The assumption is that this reduction of difference is of paramount 
importance in supporting more successful human-robot communication 
by enabling the use of familiar human codes or signs, including facial 
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expressions and body movements. In spite of this, from the perspective 
of the semiotic tradition, even the ultimate humanoid robot, Data, shares 
the same problems with developing and using intersubjective signs as 
any human. ST:TNG storylines nevertheless position Data as a particu-
larly formidable communicator, because he can learn any new language 
for which the grammatical rules and vocabulary are available.

Data’s ability to collate, analyse and disseminate many different kinds 
of information accurately in familiar humanlike ways can therefore be 
understood to make him a near-perfect human-computer interface 
from the perspective of this cybernetic-semiotic model of communi-
cation. Data is positioned differently from Capek’s robots, rather than 
being placed as a worker or a slave; his lack of emotion identifies him 
as the ultimate rational thinker and communicator within Star Fleet, an 
organisation for which these attributes are key. This is made particularly 
clear when Captain Picard, who strives to be a rational and unemo-
tional commander, remarks that he wishes that he and the rest of the 
crew ‘were all so well-balanced’ as Data (‘Datalore’, ST:TNG, Season 1, 
Episode 12). For Picard, as well as the cybernetic-semiotic perspective 
identified above, emotions are clearly a form of ‘noise’, to be reduced as 
far as possible in order for successful information exchange to occur.

The concentration on the importance of rational thinking and reason 
over anything else in Data’s communication also opens his communi-
cation to analysis from the critical tradition of communication theory. 
Theories within this tradition are concerned with identifying ‘[a]uthentic 
communication’, suggesting that communication should have ‘a built-in 
telos towards articulating, questioning, and transcending presuppositions 
that are judged to be untrue, dishonest or unjust’ (Craig, 1999, p. 147). This 
sober view of communication as reasonable, productive discourse that 
results in coordinated action is linked with the work of Jürgen Habermas 
and his argument that only rational discourse can result in meaningful 
consensus (Habermas, 1987). Although decisions on the Enterprise may 
ultimately be the responsibility of Captain Picard, in regularly seeking the 
advice of his officers the importance of rational discourse, and in particu-
lar Data’s role within this discourse, is also evident within the narratives.

Data’s precision, and tendency to rely on reason as opposed to 
emotion, can be understood to produce a form of human language 
that has to an extent been ‘machine coded’ and therefore is fully sepa-
rated from any underlying human feelings. However, Data’s abilities 
still lead Craig to draw the conclusion that, from the perspective of 



 Robots and Communication

DOI: 10.1057/9781137468376.0006

the cybernetic, and I would argue also a cybernetic-semiotic tradition 
as well as the critical tradition, Data ‘might be truly the most “human” 
member of the Enterprise crew’, even in the absence of humanlike feel-
ings (1999, p. 141). Thinking of Data in this way therefore validates 
the importance of reason, mind and language over emotion, body 
and nonverbal expression in humans for some perspectives on human 
communication. It also draws attention to the way that what is quite 
possibly Data’s most important difference from humans – his lack of 
feelings – becomes the very aspect of his personality and communica-
tion style that makes him not only ‘most “human” ’ but also the ultim-
ate communicator (Craig, 1999, p. 141), at least within the context of 
his position in Star Fleet.

Avoiding the ‘uncanny valley’

While Data is accepted by the crew of the Enterprise, and by many of 
the other humans and aliens that they meet, the same is not yet true of 
robots that have been designed to look as much like humans as possible 
in real life. For example, Jules remains a somewhat problematic human-
oid, unnerving to catch sight of on a desk in the laboratory as I can 
personally attest having met Jules at the BRL. Having shown the video 
footage of Jules to a number of people, it is clear to me that this robot 
provokes a range of reactions. Some people are very impressed by the 
robot’s facial expressions, but the majority are uncomfortable with the 
thought of spending time with Jules ‘in person’.

The discomfort felt in the presence of robots such as Jules may be 
explained by the concept of the ‘uncanny valley’, a theory developed by 
roboticist Masahiro Mori that owes much to Sigmund Freud’s defin-
ition of the uncanny as ‘that class of the terrifying which leads back to 
something long known to us, once very familiar’ (Freud, 1919/2004, 
p. 76). The theory is usually illustrated by a graph, which shows that 
as human likeness increases so does familiarity, up to a sharp drop-
off point where a still doll is suddenly perceived as corpselike and a 
moving robot as zombielike (Mori, 1970). Mori’s theory is considered by 
some to be particularly important in robot design, the effect being more 
pronounced for robots than for dolls. The prediction of this theory 
therefore is that a very humanlike robot such as Jules, because it still 
has small flaws in its appearance or behaviour that give it away, will be 
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perceived by humans as eerily unpleasant, rather than attractive and 
interesting.

Only some researchers accept Mori’s theory; others argue that there is 
as much evidence against the hypothesis as can be cited in its support. 
Indeed, Hanson, in justifying his design decision for Jules and other 
similarly humanlike robots, has proposed an alternative theory he calls 
the Path of Engagement (POE). Hanson argues that ‘any level of realism 
can be socially engaging if one designs the aesthetic well’ such that ‘the 
illusion of life can be created and maintained’ thereby mitigating ‘the 
uncanny effects’ (2006, p. 19). For Hanson then the problem is simply 
that Jules is not yet designed in such a way that the robot’s aesthetic value 
consistently supports a valid POE, something which I am sure he would 
argue could be overcome in future designs.

However, while Hanson has no qualms about creating lifelike robots 
such as Jules, other roboticists have chosen instead to create robots in 
ways designed to avoid Mori’s ‘uncanny valley’ completely. Cynthia 
Breazeal’s robot, Kismet, for example, is clearly a machine, but nonethe-
less is able to mimic humanlike facial expressions (Figure 1.1). As such, 
Kismet demonstrates the possibilities offered by an alternative to realistic 
humanoid robot design, within which a cartoon-like face with stylised 
features is used to produce exaggerated humanlike expressions. Kismet 
presents as a table-top robotic head and neck with no body attached, as 
does Jules. However, the responses of human participants in videos of 
experiments with Kismet would seem to indicate that this robot does 
not produce an uncanny effect (Kismet Videos).

Communicating with Kismet

Kismet is sometimes referred to as a ‘robotic creature’, but is nonethe-
less most often positioned as a humanoid robot (Breazeal, 2002a, pp. 51 
and 60). This is emphasised when Breazeal states that as a ‘sociable robot’ 
Kismet should be ‘socially intelligent in a humanlike way’ such that 
‘interacting with it is like interacting with another person’ (2002a, p. 1). 
The highest goal for such robots is therefore that ‘they could befriend us, 
as we could them’ (Breazeal, 2002a, p. 1). She argues that since ‘human-
oid robots share a similar morphology with humans’ they might well be 
‘capable of receiving, interpreting and reciprocating familiar social cues 
in the natural communication modalities of humans’, and her research 
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figure 1.1 Kismet
Source: Courtesy of Sam Ogden, photographer.

has been designed to investigate this idea (Breazeal, 2002b, p. 883). The 
similarities between Breazeal’s goals for her robots and Hanson’s, quoted 
earlier in this chapter, are therefore striking. In particular, both have a 
focus on building robots that are socially intelligent in such a way as to 
support friendships with humans.

Both of these streams of research, one producing near-realistic human-
oid robots and the other producing robots with caricatures of human 
faces, are no longer simply concerned with enabling robots to operate 
in a physical world tailored for humans. Instead, the designs are based 
on the assumption that sharing humanlike expressions of emotion is 
essential to support human-robot sociability, which itself is linked with 
the perceived need to make robots that are able to communicate with 
humans in ways that are more subtle and emotionally aware.
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However, while they aim to produce similar results in terms of soci-
ability, the efforts of the design teams for Jules and Kismet have been 
differently focused. As mentioned earlier, in designing Jules, appearance 
has been of prime importance, and facial expressiveness helps to make 
this robot look as humanlike as possible. In contrast, Kismet’s designers 
have simplified the task of producing expressions somewhat through the 
use of the cartoon-like face and have therefore been able to concentrate 
their efforts on programming Kismet to perceive the emotions of humans 
in conversation as well as responding in kind. Breazeal clarifies that her 
research focus in building Kismet was ‘to explore dynamic, expressive, 
pre-linguistic, and relatively unconstrained face-to-face social inter-
action between a human and an anthropomorphic robot’ (2002b, p. 883). 
She is therefore particularly interested in the passing of affective content 
via the prosodic cues contained in speech (tone, rhythm and intensity) 
and also using humanlike facial expressions.

In spite of the move away from creating a robot capable of producing 
well-developed human language, Breazeal’s work still promotes the sense 
that the robot takes part in turn-taking dialogues. Kismet ‘babbles’ its 
turn, in the same way as a baby or a small child might (Breazeal, 2002b, 
pp. 884 and 892). This robot’s design is therefore no longer based solely 
on the idea that a robot must be able to communicate effectively in 
cybernetic-semiotic terms, as was the case with Data. Instead, Kismet, as 
‘a sociable robot’ (Breazeal, 2002, p. 1), may be better analysed in terms 
of theory that is concerned with social effects, whether individual or 
cultural, and therefore the sociopsychological and sociocultural tradi-
tions of communication.

Craig describes the sociopsychological tradition as theorising commu-
nication in terms of ‘a process of expression, interaction, and influence’ 
(Craig, 1999, p. 143, italics in the original). For example, within this trad-
ition, Lasswell (1948) models communication as a process about which 
researchers should be asking: ‘Who? Says what? In which channel? To 
whom? With what effect?’. This understanding has much in common 
with cybernetic theories for which communication is a process of infor-
mation transfer between a source and a receiver. The link is particularly 
clear when considering the ‘hypodermic needle’ theory of David Berlo, 
and also Wilbur Schramm’s ‘magic bullet’ theory, both of which described 
the media as a source of communication, which was able to influence 
and alter the behaviour of individuals in an audience with ease. However, 
as Lasswell’s description suggests, more recent thinking separates 
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sociopsychological and cybernetic-semiotic ideas by involving a more 
careful analysis of how exactly successful communication is supported.

In the main, the differences between the theories are concerned with 
the question of effect. Sociopsychological theory suggests that the recep-
tion of any message, and therefore its effect on the receiver, is mediated 
by psychological predispositions such as attitudes and beliefs, as well as 
the receiver’s current emotional state. Thus the semiotic precision of the 
message and the reduction of extraneous noise are no longer enough 
to ensure successful communication. Instead, from a sociopsychologi-
cal perspective the success of communication is also dependent on the 
message’s ability to influence the receiver given their past experience and 
current state.

Data, whose communication focuses on cybernetic-semiotic excel-
lence, demonstrates some ability to read social cues from others, but his 
reactions are shown as rather limited. In addition, while Jules might one 
day be regarded as a sociopsychological communicator, his current ability 
to read the communication of others for emotional content would seem 
to be restricted. It is therefore Kismet’s design that most clearly draws on 
sociopsychological theory, acknowledging the importance of individual 
personalities, and the value of making an attempt to read the emotional 
cues of others as a vital aspect of communication before providing an 
appropriate emotional expression of one’s own in response.

Unlike Jules, for Kismet, as a caricature of a human face, the problem 
of producing natural humanlike expressions is removed. The nature of 
Kismet’s face means that humans interacting with it do not expect its 
expressions to be subtly nuanced or exactly like their own. However, 
Kismet is nonetheless perceived as needing to produce clearly recognis-
able humanlike expressions based on what is the most commonly iden-
tified set of ‘basic’ emotions: happiness, sadness, anger, fear, disgust and 
surprise, with the addition of a seventh, resting or neutral expression, 
for Kismet. This set of expressions is often identified with the work of 
Paul Ekman, amongst others, whose research supports the existence of 
a set of basic emotions that can be ‘recognized from facial expressions 
by all human beings, regardless of their cultural background’ (Russell, 
1994, p. 102). The production of a set of clearly defined expressions is 
understood to make recognition of the expression as easy as possible 
for any human participant interacting with the robot. Kismet’s design 
therefore illustrates a reliance on a different level of commonality from 
that of Jules. While not appearing to be realistically humanlike, Kismet’s 
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face is instead designed to mimic a basic and universally recognised set 
of expressions.

Experiments in which Kismet and human participants interact 
include those where humans are asked either to praise or to scold the 
robot, exaggerating their tones of voice as if Kismet was the infant it is 
designed to mimic. From video footage, available on the MIT website, 
Kismet would seem to be successful both in reading each human’s intent 
and in influencing their subsequent response through its own exagger-
ated expressions of happiness on praise and sadness on scolding (Kismet 
Videos).

The above discussion highlights the importance of this robot’s abil-
ity not only to express itself, but also to be able to perceive the affective 
states of those humans with which it interacts. It also draws attention 
to the way that this robot’s success is in part supported by being given a 
particular position within a familiar human social structure: as an infant 
or a young child. The sociocultural tradition broadly describes commu-
nication as a ‘symbolic process whereby reality is produced, maintained, 
repaired, and transformed’ (Carey, 1992, p. 23). Communication within 
this tradition is regarded both as depending upon and reproducing the 
existing order of a social and cultural environment, and also as offering 
the possibility to produce new sociocultural patterns. Interactions with 
Kismet have clearly been designed to follow a particular relationship 
structure, in which Kismet takes the role of an infant, while the human 
participant is caregiver. Breazeal argues that this helps to make Kismet’s 
limitations (in speech, nuanced expression and movement) more easily 
acceptable to humans (2002a, p. 51). It also encourages human partici-
pants to exaggerate their tones of voice and facial expressions, as they 
would when talking to a young child (Breazeal and Aryananda, 2002, 
p. 87). This exaggeration helps Kismet to pick up on the affective cues in 
the dialogue, allowing it to provide appropriate expressions in response.

The social and cultural positioning of Kismet has therefore been care-
fully chosen to support this robot’s communication, and as the dialogues 
with Kismet unfold they continually maintain the infant-caregiver 
relationship. The fact that Kismet is clearly recognisable as a robot trans-
forms the conception of this relationship somewhat, by demonstrating 
that the participants in such exchanges need not be human, but it does 
still suggest that the robot needs to be humanlike. Indeed, this analysis 
of Kismet’s design and communication is both based on, and reinforces, 
the way in which these social conceptions of communication advocate 
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the need for commonality between human and robot in order to support 
successful interactions.

Critiquing the pursuit of sameness

A number of science fiction authors and real-life roboticists embrace the 
assumption that humanlike form, including in many cases the provision of 
an expressive humanlike face, is the most effective way to support working 
and social relations between humans and robots. This assumption can be 
related to understandings of communication that place an emphasis on 
the idea that some level of commonality between interlocutors is essen-
tial for successful communication to occur. Placing value on common-
ality, for example, is often a part of seeing communication in terms of 
cybernetic-semiotic processes of information transfer or exchange, critical 
understandings of the importance of rational discourse, sociopsychologi-
cal attempts to persuade or influence others, or sociocultural conceptions 
of the production and reproduction of shared social understandings about 
the world. In addition, the theories of communication I’ve discussed in this 
chapter – cybernetic, semiotic, critical, sociocultural and sociopsychologi-
cal – often support one another in reinforcing the idea of the robot as like 
another human in a particular context. Then, by valorising the importance 
of commonality in supporting a vision of communication success, the 
creation of humanoid robots also perpetuates specific understandings of 
the communication traditions discussed here.

Though not much talked about in robotics, issues with the tendency 
to value what communicators have in common over and above their 
differences, and the different perspectives they might have to offer, have 
received attention within communication scholarship. Peters notes that 
the philosophy of Emmanuel Levinas, one of ‘the most influential think-
ers about communication’ in recent times, strongly supports the value of 
difference in communication (1999, p. 20). In particular, Levinas argues 
that when communication is ‘sought as a fusion’, such that ‘[o]ne begins 
with the idea that duality must be transformed into unity, and that social 
relations must culminate in communion’, it comes to bear ‘the mark of 
failure or inauthenticity’ (1989b, p. 164). Peters draws on this appraisal to 
critique ‘the dream of communication as the mutual communion of souls’ 
and the ‘pervasive sense that communication is always breaking down’ 
(1999, p. 1). In particular, he argues that if communication is ‘taken as the 
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reduplication of the self (or its thoughts) in the other’ then it ‘deserves to 
crash, for such an understanding is in essence a pogrom’, an organised 
massacre, ‘against the distinctness of human beings’ (Peters, 1999, p. 21).

Peters is not the only communications scholar to question the way in 
which basing understandings of communication theory on commonality 
leaves little space for the other. Pinchevski (2005, p. 65) offers a precise 
critique of four ‘traditional conceptions of communication’ that also 
draws on the philosophy of Levinas. Although his categories are differ-
ent from Craig’s seven traditions, the two frameworks are reasonably 
easy to link, in particular if the combined cybernetic-semiotic model 
suggested earlier in this chapter is adopted. Pinchevski’s arguments are 
specifically focused on clarifying the ‘conceptual blindness imposed by 
an unwillingness or inability to acknowledge otherness within the gamut 
of communicational phenomena’ (2005, p. 29). He therefore explores 
how traditional theories’ descriptions of communication can be under-
stood to support the elimination of otherness and difference, resulting in 
a level of ‘violence’ to the other (Pinchevski, 2005, p. 29–65).

In summary, Pinchevski sees violence arising from traditional 
communication theory whether this theory is associated with the clarity 
of a system’s communication channels and the successful transmission 
of the message sender’s intent (cybernetic-semiotic); the insistence that 
rational discourse is the only path to agreement (critical); the use of 
persuasion to manipulate and force another to take a particular point 
of view (sociopsychological); or, the idea that communication offers 
a means to include or exclude someone from a social group or a soci-
ety (sociocultural) (2005, pp. 29–62). His overall appraisal of these 
traditions of communication theory is that they ‘are largely about the 
reduction of difference or the transcendence of difference’ and the 
eventual ‘elimination of difference’ (Pinchevski, 2005, p. 65). The idea of 
communication as ‘a great equalizer’ is viewed from within any of these 
theoretical perspectives as highly beneficial (Pinchevski, 2005, p. 65). 
However, Pinchevski does not agree, and through his specific critiques 
of traditional communication theories he comes to a similar conclusion 
to that drawn out by Peters’ more historical argument, that all of these 
‘traditional’ understandings of communication result in an unethical 
level of violence against the other, involving disrespect for them and 
their personal, cultural and social differences from the self.

As this chapter has shown, analysing various different forms of 
humanoid robot as reduplications of the self, or in terms of eliminating 
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difference, at various levels is certainly possible. Its effect may not be so 
important as the violence against the human other, but the creation of 
familiar robots, designed to support easy nonchallenging communica-
tion, may not only reduce the possibilities for humans to interact with 
a wide variety of forms of robot, but also limit the new perceptual skills 
and abilities that robots might bring to bear in human-robot teams. This 
is clarified within the explanations of roboticists such as Breazeal, and 
her doctoral supervisor at MIT, Rodney Brooks, relating to the design 
of robots that they describe as ‘situated’ (2003, p. 51). As opposed to 
relying upon fixed internal models of the environment, their robots are 
‘embedded in the world’ in such a way that a real-time ability to perceive 
their surroundings directly influences their behaviour (Brooks, 2003, 
p. 51). Brooks argues that making a robot humanoid allows ‘humans 
to interact socially with the robot in a natural way’ (Brooks et al., 1999, 
p. 57), an idea both complemented and extended by the authors of a 
paper reviewing a large number of varied robot designs who note that 
‘[t]o interact meaningfully with humans, social robots must be able to 
perceive the world as humans do’ (Fong, Nourbakhsh and Dautenhahn, 
2003, p. 155). Therefore, while robots could be situated in the world in 
novel ways and thus be able to offer nonhuman perceptions of the world 
in working partnerships, a number of roboticists focus instead on creat-
ing robots that are physically, through their form and their senses, and 
socially, through their faces and expressions, situated in as similar a way 
to humans as possible.

The argument developed throughout much of the rest of this book 
demonstrates that the provision of humanlike form, senses and emotional 
expressions is not the only way to build robots that can ‘interact mean-
ingfully’ or ‘interact socially ... in a natural way’ with humans (Fong, 
Nourbakhsh and Dautenhahn, 2003, p. 155; Brooks et al., 1999, p. 57). 
My focus is on suggesting that rather than concentrating on the need 
for commonality, and the idea that communication is solely founded in 
the similarities between what are often diverse individuals, difference is 
an essential ingredient in all self-other relations. By allowing space for 
difference in communication it is possible to recognise that numerous 
situated knowledges about the world, including nonhuman ones, exist 
and are valuable (Haraway, 1988). Chapter 2 begins this process with an 
exploration of human-animal communication, as a basis for a return to 
considering human-robot interactions in a new light in the chapters that 
follow in Part II of the book.
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2
Human-Animal 
Communication

Abstract: Chapter 2 pauses the book’s consideration of 
robots to explore human-animal communication, since 
nonhuman animals are an important part of many people’s 
lives, acting for some not only as companions, but also as 
co-workers. Human-animal communication is described 
in various, often idealised, ways in fiction, but in real-life 
situations an analysis of human-dog communication 
demonstrates the importance of attending to the smallest of 
nonverbal signs over periods of dynamic communication. 
This chapter highlights the possibilities for humans and 
animals, in particular dogs, to work together in teams, 
employing their specific skills to allow the team to perform 
tasks that neither human nor dog could complete alone. At 
the end of the chapter is a brief appraisal of the design and 
development of animal-like robots.

Sandry, Eleanor. Robots and Communication. Basingstoke: 
Palgrave Macmillan, 2015. doi: 10.1057/9781137468376.0007.
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The argument that humanlike form is a requirement to create robots 
that can work in human-tailored environments, are easy for humans 
to communicate with and potentially familiar enough to be perceived 
as friends overlooks the fact that many humans interact on a regular 
basis with nonhuman others in the form of animals. Many of these 
animal others don’t just exist alongside humans; rather, they inter-
act with humans directly and, at times, communicate with them such 
that humans and animals work together to complete tasks that neither 
could accomplish on their own. This chapter therefore considers various 
examples of human-animal relations and interactions, including those 
that illustrate the development of effective working teams. An analysis 
of communication across species identifies new perspectives on commu-
nication and opens up the possibilities of developing non-humanoid 
robots to collaborate with people in a variety of situations.

Animal communication in fiction

Before moving on to consider real-life interactions between humans and 
animals, it is worth noting that in fiction, human-animal communica-
tions often occur in idealised ways that appear to allow even very complex 
interactions to proceed with relative ease, supporting narrative develop-
ment and audience understanding. Animals are sometimes portrayed 
as possessing the ability to talk in human language with one another, 
although they don’t always use this capability to communicate with 
humans. In the film Babe (1995), for example, all the farmyard animals talk 
to one another, but not with the farmer Arthur Hoggett. The film’s char-
acterisation of the animals and the progression of its narrative is reliant 
on the animals’ ability to speak, with sophisticated interactions between 
species supported by the nuances afforded by the tones of a human voice 
and humanlike expressions transposed onto the faces of the animal 
characters. Although the animals speak to the audience, the idea that 
language-use forms a boundary between humans and animals remains 
intact within the film, because the animals do not speak to the farmer. In 
this type of narrative construction, also a staple of Disney animations, the 
communicative abilities of animals in real life are replaced by a fictitious 
ability to use human language, tones of voice and facial expressions. The 
animal’s otherness is reduced as it is made as humanlike as possible in 
order to support the audience’s understanding of the plot.
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Other animal characters, famous in film and on television, such as 
Lassie (the dog), and Flipper (the dolphin), cannot speak using human 
language; however, these animals are shown to have very few problems 
communicating with people using other means. The animal actors that 
star in these films and programmes are, of course, highly trained and 
responsive to human commands in real life. It is therefore reasonable 
for fictional narratives to portray them as understanding human voice 
commands and complex signals with ease, although at times the novelty 
of the situation being faced would seem likely to stretch even the most 
well-trained and attentive animal. However, the narratives also show 
these animals in situations where they not only attract people’s attention, 
but also explain seemingly complex occurrences, when, for example, a 
storyline requires them to lead human rescuers to the site of an accident. 
The communication between human and animal follows the form of a 
dialogue, one side producing signals using movement and dog barks or 
dolphin whistles, while the other talks. In these situations, the actions of 
the animals are normally ‘translated’ for the audience via the commen-
tary provided by human characters. This narrative technique has resulted 
in a set of paradigmatic misquotes used to summarise interactions with 
Lassie, as seen in an episode of the popular television series The Big Bang 
Theory (TBBT): ‘What’s wrong Lassie? Timmy fall down the well?’ where 
Penny is making fun of Raj, tongue-tied as usual in the presence of a pretty 
girl (‘The White Asparagus Triangulation’, TBBT, Season 2, Episode 9). 
Although this exact line was never uttered in the films or television 
programmes starring Lassie, it does sum up the way in which Lassie’s 
communicative ability and care for humans is generally remembered.

These various portrayals of animal communication in films and on 
television are shaped by the need to provide viewers with a clear plot 
narrative, so that the storyline is evident to the audience. However, they 
also serve to occlude people’s recognition of animals as others with 
their own specific communicative abilities. Even Lassie and Flipper are 
positioned as needing to understand human language, both verbal and 
nonverbal, as well as interpreting situations as another human would. The 
animals are then required to respond in ways that seem immediately 
understandable to human characters, in order to form partnerships 
with people and to complete shared tasks effectively. As I am about to 
discuss in more detail, real-life communication between humans and 
animals often proceeds not as a turn-taking dialogue, but rather as a 
form of dynamic system within which small signals of movement and 
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sound overlap and build upon one another. At times, the meaning of a 
communicative act may immediately be understood, as in the case of 
a warning bark, for example. On other occasions, the precise meaning 
of each communicative act is less clear, and the dynamic system instead 
supports the gradual emergence of meaning between human and animal 
over time as these events overlap and combine.

Communicating with Clever Hans

A reappraisal of animal communication with humans requires a rethink 
of what communication entails, because human perspectives on what 
constitutes communication are often not that helpful when trying 
to understand the communication skills of animals. This issue can be 
illustrated by analysing the real-life story of Clever Hans, a horse that 
was trained to communicate by tapping his hoof on the ground. Hans 
was first taught to count out a number, and then to tap out the answers 
to mathematical calculations. As his training progressed, Hans was even 
able to use an alphabet coded into hoof taps to answer verbal or writ-
ten questions (Heyn, 1904). Clever Hans was therefore thought to be a 
remarkable horse, proclaimed as showing ‘an intelligence beyond that 
of many human beings’ because of his numeric and linguistic abilities 
(Knapp and Hall, 2010, p. 3).

His status was reconsidered when it was discovered that Hans was 
not really able to count, perform arithmetic or answer other questions. 
In fact, Hans was paying close attention to the body language of people 
around him and reading their nonverbal signals as a means to know 
when they wanted him to stop tapping his hoof. His trainer and the 
crowd were completely unaware that they were providing Hans with the 
correct answers through their spontaneously produced nonverbal cues. 
The misunderstanding over Hans’ abilities was finally uncovered when 
an experimenter and the trainer each whispered numbers to the horse. 
Since neither the trainer, nor the experimenter, nor anyone in the audi-
ence knew both numbers, and therefore the answer to the sum, there 
were no surrounding nonverbal cues to tell Hans when to stop tapping 
and he was unable to give the correct response (Knapp and Hall, 2010, 
pp. 3–4).

There are a number of ways in which this story can be interpreted. It 
is, for example, tempting simply to note that Hans was not so clever after 
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all, unable to count or to answer questions on his own without human 
cues to give him the answer. From this perspective, ‘the Clever Hans 
syndrome’ becomes a ‘cautionary tale in animal communication research 
about the dangers of projecting ourselves onto animal subjects’ (Peters, 
1999, p. 242). The story can also be understood as ‘the classic scenario of 
miscommunication: a smooth interaction that, it turns out, has radic-
ally different meanings for each participant’ (Peters, 1999, p. 242). From 
this perspective, it is a reminder that what is actually communicated can 
often be radically different from the intended message (Knapp and Hall, 
2010). However, it is also possible to view the situation as an illustra-
tion of excellence in nonverbal communication, admittedly not planned 
but rather emergent. In particular, the story draws attention to the 
‘glances, gestures’ and ‘positionings’ as well as the ‘verbal statements’ that 
are constantly produced by humans, ‘whether intended or not’, which 
Erving Goffman describes as ‘small behaviors’ (1972, p. 1). The Clever 
Hans story therefore highlights how nonverbal cues are valuable aspects 
of communication and, while they are sometimes easily overlooked, one 
can learn to read them, whether one is a horse, a human or potentially 
something entirely other.

A reconsideration of this story from a perspective that acknow-
ledges Hans as ‘clever’ because of his excellence in reading human 
body language goes some way to indicate the possibilities of human 
communication with overtly different others. In particular, it introduces 
the importance of paying very close attention to the body of the other 
in communicative situations. Of course, this example doesn’t allow me 
to explore in any real sense how communication between humans and 
animals occurs. While teamwork was required to complete the task, the 
humans involved were unaware that it was their abilities to count, do 
arithmetic and answer questions, and the resulting body language signals 
they unknowingly produced, that allowed Hans to provide the correct 
answers. It might even be possible to argue that in this situation, Hans 
was the better communicator, noticing the nonverbal communication of 
humans, acting on this in a way that was clear for his trainer and other 
human onlookers, and recognising the reward of doing so!

What is clear from this story is that Hans is relatively easy to categorise 
as a special horse, as a defined individual with particular skills, even after 
his abilities have been reassessed not as mental arithmetic but as excel-
lence in reading human body language as a cue for action. This acknow-
ledgement of an individual animal, and the decision to pay close attention 
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to them, allows people to become more aware of the specific ways in 
which animals communicate, as well as the human verbal and nonverbal 
signals that they themselves are contributing to the interaction.

Recognising individual animals

The importance of attending to an animal’s behaviours, and at the same 
time acknowledging its ability to attend to the behaviours of humans, 
is highlighted in the work of Barbara Smuts. She suggests that in order 
to communicate with animals it is necessary to ‘recognize and relate to 
the animal as an individual’; as she goes on to explain, ‘to use “the phil-
osopher’s idiom”, the animal must get a face’ (Smuts, 2008a, p. 125 note 
17). Here, Smuts is referring not to a physical face, but rather to a philo-
sophical conception within which the appearance of a ‘face’ denotes the 
expressive and potentially responsive presence of another being.

While acknowledging an animal’s ‘face’ is essential to Smuts’ under-
standing of her relationship with her dogs, attaining this level of recog-
nition for the animal has not proved so easy for the majority of Western 
philosophers. In ‘The Animal that Therefore I Am (More to Follow)’, 
Jacques Derrida explores his dissatisfaction with the philosophy of 
‘Descartes, Kant, Heidegger, Lacan and Levinas’ whose gaze seems 
never to have ‘intersected with that of an animal’, such that they take 
‘no account of the fact that what they call animal could look at them and 
address them [ ... ] from a wholly other origin’ (2002, p. 382). For example, 
in an interview, Levinas says that, while ‘[o]ne cannot entirely refuse the 
face of an animal’, in animals ‘[t]he phenomenon of the face is not in its 
purest form’ (Wright et al., 1988, p. 169). However, in spite of making this 
statement, there are moments in his writings which indicate the complex 
nature of the question of the animal’s ‘face’.

The issue is particularly clear in his description of Bobby, the stray dog 
that enriched his life and the lives of other prisoners of war incarcerated 
with him in Nazi Germany. While all the people with whom the prison-
ers came into contact treated them as subhuman, Bobby ‘would appear at 
morning assembly and was waiting for [them] as [they] returned, jump-
ing up and down and barking in delight’ (Levinas, 1990, p. 153). Levinas 
suggests that for Bobby, unlike the humans that dealt with the prison-
ers, ‘there was no doubt that we were men’ (1990, p. 153). Nevertheless, 
Levinas still argues that Bobby has ‘neither ethics nor logos’ (1990, p. 152). 
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As David Clark notes, ‘Levinas’ experience of Bobby is informed by 
conventional assumptions about animality that make it impossible for 
him straightforwardly to attribute dutifulness to a creature that is not 
human’ (1997, pp. 165–166). It should also be acknowledged that Levinas’ 
account is focused on establishing an ethical point relating to the treat-
ment of human prisoners, and his argument involves differentiating 
them from all other beings.

Therefore, in spite of the way that the dog Bobby provided a respite 
from the inhumanity of life in the camp, it was difficult for Levinas to 
suggest, given the context about which he was writing, that Bobby should 
be accepted as a being. However, Clark offers a compelling alternative to 
Levinas’ conception of Bobby when he asks ‘what is “language” if it is not 
the wagging of a tail, and “ethics” if it is not the ability to greet one other 
and to dwell together as others?’ (1997, pp. 190–191). For Clark, Bobby 
clearly does have a ‘face’ that is revealed through his nonverbal behav-
iour as he greets the prisoners on their return at the end of the day.

Derrida’s own experience one morning, ‘naked under the gaze of a cat’, 
is ‘that nothing will ever have done more to make [him] think through 
this absolute alterity of the neighbour’ than this encounter (2002, 
p. 380). In a similar response to that of Smuts, Derrida accepts this 
specific ‘little cat’ as having a ‘face’ (2002, p. 374, italics in the original); 
although, as Donna Haraway points out, he appears to learn ‘nothing 
more from, about, and with the cat’ having recognised that he was under 
its gaze (2008b, p. 22, italics in the original). Instead of asking ‘what this 
cat on this morning cared about, what these bodily postures and visual 
entanglements might mean and might invite’, his analysis concentrates 
‘on his shame in being naked before this cat’ (Haraway, 2008b, p. 22). 
Derrida therefore doesn’t seem to take full advantage of this opportun-
ity to communicate with the cat, although his recognition of its ‘face’ 
does open the way for such an interaction to occur.

Smuts, however, not only recognises the gaze of animals, but also argues 
that individual animals have ‘idiosyncratic, subjective’ experiences of 
humans that combine with human appraisals of them to support mean-
ingful human-animal interactions (2001, p. 118). In a personal account 
of her relationship with her dogs Safi and Bahati, Smuts describes how, 
‘instead of issuing “commands” ’, she ‘experimented with simply talking 
to Safi conversationally, as [she] would with another human’ (2008b, 
p. 119). She notes that Safi ‘developed the habit of looking inquiringly at 
[her] when [they] encountered novel situations’ and talks about the way 
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that this dog learned to ‘trust’ her, leading to the development of a ‘mutu-
ally respectful relationship’ between dog and human (Smuts, 2008b, pp. 
119–120). Smuts also describes her other dog, Bahati, as capable of acting 
‘politely’ when ‘trying to get [her] attention’ (2008b, p. 120).

Reading these descriptions of communication with her dogs, it is 
easy to assume that Smuts is anthropomorphising the dogs’ behaviours, 
attributing human abilities and responses onto them through her inter-
pretations of their nonverbal communication. However, she would 
not agree. Instead, she explains that when she experiences ‘individuals 
of many other species first and foremost as persons’ her decision is not 
related to attributing ‘human characteristics to them’ (2001, p. 118). 
From Smuts’ perspective, her responses to dogs and her reading of their 
responses to her are not anthropomorphic, because she recognises ‘that 
they are social subjects’ in their own right (2001, p. 118). In particular, 
Smuts is concerned to acknowledge the social skills of animals, argu-
ing that being able to understand elements of human language, inquire, 
trust, respect and be polite are actions that dogs, and other animals such 
as primates discussed in her broader research, can perform just as well 
as humans.

Smuts describes relationships with her dogs as ‘a perpetual improvisa-
tional dance, co-created and emergent, simultaneously reflecting who 
we are and bringing into being who we will become’ (2008a, p. 115). This 
idea is also picked up by Haraway, who suggests that the communica-
tion Smuts describes, not only in discussing relations with her dogs, but 
also in her observations of greeting rituals in baboon society, ‘is more 
like a dance than a word’ (Haraway, 2008a, p. 111). In exploring this idea 
of communication as a form of dance, Smuts draws upon the work of 
Stuart Shanker and Barbara King, who suggest that the ‘dance meta-
phor’, and the ‘dynamic systems paradigm’ that underpins this descrip-
tion of communication, have become prevalent in a number of areas 
of communication research, citing ape language research, nonverbal 
communication research and infant development research in particu-
lar (2002, p. 605). Shanker and King identify the central concerns of 
the dance metaphor as ‘co-regulated interactions and the emergence of 
creative communicative behaviors within that context’ (2002, p. 605, 
italics in the original). This perspective on communication therefore 
concentrates more on the interaction itself, and the development of the 
relationship that occurs during that interaction, than on the individual 
participants and their actions.
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Communicating about relationships

What has not yet been clarified in this discussion is what it is that can 
be said to emerge from the dances between participants. In her own 
analysis Smuts describes the ‘embodied communication’ that takes place 
with her dogs as being a critical part of an ‘inter-species language’ (2008b, 
pp. 136–137, italics in the original). While ‘speech sometimes plays a role’, 
her experience and the research of others ‘suggests that dogs often respond 
more to human body language and tone of voice than to the words them-
selves’ (Smuts, 2008b, p. 137). The meaning of such interactions ‘does not 
reside in the specific behaviours shown, nor does the interaction refer to 
something “out there” in the world’ (Smuts, 2008b, p. 137). Instead, Smuts 
argues that ‘meaning is mutually constituted, literally embodied as two 
individuals’ behaviours (“the parts”) combine to create something new 
(“the whole”)’ (2008b, p. 137). Smuts’ explanation positions communi-
cation that is embodied in this way as referring ‘to interactions whose 
meaning lies more in such emergent properties than in the lower-level, 
individual actions of the participants’ (2008b, pp. 137–138, italics in the 
original). Attending to the complexity of nonverbal communication as it 
flows between participants therefore draws attention to the meaning that 
emerges within a system of communication itself.

Smuts’ ideas also focus on this communication being about the rela-
tionship, as opposed to be about something else ‘in the world’ (Smuts, 
2008b, p. 137). In contrast, while parts of Haraway’s writing seem to value 
the relation above all else, in other places she clarifies the importance of 
the history and situatedness of the participants, as well as the value of the 
relationships they enact. For example, she suggests that ‘actors become 
who they are in the dance of relating, not from scratch, not ex nihilo, but 
full of the patterns of their sometimes-joined, sometimes-separate herit-
ages both before and lateral to this encounter’ (Haraway, 2008b, p. 25). 
The presence of the participants as individuals is made clear in this 
description, since they are not created in the relation, rather the relation 
is filled with them, their histories and their experience.

Companion species and communicating about  
what’s ‘out there’

The discussion of communication above is concerned mainly with how 
attending to embodied communication helps to explain the ways in 
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which relations are developed through interaction between humans and 
animals. Smuts’ analysis of her relations with dogs has drawn out the 
possibilities of regarding the animal other in these interactions in some 
sense as a person, in terms of being socially aware, without considering 
them to be human. This type of approach encourages theorists such as 
Haraway to argue that interactions between humans and animals can 
be rich, functional and valuable. In particular, this perspective is to be 
found in her conception of ‘companion species’ and the possibilities of 
their relationships with humans (Haraway, 2003). Haraway develops her 
conception of the term companion species in part through a consider-
ation of her own relationship with her dog Cayenne as they live together, 
while also training and competing in dog agility trials.

Dog agility is like an assault course for dogs. Each competition 
consists of a set of obstacles, over and through which the dogs run, jump 
and weave, adhering to certain rules and with the aim of completing the 
course in the fastest time. Only the human members of the team see and 
walk the course before the contest. While the dogs learn what is required 
to complete each particular obstacle, through training and repetition 
at home and in low-level competitions, they are completely reliant on 
the human team member for directions, in order to take all obstacles at 
speed, in the correct order and direction for each new course they are 
asked to run.

During a competitive run, only a few words are used as direct 
commands from human to dog. Much of the communication depends 
on the ‘glances, gestures and positionings’ that Goffman terms ‘small 
behaviors’ in considering human interactions, so effectively read by 
Clever Hans and overlooked by humans (1972, p. 1). In the team situation 
of dog agility, however, regular glances between dog and human ensure 
that their body positions and movements relative to each other and to 
the obstacles on the course are continually monitored. Communication 
in a dog agility team can therefore be regarded as involving the continu-
ous production and reading of ‘small behaviors’ by both human and dog 
(Goffman, 1972, p. 1). It is these small signals, expressing understanding 
and intent, or sometimes confusion needing reassurance about what 
must be done next, that drive the team’s capacity to complete the course 
quickly and correctly. Communication operates as a dynamic system 
during this type of embodied communicative situation, and signals 
between communicators overlap as human and dog continually reassess 
each other’s position, perceived intention and likely subsequent action.
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When watching dog agility contests the ‘dance metaphor’ seems 
an immediately appropriate way to describe the communication that 
takes place within the team as human and dog move around the course 
(Shanker and King, 2002, p. 605). Importantly, this communication is not 
only about their relationship, but also concerns the course that is being 
run. It is therefore about something ‘out there’ in the world, contrary 
to Smuts’ contention that this type of embodied communication is all 
about relation (2008b, pp. 136–137). In spite of this, the development of 
the relationship and taking time to learn each other’s communicative 
styles is essential to the final success of the team in competition.

Haraway suggests that it is by taking part in training and competitions 
over time that she and Cayenne have become ‘constitutively, companion 
species’, a relation within which they have become ‘significantly other to 
each other, in specific difference’ (2003, pp. 2 and 3, italics in the original). 
The development of this relationship involves complex and dynamic 
interactions that allow dog and human to end up ‘training each other in 
acts of communication [they] barely understand’ (2003, p. 2, italics in the 
original). Haraway’s statement draws attention to the presence of ‘small 
behaviors’, alongside the sense in which the ability to read those signs 
takes a practice. Training together is not just about learning the technical 
requirements to complete the various elements on the course: it is also 
an essential part of learning how to communicate across the significant 
difference between species in order to work well together as a team.

Learning to value anthropomorphism

Smuts’ and Haraway’s descriptions of communication with dogs resonate 
with the writing of Vikki Hearne, another researcher into human-animal 
relations, who openly acknowledges how anthropomorphism, and the 
descriptions of animal behaviour that it supports, can help humans 
and animals to work together more effectively. Hearne’s research was 
driven by her interest in the ‘highly anthropomorphic, morally loaded 
language’ that trainers use to talk about animals, because it seemed to 
be ‘part of what enabled the good trainers to do so much more than the 
academic psychologists could in the way of eliciting interesting behavior 
from animals’ (2000, p. 6). Hearne argues that communication between 
humans and animals is far more effective when people use anthropo-
morphism in thinking about their animal’s behaviour than when they 
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refuse to allow anthropomorphic responses to play a part. In spite of this, 
as she and others have noted, describing an animal as honest or kind, or 
recognising an animal’s ability to take responsibility for the completion 
of a task, is often frowned upon as undermining the objective stance 
that scientists strive to attain (Hearne, 2000; Bekoff, 2007; Flynn, 2008). 
From Hearne’s perspective, stating that a working dog knows her job 
and is thus capable of being ‘responsible’ is simply the use of a termin-
ology that, while it may be based in unapologetic anthropomorphism, is 
the only form of description ‘that makes sense of the situation’ when, for 
example, working with an experienced scent-tracking dog (2000, pp. 9 
and 14, italics in the original).

At the same time Hearne recognises how difficult it can be to trust 
that a dog is taking responsibility for the job at hand, because their 
assessment of the situation is based on different senses from that of the 
human. Tracking scent trails is very different from looking for other 
physical marks, such as footprints or broken foliage, because the scent 
trail drifts with the wind over time. In training situations this becomes 
evident when the human knows where the trail has been laid and 
becomes impatient with the dog that is following its nose along an arc 
away from that trail (although nonetheless tracking very effectively if 
left to complete the task). In addition, other factors can come into play 
causing misunderstandings of the dog’s actions. In particular, Hearne 
describes an occasion when she was training the dog, Gunner, on a scent 
trail that had been laid by her daughter Colleen. Hearne explains that 
dogs are not only trained ‘to follow a scent’, but also ‘to retrieve objects 
dropped by the track layer’ (2000, p. 13). On this occasion the track was 
quite clear to Hearne, because dew on the ground meant that the path 
Colleen had taken was visibly marked. Therefore, as ‘Gunner abandoned 
the trail and began bounding to the left, toward some bushes’ Hearne felt 
justified in angrily trying to stop him from making this detour, assum-
ing that she ‘knew more than the dog about what was going on’ (2000, 
p. 14). It was only when he emerged with a toy that Colleen had lost a 
few days before that Hearne realised Gunner had proved her wrong, 
and in the process reminded her that dogs are capable of taking respon-
sibility for the completion of a task according to their training (2000, 
p. 14). Hearne’s story highlights the way in which training and learning 
together is an important aspect of any interspecies team, because it is 
only through practice that team members can learn to trust each other’s 
abilities and commitment to the task at hand.
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From human-animal communication to  
understanding robots

In relation to this book’s concern with human-robot interactions, an 
understanding of animals as social and communicative in complex ways 
is important because it supports the possibilities of zoomorphism, as well 
as anthropomorphism, in analysing human interactions with machines. 
As discussed in Chapter 1, researchers designing robots to interact with 
humans, such as Breazeal and Hanson, tend to assess social ability as 
predominantly a human trait, and thus they overtly frame their robots as 
anthropomorphic, in order to increase the level of anthropomorphism 
that their robots support. However, if one embraces the possibilities of 
animals as communicative and collaborative others, as Hearne, Smuts 
and Haraway clearly do, then zoomorphism becomes a valuable means 
of interpreting the attributes and behaviours of non-humanoid robots in 
social terms. From this perspective, it would seem possible to argue that, 
while the personality and character of robots is an important part of the 
way in which people interact with them, this personality and character 
need not be associated only with humanlike form.

Some roboticists have followed through with the idea that pursuing 
animal-like design will support human interactions with their robots. 
This was seen with AIBO, Sony’s robotic dog (now discontinued), and 
Paro the robotic seal, a robot designed as a health care and therapy 
tool. While these robots are not exactly like the animals they resemble, 
their behaviours are based on those of animals. AIBO, for example, 
was designed to learn and respond to voice commands like a puppy, 
whereas Paro responds to stroking not so much in a seal-like way 
(because not many people have stroked a seal) but certainly in recog-
nisably pet-like ways. AIBO and Paro were both designed to mimic 
human-animal relations, with Paro’s creation aimed at providing a 
comforting companion for people living in spaces where live animals 
cannot be introduced. These animal-like robots are attractive and 
nonthreatening, supporting simple and easy-to-understand interac-
tions with which people might already be somewhat familiar based 
on their prior experience with pets or other animals (Leite, Martinho 
and Paiva, 2013). This design decision, while not pursuing the idea of 
commonality in the same way as the creation of humanlike robots, 
follows a similar course in creating robotic animals. As such, it suffers 
from some of the same difficulties, notably the limitations imposed 
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on how the robot can behave, curtailing the unusual attributes that it 
might bring to the human-robot relation.

Communication with AIBO and Paro is designed with a stimulus 
response model in mind and therefore employs the type of behavioural 
training assumptions and techniques about which Hearne raises ques-
tions. The interactions with these robots, designed to proceed in ways 
that are easy for humans to understand, become stereotypical versions of 
human-pet relations. These robots do not draw attention to the otherness 
of animals and the possibilities of employing the nuances of dynamic 
communication and ‘small behaviors’. These designs cannot therefore 
result in the creation of human-robot teams that reach the potential 
more developed human-animal relations show, in particular where 
humans and animals train together in ways that enable their individual 
skills, abilities and communicative styles to contribute to the perform-
ance of the team in completing collaborative tasks.

The next part contains a set of chapters that explore a number of 
alternative robot designs, from those that support only relatively simple 
interactions with humans to those where the interaction is more sophis-
ticated and allows human and robot to work together in a collaborative 
team. All of these robots are clearly non-humanoid, and broadly also 
not animal-like. In spite of this, they are often interpreted as somewhat 
like people or like animals, but these anthropomorphic and zoomorphic 
responses are always positioned against the clarity with which the robots 
are also understood to be unusual others that do not overtly look at all 
like humans or animals. The marked strangeness of these robots leads 
to the suggestion that interactions with their radical otherness offer the 
chance to come into contact with many new perspectives from which to 
perceive and understand the world.
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Part II
Communicating with  
Non-Humanoid Robots
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3
Encountering Otherness

Abstract: Chapter 3 concentrates on theorising the 
encounter between human and robot, identifying moments 
when communication occurs, often using nonverbal 
communication channels at least initially. It discusses two 
versions of the Autonomous Light Air Vessels (ALAVs) art 
installation, within which blimp-like robots interact with 
one another and with visitors. It also extends Levinas’ 
conception of self-other encounters to consider nonhumans, 
including robots, in order to consider how communication 
can be understood to draw the self and other into proximity 
while retaining the differences between them.

Sandry, Eleanor. Robots and Communication. Basingstoke: 
Palgrave Macmillan, 2015. doi: 10.1057/9781137468376.0009.
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Although, as discussed in the first chapter, some roboticists argue that 
in order to interact with people robots need in some way to be human-
like in form and communicative ability, not all designers embrace this 
perspective. While others have explored the design of animal-like 
robots, as briefly discussed at the end of Chapter 2, it is often the crea-
tions of artists that really push the boundaries of what is possible when 
humans interact with strange robots that are not humanlike or animal-
like in appearance. This chapter therefore considers two versions of the 
Autonomous Light Air Vessels (ALAVs) installation, created by artists 
Jed Berk and Nikhil Mitter. The different iterations of this project illus-
trate a number of forms of communication as humans and these strange 
robots interact. Thinking through interactions with and between ALAVs 
encourages development of a broader understanding of the possibilities 
of communication that draws upon and further extends the ideas already 
introduced in relation to human-animal interactions.

The Autonomous Light Air Vessels

The ALAVs are small groups of flying robots that interact with one 
another and with human visitors. Each robot is constructed from a 
blimp-shaped helium-filled balloon, with an electronic controller and 
a pair of small propellers mounted underneath (Figure 3.1). While the 
basic nature of their behaviours and actions are programmed, the ALAVs 
decide when to produce certain sounds and movements based on their 
own real-time perceptions of the surrounding world.

In version 1.0, the ALAVs consisted of a small flock of three robots 
named Flipper, Bubba and Habib. Human visitors and the ALAVs moved 
freely around one another within the installation space, supporting 
Berk and Mitter’s aim to develop ‘an interactive system’ to which people 
are introduced ‘as part of the ecology’ (ALAVs Website). The ALAVs 
roam around searching their surroundings for food while remain-
ing constantly aware of one another’s positions at all times. If a robot 
becomes isolated for too long it calls out, making a sound produced 
by a mobile phone vibrator amplified against its helium-filled balloon 
body. This echoing sound is reminiscent of whale song and is described 
as a ‘nervous shout’ by Berk and Mitter (ALAVs Website). In addition 
to engaging in a search for ‘food’, these robots are described as ‘yearn-
ing for attention’, and on meeting after some time apart they perform a 
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‘flocking behaviour’ during which each robot spins around and makes 
repeated short calls (ALAVs Website). The behaviour of these robots in 
version 1.0 of the installation encouraged human visitors to interpret 
them as being a connected group of inquisitive individuals, willing to 
explore their environment separately, while remaining constantly aware 
of the group as a whole.

People are also able to interact directly with the ALAVs by holding 
a fibre optic lamp, which acts as the robots’ ‘food source’ (as shown in 
the right hand side of Figure 3.1). The food source attracts the ALAVs, 
bringing them closer to their visitors and encouraging an understanding 
of the ALAVs as creatures. Feeding the ALAVs is rather like taking bird-
seed into an aviary or sugar solution into a butterfly enclosure; however, 
the details of the process make it somewhat unusual and unique. Once 
positioned above the lamp, an ALAV indicates that it is feeding by flash-
ing the blue light on its underside in time with the lamp food source, 
which also begins to flash and vibrate. Once ‘full’, the ALAV shows a red 
light and drifts away, showing a blue light only when it is ready to feed 
again (ALAVs Website). In version 1.0, this feeding action was the only 
way in which people could interact with the robots directly, although 
videos do show visitors reaching out in attempts to catch hold of or hug 
an ALAV.

figure 3.1 The ALAVs (version 1.0)
Source: Courtesy of Jed Berk and the Art Center College of Design.
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Berk and Mitter focused on achieving two main goals in the creation 
of this robotic installation. First, they tried to make the robots captivat-
ing, such that they were able to attract and retain the attention of their 
visitors; and second, they allowed human visitors to share the same 
physical space with the ALAVs, so that robots and humans moved freely 
around one another and interacted directly. While the resemblance of 
the ALAVs to living or fictional beings was a factor in some people’s 
interpretations of them, as is discussed shortly, the ALAVs’ specific 
form and behaviours set them apart as different from anything previ-
ously experienced.

The behaviours of the ALAVs were carefully designed to support 
the assumption that they have feelings and can express emotions. The 
robots’ somewhat tentative movements around humans, together with 
the feeding process, seem to indicate the presence of basic drives and 
motivations such as fear and hunger. In addition, their ‘joyful’ flocking 
dance promotes the idea that there is an emotional connection between 
members of the flock. The gentle movements of the ALAVs also mean 
that, while they are understood to be strange enough to be disconcert-
ing, they are not normally thought of as threatening at all. For example, 
one visitor described them as ‘kind of scary’, but that same person still 
thinks that they are ‘absolutely awesome’ (ALAVs Website, Version 1.0 
Full Video). Another visitor was obviously unperturbed by the robots, 
finding them instead to be ‘vulnerable and funny at the same time’, even 
‘lovable’ (ALAVs Website, Version 1.0 Full Video).

It is also clear that some people who meet the ALAVs leave with the 
sense that they each have a distinct personality. In particular, a visitor 
describes one of the ALAVs as being ‘a little dim-witted and sort of 
losing its mind’ (ALAVs Website, Version 1.0 Full Video). The overt 
otherness of these robots, combined with their captivating presence, 
expression of individual characters and the physical proximity the 
installation encouraged, suggests that phenomenological accounts of 
communication which draw on Levinas’ philosophy of the self-other 
encounter might be useful in theorising the ALAV-human interactions. 
At the same time, analysing human-ALAV interactions supports an 
interrogation of some of Levinas’ assumptions, in particular moving 
beyond the case made for animals in Chapter 2, to introduce the idea 
that robots can also take part in meaningful encounters with humans 
within a Levinasian framework.
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Levinasian encounters

Levinas was particularly concerned to find ways to describe how 
communication takes place between self and other while maintaining 
the absolute alterity of the other. He therefore formulated a conception of 
communication that was not based in commonality, or even the desire to 
foster increased commonality. Instead, he theorised encounters between 
the self and other in which they maintain an irreducible ‘distance’ from 
each other, even as they come into proximity (Levinas, 1969, pp. 47–50). 
The sense of distance to which Levinas refers denotes the differences that 
are always present between self and other in the encounter, as opposed to 
indicating the retention of a physical separation. As Pinchevski explains, 
‘[i]t is precisely in the irreconcilable difference of alterity’, which sets the 
other apart from the self, ‘that Levinas founds the fundamental relation-
ship with the Other’ (2005, p. 71). Thus, the ‘relation to the Other qua 
Other is for Levinas the very beginning of, and the ultimate condition for, 
communication’ (Pinchevski, 2005, p. 71). The conception of communi-
cation during the self-other encounter described by Levinas is therefore 
radically different from those suggested by traditional communication 
theories, where the success of communication is most often understood 
to be based in the commonalities that are self-evident or can easily be 
uncovered between communicators.

Human-ALAV interactions would seem to illustrate Levinas’ concep-
tion of an encounter quite well. Visitors enter the installation space, and 
humans and ALAVs therefore come into close proximity as they move 
around one another. The ALAVs are perceived as captivating and strange, 
and they attract the attention of their visitors and interact with them 
directly in the presence of the food source. However, there is always a 
clear sense that an irreducible distance, understood in Levinasian terms 
to denote difference, remains between humans and ALAVs by virtue of 
the unfamiliar, clearly non-humanoid, nature of the robots. Indeed, it 
seems reasonable to suggest that it is the strangeness of these robots, 
fully appreciated as people come into close physical proximity with them 
in the installation space, that drives their visitors’ enthusiasm and desire 
to observe them for a time and then interact with them more closely by 
‘feeding’ them.

Given the radical alterity of robots such as the ALAVs it is worth 
considering how Blanchot extends Levinas’ thought to offer an account of 
the self-other encounter within which difference is even more decisively 
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embedded. In The Infinite Conversation, Blanchot defines three different 
ways in which the relation between self and other can be understood 
(1993, pp. 66–68). As Pinchevski clarifies, Blanchot’s first relation is one 
which perceives the other ‘as a function of the Same’, to be subsumed into 
the same structure (2005, p. 97). This understanding of communication 
flows from the cybernetic-semiotic and the sociopsychological traditions’ 
insistence that the other’s communication should work within a particu-
lar process and coding structure. Blanchot’s second relation is described 
by Pinchevski as a relation of ‘coincidence and participation’, relying on a 
fusion of the self and other into a unity that ‘transcends both’, thus relat-
ing to the sociocultural tradition’s argument that the other must become 
a part of the prevailing culture and society (2005, p. 97).

The relation that develops between humans and ALAVs is not open to 
an easy appraisal from either of these perspectives. There is some level of 
structured exchange, for example, in the coloured lights used as feeding 
signals and the movement away from the food source once the process 
is finished. In addition, people and ALAVs are also brought together in 
the particular social and cultural context offered by the art installation, 
but this context is nonetheless unusual and does not follow the expected 
norms that are accepted outside the installation space. Though these 
structural and contextual aspects support human-ALAV communication, 
from the comments people make and their behaviour shown in videos, it 
would seem to be the overtly presented differences between humans and 
ALAVs that are most important in driving interactions between them. 
For this reason, a consideration of what occurs when humans visit these 
robots is more easily understood in terms of what Blanchot describes 
as the ‘relation of the third kind’ for which maintaining the difference 
between those taking part is the essential characteristic (1993, p. 68). 
Blanchot clarifies that ‘what “founds” this third relation ... [is] the strange-
ness between us’ (1993, p. 68, italics in the original). However, in contrast 
with Levinas, for Blanchot ‘it will not suffice to characterize’ this strange-
ness ‘as a separation or even as a distance’; instead, it should be thought 
of as ‘[a]n interruption escaping all measure’ (1993, p. 68). This sense 
of interruption – which Blanchot describes as ‘an interruption of being’ 
(1993, p. 77, italics in the original) – would seem to describe the relation 
that forms between humans and ALAVs very accurately, dependent as it 
is upon the insurmountable differences between them.

Levinas describes the encounter between self and other as ‘the face to 
face’, within which the other becomes accessible to the self by revealing a 
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‘visage’ or ‘face’ (1969, pp. 79–81). This terminology might seem difficult 
to apply to human-ALAV interactions. Although in some instances eyes 
do appear to have been drawn onto the robots, in general it is difficult to 
argue that these machines have well-defined faces or clear facial features. 
However, while it is sometimes assumed that the terms ‘visage’ or ‘face’ 
are used by Levinas to indicate the presence of physical faces, in particu-
lar human faces, there are many occasions when he uses the terms with 
reference to a more transcendent property of the other (Davis, 1996, 
p. 46). The ‘face’ is not simply a set of features that are seen or recognised; 
instead, it encompasses all of the ways that the other is revealed beyond 
any conception of the other that the self has already formed. Within 
‘the face to face’ the other’s integrity and alterity are therefore always 
retained; the other can never be completely comprehended (Levinas, 
1969, pp. 50–51).

Levinas also clarifies that the presence of a physical face may not be 
required at all, since ‘the whole body – a hand or curve of the shoulder 
– can express as the face’ (1969, p. 262). The conception of the Levinasian 
face therefore encapsulates ‘[t]he way in which the other presents 
himself, exceeding the idea of the other in me’ (Levinas, 1969, p. 50, italics 
in the original), whether that presentation involves the use of language, 
facial expressions or bodily movements. Importantly, as Christopher 
Diem notes, this ‘ethical relation does not presuppose the capacity for 
linguistic articulation’ (Diehm, 2000, p. 53). The face of the other ‘does 
not have to speak’ in order to make its appeal for recognition, ‘[w]hich 
means that the non-human could not be ruled out on the basis of an 
inability to converse with us’ (Diehm, 2000, p. 53). However, in spite 
of the potential for expressive robots such as ALAVs to reveal a ‘face’ 
through their behaviours, the question of whether robots can take part 
in ‘face to face’ encounters is nonetheless in question.

As was briefly mentioned in Chapter 2, Levinas argues that an 
animal cannot reveal a face ‘in its purest form’ (Wright et al., 1988, 
p. 169), making it reasonable to assume that he would have also have 
excluded machines, even robots designed specifically to interact with 
humans, with a similar argument. At one point in his writing he does 
question whether ‘things have a face’, noting that art might be regarded 
as an ‘activity that lends faces to things’ and finally asking: ‘Does not 
the façade of a house regard us?’ (Levinas, 1989a, p. 128). However, 
though he does not come to a firm conclusion, suggesting that ‘[t]he 
analysis thus far does not suffice for an answer’, he is clearly sceptical 
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and wonders ‘if the impersonal march of rhythm does not substitute 
itself in art ... for the face’ (Levinas, 1989a, p. 128).

For this reason, while Levinas’ defence of absolute otherness in 
communication would seem valuable in considering the possibilities 
of human communication with nonhuman others, including animals 
and machines, his philosophy cannot simply be employed to do this, 
but must instead be purposefully extended. Both Derrida and Clark, 
as mentioned in Chapter 2, suggest reasons to make this extension to 
include animals as beings that reveal Levinasian faces, able to address 
the human self and take part in ‘face to face’ encounters. David Gunkel 
(2010) has also recently raised the question of whether machines might 
be regarded as Levinasian others from a philosophical perspective, his 
concern being related to the question of whether machines can, or might 
in the future, be moral agents. In contrast with Gunkel’s aim, this book 
focuses on extending Levinas’ theory specifically in relation to robots and 
their communication. My aim is to analyse how humans perceive and 
interpret particular robots and their behaviours, employing a Levinasian 
perspective to help explain people’s recognition of robots as communi-
cative individuals, worthy of attention, alongside the understanding that 
they are also clearly strange nonhuman others.

Entertaining the possibility of extending Levinas’ ideas about commu-
nication to robots, and recognising that the Levinasian ‘face’ does not 
need to be a physical face, the pertinent question is therefore whether 
ALAVs are expressive in ways that reveal themselves as others, such that 
they are able to command the attention and response of their visitors. 
Berk and Mitter indicate that the success of the original ALAVs project 
relied on its ‘ability to captivate a wide audience’ (ALAVs Website). 
As visitors watch the ALAVs, they interpret the robots’ behaviours, 
expressed as they explore, dance and call to one another. The feeding 
process then allows humans to interact directly with the ALAVs as 
more than observers, encouraging them to take an active part in the 
installation and bringing the seemingly nervous robots into close prox-
imity with their visitors. Here the lights displayed by the ALAVs help 
to support an understanding of the somewhat unusual feeding action. 
The success these robots show in attracting and retaining their visitors’ 
attention, drawing them into direct interactions, begins to suggest that 
they might be encountered as Levinasian others by visitors; however, a 
better understanding of their expressive capabilities is made possible by 
considering their nonverbal communication in more detail.
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Formalising the idea of communication as  
more than language

In line with the analysis of human-animal relations in the previous chap-
ter, interactions between ALAVs and with human visitors suggest that 
rather than just trying to do ‘things with words’, it is vital to accept that 
communication of nonverbal as well as verbal signs is valuable (Peters, 
1999, p. 21). While the nonverbal communication of animals is relatively 
well understood by at least some humans, in particular those who work 
closely with dogs, the strangeness of the ALAVs provokes the adoption 
of a number of different levels of interpretation.

The ALAVs cannot speak, but they are read as communicative in ways 
that bring to mind Goffman’s concept of ‘small behaviors’, since much of 
their communication flows continuously as they explore the installation 
space as opposed to being composed of intentional attempts to commu-
nicate pieces of information. However, Goffman’s focus, on ‘glances, 
gestures, positionings, and verbal statements’ revealed by humans in 
interaction, is somewhat difficult to map onto ALAV behaviours, in 
particular their use of nonlinguistic sounds and light signals. To formal-
ise how behavioural expression, or embodied communication, works for 
robots such as ALAVs, beyond the use of spoken language, it is helpful 
to draw on Fernando Poyatos’ conception of the ‘triple audiovisual real-
ity’ of communication, ‘what we say, how we say it, and how we move 
what we say’ (1997, p. 249). For Poyatos, a researcher into the subtleties 
of simultaneous translation, communication consists of: verbal language, 
speech itself; paralanguage, nonverbal voice qualities, modifiers and 
sounds used to support meaning; and kinesics, the body language of face, 
eye and hand movements, and also overall body movements, postures 
and manners (1983, pp. 175–178; 1997, p. 249).

Within Poyatos’ framework, the ALAVs communicate using their calls 
as a form of paralanguage and the kinesics of whole body movements. 
Although the spinning greeting dance and the hovering and drifting 
away movement when ‘feeding’ are the most clearly defined kinesic 
communications these robots make, the consistent direction in which 
they move, bulbous end first, identifies a robot’s front from its back and 
may be read as indicating where the attention of an ALAV is directed. 
The ALAV’s choice of light – blue, flashing blue or red – acting as a 
precise signal of whether they are ‘hungry’, ‘feeding’ or ‘full’ might best 
be regarded as a form of robot-specific paralanguage or maybe a kind of 
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gestural action akin to the kinesics of a facial expression. An acknow-
ledgement of the importance of paralinguistic and kinesic signals, in the 
absence of humanlike language, offers a way to understand how these 
non-humanoid robots are able to express themselves to humans, while 
also retaining space for their otherness to be an important part of the 
communicative relations that develop.

The videos of human-ALAV interactions indicate that a number of 
visitors to the installation do not regard the ALAVs as passive objects 
(ALAVs Website). Instead, the movements of the robots, the sounds 
and the light signals they use while interacting with one another and 
with humans encourage people to encounter and respond to them as 
expressive, thought-provokingly strange others. Human-ALAV encoun-
ters would seem to illustrate Levinas’ ‘provocative speculation that the 
ethical relation is asymmetrical: one is responsible for the Other before 
and beyond being reciprocated by an equivalent concern – respon-
sibility is my affair, reciprocity is the Other’s’ (Pinchevski, 2005, p. 9). 
Visitors’ careful interactions with ALAVs involve taking responsibility 
‘both for and to the Other: for the Other’s fate, and to his or her address’ 
(Pinchevski, 2005, p. 75). While the robots respond in their own way 
to the humans, it would be difficult to argue that they reciprocate on 
anything resembling equal terms.

Setting aside questions relating to the underlying ethical nature of 
human, animal and robot being, Levinas’ conception of the face to face 
offers a way to argue for the importance of respecting otherness and 
difference within communication as positive elements, as opposed to 
problems that must be overcome. This involves recognising that animals 
and machines, at least those that are read as expressive, have the potential 
to reveal a Levinasian face in encounters with people, although they will 
each reveal very different faces from one another that may well require a 
very different response from the self.

Making space for others and their differences

The discussion above, although it refers to a more holistic understanding 
of communication involving the use of both verbal and nonverbal signs, 
is still somewhat tied to elements of a cybernetic-semiotic theory. There 
remains a focus on the use of signs, although in this case nonverbal 
signs, to transmit pieces of information in the way that many cultures, 
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although not all, understand a shake of the head to mean ‘no’. Therefore, 
by considering nonverbal communication in the terms suggested by 
Poyatos, a space is made, even within cybernetic-semiotic theory, for 
the existence of communicative others that are overtly different from 
humans. I have already noted that Levinas and scholars who draw upon 
his work, such as Pinchevski, describe the cybernetic and semiotic tradi-
tions of communication as defining processes that depend on the pres-
ence of commonality and sameness for successful information exchange. 
From the perspective of these scholars, such models can therefore be 
understood as violent to the other. However, attending to the complex-
ity of nonverbal signs and taking them seriously as a meaningful part 
of communication processes begins to offer a way in which even a 
cybernetic-semiotic model can be understood to allow some space for 
the overtly different other to communicate, without being forced into a 
position of sameness.

The ALAVs also appear to express various emotions through a combin-
ation of paralanguage and kinesics. Maybe most noticeable are their 
anxious ‘shouts’ when isolated and their joyful dances when they are 
reunited. These nonverbal communications support the various ways 
in which visitors interpret these robots. In particular, the care that these 
robots seem to express towards one another, taking part in joyful dances 
when an isolated robot returns to the flock, for example, encourages people 
to understand them as feeling others, as opposed to unfeeling objects. The 
range of expression available in the nonverbal communication of even a 
relatively simply non-humanoid robot such as an ALAV therefore also 
extends the possibilities of sociopsychological and sociocultural concep-
tions of communication, which have less to do with information transmis-
sion and more to do with either influencing others or sharing reactions 
to, and understandings of, situations in the surrounding world. People’s 
interpretations of the ALAVs’ communicative capabilities support the idea 
that they make attempts to connect with other ALAVs and with human 
visitors. In part, what drives these interpretations, in particular relating 
to the expressive and communicative nature of the ALAVs, is a form of 
anthropomorphic and zoomorphic response; although, as I clarify below, 
these responses are also constantly in question, since these robots have 
not been designed to be like humans or like animals in the sense that the 
robots discussed in Chapter 1 and at the end of Chapter 2 have been.

As they attempt to understand the ALAVs, some visitors clearly 
zoomorphise the robots; for example, one chose to describe these robots 
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as ‘virtual, non sea whales’ (ALAVs Website, Version 1.0 Full Video). This 
particular response was probably supported not just by the flock-like, 
equally well understood as pod-like, nature of the installation, but also 
the whale-like sounds being made and the dances that take place when 
the robots draw close together. Others have noted a more anthropo-
morphic response; as I have already mentioned one of the ALAVs is 
seen as ‘a little dim-witted’, but more generally people are aware that the 
blimps have been given names and are encouraged to read each as having 
its own personality (ALAVs Website, Version 1.0 Full Video). Finally, 
people have recognised links with science fiction, one saying, ‘all my SF 
books try to get [this] kind of feeling’, indicating that their experiences 
reading fiction might inform their real-life encounter with these robots 
(ALAVs Website, Version 1.0 Full Video). What can be drawn out from 
this type of comment is that humans encountering the ALAVs attempt 
to understand them and categorise them in whatever way helps them to 
support their interactions with the robots.

Most importantly, while a level of familiarity is expressed through each 
of these interpretations, it is subject to continuous reappraisal, because 
these robots cannot, for example, be un-problematically categorised as 
‘like whales’. Even though the feeding action brings to mind the feeding 
of birds or butterflies in captivity, or alternatively the experience of a 
dolphin encounter, the actual process of feeding the ALAVs, including 
the synchronised flashing of lights, and colour-coded message as the 
light turns from blue to red once the robot is ‘replete’, clearly identifies 
this feeding action as unique and different from any other that humans 
may have experienced before. In addition, this analysis of non-humanoid 
robots moves the discussion away from the idea that a robot’s commu-
nication with people is in part reliant on the use of humanlike facial 
expressions, as seen in Kismet and Jules. Instead, non-humanoid robots 
communicate and express in their own ways, appropriate to their specific 
forms and behaviours.

The Levinasian ‘distance’ between the ALAVs and their visitors is 
preserved as the robots constantly raise questions that unsettle any 
attempt to understand them fully through the descriptions of science 
fiction, zoomorphic or anthropomorphic responses. Interactions between 
humans and ALAVs therefore open up the possibility of what might be 
termed a tempered approach, which allows the attribution of human or 
animal traits to non-humanoid others in order to support partial under-
standings, while insisting on the importance of remaining constantly 
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aware of the level of difference that nonetheless remains. The production 
of a tempered anthropomorphic or zoomorphic response offers a means 
to understand how communication occurs, in situations where the diffe-
rence between communicators remains a valuable presence.

The ALAVs in version 2.0

The ALAVs in version 2.0 are similar to those in version 1.0, only the 
flock is larger and the bodies of the robots are transparent, so that their 
signal lights cause their bodies to glow in the now more often darkened 
installation space. The nonverbal behaviours of the version 1.0 ALAVs 
were carried into version 2.0 of the installation, but a new way to interact 
with the ALAVs using mobile telephones was also introduced. Visitors 
can telephone the ALAVs’ number to hear a spoken message asking 
them to declare whether they are ‘friend’ or ‘foe’, and then to indicate 
if they would prefer to interact with the ‘group’ as a whole or with an 
‘individual’ member (ALAVs Website). The behaviour of the ALAVs 
alters depending on responses to further questions and in some cases the 
movement of the human. The flock of version 2.0 robots are unnamed, 
with the exception of ‘Odd Ball’, a special ALAV that takes part in one-
to-one interactions with human visitors when the ‘individual’ option 
has been chosen (ALAVs Website). The dialogues between humans 
and ALAVs are under very tight control, revolving around single word 
answers (e.g., ‘friend’, ‘individual’) to recorded questions, to work within 
the parameters offered by the voice recognition system being used. The 
interaction detailed below is an example, based on the flow diagrams on 
the ALAVs website, of a conversation with Odd Ball having chosen the 
options ‘friend’ and ‘individual’:

odd ball: Howdy. I’m the one pulsing bright green. They call me Odd
ball. Don’t be shy, come closer.
[odd ball: Wait 15 seconds]

Can you tell me how tall you are in feet and inches? For example, say 
five seven.

person: Five feet and six inches.
[odd ball: a. Adjust height level appropriately, b. Log height data for courtship 

behaviour]
odd ball: How old are you? For example, say thirty.
person: Thirty-two.
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[odd ball: Log age data for courtship behaviour]
odd ball: I think you are female, is this correct? Answer yes or no.
person: Yes.
[odd ball: Log gender data to courtship behaviour]
odd ball: From where I’m from, this is our traditional courtship dance.

I’ve heard I’m quite the stud. Thank you for helping me better under-
stand how we can live together in a shared habitat. I hope we meet 
again. Goodbye.

[odd ball: a. Perform courtship dance, b. Return to autonomous movement]

The aims for version 2.0 of the ALAV installation were slightly different 
from those for version 1.0. Berk and Mitter explain that the plan was 
always to increase the size of the flock in the new version. In addition, 
they were also interested in enhancing the level of interaction between 
people and the ALAVs, and the use of mobile telephones as an additional 
interface was introduced to reinforce the idea of the ALAVs as ‘networked 
objects that communicate the concept of connectivity among people, 
objects, and the environment’ (ALAVs Website). It was hoped that by 
having spoken conversations with the robots people would feel that they 
had built closer relations with them. In order to analyse encounters with 
the ALAVs in version 2.0 Levinas’ ‘face to face’ can again be considered, 
but this time to draw on the distinction that he makes between the ‘Said’ 
and the ‘Saying’, and its relation to ideas of interruption.

Levinas’ definition of the Said can broadly be related to the idea of 
the message in traditional communication theory, since it consists of 
the ideas, information or knowledge that an interlocutor is trying to 
convey in language (Pinchevski, 2005, p. 10). In contrast, the Saying can 
be regarded as an amalgamation of what is Said with the way that it is 
said, to whom it is said, as well as the broader temporal, spatial, cultural 
and historical setting for the moment of exchange. As Levinas explains, 
‘Saying states and thematizes the said, but signifies it to the other ... with a 
signification that has to be distinguished from that borne by words in the 
said’ (1980, p. 46). Pinchevski clarifies that for Levinas, ‘communication 
is irreducible to the circulation of information’ because it also involves 
‘an unrepresentable relation, contact or touch’ (2005, p. 11). Therefore, 
while it might be argued that the Said could also encompass the distinct-
ive signs used in nonverbal communication, it also seems reasonable to 
consider that much of what is conveyed by nonverbal means constitutes 
the very ‘relation, contact or touch’ of the Saying to which Pinchevski 
refers above (2005, p. 11).
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In the case of the ALAVs in version 1.0, it could be suggested that their 
communication consists of precisely those elements of the Saying that 
are not a part of the Said. Indeed, there are only a few aspects of the 
communication between humans and ALAVs that result in information 
being conveyed, an example being the red light indicating the end of the 
feeding process. Pinchevski’s discussion of the Saying and the Said can 
therefore be understood to emphasise the importance of the body and its 
presence in the Saying. However, analysing the new interactive possibil-
ities of version 2.0 enables a consideration of the most important aspect 
of the Saying: the possibility for interruption, where this is different from 
the interruption in being that has already been discussed.

For Levinas, as well as for Pinchevski, a vital element of the Saying is 
that ‘[t]his signification to the other occurs in proximity’ (Levinas, 1980, 
p. 46). While this does mean that the Saying is closely linked with the 
concept of ‘the face to face’ encounter and the interruption in being that 
it retains, a simpler understanding of the possibility for interruption is 
also present in the Saying. This occurs, as Blanchot notes, because the 
discourse of self and other ‘is composed of sequences that are inter-
rupted when the conversation moves from partner to partner’ (Blanchot, 
1993, p. 75). In this way, Blanchot links interruption with turn-taking in 
dialogue. Extending this idea, a related but more potent form of inter-
ruption in dialogue is actually revealed when an interlocutor simply 
cannot wait for his/her turn.

Although people talk to the ALAVs in version 2.0, the level of script-
ing in exchanges with the robots, even with Odd Ball as an individual, 
would seem to reduce the potential for either form of interruption in 
dialogue. In some ways, the Saying that occurs between humans and 
ALAVs is so confined through its scripted nature that it becomes more 
easily associated with Levinas’ conception of the Said. This interaction 
in speech therefore does not really add to the encounter between human 
and ALAV in Levinasian terms. Instead, it might even be understood 
to reduce the impact of their nonverbal paralinguistic and kinesic 
expression, thus emphasising the ways in which their communication 
can be compared with, and found deficient against, a human standard. 
Videos on the website show that individual people’s interactions with the 
robots were longer and more complex in version 2.0, but it is difficult to 
tell whether the robots, Odd Ball in particular, were perceived as more 
engaging than version 1.0 ALAVs.
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Encounters between humans and ALAVs illustrate the possibility of 
extending Levinas’ ‘face to face’ to include nonhuman others that reveal 
absolute alterity most clearly through nonverbal means. Although 
human-ALAV interactions offer a useful illustration of the interruption 
in being produced by overt otherness in communication, the commu-
nication between humans and ALAVs does not develop very far past 
the moment of the initial encounter. The longer interactions developed 
through the use of a mobile phone interface, and the introduction of 
communication in human language, do engage people and ALAVs over 
extended periods of time, but the otherness in these encounters might 
be obscured by the scripted nature of the conversation. The next chapter 
therefore considers another art installation within which communication 
also uses the kinesic channel, alongside a very different use of human 
language that may be more effective in ensuring that the differences of 
the other remain in mind.
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4
Stories and Dances

Abstract: In Chapter 4, the discussion moves beyond the 
initial encounter, to consider how dynamic interactions 
support communication with robots where those 
communications are also framed by a backstory. The 
focus is on how interactions can be understood in terms 
of both dialogue and overlapping continuous systems of 
interchange. Levinas’ theory is further extended in this 
chapter, to highlight the interruptions in being and in 
saying that occur in interactions with Fish and Bird, the 
wheelchair-like robots discussed throughout the chapter.

Sandry, Eleanor. Robots and Communication. Basingstoke: 
Palgrave Macmillan, 2015. doi: 10.1057/9781137468376.0010.
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The previous chapter explored ideas about communication in brief inter-
actions with non-humanoid robots in an art installation. The encounters 
between humans and ALAVs were considered in terms of Levinas’ ‘face to 
face’ with the suggestion that the radical alterity of these robots, revealed 
through their behaviours, including movement, sound and the display of 
coloured lights, can be interpreted as a form of nonhuman Levinasian 
face. This chapter moves on to consider human interactions with robots 
that also illustrate the idea of the encounter, but where people’s under-
standing of the robots is framed by a backstory. In this example, visitors 
are able to explore the existing relation between a pair of robots, as well as 
interacting with the robots themselves. This has the potential to enable a 
deeper exploration of the self-other relation, developed through a process 
of dynamic communication between human and robot.

The Fish-Bird project

The Fish-Bird project was the result of a long-term collaboration 
between the artist Mari Velonaki and roboticists Steve Scheding, David 
Rye and Stefan Williams, working in the Centre for Social Robotics 
at the University of Sydney. This robotic art installation consists of 
two autonomous robots in the form of wheelchairs, which interact 
with each other and also any visitors who enter the installation space. 
The robots have individual personalities and are identifiable by their 
colour, fish being blue while bird is red. Fish and Bird communicate 
in two ways. The first is kinesic and relies on their movements, which 
are attuned to the positions and movements of the other robot and any 
human visitors. The second is through human language in the form of 
fragments of written text, which are produced using miniature ther-
mal printers and dropped onto the floor. These notes may be personal 
messages from one robot to the other or messages for human visitors. 
The words are taken from donated love letters, the works of the poet 
Anna Akhmatova and a text written by Velonaki herself. Each robot 
produces its notes using a different handwriting ‘assembled from 
digitized bitmaps of the glyphs’ (Velonaki et al., 2008, p. 6). Figure 4.1 
is a composite image that gives an impression both of the movement 
of Fish and Bird in relation to people within the installation, as well 
as showing how the printed notes build up on the floor around the 
robots.
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These robots have been carefully programmed to make subtle 
movements, some of which have also been linked into choreographed 
sequences as they move around each other. People’s interpretations of 
their movements, and their relationship with each other, is framed by a 
backstory, Fish and Bird being characters in a Greek myth. In keeping 
with their ancient namesakes, the modern-day Fish and Bird have fallen 
in love, ‘but cannot be together due to “technical” difficulties’ (Velonaki 
et al., 2008, p. 5). Overall, the robots have seven patterns of behaviour, 
linked to the seven days of the week, and these affect the development 
of ‘artificial “emotional” states’ on a day-by-day basis. Their emotional 
states, or ‘moods’, are also shaped as responses to their perceptions of the 
movements of the other robot and of humans who enter the installation. 
Each robot’s emotional state not only informs its movement, but also 
alters the choice of text for printing (Fish-Bird Project Website).

Interruptions in being and in saying

When they are together without visitors, the robots take part in a constant 
stream of interaction with each other, indicated both by their movements 

figure 4.1 The Fish-Bird project
Source: Courtesy of Mari Velonaki and the Centre for Social Robotics at the University of 
Sydney.
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and by their choice of printed texts. The continuous motion of Fish and 
Bird, in the absence of any obvious propulsion system, complicates the 
idea that these objects might be everyday wheelchairs, in spite of their 
appearance. When a visitor enters their installation space the interaction 
between Fish and Bird is interrupted and the robots turn towards the 
person who has entered. Visitors can therefore be understood to ‘disturb 
the intimacy of the two characters’ (Velonaki and Rye, 2010, p. 3). The 
movement of these robots clearly shows their acknowledgement and 
response to the human’s arrival, further destabilising their status as 
wheelchairs.

The Fish-Bird project demonstrates, more clearly than the example of 
the ALAVs, the sense that a moment of encounter and interruption can 
be understood to occur both for humans, as the robots turn to ‘face’ them 
when they enter the installation space, and for the robots, as human visi-
tors disturb their conversation. The people visiting are interrupted, in 
the sense of experiencing Blanchot’s ‘interruption of being’ (1993, p. 77), 
because of the way that these seemingly familiar objects act in a most 
unfamiliar way as they turn to ‘face’ the person. In contrast, Fish and 
Bird break off from their dance and production of notes, which together 
could be regarded as forming a somewhat disjointed dialogue. A human 
entering the installation can therefore be understood to interrupt the 
robots’ ongoing conversation.

Fish and Bird’s communication complicates and blurs Levinas’ ideas 
about the Saying and the Said because of the way in which their Saying 
is produced in writing, and thus closely linked with Levinas’ conception 
of the Said. While the notes themselves cannot be interrupted during 
their production, interruption is nonetheless clearly present here as each 
robot’s choice of note is altered based on what is happening around them. 
As I have already mentioned, this is particularly evident when Fish and 
Bird cease to exchange personal messages as a person enters the instal-
lation space. What they do next is begin to talk about the weather. These 
robots can be understood to use a similar strategy to people in the pres-
ence of a stranger, falling back on trivial topics as a means of dissipating 
what might otherwise be an uncomfortable silence. As the notes fall to 
the floor, the Saying of the robots can be understood to change into what 
has been Said. This record of their ‘speech’ to each other is always frag-
mentary, because no history is formed of the narrative structure of the 
interchange between the robots. However, since the production of notes 
allows visitors to see the messages that have been produced before they 
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arrive, people may still become aware that their presence has not only 
altered the movement of the robots but also the content of the texts they 
produce.

The clarity with which the robots Fish and Bird can be understood to 
turn to ‘look’ at entering visitors returns this discussion to the idea of the 
face and the gaze of the other. These robots do not have eyes; informa-
tion about the presence and movement of people is captured by cameras 
at the corners of the installation space and wirelessly transmitted to the 
robots. However, their form offers a clear idea of the direction in which 
they are facing and thus, as their attention transfers to a visitor, they 
are interpreted as ‘looking’ by virtue of their orientation. Fish and Bird 
therefore, more clearly than the ALAVs, lend themselves to analysis in 
light of Derrida’s consideration of the animal gaze in his encounter with 
a specific ‘little cat’ (2002, p. 374) discussed in Chapter 2.

When entering the Fish-Bird project installation space visitors experi-
ence the sense that they intersect their gaze with the perceived ‘gaze’ 
of the robots, as Fish and Bird turn to face them. Although Fish and 
Bird cannot look at their visitors in anything resembling the same way 
that Derrida’s cat gazes at him, their movement is enough to suggest 
that their attention is directed towards their visitors. In turning to face 
people Fish and Bird appear to ‘look at them ... and in a word, without 
a word, address them’, and it is this action which would seem to set the 
scene for further interactions between robots and humans (Derrida, 
2002, p. 382). Velonaki and Rye describe this ‘first stage of engagement’ 
between the humans and the robots as a ‘state of “Interest” ’ (2010, p. 5). 
By interpreting the initial meeting of robots and humans using the frame 
offered by Derrida, this first stage of engagement can be understood 
more precisely as the moment in which visitors recognise the robots 
as revealing an ‘absolute alterity’, while at the same time retaining the 
ability to communicate with humans from this position of difference 
(Derrida, 2002, p. 380).

Interactions with Fish and Bird were designed not only to be ‘intui-
tive, and nonthreatening’ but also to be in some way ‘natural’, this being 
linked with the idea of ‘the machine having a physically embodied 
“persona” ’ (Velonaki et al., 2008, p. 2). Indeed, the form of these robots 
was chosen because of the sense in which the emptiness of the wheel-
chair, as an ‘object that almost perfectly frames the human body’, draws 
attention to the absence of a person (Velonaki et al., 2008, p. 5). In some 
ways, although not anthropomorphic in itself, their form was designed 
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with the potential to invoke an anthropomorphic response to the miss-
ing person. However, it is interesting to note that in all five countries 
where the robots have been exhibited visitors have ‘reported that they 
were attracted to the robots not because of the way that they looked, but 
because of the way that they behaved’ (Velonaki and Rye, 2010, p. 5). 
Thus, as Derrida suggests is the case for the cat, these robots first address 
the human visitors by their movement, orienting themselves such that 
they are face to face with people.

There would seem to be no conclusive evidence that people look at 
Fish and Bird and think about ‘what is not present’ (Velonaki et al., 2008, 
p. 6). Instead, visitors concentrate on attempting to interact with what 
is present: the wheelchairs themselves. In addition, while Velonaki and 
Rye indicate that some visitors ‘tended to interpret some of the robots’ 
actions in terms of their own prior experience with people or animals’, 
the need to zoomorphise these robots may be less marked than with the 
ALAVs (Velonaki and Rye, 2010, p. 5). Fish and Bird clearly do not live in 
the same way as their animal namesakes; however, they would seem to 
be good examples of the type of ‘lively’ machines that Haraway notes are 
becoming increasingly common (1985/2000, p. 294).

As I have considered in relation to Derrida’s discomfort under the gaze 
of a cat (2002, p. 374), and Smuts’ description of interactions with dogs 
as social subjects (2001, p. 118), recognising individual communicators 
is an important part of deciding to interact with them. Fish and Bird are 
not only separable by the colour of their upholstery, but also by the way 
that they move as people enter the installation. Bird is more outgoing as 
‘the wheelchair that first approaches an audience member’, whereas Fish 
‘tends to hang back and observe, and is less likely to approach a person 
directly’ (Fish-Bird Project Website). The movements of the robots 
therefore offer an insight into their individual personalities or characters. 
In addition, even though these robots’ behaviours are programmed as 
explained above, in a similar way to the ALAVs, each individual visitor’s 
interaction with these robots will take its own particular course.

In addition to showing where their attention lies, the movements of 
Fish and Bird have also been carefully designed to show their intention 
and mood through the speed and direction of movement. For example, 
‘[a] robot indicates dissatisfaction or frustration during interaction ... by 
accelerating to a distant corner, where it remains facing the walls until 
its “mood” changes’ (Velonaki and Rye, 2010, p. 3). Wheelchairs are 
normally objects that require direct intervention in order to fulfil their 
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purpose, either being propelled by the effort of the person sitting in 
the chair, by someone pushing the chair or by the presence of someone 
controlling a motorised system. Fish and Bird, however, subvert this 
accepted understanding of the wheelchair as passive, because of the way 
that they propel themselves, and cease to move at all if they are pushed 
or sat upon. This may well make their seeming ‘aliveness’ even more 
arresting, and may add to the way in which their movements are under-
stood as intentioned and meaningful.

Whereas much of the movement of the ALAVs is understood as explora-
tory and related to a continual search for ‘food’, the constant motion of Fish 
and Bird is presented in a different way. The Greek myth from which their 
names are taken positions the robots as individuals who are continuously 
dancing around each other in an attempt to negotiate their difficult rela-
tionship. This dance is interrupted only by the arrival of human visitors or 
the end of the day. The myth also frames the messages that are strewn over 
the floor as time passes, allowing people to put the fragments of text they 
see into the context of this same conversation about a personal relation-
ship. The backstory for these robots therefore helps visitors to interpret 
them and their communications, providing a frame for the installation’s 
human-robot engagements that encourages people to acknowledge each 
robot as a communicative individual with something to ‘say’.

Dialogues and dynamic systems

The creators of Fish and Bird suggest that dialogues develop between the 
robots and humans as the wheelchairs move around based on their sense 
of the ‘body language of the [human] participants’, who then proceed to 
react in their turn to ‘the body language of the robots’ (Velonaki et al., 
2008, p. 6). During this ‘second stage of engagement’, ‘Exploration’, visi-
tors become active participants ‘by moving with and sharing the same 
physical space with the wheelchairs/robots’ and begin to experiment 
with possible ways to interact with Fish and Bird (Velonaki and Rye, 
2010, p. 5). Visitors try various strategies including ‘making sounds such 
as clapping their hands or talking with a variety of different intonations 
to attract the attention of the robots’, although they soon discover that 
‘physical proximity to the wheelchairs and manner of movement, changes 
of body stance, hand and arm gestures’ are more effective (Velonaki and 
Rye, 2010, p. 5).
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While interactions with Fish and Bird can be understood to result in 
dialogues or even conversations, there are alternative explanations for 
their communication. In particular, it is worth focusing on the way in 
which the reliance on a nonverbal kinesic communication channel in 
the Fish-Bird project, together with the production of notes as opposed 
to spoken language, promotes an understanding of communication 
which is less about turn-taking in dialogue, and more about a continu-
ous process in which signs overlap even as they are produced by the 
participants. This setting aside of the turn-taking rules that are often 
a feature of communication with humanoid robots, as discussed in 
Chapter 1, does not mean the participants are not paying attention to one 
another; instead, the moments of attention and response occur in a more 
dynamic and flowing way. Therefore, alongside the idea of dialogue, it 
is also clear that the ‘dance metaphor’, introduced in the discussion of 
human-animal communication in Chapter 2, is an appropriate way to 
explain Fish and Bird’s communications, both with each other and with 
human visitors. Not only have these robots been programmed with ‘the 
capability to perform detailed “choreographed” sequences’ as part of 
their movements (Fish-Bird Project Website), but there is also a clear 
sense of dance present more broadly in the patterns that humans and 
robots make as they move around one another in the installation space.

Shanker and King, whose work discusses the dance metaphor in some 
detail, draw upon the work of Alan Fogel, who has developed a concep-
tion of co-regulation as a process that ‘occurs whenever individuals’ joint 
actions blend together to achieve a unique and mutually created set of 
social actions’ (1993, p. 6). Fogel stresses that ‘[c]o-regulation arises as 
part of a continuous process of communication, not as the result of an 
exchange of messages borne by discrete communication signals’ (1993, 
p. 6). It is therefore possible to consider co-regulation only from a 
perspective which understands communication as consisting of infor-
mation moving in a ‘continuous process system’ – or ‘dynamic system’ 
to use Shanker and King’s terminology – as opposed to a ‘discrete state 
system’ (Fogel, 1993, p. 65; Shanker and King, 2002, p. 605).

Drawing on the descriptions of communication already employed in 
this book, it is the cybernetic-semiotic conception of communication 
that is most easily placed within a discrete state system. In such a system 
‘there are senders and receivers’ and ‘[t]he purpose of communication 
is for the sender to alter the behavior of the receiver by transmitting 
informative messages’ (Fogel, 1993, p. 65). In contrast, as Fogel clarifies in 
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another paper, in a dynamic system ‘[w]ords, gestures, and expressions 
can be altered in their shape, intonation, size, explicitness, duration, clar-
ity, force, and on many other dimensions depending upon the ongoing 
and simultaneous flow of communicative actions’ (2006, p. 13). Robots 
such as Fish and Bird, and the ALAVs, in their interactions amongst 
themselves and with human visitors, can be understood to demonstrate 
this type of ‘ongoing and simultaneous flow of communicative actions’ 
(Fogel, 2006, p. 13). Although they do not use ‘[w]ords, gestures, and 
expressions’ in the same ways as humans (Fogel, 2006, p. 13), they none-
theless express themselves through their own forms of language, para-
language and kinesics, to use Poyatos’ terminology.

Shanker and King argue that ‘[t]he shift from the transmission meta-
phor to a dance metaphor represents ... a fundamental shift in commu-
nications theory from an information-processing to a dynamic systems 
paradigm’ (2002, p. 607, italics in the original). They therefore seem to 
associate information processing only with what Fogel terms a ‘discrete 
state system’ (Fogel, 1993, p. 65). However, within the responses to their 
paper some critics note that the dynamic systems paradigm is, in fact, 
compatible with information processing theory (Kuczaj, Ramos and 
Paulos, 2002). Indeed, the cybernetic tradition, and its characterisation 
of communication as information processing from sender to receiver, 
also suggests that ‘ “[m]eaning” consists of functional relationships within 
dynamic information systems’ (Craig, 1999, p. 134, italics in the original). 
This is because some theory in the cybernetic tradition not only consid-
ers the importance of feedback from receiver to sender within complex 
systems, but also identifies a place for the emergence of new information 
or behaviour within a system as a whole (Craig, 1999, p. 142). Thus, rather 
than setting up the dynamic systems paradigm as a replacement for the 
discrete state paradigm, it would seem better to regard them, as Fogel 
does in his more recent work, as reflecting the ‘different points of view of 
the observers and different processes of engagement with the data: one 
more quantitative and the other more qualitative’ (2006, p. 13).

Employing both discrete state and  
dynamic systems models

The idea that both models can be used to understand the same inter-
action in different ways is illustrated in the case of Fish and Bird, and 
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there are instances when Velonaki’s consideration of the dialogue or 
conversation between the robots and humans is clearly an appropriate 
way to understand their communications. For example, the position 
of sender and receiver is evident as the written texts are produced, 
although the meaning of the texts themselves is often cryptic. A record 
of the sender of each note is also retained even after the note has been 
dropped on the floor, because of the unique ‘handwriting’ used by each 
robot. In addition, some movements, such as the initial turning of the 
robots towards the human visitor who enters their space, can be under-
stood as a form of message demonstrating the robots’ shift in attention 
onto the person. In these situations it can be argued that information is 
being transmitted from a sender to a receiver; the information, its source 
and the recipient are overtly present, although the information may not 
always be decoded with ease.

However, it is also clear that the movements of the robots around 
one another, and around humans, as well as the history of messages on 
the floor, promote a different idea of communication in the installation 
space as a constant flow of continually altering co-regulated expression. 
Understanding communication within a dynamic system such as this 
‘requires a completely different conceptualization of information that is 
not fixed in advance and not “transmitted” ’ (Fogel, 2006, p. 14). Instead, 
from this perspective, ‘information is created in the process of commu-
nication’, and ‘meaning making’ becomes an emergent outcome of the 
‘process of engagement’ between humans and robots (Fogel, 2006, p. 14).

What is particularly important about dynamic systems approaches to 
understanding communication is that ‘[r]esearch on the dynamics of 
meaning-making admits to an inability to know completely (since behav-
ior is changing in the very act of observing and conceptualizing)’ (Fogel, 
2006, p. 11). This sets it apart from traditional communication theory, 
and the assumption that to know the other and the other’s behaviour 
completely is the ultimate goal of successful communication. As Fogel 
notes, the idea of attaining complete knowledge of the other is related 
to Western philosophical ideas that Levinas describes as ‘totalizing’ 
(Fogel, 2006, p. 11 referring to Levinas, 1969). In contrast, the admission 
of dynamic systems research, that such complete knowledge of the other 
is forever elusive, can be linked to various phenomenological theories of 
communication, including those drawn from Levinas’ ethical philoso-
phy. Dynamic systems models, and their descriptions of inter-individual 
communication, are open to the idea that such communication will 



 Robots and Communication

DOI: 10.1057/9781137468376.0010

always be ‘infinitizing’, with the result that one cannot ‘completely know 
another person or completely describe behavior’ (Fogel, 2006, p. 11 again 
referring to Levinas, 1969).

Whether communication between humans, Fish and Bird is 
considered as a form of dialogue or a dynamic system of overlapping 
communications based on body movement, if it results in the robots 
becoming ‘comfortable’ with the visitors then they may begin to reveal 
their more intimate thoughts in printed messages once more. At this 
point, in addition to writing notes for each other, they begin to write 
notes for people. This results in a ‘third stage of engagement’, ‘Emotional 
Involvement’, as visitors are drawn in by the notes that may even contain 
‘requests to set the wheelchairs free’ (Velonaki and Rye, 2010, p. 5). Survey 
results indicate that 160 out of the 163 people who responded ‘stated that 
they felt empathy for Fish and Bird caused by the messages that they 
received from the robots’, all of them choosing ‘to take their messages 
with them when leaving the installation space, as a memento of their 
encounter with Fish and Bird’ (Velonaki and Rye, 2010, p. 5).

The idea of producing simultaneous and overlapping messages during 
communication would seem very different from the idea of taking turns, 
with which communication is more often associated. Indeed, much of 
the discussion about communication in this book relies, sometimes to 
a lesser and sometimes to a greater extent, on the idea of a structured 
development of dialogue between interlocutors. The robots Data 
and Kismet in particular are described as careful to adhere to turn-
taking rules in conversation with humans, and this can be understood to 
support the sense in which they are ‘polite’ in their attendance to others. 
While Kismet’s design stresses that the use of turn-taking rules acts as 
a means of embedding this robot in a particular sociocultural context, 
more generally the idea of a structured dialogue is most clearly linked 
with the cybernetic-semiotic tradition and the use of language.

In contrast, the areas of research which Shanker and King identify as 
using the dance metaphor, ranging from research in ape communication 
to research into infant development, are examples for which nonverbal 
communication is seen as a key part of the communication taking place. 
As has been illustrated above, with the brief consideration of Fish and 
Bird’s communication from this perspective, it seems that the dance 
metaphor, and communication in a dynamic system that it describes, 
can also be useful in considering human-robot communication. This 
idea continues to be key in analysing interactions between humans and 
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another non-humanoid robot in the next chapter. Moving away from 
art installations and back to a technology laboratory, the idea of fluent 
interchange, overlapping and flexible as opposed to following precise 
turn-taking rules, is embraced as a way to help humans and a robot work 
together to complete a task. Instead of the communication of the robot in 
the next chapter being framed by a backstory, this time the human-robot 
interaction is positioned in terms of the joint task, which the human-
robot team is asked to complete. In this situation it is the task itself, and 
the shared experience of learning about how to complete that task as a 
team, which acts as a frame to support communication between humans 
and this nonhuman other.
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5
Collaboration and Trust

Abstract: Chapter 5 considers what happens when humans 
and robots learn to complete tasks together as a team. In 
particular, it discusses human interactions with AUR, the 
robotic desk lamp. In this example, elements of verbal and 
nonverbal communication are combined in a dynamic 
communication that involves paying attention to each 
other as well as to the task at hand. The chapter considers 
communication with AUR in terms of a companion species 
relation, drawing on the discussion of human-dog agility 
teams in Chapter 2.

Sandry, Eleanor. Robots and Communication. Basingstoke: 
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The discussion of communication in the previous chapter is mainly 
concerned with how an understanding of communication as a dynamic 
system helps to explain human interactions with Fish and Bird. These 
interactions, based on and framed by stories and histories, are developed 
through a dance of interaction. The communication between humans 
and these robots reflects Smuts’ suggestion that embodied communica-
tion, such as that she experiences with her dogs, is primarily about the 
relations themselves, as opposed to concerning ‘something “out there” 
in the world’ (2008b, p. 137). While they offer various new ways of envi-
sioning human-robot communication, interactions with Fish and Bird 
do not illustrate the possibilities of collaborations between humans and 
robots as they work together to complete a joint task.

However, just as theorists such as Haraway and Hearne, discussed in 
Chapter 2, argue that working interactions between humans and animals 
can be of great value, this chapter moves on to consider whether simi-
lar working relationships can develop between humans and robots. In 
particular, this involves extending Haraway’s concept of a ‘companion 
species’ relation towards an analysis of human interactions with non-
humanoid robots. While the names Fish and Bird link these wheelchairs 
with their animal counterparts, and the ALAVs have been called a ‘tran-
sitional species’ (ALAVs Website), this naming strategy is really a part 
of their positioning as works of art: these robots are not actually like 
animals in many ways. It is therefore helpful that Haraway herself argues 
that ‘the ontology of companion species makes room for odd bedfellows’ 
and overtly includes ‘machines’ in her list (2004, p. 307). In addition, 
the previous chapter’s consideration of human-robot interactions in 
terms of the dynamic systems paradigm and the dance metaphor is 
compatible with Haraway’s contention that ‘[c]ompanion species take 
shape in interaction’ (2004, p. 307). Unlike humans and dogs, humans 
and robots cannot be said to have co-evolved over a long period of time. 
Nevertheless, while they have no evolutionary basis, human-robot rela-
tions can still be considered as relatively well developed, since the robots 
under discussion are specifically designed to take part in interactions 
with humans.

The following consideration of the robotic desk lamp AUR involves 
an analysis of its position in a companion species relation, with human 
participants asked to collaborate with the lamp in completing a joint 
task. This analysis suggests that interactions between humans and robots 
can develop into working relationships. However, it is vital to move 
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away from Smuts’ suggestion that embodied communication refers only 
to the relation itself, in order to consider the ways in which embodied 
communication is also able to refer to external objects and processes. 
By supporting this move, companion species theory offers a means of 
transferring the ideas about human-robot communication discussed in 
the previous chapters into a working environment.

AUR the robotic desk lamp

AUR, sometimes described as a ‘collaborative lighting assistant’, was 
designed and built at the MIT Media Lab by Guy Hoffman (AUR 
Website) (Figure 5.1). AUR was developed as a means of investigating 
ways to improve on human-robot interactions that are typically ‘unintui-
tive, restrictive and limited to a rigid command-and-response structure’ 
(Hoffman, 2007, p. 23). Hoffman’s aim was to find ways to support 
interactions that showed a ‘fluency of joint action’ similar to that shown 
in many human-human interactions, and indeed in the human-dog 
interactions of agility teams discussed in Chapter 2 (2007, p. 23, italics 

figure 5.1 AUR
Source: Courtesy of Sam Ogden, photographer.
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in the original). Hoffman argues that robots must ‘display a significantly 
more fluent meshing of their actions with ours, if they are truly to enter 
our daily lives in a socially meaningful manner’ (2007, p. 23). In contrast 
with his thesis supervisor, Breazeal, whose robot Kismet was discussed 
in Chapter 1, what is notable about Hoffman’s work is that he does 
not assume that achieving fluency in interaction is reliant on a robot’s 
humanlike form. Instead, he is committed to building robots that embed 
an autonomous ability to carry out tasks with humans into familiar 
workplace tools, such as desk lamps; hence the development of AUR.

The robotic desk lamp, AUR, responds to vocal commands as well as 
human movements and gestures (enabled by the human’s use of a special 
glove and headband to help the robot easily locate the hand, head and 
head orientation of the human participant). When a human and AUR are 
set a task to complete, the robot is able to learn, at the same time as the 
human learns, what movements and light colours are required. Therefore, 
as the experiment proceeds, AUR is increasingly able to anticipate the 
human’s commands, allowing it to act appropriately with less and less 
human direction. AUR was designed with two particular conceptions in 
mind to drive its ability to support ‘fluent joint action’ (Hoffman, 2007, p. 
25). The first of these was the idea that a level of anticipation, both about 
‘world states’ and about ‘the actions of a collaboration partner’, is vital in 
supporting effective interaction between individuals who have been asked 
to carry out a task together (Hoffman, 2007, pp. 24–25). The second was 
the idea that ‘repetition, practice and rehearsal’ is a valuable technique 
to improve the fluency of a team in carrying out a task (Hoffman, 2007, 
p. 25). In light of the previous two chapters’ consideration of nonverbal 
aspects of communication it is also particularly pertinent that one of 
Hoffman’s aims with AUR was to consider the ways in which ‘co-located 
partners’ nonverbal behaviour’ is of particular importance in enabling 
‘joint action fluency’ (Hoffman, 2007, p. 26).

Collaborating with AUR

A set of experiments, in which AUR and a human participant collabo-
rated together to perform a simple task, was carried out at the MIT 
Media Laboratory as a means to test the ability of humans and AUR to 
work together effectively. There were three stations, or lecterns, and the 
aim was for the human to direct the robot using voice commands, body 
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and hand movements such that AUR turned to each of the stations in 
the correct order. Once facing the station the robot was then asked by 
the human participant to change its lamp colour according to a writ-
ten instruction hidden beneath one of a set of covers on each station. 
The robot had two different modes of operation, ‘reactive’ and ‘fluency’ 
(Hoffman, 2007, p. 119). In neither mode was the robot programmed 
with any prior information about the order of tasks.

In reactive mode, the robot followed the human’s body movement, 
hand gestures and voice commands, relying entirely on the human 
participant for all instructions required to complete the series of tasks. 
In fluency mode, programming that allowed the robot to learn the task 
for itself was activated. During the fluency experiment human and robot 
gradually learnt the complex series of instructions together, such that 
they began to work better as a team. The lamp was able to anticipate 
what actions came next in the sequence and, therefore, fewer and fewer 
voice commands and movements were needed on the part of the human 
to complete each section of the task.

In the reactive experiment, the human moves and asks the robot 
to ‘come here’ indicating the station with a hand movement while 
also moving to the relevant lectern. The robot turns to face the indi-
cated station and waits for the colour command from the human, for 
example, ‘red’ (AUR Video). There is a strong sense in which commu-
nication in this mode follows strict turn-taking rules, requiring the 
human to direct the robot at every stage. The success of this mode 
would therefore seem to rely on a cybernetic-semiotic transmission 
of information. The precision and clarity of the human’s instructions, 
whether spoken or a combination of gesture and movement, and the 
ability of the robot to decode the instructions correctly are key to 
the team’s success. In reactive mode, only the human is able to learn 
the task and therefore the efficiency gain of the team over time relies 
on the human beginning to ask the robot for the light colour as it is 
moving to the correct station, rather than waiting for it to complete 
the movement. Watching the human and robot complete the task in 
reactive mode, it becomes clear that the way the robot always waits 
its turn to respond with the action the human requests makes the 
experiment rather tedious to complete (AUR Video). The reactive 
experiment with AUR therefore suggests, as has been noted in other 
robotics research, that ‘[a]lthough not necessarily essential to collab-
oration, in order for the interaction to be natural and acceptable to 
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humans, the robot teammates will need to exhibit some learning’ 
(Johnson, Feltovich and Bradshaw, 2008, p. 9).

The idea of the importance of learning is illustrated by what occurs 
when AUR operates in fluency mode and is able to anticipate the 
sequence of events for itself over the course of the experiment. In this 
mode, the instructions of the human and the responsive actions of the 
robot initially follow a turn-taking style in a similar way to reactive 
mode. However, as the robot begins to anticipate what it is about to be 
asked to do, the flow of the interaction changes, becoming faster and 
more seamless. The process of completing the experiments with AUR 
in fluency mode therefore shares much common ground with dog agil-
ity competitions, although dog agility contains a long series of more 
complex and varied tasks. In both examples, it is the human participant 
who receives the instructions and is therefore responsible for directing 
both dog and robot in the initial stages of the trial. However, in a similar 
way to the training process through which dogs learn how to complete 
each individual task at home, AUR was able to learn the station-colour 
combinations as the experiment progressed.

In addition, in both dog agility and when working with AUR, the 
regular running of agility courses, mimicked by the completion of a 
number of experimental iterations, enables humans and dogs/robots to 
understand more accurately each other’s nonverbal communication. It 
is the process of training and interacting over time that helps cement 
the ‘companion species’ relation between human and AUR, albeit in a 
simpler and less evolved form than that found between humans and 
dogs. In fluency mode, AUR becomes able to respond more and more 
quickly, to less and less obvious hand movements, as the human partici-
pant signals which lectern is next in the sequence. At the same time the 
human becomes better at interpreting the lamp’s movements, to judge 
when it has already begun to turn in the correct direction and needs no 
further instruction.

In fluency mode the dimensions, ‘shape, intonation, size, explicitness, 
duration, clarity, force’ (Fogel, 2006, p. 13) of the human’s verbal and 
nonverbal signals alter in response to the anticipation level of the robot. 
Gradually the human need not ask the robot to ‘come here’, or ask for a 
particular colour of light: the human’s movements become enough of an 
indication in themselves (AUR Video). Watching the video of the experi-
ment in fluency mode therefore draws attention to the ‘dance’ of the 
robot and the human, which becomes more noticeable as the experiment 
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progresses and their movements are increasingly attuned to each other 
such that their communicative actions overlap. In fluency mode, AUR’s 
communication with humans is more easily understood from a dynamic 
systems perspective than in terms describing either command-response 
structures or turn-taking dialogues.

Whether reactive or fluency mode is employed, the human’s commu-
nication with AUR involves the use of voice, hand, head and overall body 
movement. However, AUR’s communicative responses are based entirely 
on its movements and colour changes. This robot illustrates the sugges-
tion that ‘asking a robot to “turn left” ’, or in the case of AUR to ‘come 
here’, ‘does not need an acknowledgement’ if the requestor is in a position 
to ‘observe the robot turning’ (Johnson, Feltovich and Bradshaw, 2008, p. 
10). Eliminating unnecessary communication, such as a verbal response 
to an instruction when simply following the instruction is acknowledge-
ment enough, not only saves time and processing power, but also allows 
the interaction between human and robot to proceed fluently from one 
aspect of the task to the next.

Acting theory as an alternative perspective

As opposed to the communication theories employed and extended 
by this book, Hoffman drew his inspiration for the fluency design of 
AUR from theories and methodologies associated with the creative art 
of acting. In spite of this difference in theoretical grounding, his ideas 
also recognise the importance of following an ‘embodied methodology’ 
(Hoffman, 2007, p. 155). In particular, Hoffman explores the difference 
between Delsarte’s system of acting and that of the Stanislavski method 
as a means to inform his robot’s design and programming.

The Delsarte system is based on ‘an elaborate analysis of facial and 
bodily gesture’, identifying these specific movements as signs that could 
‘be understood as a language’ (Maltby, 2003, p. 400). This basis for acting 
is a type of nonverbal semiotic process, which suggests that ‘an audience 
does not intuit a character’s emotion, but recognizes it through a process 
of signification’ (Maltby, 2003, p. 400). Such a theory suggests that actors 
should be able to ‘learn the appropriate pose to communicate pity, 
despondency, or pride’, in the knowledge that ‘the audience comprehends 
emotions by recognizing their signs’ (Maltby, 2003, p. 400). It might be 
suggested that this idea of using a standardised system of common bodily 
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‘signs’ is particularly well illustrated in the facial expressions of Kismet. 
There is certainly a sense in which this robot was designed to produce 
archetypal basic expressions that could be easily recognised by people 
visiting the laboratory or taking part in experiments with the robot.

In contrast, the Stanislavski method is understood as a psychological 
theory of acting because it concentrates ‘on the means by which an actor 
produces signs of emotion’, and therefore on the idea that actors must 
think through a character’s motivation based on their own experiences 
(Maltby, 2003, p. 400). As Hoffman notes, there are some problems with 
considering AUR from this perspective, since it doesn’t have a large 
bank of its own experiences upon which to draw (2007, p. 157). However, 
more importantly for the design of this robot, Stanislavski’s theory and 
training methods place an emphasis on the need for actors to be respon-
sive to one another and to work together as an ensemble (Moore, 1960; 
Benedetti, 1998). In particular, Hoffman notes that such theory often 
stresses the importance of ‘the space between the two actors’, quoting 
Sonia Moore’s insistence that actors ‘must coordinate [their] behavior’ 
and provide a ‘continuous inner and external reaction to each other’ 
(Hoffman, 2007, pp. 160–161 quoting Moore, 1968). Having decided 
how his or her character is motivated, each actor is then expected to 
respond to the other actors in the scene according to that motivation. 
This places an emphasis on the development of a relationship between 
actors on stage, as opposed to an exact reproduction of scripted words 
and actions.

Hoffman argues that the move to an ‘embodied methodology’ denotes 
a ‘significant revolution’ in acting method, which resonates with changes 
in cognitive science and also artificial intelligence research where roboti-
cists such as Brooks suggest that embodiment is vital to the creation 
of intelligent machines (Hoffman, 2007, p. 155). I would suggest that it 
is not only a focus on embodiment that is important in marking the 
change in acting method and in artificial intelligence research, but also 
the importance of the body being situated, such that it is able to perceive 
and respond to the environment as it changes, as opposed to following 
a predefined script or map (Brooks, 2003, pp. 51–52). AUR’s design can 
be seen to rely on these principles of embodiment and situatedness, 
since this robot responds to its human partner, looking for guidance 
from hand and voice signals, altering its response as the human – and in 
fluency mode as AUR itself – learns the sequence of colours and move-
ments required to complete the experiment.
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The ideas that emerge from Stanislavski’s acting theory would seem 
to resonate with ideas of dynamic systems and the dance metaphor, in 
particular the sense in which ‘meaning making’ is understood to emerge 
from the ‘process of engagement’, whether this is for humans acting 
together on stage or film, or for humans and robots in laboratories, 
art galleries or other spaces (Fogel, 2006, p. 14). Links are also evident 
between the idea of attention and responsiveness to other actors within 
this acting theory and Fogel’s understanding of co-regulation arising ‘as 
part of a continuous process of communication’ (Fogel, 1993, p. 6). In 
addition to these similarities, a consideration of acting theory emphasises 
the interplay between rehearsal and improvisation that can be observed 
in companion species relationships such as those between handlers and 
dogs in agility teams, and between humans and AUR. In both cases, 
practice or rehearsal plays an important part in learning about the task 
and in learning about one another’s abilities and strengths, whereas 
the ability to improvise allows the team to adapt flexibly to changing 
circumstances.

While theories of acting method and theories of communication have 
separate paths of development, the resonance between them suggests 
there is similarity between the revolution Hoffman recognises in acting 
method and the shift in paradigm that Shanker and King suggest has 
occurred within some areas of communication studies. In particular, 
Hoffman’s interest in applying what he felt was the ‘embodied method-
ology’ he associates in particular with Stanislavski, and his attendance to 
‘the technical physicality of behaviour and the conventions of nonverbal 
communication’, has similarities with Smut’s description of embodied 
communication (Hoffman, 2007, pp. 155 and 156; Smuts, 2008b, 
pp. 136–137).

However, I would also draw attention to the way in which Hoffman’s 
design of AUR indicates that both Delsarte’s and Stanislavski’s ideas have 
a part to play. Hoffman explains that in designing AUR it was important 
that the robot supported ‘readability of expressive behavior’, a require-
ment that might be seen to be drawn from Delsarte’s semiotic theory 
linking body movement and emotional expression (Hoffman, 2007, 
p. 156). In addition, Hoffman’s design also allows the robot’s behaviour to 
emerge as part of the process of balancing its response to the commands 
of the human participant against what it has learned about the task, 
an idea drawn from Stanislavski. This therefore suggests, in a similar 
way to Fogel (2006, p. 13) in his comparison of the dynamic systems 
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and the discrete state systems paradigms, that these acting theories 
need not be set up in opposition to each other, such that Stanislavski’s 
ideas are described as the basis for a revolutionary new acting theory. 
Instead, both the semiotic theory of Delsarte and the dynamic theory 
of Stanislavski have played a part in the design of AUR, as well as aiding 
peoples’ understanding of the robot’s communication.

As has already been mentioned, Hoffman acknowledges that it is diffi-
cult for robots to amass personal experiences and memories, suggesting 
that this might compromise their expressive abilities. In addition, he 
also recognises that, from the perspective of the Artificial Intelligence 
community, ‘artificial agents will never be intelligent until they are able 
to accumulate experience and memories over a prolonged period of 
time’ (Hoffman, 2007, p. 157). However, although AUR may not be able 
to develop a long-term personal history, experiments indicate that the 
personality of this robot, and an associated sense of its intelligence, is 
developed even with only a modicum of experience accumulated over 
the relatively short span of an experiment. As Hoffman explains, in spite 
of the difficulty of arguing for personality and intelligence in robots: 
experience shows that even the most simple combination of an under-
lying desire and affective state modulating the otherwise straightforward 
functional behaviour of the robot significantly changes the way people 
interact with the robot, attributing a much higher degree of ‘understand-
ing’ and ‘realism’ to the inanimate object (Hoffman, 2007, p. 163).

Expression and ‘face’

The expressiveness of AUR’s movement depends to an extent on the way 
its body structure is read by the human participant. Although Hoffman 
has not created this robot with the aim of supporting an anthropo-
morphic or zoomorphic response, it is nonetheless possible to perceive 
this robot as having a face, head and neck. In this sense, AUR shares 
much in common with the lamps in the short animation Luxo Jr. (1986). 
Although many animations of inanimate objects have been made, most 
alter the objects to make them obviously alive with the addition of 
cartoon faces, as seen in the creations of Walt Disney.

However, in Luxo Jr., the depiction of the two communicative angle-
poise lamps does not require the addition of expressive faces to convey 
the story. The lamps have been animated in a way that is consistent with 
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a real lamp’s physical mechanical properties, although they are able to 
move their whole bodies around by springing into the air. They possess 
physical ‘faces’ and ‘heads’ by virtue of their bulbs and the surrounding 
lampshades, and their anglepoise ‘bodies’ are also incredibly expressive. 
The story of the short film is communicated in a variety of ways through 
the ‘body’ language and ‘head’ movements of the lamps. In particular, 
their gaze direction is very clear and easily understood through the 
direction of the beams of light produced by their ‘faces’. This kinesic 
expression is also supported by paralinguistic sounds. These animated 
lamps are therefore excellent examples of simple mechanical objects that 
use kinesics and paralanguage to communicate intentions and feelings 
without the need for either human language or an expressive human 
face.

Although AUR’s design is not quite as flexible as the anglepoise lamps 
in Luxo Jr., this robot’s ‘head’ and ‘face’ still draw the attention of the 
human participants, such that they consistently look to the lampshade, 
and sometimes into the shade as they work with it to complete the joint 
task (AUR Video). In spite of the way that AUR has a physical face and 
can change the colour of light it displays, it could be argued that this is 
actually not as expressive as the overall movement of its body and its 
posture. As is explained in more detail below, AUR’s expressive body, 
in particular when its movements show anticipation for the human’s 
instructions, allows it to reveal a level of personality during interactions 
with people. This robot’s expressiveness is such that human participants 
experience AUR as an intelligent other, at least over the course of the 
experiments. AUR can therefore be said to reveal its own specific form 
of nonhuman Levinasian face.

Hoffman argues that developing a level of ‘robot personality’ is valu-
able in creating expressive robots that can communicate with humans, an 
insistence that can be linked back to Smut’s description of her relation-
ships with dogs, and the importance of her understanding of each dog 
as a unique social subject with a specific personality (Smuts, 2001, p. 118; 
Hoffman, 2007, p. 157). The effect of AUR’s personality, together with the 
perception that it is an intelligent robot, is particularly well illustrated 
by the answers provided by participants in response to the open-ended 
questions in Hoffman’s post-experiment survey. This anecdotal evidence 
provides possibly the most revealing evidence pertaining to this discus-
sion of humans and robots becoming ‘companion species’ to one another 
through anthropomorphism, zoomorphism and an understanding of 
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communication that is both dynamic and attentive to the importance of 
bodies and their expressiveness as well as language.

Trust, respect and interruption in dynamic interactions

Two sets of human participants took part in the experiments: one group 
worked with the robot in reactive mode and the other in fluency mode, 
but the people in each group were unaware that AUR had two differ-
ent modes of interaction. The results of the experiments demonstrated 
‘a significant improvement in team performance’ when the robot was 
operating in fluency mode (Hoffman, 2007, p. 127; Hoffman, 2008, p. 5; 
Hoffman and Breazeal, 2010, p. 412). In addition, people working with 
the lamp in fluency mode ‘rated the robot’s contribution to the team 
significantly higher’ than people who worked with the lamp in reactive 
mode (Hoffman, 2007, p. 142; Hoffman and Breazeal, 2010, p. 419). Thus, 
in fluency mode, not only did the team’s performance improve as the 
task repeated, allowing both human and AUR to learn the steps, but 
also the human participants were aware of the positive contribution that 
the robot’s learning and anticipation made towards the improved team 
performance.

Even when it was simply reacting to the human’s orders, AUR caused 
one participant to remark that at times it felt as if they were ‘interacting 
with a being that was more alive ... [than a] machine’ (Hoffman, 2007, 
p. 147). However, the ability of AUR to anticipate both the task and the 
instructions was most often appreciated by those participants in the 
fluency experiment, one of whom stressed their ‘sense of relief when it 
just did what I was about to tell it to do’ (Hoffman, 2007, p. 147). Indeed, 
AUR’s abilities clearly led some participants to zoomorphise the robot, 
possibly because of the use of ‘short commands similar to the ones given 
to animals’ (Hoffman, 2007, p. 148). Indeed this can be seen as a simi-
larity between working with AUR and dog agility competitions, during 
which human team members use similarly short commands to direct the 
dogs around the course.

In contrast, some participants felt that they developed a relation-
ship with the robot that was more clearly based in anthropomorph-
ism. For example, one person suggested they ‘were good friends’ with 
AUR ‘[b]y the end of the second sequence’, the sense of friendship 
being so strong that they ‘high-fived mentally after the task was done’ 
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(Hoffman, 2007, p. 147). Another participant would have liked to be 
able to have ‘a robot as a teammate to perform any task’ (Hoffman, 2007, 
p. 147), although they were also somewhat concerned by their reaction 
to AUR, noting some ‘fear’ at the ease with which they ‘grew affectionate 
to it’, which led them to wonder if they would ‘ever have the need for 
it to have true (!) feelings’ towards them (Hoffman, 2007, pp. 147–148). 
Although this person’s level of camaraderie with AUR was higher than 
most, it is clear that participants did feel their responsibility towards the 
robot quite strongly, some going so far as to suggest that the robot was 
better at the task than they were, expressing regret that their mistakes 
might have slowed their ‘teammate’ down (Hoffman, 2007, p. 148).

From these comments it would seem that, while humans initially 
regarded AUR as an object, in fluency mode they were soon surprised 
and impressed by the way that the lamp remembered what it had been 
asked to do previously, and anticipated what it was likely to be asked to 
do next. By the end of the fluency experiments the human participants 
felt that they had formed a working partnership with the robot. Indeed, 
some participants even expressed feelings of ‘respect’, for the robot’s 
memory and ability to anticipate new moves intelligently, and finally 
‘trust’, because as a team their performance at the task consistently 
improved by working together (Hoffman, 2007, p. 147). The most telling 
representation of this trust is what occurs when a human participant 
makes a mistake and misdirects the lamp to the wrong lectern. The lamp 
does a double take; that is, it turns the way it ‘thinks’ it should go, and 
then turns back to ‘look’ at the human. The human sees the double take, 
expresses confusion and then makes a correction (AUR Video; Hoffman, 
2007, p. 152). Through this momentary act of ‘body language’ AUR 
shares its knowledge of the situation, and the human has sufficient trust 
in the robot’s understanding of the task to acknowledge the mistake and 
correct the instruction.

In Chapter 2, the story of Hearne and the dog Gunner draws attention 
to what happens when a human is not sure that their nonhuman part-
ner is attending to the task at hand (Hearne, 2000, pp. 13–14). Hearne 
did not trust Gunner’s motives as he rushed into the bushes, but was 
proved wrong when he returned with Colleen’s stuffed toy. In the case 
of AUR, the human recognises his mistake quickly, possibly because of 
the nature of the task, but also because his recent experience of AUR’s 
abilities supports the sense that the lamp ‘understands’ the requirements 
and therefore ‘knows’ what it should do next. The comments made by 
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participants in experiments with AUR, in particular those who express 
the responsibility they feel towards the robot and the respect they develop 
for its abilities, suggest that they respond to AUR in a way that resonates 
with Levinas’ idea of the other. AUR, unlike the ALAVs, Fish and Bird, 
is more able to reciprocate, at least in terms of appearing committed to 
completing the series of tasks at hand.

What is most important in comparing moments of interruption in 
human-dog and human-robot teams is that they illustrate the way in 
which a reliance on sameness, which is assumed to be the fundamental 
building block of communication in traditional theory, can be replaced 
by a similar reliance on achieving fluency in dynamic systems approaches, 
whether based on dance metaphors and dynamic communication theory 
or acting theory. Sometimes interruptions do occur from which there 
can be no recovery. Haraway, for example, describes an occasion when 
running a trial with her dog Cayenne when they both, simultaneously, 
lose contact with each other and with the course to be run (Haraway, 
2008b, p. 230). However, AUR’s double take, and Gunner’s decision to 
retrieve Colleen’s toy, stresses that moments of unexpectedness and 
uncertainty can be read as communicating more in a brief moment 
than is communicated throughout a longer period as part of smoothly 
co-ordinated joint action. There is clearly a need to recognise that even 
within dynamic frameworks, which may well be more open to otherness 
than static or discrete state systems, communication success – but this 
time in terms of fluency – can become such a strong goal that the idea 
of a break – an interruption – is once again seen only as a problem to be 
solved, as opposed to a moment in which something very important is 
communicated.
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6
Humans, Animals 
and Machines

Abstract: Chapter 6 considers the implications of human 
communication with nonhuman others for the categories 
human, animal and machine. It argues that, while the 
boundaries between these types of being are becoming 
increasingly blurred, they are nevertheless still meaningful. 
The chapter goes on to consider ways of assigning agency 
to nonhuman others on the basis of their activity in 
situations, while also recognising the difference between 
human activities and nonhuman activities.
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This book explores communication between humans and robots of 
many different forms, which have broadly been categorised as human-
oid (in Chapter 1), animal-like (discussed very briefly in Chapter 2) and 
non-humanoid (in Chapters 3, 4 and 5). The book therefore emphasises 
how the figure of the robot can be understood to draw together the 
categories of human, animal and machine in discussions of form and 
behaviour that relate to analyses of communication. However, alongside 
this drawing together of disparate categories, my argument has also 
sought to emphasise the continued value that difference has in processes 
of communication. This chapter therefore considers more precisely how 
the boundaries between humans, animals and machines can be negoti-
ated in such a way that communication can occur, while also retaining a 
clear sense of the absolute alterity of the other.

The value of blurred yet meaningful boundaries

Haraway has argued that ‘nothing really convincingly settles the separ-
ation of human and animal’, since ‘[l]anguage, tool use, social behaviour 
[and] mental events’ are no longer regarded as solely present in humans 
(1985/2000, p. 293). The result of this blurring in boundary conditions 
is reflected in Chapter 2, where the interconnecting works of Smuts, 
Haraway and Hearne are used to explore the potential for rich commu-
nication, and therefore the development of complex collaborations, 
between humans and animals. Making this argument involves acknow-
ledging that animals exhibit social behaviours, as well as accepting the 
idea that ‘language’ refers to considerably more than human language. 
From this perspective, communication is not only the transmission of 
information in words, but also dynamic exchanges of nonverbal para-
language and kinesics, to use Poyatos’ terminology. These cross-species 
interactions also highlight the importance of attending to both inten-
tional and unintentional communications, including the ‘small behav-
iors’ defined in Goffman’s model.

The division ‘between animal-human (organism) and machine’ has also 
been questioned by Haraway, who considers this boundary to be ‘leaky’, 
noting that while machines were once ‘not self-moving, self-designing 
[or] autonomous’, by the late twentieth century a stage has been reached 
where ‘our machines are disturbingly lively, and we ourselves frighten-
ingly inert’ (1985/2000, pp. 293 and 294). Haraway is not concerned with 
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defending the boundaries between humans, animals and machines, but 
rather in using their collapse to enable her introduction of the cyborg 
figure, whose very existence requires them to be compromised. She 
continues to make possibly her most quoted statement emphasising her 
appraisal that the boundaries have already been breached when she says, 
‘we are all chimeras, theorized and fabricated hybrids of machine and 
organism. In short, we are cyborgs’ (Haraway, 1985/2000, p. 292).

N. Katherine Hayles also discusses the boundaries between humans 
and machines, arguing that we should not ‘police’ them and suggesting 
instead that there is much to be learnt from trying to understand the 
flow across them (Hayles, 2005, p. 242). Hayles clarifies that for her, the 
‘boundaries are both permeable and meaningful’, such that humans can 
still be regarded as ‘distinct from intelligent machines even while the 
two are becoming increasingly entwined’ (2005, p. 242). She suggests 
that if, even as they are drawn together, a clear idea of the remaining 
difference between human and machine is retained, the development of 
‘a dynamic partnership between humans and intelligent machines’ can 
be proposed (Hayles, 1999, p. 288). It is this idea, rather than a desire 
to dissolve human-machine boundaries further, that has been pursued 
most clearly in this book. From this perspective the ideas of proximity 
(with the possibility of interaction that it supports) and distance (with 
the continuous acknowledgement of difference that it requires) found 
in Levinas’ conception of the ‘face to face’ are important not only when 
analysing interactions between specific selves and others, but also when 
thinking about the categories human, animal and machine, and the 
blurred, yet still meaningful, boundaries that exist between them.

Rethinking the divisions between categories of being can raise the 
question of who, or what, can be thought of as a ‘person’. As I discussed 
in Chapter 2, Smuts argues that her appraisals of individual animals are 
not about attributing ‘human characteristics to them’, but rather relate 
to seeing them ‘first and foremost as persons’ in their own right (2001, 
p. 118). In contrast, Hearne’s work steps back from the question of person-
hood to defend anthropomorphism as a valuable way to understand the 
behaviours of animals while keeping their otherness, and their particular 
skills and abilities, in mind (2000). In terms of robots, the question of 
whether machines should be afforded a level of personhood may be even 
more difficult to answer, as is clear from the detailed discussion in David 
Gunkel’s book The Machine Question (2010). This book has not sought 
to answer, or even discuss, this question in any great detail. Instead, its 
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exploration of human-robot communication has been focused on the 
possibilities of tempered anthropomorphic and zoomorphic responses 
to robots. These appraisals of robots support the idea that many different 
forms of robot can be understood by humans, and may therefore oper-
ate as part of collaborative human-robot teams, even as the differences 
between these machines and humans remain marked.

Recognising the difference of humanoid robots

In discussions relating to social robotics the propensity of people to 
ascribe human characteristics to nonhuman others is generally accepted 
as valuable (Dautenhahn, 1998, pp. 573–617; Turkle et al., 2006). For 
example, human interactions with Kismet are judged to be supported by 
the anthropomorphic responses this robot provokes (Turkle et al., 2006), 
and similar effects can be seen in interactions with Jules, and of course in 
fiction with Data. These robots, while differing from one another in the 
details of their appearance, are all broadly created as humanoid and can 
thus also be described as anthropomorphous robots.

In many ways, humanoid robots, by virtue of the design decisions 
of roboticists, force people to follow a particular course of interaction, 
one that is in keeping with the high level of anthropomorphism they 
provoke. These robots do not ‘invite projection’, the trait identified by 
Turkle for ‘evocative objects’ such as computers (2005, p. 27); rather, 
they are more easily thought of as ‘relational artifacts’, which ‘demand 
engagement’ (Turkle et al., 2006, p. 315). Indeed, it can be argued that 
humanoid robots make the specific demand that people should relate to 
them as if they were human. By considering humanoid robots as rela-
tional artefacts, the way in which they are less about evoking a range of 
interpretations and responses, and more about actively facilitating only 
one particular understanding and mode of interaction, is made clear.

Of course, the decision to control interactions with robots in this way 
is made because, by provoking a particular understanding of the robot as 
humanlike, it is hoped that interactions with it will be easier and more 
meaningful for more people: roboticists are attempting to reduce uncer-
tainty and the misunderstanding it might cause. Breazeal, for example, 
argues that carefully framing her robot, Kismet, as a young child helps to 
support its interactions with people. In addition to the stylised design of 
the robot’s form, this decision has also involved a careful consideration 
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of Kismet’s communication. Although in a few experiments human 
participants were asked to teach Kismet certain words, for example, 
their names, in general Kismet did not speak a fully formed human 
language. Instead, Breazeal’s focus was to make Kismet produce a recog-
nisable form of pre-linguistic speech, similar to the babbling of a small 
child. This decision positioned Kismet as childlike and also supported 
Breazeal’s interest in the passing of affective content via prosodic cues 
during turn-taking dialogues (Breazeal, 2002b, p. 884).

The term ‘prosody’ refers to the rhythm, tone and stress used in the 
production of human speech, whereas the term ‘paralanguage’ is often 
used more broadly to refer not only to voice modifiers, but also to other 
sounds considered to be nonverbal communications separate from 
speech (Nöth, 1990, pp. 247–248). It may be unsurprising that Breazeal 
placed her research emphasis for Kismet on the idea of prosody, because 
this term reinforces Kismet’s position as an infant that is only just begin-
ning to learn to speak. In contrast, my decision to consider paralanguage 
allows me to acknowledge that nonhuman others are communicative in 
nonhumanlike, often nonverbal, ways as opposed to implicitly placing 
their communication as deficient when measured against that of human 
adults.

In spite of Breazeal’s efforts, the idea of deficiency is present in some 
appraisals of Kismet, where people suggest that this robot lacks the 
complexity of character to maintain long-term interactions. For example, 
Peter Menzel notes, ‘Cynthia’s Kismet was as cute as any baby I have ever 
played with ... but I was ready for a smarter robot after fifteen minutes’ 
(Menzel and D’Aluiso, 2000, p. 69). Menzel’s response might be linked 
with the way in which humanoid robots raise people’s expectations above 
and beyond the actual communicative ability of the machine, leading to 
a level of disillusionment after interacting for a short time. However, 
this attitude also betrays a particular stance towards children as much 
as anything else, a perspective that sees them as less developed, less able 
and less interesting than adults. There are many more accepting perspec-
tives on children that could be fruitful in analysing communication with 
Kismet. In particular, those that draw on Adlerian psychology, which 
encourages respectful interaction with children in ways that preserve 
their dignity as well as that of parents and teachers, might be employed. 
It could, however, be argued that Kismet’s framing is such that the trad-
itional perspective, involving a tendency to talk down to children, seems 
easier to follow than these alternative, more respectful, options.
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Jutta Weber also critiques Kismet, when she notes that the design deci-
sions of Breazeal manipulate users by modelling ‘(gender)stereotypical 
social relations, which rest on the anthropomorphisation and personi-
fication of machines as infantile and helpless creatures’ (2005, p. 216). 
She argues that ‘[t]his concept of Human-Robot interaction exploits the 
readiness of the user to compensate for the deficiencies of machines’ 
(Weber, 2005, p. 216). Weber would therefore probably be unsurprised 
that Menzel was not drawn in for long by Kismet’s infant-like person-
ality. However, her analysis is also clearly shaped by the perspective 
towards children that sees them as deficient in comparison with adults. I 
would argue that the idea of deficiency in the robot presented in Weber’s 
critique, and more broadly in human-robot interaction research itself, 
is an unfortunate result of deciding to judge such machines against an 
idealised adult human standard. This appraisal, in a similar way to trad-
itional communication theories, could even be regarded as violent to 
the other. A viable alternative would be to suggest that, instead of being 
deficient, the machine be regarded simply as different. However, the prob-
lem of keeping the difference of a humanoid robot in mind may make it 
difficult to regard it as a nonhuman other that should be respected for 
what it can do, as opposed to disrespected for its perceived failings.

Although some of Turkle’s work has supported the development of 
robots such as Kismet, in her more recent writing she articulates her 
anxiety that human relationships might eventually be replaced by human 
interactions with sociable robots (Turkle, 2011). I would suggest that a 
similar anxiety might be directed towards the creation of animal-like 
robots designed to replace human interactions with animals. As is clear 
from the discussion of humanoid robots in Chapter 1, animal-like robots 
in Chapter 2 and further emphasised in the appraisals of Kismet above, 
the creation of robots that communicate socially in familiar ways is tech-
nically very difficult to achieve. In spite of this, the idea that reducing 
or even eliminating the otherness of machines will make interactions 
more successful seems to compel some roboticists to continue in the 
pursuit of this goal. Their assumption is that such robots might provide 
easy companionship, offering much of the sociability with none of the 
difficulties, whether that is the difficulty of dealing with the judgements 
and changing personality of another human or caring for the physical 
needs of a pet.

The additional problem that I see with robots such as Kismet and 
those that follow similar design paths is not only that they force people to 
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interact with them as somehow humanlike, but also that they are limited 
by this design decision, because of the difficulty in creating an anthropo-
morphous robot that also uses novel ways to sense its surroundings and 
to communicate; instead, such a robot is limited to being like a human. 
Of course, an anthropocentric perspective that views humans as the 
pinnacle of evolutionary progress might also view being humanlike as 
the pinnacle of robotic development. Indeed, the creation of humanoid 
robots is seen by some as ‘the Grail’ of robotics (Menzel and D’Aluiso, 
2000, p. 18).

There are some applications where the creation of a humanlike robot 
that is as close to indistinguishable from a human as possible is regarded 
as essential, such as in the creation of Sex Bots (Levy, 2007; Yeoman 
and Mars, 2012). This type of robot might eventually be expected to 
communicate exactly like a human, although some people might be 
less interested in what they say and more interested in what they do. 
In other situations, as is argued in the case of the Atlas rescue robot, 
humanlike form is understood to allow robots to enter and operate 
within compromised human-tailored workplaces, such as those found 
in the heavily damaged Fukushima Daiichi nuclear power station 
(Boston Dynamics Website; DARPA Robotics Challenge Website). 
However, by taking the perspective that the creation of humanoid 
robots is the ultimate goal of robotics, one overlooks both the diffi-
culties of creating robots in humanlike form and the possibilities of 
creating robots that have very different ways to view and communicate 
about the world from humans.

As I have argued in Part II, paying close attention to the communi-
cation that occurs between humans and non-humanoid robots offers a 
new way to assess human-robot relations that may also provide some 
relief for Turkle’s anxiety and for those that share similar reactions to 
the potential future of human-robot companionship. In particular, by 
highlighting the possibilities of regarding robots as communicative 
machines that have their own form of ‘being’, expressing their own type 
of ‘liveliness’, this book has gone some way towards suggesting that non-
humanoid robots might form new kinds of relation with humans, which 
do not need to be framed as mirroring human-animal or human-human 
interactions. The companionship of such robots can therefore be figured 
as something new and different, not as a replacement for existing rela-
tions but rather as an addition.
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Non-humanoid robots and difference

In her recent research, Haraway has also become more concerned with 
stressing the existence of difference over sameness in the development of 
relationships between humans and others (2003, p. 21). As discussed in 
Chapter 2, she has turned to human-animal relations for inspiration, in 
particular examining how humans and dogs are able to work as partners 
through her conception of ‘companion species’ relations (Haraway, 2003). 
For Haraway, ‘the beauty of dogs’ is that they are ‘not about oneself ’ 
(2003, p. 11). In a companion species relationship, communication there-
fore occurs across ‘irreducible difference’, resulting in the development 
of a ‘[s]ituated partial connection’ for which ‘[r]espect is the name of 
the game’ (Haraway, 2003, p. 49). Haraway’s arguments resonate with the 
Levinasian concern for the alterity of the other, and an understanding 
that interactions need not rely on an assimilation of the other to the same. 
A similar appraisal has led me to consider non-humanoid robots within 
the frame offered by the ‘companion species’ relation in association with 
Levinas’ philosophy, to support my contention that robots need not be 
humanoid in order to support meaningful interactions with humans. In 
a literal sense, and in an echo of Haraway, it is the non-humanoid robots 
discussed in Part II of this book that can most easily be identified as ‘not 
about oneself ’, unlike the humanoid robots discussed in Chapter 1.

While non-humanoid robots are still ‘relational artifacts’, in that they 
actively encourage engagement, these robots also facilitate many varied 
interpretations of their behaviours and any indirectly or directly commu-
nicative actions they make. They can therefore also be understood to 
operate as ‘evocative objects’. What may be most important about the non-
humanoid robots discussed in earlier chapters is that they are so clearly 
different from humans and animals. This means that while anthropo-
morphism and zoomorphism may provide useful ways to engage with 
their behaviour, the validity of these understandings is also continuously 
in question, because the robots are so obviously also machines. This has 
led me to suggest that when interpreting non-humanoid robots, peoples’ 
anthropomorphic and zoomorphic responses are tempered by the clarity 
with which they are also understood as machines.

Haraway notes that Hearne, in her discussion relating to trainers and 
their animals, makes a strong case for anthropomorphism as a way ‘to 
keep the humans alert to the fact that somebody is at home in the animals 
they work with’ (Haraway, 2003, pp. 49–50). However, as Haraway goes 
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on to emphasise, ‘[j]ust who is at home must permanently be in question’, 
because ‘[t]he recognition that one cannot know the other or the self, 
but must ask in respect for all of time who and what are emerging in 
relationship, is the key’ (2003, p. 50). This idea of not being able to ‘know 
the other’ is strongly represented in Levinas’ philosophy of ‘the face to 
face’ encounter, which describes the face as ‘[t]he way in which the other 
presents himself, exceeding the idea of the other in me’ (Haraway, 2003, 
p. 50; Levinas, 1969, p. 50; italics in the originals). Levinas thus describes 
encounters during which ‘[t]he face of the Other at each moment 
destroys and overflows the plastic image it leaves’ (1969, pp. 50–51). It 
should therefore be recognised that the idea of the robot, its personality 
and behaviour, which humans interacting with it formulate (often using 
processes of anthropomorphism or zoomorphism or both) is always a 
‘work in progress’. The human’s partial knowledge of the robot other is 
‘permanently in question’ as the robot’s revelation of itself through its 
Levinasian face demands constant re-evaluation (Haraway, 2003, p. 
50). As I have indicated, there are times when anthropomorphism and 
zoomorphism play a part in aiding people’s interactions with the non-
humanoid robots discussed in earlier chapters, but in all cases a sense of 
their otherness is also retained.

Activity and agency within a particular context

The discussions of the non-humanoid robots in this book have also 
highlighted some of the other reasons why people interpret them as 
communicative others. AUR is framed by the experimental conditions 
under which humans are asked to work with the robot. As the experi-
ment progresses in fluency mode, people gradually become aware that 
AUR is learning the task with them, and is able to anticipate their next 
instruction. Working with the robot becomes easier and easier and, if 
the human member of the team makes a mistake, their sense of respect 
for and trust in AUR supports a decision to correct their instruction.

The characters of Fish and Bird are encountered within an installa-
tion space. As artworks they are explicitly presented to be observed, and 
interpretations of their activities are supported by the backstory of their 
failed love affair. People have the opportunity to watch these robots as 
they produce texts and dance together, gaining a sense of their active 
engagement with each other. If a human enters, the moment when Fish 
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and Bird stop dancing and turn to face them strongly communicates 
their attentiveness to the visitor, encouraging people to try various ways 
to interact with the robots themselves. The ALAVs are also found within 
an installation space, which draws people’s attention to their unusual 
form, echoing calls and apparent care for one another shown by the 
flocking dance that places them as social. The feeding process and the 
scripted exchanges (the latter available only in version 2.0) then allow 
people to interact with the ALAVs on closer terms.

Central to people’s appraisals of these robots is the fact that they all 
appear to be actively engaged with their surroundings, with other robots 
(when they are not alone) and with their human visitors or experimental 
partners. Broadly, therefore, while I would not attempt to argue that the 
robots I’ve discussed in this book are capable of taking moral or ethical 
responsibility for themselves, they can nonetheless be interpreted as 
active agents that can take part in interactions with people. This idea, that 
activity is a key part of recognising agency, is supported by the work of 
François Cooren, who suggests that agency should be reconceptualised 
to include all nonhuman agents that contribute to situations. Cooren 
argues that recognising the presence of ‘something that makes a diffe-
rence, whether in terms of activity or performance’ is enough to identify 
it as an agent (Cooren, 2010, p. 20).

Cooren’s analysis considers a very broad range of agents, including 
‘utterances, emotions, collectives, principles’ and ‘rules’ (2010, p. 9). 
Some of these agents, for example, ‘principles’ and ‘rules’, become active 
only when humans ‘mobilize’ them in communication ‘by ventriloquiz-
ing them, that is, by making them say or do things’ (Cooren, 2010, p. 9). 
However, Cooren’s broad recognition that ‘action and agency are not 
human beings’ privileges’ is important, because it allows one to ‘decen-
ter’ the analysis of situations to note how ‘people are acted upon as much 
as they act’ (2010, p. 22).

The robots I have discussed in this book would certainly seem to make 
a difference through their activities and can thus be recognised as agents 
from the theoretical perspective offered by Cooren. Although it may 
be possible to argue that these machines communicate intentionally on 
some occasions – when Odd Ball the ALAV speaks, Fish or Bird produce 
a message for someone, or AUR shakes its ‘head’ in the form of a double 
take – it should be acknowledged that the meanings of many of their 
communicative behaviours are reliant on human interpretations. While 
it might be argued that robots do not need to be ‘ventriloquized’, because 
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they are able to ‘say or do things’ for themselves, people’s interpretations 
of their behaviours are nonetheless a key part of how communication 
with them proceeds.

For Cooren, and for my argument in this book, the benefit of ‘acknow-
ledging the broad intension and extension of the concepts of action 
and agency’ is that it allows one to ‘recognize all the various things that 
things do (with or without words)’ (2010, p. 90). In addition, and this 
is key given my concern to recognise the alterity of the other, Cooren 
argues that extending the idea of agency in this way does not mean that 
‘the differences between its various forms’ must be abandoned (2010, 
p. 4). From this perspective, the specificities that distinguish human and 
nonhuman activities, and therefore human and nonhuman agencies, 
should be retained.

This broad idea of what constitutes agency cements the position of 
robots of all forms as individuals that are capable of interacting with 
humans; however, the examples that have been discussed throughout 
much of this book also suggest that it is important to attend to the 
system of interaction itself. The next chapter therefore moves away from 
questions that are purely about individuals, their categorisation and their 
potential for agency, to consider how thinking about dynamic systems, 
and the communication that emerges in those systems as humans and 
robots interact over time, can support the formation of collaborative 
teams.
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7
Communication, 
Individuals and Systems

Abstract: Chapter 7 concentrates on exploring some ideas 
about the relationship between individuals and systems 
in thinking about communication. It discusses long-term 
interactions with robots outside of laboratories and art 
installations, identifying the value of respect and trust in 
collaborative partnerships with robots. This is developed 
into a consideration of how responsibility is shared across 
collaborative teams, even when the team members are in 
an asymmetrical relationship.
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The consideration of interactions between humans and non-humanoid 
robots in this book has already gone some way to emphasise how these 
communicative situations are better understood when attention is paid 
not only to the actions of individual communicators, but also to the 
dynamic system of communication that is formed over the course of 
their interaction. This chapter first identifies some key factors that enable 
the development of fluent dynamic communication with AUR and then 
takes the opportunity to reassess Kismet’s communication as part of a 
system.

All of the examples discussed in the book so far involve relatively 
short-term interactions. Within these situations the initial encounter 
between human and robot, together with the early process of learning 
how to communicate, is most important. The main aim of this chapter 
is therefore to discuss the formation of longer-term relations and asso-
ciated interaction systems between humans and robots. This takes the 
book’s consideration of human-robot interactions out of the laboratory 
or installation space, to analyse robots that are deployed with explosive 
ordnance disposal (EOD) teams, as well as robotic cleaners in people’s 
homes.

Rehearsal or training and fluency

As discussed in Chapter 5, Hoffman’s design of AUR uses the ideas of 
anticipation and rehearsal as foundational concepts, his aim being to 
explore how to make interactions between humans and robots more 
fluent. Hoffman argues that the ‘unintuitive’ and ‘restricted’ nature 
of many human-robot interactions is caused by following ‘a rigid 
command-and-response structure’ (2007, p. 23). Anthony Finn and 
Steve Scheding make a similar observation when they note that human 
interactions with robots are still ‘usually based around some form of 
turn-taking behaviour, which can introduce delays and inefficiencies or 
even cause frustration’ (2010, p. 50).

Finn and Scheding therefore emphasise the value of designing 
robots that are able to ‘work more fluently with their human partners’, 
suggesting that human and robot must be ‘familiar with both the task 
and each other’ in order for fluent communication to arise (2010, p. 
50). In Hoffman’s research, the idea of becoming familiar with the task 
and each other was linked with discussions of rehearsal in relation to 
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acting. In experiments with AUR, the use of repetitive tasks mimicked 
the process of rehearsal, allowing Hoffman to measure the benefits of 
learning together for the team’s fluency. For human-AUR interactions in 
fluency mode, the repetition of the task supports both the human’s and 
the robot’s ability to learn the sequence of moves necessary to complete 
the task. In addition, they also learn to read and anticipate each other’s 
moves such that their interaction ceases to follow strict turn-taking rules 
but rather becomes a dynamic and overlapping system of communica-
tion. At this level, communication is less about the individual commu-
nicators and the messages they produce and more about the dynamic 
system of communication that develops around them.

Reconsidering Kismet as part of an interaction system

Although interactions with humanoid robots are designed to be fluent 
without the need for training, even these interactions would seem to 
improve when human and robot have time to learn how best to commu-
nicate with each other. This is the case with Kismet, for example, as is 
made clear in Lucy Suchman’s description of her visit to the MIT Media 
Lab. Suchman notes that no one in the party with whom she visited the lab 
‘was successful in eliciting coherent or intelligent behaviors’ from Kismet 
(2007, p. 246); however, in contrast with Weber’s appraisal discussed in 
Chapter 6, Suchman’s analysis takes a more positive direction.

Rather than focusing on Kismet’s deficiency in communicating with 
visitors, Suchman suggests that Kismet should be reframed ‘from an 
unreliable autonomous robot, to a collaborative achievement made 
possible through very particular, reiteratively developed and refined 
performances’ (2007, p. 246). Her argument focuses on recognising 
that ‘Kismet’s affect is an effect not simply of the device itself but of 
Breazeal’s trained reading of Kismet’s actions and her extended history 
of labors with the machine’ (Suchman, 2007, p. 246). Therefore, while 
discussions about Kismet might focus on the time spent training the 
robot, the training process actually works both ways, since ‘Kismet’s 
apparent randomness attests to the robot’s reliance on the performative 
capabilities of its very particular “human caregiver” ’ (Suchman, 2007, p. 
246). This analysis emphasises that, while the video footage of Kismet 
from MIT’s website provides evidence of this robot’s interactions with 
a reasonably large number of people, there would still seem to be some 
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issues with its ability to read and respond to anyone who comes into the 
lab. This may lend credence to Weber’s critique, since people reluctant to 
speak in ‘motherese’ while treating the robot as an infant (from a trad-
itional perspective) may experience difficulty interacting with Kismet. 
However, it also suggests, as Suchman notes, that an extended period of 
learning how best to interact can be an important part of refining one’s 
communication with even very humanlike robots.

More recently Suchman considers how ‘the figure of the Human’ is 
‘enacted in the design of the humanoid robot’ articulating her concern, 
that the ‘discourses and imaginaries’ relating to humanoid robots ‘will 
retrench received conceptions both of humanness and of desirable robot 
potentialities, rather than challenge and hold open the space of possi-
bilities’ (Suchman, 2011, pp. 119 and 130). She wonders if it is possible 
to ‘refigure our kinship with robots ... in ways that go beyond narrow 
instrumentalism, while also resisting restagings of the model Human’ 
(Suchman, 2011, p. 137). Supporting the potential for such refiguration 
has been a central concern of this book, and, although many of its ideas 
were formulated before her call, I have focused my analysis on commu-
nication theory and practice, which Suchman argues should be ‘a crucial 
site for reconceptualisation’ (2011, p. 135). In particular, I have been 
concerned with rethinking communication, ‘not as a medium through 
which an exchange of messages takes place’, but instead as the name for 
‘the ongoing, contingent, coproduction of a mutually intelligible socio-
material world’ (Suchman, 2011, p. 135).

Suchman briefly introduces the possibilities of non-humanoid robots 
towards the end of her paper, arguing that communication between 
humans and such machines is ‘explicitly that of evocation and response 
between different, non-mirroring, dynamically interconnected forms 
of being’ (Suchman, 2011, p. 137). This idea has also been central to my 
analysis thus far, and continues to be important in considering the final 
two examples of human-robot interactions to be discussed in this book.

Long-term interactions with nonautonomous robots

The robots I have analysed up to this point rely on people for their 
construction and programming, but broadly, once operational, they are 
free to explore and interact with their surroundings in whatever ways 
their form and programmed abilities allow. In contrast, EOD robots 
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are directly under the control of human operators much of the time, 
currently operating autonomously only to right themselves or retrace 
their steps. Communicating with these non-humanoid robots, which 
often resemble miniature tanks, involves the direct transmission of 
instructions using a controller with a wired or wireless connection. The 
robots respond to a human’s instructions by moving as directed, and may 
also share information from their sensors via human-readable interfaces, 
such as monitors that show infrared camera images.

However, in spite of their limited autonomy, EOD robots are often 
assigned names and genders, and particular robots become important to 
EOD teams even though many examples of that make and model of robot 
will be deployed at any one time (Garreau, 2007). Although they are 
controlled by a human, EOD robots nonetheless reveal individual quirks 
in their behaviours during training and when on active duty (Garreau, 
2007). These individual differences are not intentionally programmed 
but rather emerge as the robot operates in what are often challenging 
physical environments. The small differences in behaviour are therefore 
a result of the specific details of each robot’s physical construction and 
general wear and tear, as well as particular patterns of damage that they 
have suffered. These unintentional behaviours are presented to observers 
(including the robot’s operator) alongside the other radio-controlled 
movements the robots make, and it is this mixture of controlled and 
uncontrolled action that is read by people working with the robot 
(Figure 7.1).

EOD robots do not speak, but the directional ‘gaze’ of a camera, 
gestures of an arm and whole body movements can be read as kinesic acts 
of nonverbal communication, whether they are produced in response 
to an operator’s command, or unintentional and uncontrolled. These 
embodied communications are interpreted by people as ‘external signs 
of orientation and involvement’ and can thus be understood as ‘small 
behaviors’ in Goffman’s terminology (1972, p. 1). Having been identified 
as individuals, the experiences that team members and particular robots 
share build up to form a history that promotes either frustration with 
a robot that continually malfunctions or respect for one that performs 
reliably and well (The_Real_Opie; Singer, 2010).

It seems that EOD robots might be a reasonable answer to Goffman’s 
question: ‘[w]hat minimal model of the actor is needed if we are to wind 
him up, stick him in amongst his fellows, and have an orderly traffic of 
behavior emerge?’ (1972, p. 3). They show the type of activity that Cooren 
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figure 7.1 Packbot with soldier
Source: US Navy image in the public domain.
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suggests is required of an agent, in spite of being broadly nonautono-
mous. However, the suggestion that EOD robots communicate, given 
their current level of autonomy, is certainly heavily reliant on accepting 
that human interpretations, and at times their ventriloquisations, of the 
behaviours of these robots are more than just observations, but can be 
considered important in the operation of the human-robot team.

The connection between soldiers and individual EOD robots is devel-
oped during processes of training and operating together in the field. 
The same is true of human-dog teams, also used for explosive ordnance 
disposal, and in these teams both parties learn the other’s communication 
style and abilities, as well as how to complete specific tasks. However, for 
the human-robot teams currently deployed, the onus is on the human to 
recognise the robot’s specific abilities and learn to operate it as effectively 
as possible given that it may, for example, turn more easily in one direc-
tion than another.

In addition to noticing the nonverbal behaviours of EOD robots, it is 
also important to acknowledge the effect of their sociocultural position-
ing as lifesavers (Roderick, 2010). With each successful mission people’s 
sense of trust in the robot increases, and the bond with an individual 
robot becomes stronger. As might be expected, soldiers with a damaged 
EOD robot that has saved lives on many occasions would prefer to 
have that particular robot repaired and returned, rather than receiving 
a replacement (QinetiQ, 2009; Singer, 2010). In contrast, while repair 
technicians may develop the sense that EOD robots are somewhat ‘alive’ 
when a repaired robot begins to move again, their response to replacing 
a robot damaged beyond repair is far more pragmatic (Garreau, 2007; 
QinetiQ, 2009).

Through continual training and deployment into a number of danger-
ous situations, the bond between human and EOD robot can be such 
that the robot becomes highly anthropomorphised. Humans and these 
robots work together over periods of weeks or months, rather than just 
for a series of experiments as in the case of humans and AUR. Individual 
EOD robots that perform well become regarded as brave and courage-
ous team members, valued for their service in the line of duty, awarded 
medals and given funerals (Garreau, 2007; Singer, 2010; Garber, 2013). 
This level of bonding is regarded by some people as potentially danger-
ous (Ackerman, 2013; Carpenter, 2013; Garber, 2013; Waldman, 2013). 
The fear is that soldiers might not deploy a favourite robot even if it is 
the best suited for a particular task. However, there is no evidence that 
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this has occurred, and it is equally possible that just as men and dogs 
continue to be deployed into dangerous conditions even in the know-
ledge that they might not return, the same will apply to robots.

In terms of developing fluent communication between humans and 
EOD robots, I would argue that this high level of respect and trust in 
a robot’s abilities may become of practical value, assuming that EOD 
robots become more autonomous and aware of their surroundings and 
the task at hand in the future. This is because, as was the case for AUR, the 
human may need to be able to recognise that they are wrong, when the 
robot is right. This type of situation cannot arise at present, since EOD 
robots are broadly nonautonomous. However, these robots already have 
the potential to access very different information about the surrounding 
environment than humans and could be designed to respond autono-
mously to particular sensor readings, for example, regarding chemical 
or heat levels, even before the information is relayed to a person. This 
autonomous response would be designed to improve the efficiency of the 
robot, and of the human-robot team of which it is a part, but in order to 
be effective the human will need to recognise the potential validity of the 
robot’s understanding of the situation, as was the case with AUR’s double 
take, to make an informed decision about whether to intervene or allow 
the robot to choose its own course.

It is clear that through the process of working together over time 
humans bond with particular EOD robots, and while this can be read 
as strange, misguided or even potentially dangerous, it does mean that 
the human has become attuned to a particular robot. This should allow 
the team to become more effective, if only because the operator will 
know how best to direct that particular robot to perform a task given its 
specific quirks. However, I am more interested in what the future holds 
for these robots, if they do become more autonomous, able to make 
decisions for themselves based on their own sense of the surrounding 
world. If this happens, as seems possible, teams containing EOD robots 
and humans will benefit from operating with similar levels of respect 
and trust as were seen in human relations with AUR.

Moving closer to home with robotic floor cleaners

Of course, simple autonomous robots designed to complete tasks in 
human environments do already exist, albeit operating in considerably 
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safer settings than EOD robots. In terms of people’s everyday lives at 
home, the robots with which they are possibly most likely to have had 
some contact are robotic floor cleaners. While ownership of such a 
machine is still rare in many countries and cultures, by the end of 2013, 
one of the foremost commercial manufacturers of robots for personal, 
professional and military use, iRobot, had sold over ten million domestic 
service robots worldwide (iRobot Website: Our History). Most of these 
domestic robots are designed to vacuum or mop the floor, although the 
company also produces pool- and gutter-cleaning models.

As is the case for EOD robots, popular news reports indicate that a 
number of owners give their robotic vacuum cleaners names, assign 
gender to them and describe the movements, sounds and actions of the 
robots in ways that confer human or animal traits onto them (Kahney, 
2003). This type of anthropomorphic and/or zoomorphic response 
has also been noted in scholarly articles in robotics, although not all 
researchers agree that such responses are an important factor when 
introducing these robots into homes. In particular, while Ja Young 
Sung et al. (2010) found that people did form relationships with their 
robotic vacuum cleaners, Julia Fink et al. (2013) argue that their research 
shows that the social aspect of people’s relationship to such robots has 
been overestimated. Clearly not all people experience a robotic vacuum 
cleaner as part of their social world. They don’t all individualise the robot 
by giving it a name and/or gender, talk to it or interact with it in any way 
other than through its standard interface. These owners would rather the 
robot simply operated as an autonomous tool needing minimal input and 
care, such as emptying its dirt collector or cleaning its brushes, which are 
unavoidable requirements at present (Fink et al., 2013).

There may be social and cultural factors at work in the differences 
between these studies, one being based in America and one in Europe. 
Alternatively, the results may simply be a product of the relatively small 
number of people recruited to take part in the trials. It seems likely that 
different people will have different responses to such robots, whether 
shaped by cultural understandings or attributable to personal taste; 
however, what is important to me is the way in which forming some level 
of social bond with the robot may help it to operate more effectively in 
the home by supporting a richer and more continuous communicative 
relationship with its owners.

In ‘The Day We Brought Our Robot Home’, Lydia Pyne (2014) 
provides a detailed and thoughtful description of the introduction of 
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a new iRobot Braava floor-cleaning robot into her home. In common 
with people described in the research of Sung et al. (2010), Pyne and 
her husband decide to name their ‘male’ iRobot Braava, Isaac, reading 
‘his’ actions in humanlike terms and interpreting Isaac as ‘a chipper and 
earnest worker’ who prefers ‘open areas’ over the confined space ‘under 
the bookshelf ’. This robot is regarded as a ‘family member’, as opposed 
to ‘a motorized mop’, and therefore as ‘a living thing’, maybe ‘a pet’ or ‘a 
small child’ (Pyne, 2014).

The findings of Fink et al. demonstrate that this type of anthropo-
morphic and/or zoomorphic response is not experienced by all owners 
of robotic floor cleaners. However, Pyne’s article would seem to identify 
the benefits of reading the robot in this way, since she and her husband 
are happy to work with Isaac in order to help keep their house clean. In 
particular, they develop collaborative working patterns, setting up their 
rooms for efficient cleaning by moving furniture and rugs out of the way 
(Pyne, 2014). They are also attuned to listening out for when the robot 
‘whines in frustration’ because it is stuck and requires assistance (Pyne, 
2014). While it is impossible to argue whether the robot understands or 
benefits from these actions directly, the owners do, since a cleaner home 
is almost certainly the result of making the decision to work coopera-
tively with such a robot.

In analysing why her and her husband’s response to the Braava is so 
marked, Pyne notes the importance of the Braava’s ‘outward behavior’, 
in particular the robot’s apparent ability to ‘choose’ in which direction to 
move. As Pyne says, it does not matter that underlying Isaac’s ‘choices’ is a 
human-designed algorithm; the robot’s movements are nevertheless read 
as intentional. In the case of robots such as the Braava, it is certainly not 
their form that makes them seem either humanlike or animal-like, since 
these robots resemble flattened boxes. Instead, it is the movements and 
sounds they make, both intentionally and unintentionally produced when 
stuck, that drive anthropomorphic and zoomorphic responses in some 
people. Pyne notes that she interprets Isaac as ‘liking’ to clean the floor 
and ‘appreciating’ when the job is made easier. While Pyne describes this 
level of anthropomorphism as important to making ‘self-centric psyches’ 
more comfortable by supporting their appraisal that the robot is content, 
I am more concerned to note that this type of response underlies useful 
understandings of the robot’s communication and activity.

Pyne’s recognition of Isaac’s communicative acts, both intentional 
and unintentional, and her response, which is to attend to the robot’s 
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needs and help it if required, supports the success of this human-robot 
cleaning team. The story of Isaac therefore highlights the possibilities 
of collaborative teams between humans and relatively simple autono-
mous robots, within which the human recognises the robot’s specific 
abilities and attends to how they can best help the robot to complete 
its task effectively. Again, as for EOD robots, the overarching control 
of the situation is with the human, but in this case the Braava is able to 
add its specific, and greatly valued, autonomous cleaning skills to the 
team.

In his discussion of activity and agents, Cooren notes that the deci-
sion to consider nonhuman agency ‘is often criticized for questioning 
our tendency to firmly attach responsibility to action’; however, he 
argues that ‘recognizing all forms of agency precisely allows us to 
speak of ethics and responsibility in a very practical and incarnated way’ 
(2010, p. 6). All of the agents that actively take part in a given situation 
are therefore important in determining responsibility for what occurs. 
Although Cooren mentions ethics in this argument, and ethical ques-
tions do indeed come into play when thinking about the operations of 
EOD and other military robots in particular, the main focus of this book 
is on responsibility. For robots such as AUR and the Braava, part of what 
drives the interaction and ensures its success is the decision on the part 
of humans to take shared responsibility for the task at hand. For humans 
interacting with these robots, developing a respect for the robot’s specific 
abilities and trusting it to do its job, while also playing one’s own part 
to complete the task, not only supports fluency in interaction, but also 
ensures that the task is completed to the best of the team’s ability.

Asymmetry, responsibility and reciprocity

Examples where humans and robots collaborate stress the importance of 
flowing communication alongside meaningful interruptions, this being 
reliant on the system of interaction itself, including the overarching 
context which may include a defined joint task, as well as the activities 
of individual agents. Considering communication from the perspective 
of both system and individual offers a way to understand how questions 
relating to responsibility, reciprocity and asymmetry in such relations 
are negotiated when performing a joint task. One of the vital things to 
recognise is that when humans and nonhumans form teams, the success 
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of the team relies on the coordination of two very different skill sets. In all 
of the cases discussed in this book, whether they involve team-working 
between humans and dogs, or humans and robots such as AUR, EOD 
robots and the Braava, the human takes an overarching responsibility for 
how to tackle the task and is often the team member that issues ongoing 
instructions when required.

The communications between humans and animals, and between 
humans and robots, discussed in this book therefore draw attention to 
the asymmetry in the relation between self and other that arises because 
of their ‘specific difference’ from each other (Haraway, 2003, p. 3). This 
asymmetry may result from the way in which ‘[e]ach participant in a 
communication situation is distinguished by a particular history and 
social position’ (Young, 1997, p. 39). In interspecies relations, and in rela-
tions between humans and robots, it can also be linked with the disparate 
abilities of the agents. Paul Patton points out that, in order to be taken 
seriously, human-animal relations ‘cannot be regarded as incomplete 
versions of human-human relations’; instead, they ‘must be regarded 
as complete versions of relations between different kinds of animals’ 
(Patton, 2003, p. 97). Following on from this, I would therefore argue 
that human-robot relations should be regarded as complete versions of 
relations between humans and machines.

Although humans are the ones who take responsibility for much of 
the time, it should be noted that the unequal endowment of power over 
the overall situation does not mean that dogs and robots have little to 
offer humans with whom they are working in teams. Hearne’s experience 
with Gunner indicates that in this case the dog forced the human to take 
notice of the old scent trail he had discovered, and AUR’s double take 
is sufficient for a human who has worked with the robot for a period of 
time to take notice and correct his mistake. These negotiations of asym-
metry, within which the dog or robot interrupts and asserts themselves, 
are therefore vitally important, even as they sit within a situation of flow-
ing communication for which the human has ultimate responsibility.

Other than at these specific moments, it is the human’s controlling 
position that is most noticeable. In the case of robots, the level of control 
is made very clear as it is played out in the way that the robots are switched 
on or off by humans, although in the case of Fish and Bird they have to 
be caught first (a process that involves herding them into a corner such 
that the switch under the wheelchair seat can be operated). Even Data, 
who in general could be regarded as considerably more powerful than a 
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human in terms of physical strength and some aspects of intellect, has an 
off switch, although its position is known only by a few members of the 
Enterprise crew. However, if the communication that develops through 
the dynamic interaction between human and dog, or human and robot, 
is responsive and respectful, as Hearne’s assessment of Gunner and the 
positive result of AUR’s double take demonstrate, the trust that the self 
develops for the other’s difference and ability enables that other to take a 
powerful role of its own, to correct the course of the team’s progress such 
that a joint task is completed successfully.

The longer-term relationships that have the potential to develop 
between humans and EOD robots or household robots such as the 
Braava emphasise the value of paying attention to the communicative 
acts of individuals, whether human or robot, as well as to communication 
that emerges within the system formed as human and robot interact in 
the context of a particular task and setting. Taking this dual perspective 
on communication has the benefit not only of explaining how non-hu-
manoid robots can interact with humans to develop collaborative teams, 
but also suggests ways in which the asymmetries in those relations are 
flexible and allow the team to capitalise on human and robot skills and 
capabilities as appropriate to the task at hand.
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Conclusion

Abstract: The short conclusion to this book explains the 
basis for its somewhat eclectic analysis, which uses a 
range of traditions of communication theory, as well as 
considering the overarching conceptions of discrete state 
and dynamic systems methodologies.

Sandry, Eleanor. Robots and Communication. Basingstoke: 
Palgrave Macmillan, 2015. doi: 10.1057/9781137468376.0015.
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This book has drawn out the ways in which different theories offer a 
variety of perspectives on communication. In particular, considering 
communication and the presence of difference between humans and 
robots emphasises the importance of holding in mind perspectives 
that focus on the system of interaction, alongside those that focus on 
the individual. The analyses of human-robot interactions with a range 
of communication theories presented here have purposefully made 
no attempt to accept one tradition over another as providing a better 
explanation of the communication taking place. Instead, the argument 
flows from the idea that any moment of communication can be fruitfully 
analysed from more than one perspective, usefully categorised by Craig 
(1999) as cybernetic, semiotic, critical, sociopsychological, sociocultural 
and phenomenological. However, as can be seen in the development 
of the argument in this book, it is also helpful to frame analyses using 
overarching conceptions, such as those that describe communication 
in terms of discrete states or continuous systems. This book therefore 
adopts a similar perspective to pluralism in communication theory and 
practice that Mary Midgley suggests is of value in science.

Midgley compares the proliferation of scientific theories with the 
maps that appear in the first few pages of a world atlas. Each map can be 
understood to show a different type of information about the world, for 
example, population or climate. She notes that ‘if we want to understand 
how this bewildering range of maps works, we do not need to pick on 
one of them as “fundamental” ’ (Midgley, 2002, p. 82). Instead, Midgley 
suggests that a much better strategy is to consider ‘why all these various 
maps are needed’ and ‘why they are not just contradicting one another’ 
(2002, p. 82). One of the most important things to recognise is that ‘the 
different maps’ are actually engaged in ‘answering different kinds of ques-
tion, questions which arise from different angles in different contexts’ 
(Midgley, 2002, p. 82). If this perspective is applied to the traditions of 
communication theory identified by Craig (1999), they can be seen to 
attend to many different questions, all of which may be asked about any 
particular moment of communication.

My overall concern has been to consider the possibilities of human-
robot interactions, with a focus on articulating ways to regard otherness 
and difference as valuable within communication. The book’s positioning 
of otherness in relations has relied upon the adoption of a broad concep-
tion of communication within which language, paralanguage and kines-
ics all play important roles. This appraisal of communication supports 
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the acceptance of non-humanoid robots as expressive in ways that allow 
them to reveal their alterity in encounters understood through Levinas’ 
conception of ‘the face to face’. In addition, my argument has employed 
ideas about the agency that can be attributed to any participant that is 
active in a situation.

Being open to considering more than one communication tradition 
at once has provided valuable ways to gain new insight into interac-
tions between humans and robots, whether the robots in question are 
humanoid or overtly non-humanoid in form. Within the interactions 
discussed in this book, self and other often meet in an asymmetrical 
relationship, this asymmetry being overtly present between humans and 
non-humanoid robots by virtue of their different forms, as well as the 
particular expressive communication codes that they use to reveal their 
personalities. However, adopting a dynamic framework for communica-
tion suggests that asymmetry can become a constantly changing aspect 
of the development of fluid relationships. In particular, the interruptions 
of nonhuman others have been shown to be valuable not only because 
they offer new insights into the other while also reinforcing the other’s 
alterity, but also because such interruptions may draw attention to new 
ways to see particular tasks, or the world more generally. Although the 
exploration of communication theory in this book has been focused 
on exploring human-robot interactions, the approach to theory it has 
used may be productive when analysing communication processes and 
systems more broadly, as they occur between humans, animals and 
machines in any combination.
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