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INTRODUCTION

The first microRNA (miRNA) gene was uncovered in 1993. After lan-
guishing in near obscurity for almost a decade, this gene is now recognized as the
founding member of a new class of regulatory RNAs that control gene expres-
sion in all multicellular organisms. MicroRNA genes express ~22 nucleotide (nt)
RNAs that regulate the expression of protein-coding genes containing sequences
of antisense complementarity. The intense interest in understanding the role of
miRNAs in regulating gene expression has fueled the development of new meth-
ods to study how these tiny RNA genes are expressed and function. In this chap-
ter, we present a brief history outlining the discovery of miRNAs and the
current model for their biogenesis and mode of action. We then describe experi-
mental approaches used to analyze miRNA expression patterns and regulatory
functions.

IDENTIFICATION AND ANALYSIS OF MICRORNAS

Shveta Bagga and Amy E. Pasquinelli

Molecular Biology Section
Division of Biology
University of California, San Diego
La Jolla, CA 92093-0349

Genetic Engineering, Volume 27, Edited by J. K. Setlow
©Springer Science+Business Media, Inc. 2006 1



EXPRESSION AND FUNCTION OF miRNAS

Discovery of miRNAs Through Nematode Genetics

Forty years ago, Sydney Brenner proposed adoption of the micro-
scopic nematode Caenorhabditis elegans for studying the genetic basis of ani-
mal development and behavior. Not only has the worm proven to be a model
experimental system for identifying the genes responsible for controlling cell
fate and function, but it also enabled the discovery of an entirely unexpected
class of genes and a novel regulatory mechanism. The first microRNA gene
was uncovered through classical genetic methods to identify a mutation
responsible for abnormal development of certain worm cells. The Ambros
laboratory found that the developmental defects resulted from mutation of
the lin-4 (lin = lineage) gene, which encoded a 21 nucleotide (nt) regulatory
RNA (1). This type of gene was unprecedented, but opportune work from the
Ruvkun laboratory on another developmental gene, lin-14, provided the neces-
sary clues for predicting how a tiny RNA product might control gene
expression (1, 2). The lin-4 RNA recognizes sites of imperfect complementar-
ity in the 3′ untranslated region (UTR) of the lin-14 messenger RNA
(mRNA) and halts protein expression (Figure 1). Insufficient lin-4 RNA or
deletion of the target sites in the lin-14 3′ UTR leads to failed down-regula-
tion of LIN-14 protein expression at the appropriate time and, thus, abnor-
mal development (1-4). Although the LIN-14 protein disappears in response
to the lin-4 RNA, the lin-14 mRNA remains and continues to associate with
polysomes, indicating that translational inhibition is the mechanism at work
(2, 5).
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Figure 1. Conserved sites in the 3′UTR of the C. elegans lin-14 mRNA are complementary to the lin-4
miRNA (2). Shaded blocks in the lin-14 3′UTR indicate sequences of high homology (at least 10
nucleotides of exact conservation) between the related nematodes C. elegans and C. briggsae. The
striped blocks 1-7, represent regions of partial complementarity to the lin-4 miRNA. The duplexes are
shown with the lin-14 top strand reading 5′ to 3′ base-paired with the bottom strand lin-4 miRNA.



Another target of lin-4 regulation, the lin-28 protein-coding gene, was
also discovered by the Ambros laboratory, providing another example of a devel-
opmental gene under post-transcriptional control by the tiny RNA (6). Yet, the
question of whether this novel mode of gene regulation was restricted to nema-
todes persisted until the turn of the century (7). The identification of the let-7 (let
= lethal) gene in C. elegans as another 22 nt RNA that regulates the expression
of protein-coding genes containing 3′ UTR target sites raised the possibility that
tiny RNA genes might abound in worms and beyond. Indeed, the remarkable
conservation of the let-7 RNA sequence enabled the Ruvkun laboratory to estab-
lish that this gene is expressed in diverse animals, including fruit flies, molluscs,
sea urchins, zebrafish, and humans (8). Moreover, temporally regulated expres-
sion of the let-7 RNA and potential target sites in lin-41 homologues in all species
assayed implied that this RNA gene may be essential for development of many
animal species (8).

Around the time let-7 RNA was discovered, another type of tiny RNA
was gaining fame. In 1998, Fire and Mello reported that injection of double-
stranded RNA (dsRNA) into C. elegans could elicit the degradation of homolo-
gous mRNA and, thus, potently inhibit gene expression in a process termed RNA
interference (RNAi) (9). Shortly thereafter, several groups found that the dsRNA
is cleaved to ~22 nt small interfering RNAs (siRNAs) that serve as the guides to
target complementary mRNA sequences for destruction (10-14). It was clear that
tiny RNAs could be powerful regulators of gene expression and soon hundreds
of ~22 nt RNA genes were uncovered in animal and plant genomes (15-20). The
small size of these regulatory RNAs inspired the name microRNA (21), and genes
encoding these RNAs appear to be present in all multicellular organisms (22).

Transcription of miRNAs

Despite our relatively brief awareness of their existence, impressive
progress has been made in understanding how miRNAs are expressed and func-
tion (22). The ~22 nt, mature forms of miRNAs arise from multiple processing
steps of longer substrate RNAs. So far, little is known about the composition of
the initial miRNA transcripts, called primary miRNAs (pri-miRNAs). Both Pol II
and Pol III promoters have been used to drive ectopic expression of pri-miRNAs
(23-25). Recently, the Kim laboratory presented direct evidence that Pol II
transcribes several mammalian miRNAs (26). Additionally, a few complete
pri-miRNAs that have been characterized show hallmarks of Pol II transcrip-
tion—they apparently undergo 5′-end capping, 3′-end polyadenylation, and
splicing (26-28). These first examples of pri-miRNAs are more than 1,000
nucleotides long—remarkably lengthy transcripts to serve as substrates for ~22 nt
RNA products!

Many miRNAs are restricted to specific developmental periods or tissue
types. At least in some cases, regulated expression of miRNAs is attributable to
transcriptional control. Predicted promoter sequences of the C. elegans let-7 gene
can confine expression of green fluorescent protein (GFP) to late larval and adult
stages—the same time in development when mature let-7 is present (29). The
transcriptional control sequences for lys-6 miRNA, which regulates neuronal
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asymmetry in C. elegans, restricts GFP expression to a subset of neurons (30).
Although these examples of predicted miRNA promoters directing protein
expression support the likelihood that they recruit Pol II, the specialized tran-
scription factors that afford temporal or spatial control are yet to be identified for
any miRNA gene.

Processing of miRNAs

Generation of the mature miRNA form requires multiple processing
and cellular transportation events (Figure 2). In animals, the nuclear localized
ribonuclease (RNase) Drosha clips the ~65 nt hairpin miRNA precursor (pre-
miRNA) from the primary transcript (31). The pre-miRNA is shuttled by
Exportin-5 to the cytoplasm for final processing by the RNase Dicer (32-38).
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Figure 2. A model of miRNA biogenesis and function. The relatively long primary transcripts,
called pri-miRNAs, are initially transcribed from miRNA genes (35). The pri-miRNAs are
processed by the RNase Drosha to hairpin precursors (25, 31, 35). The precursors are recognized
by Exportin-5 and delivered to the cytoplasm for maturation to ~22 nt RNAs by Dicer (25, 32-38).
It has been proposed that a helicase activity separates the duplex (42, 43), and typically only one
half is retained and incorporated into a multi-factor RNA-induced silencing complex (RISC) (12,
52-54). The degree of complementarity between a miRNA and its target site determines the regulat-
ory mechanism: near perfect base-pairing directs RNA degradation and bulged duplexes medi-
ate translational repression (22). This model is based primarily on work in animal systems; note
that organismal differences exist for the protein factors and subcellular location of processing
events (22).



This enzyme appears to measure ~22 nt from the 5′ and 3′ ends of the hairpin
to position a staggered cut through both strands of the stem (25, 31, 39-41).
Typically, only one half of the resulting duplex is retained. Thermodynamic
arguments have been made to explain the choice for which strand persists. The
5′ end that is more easily peeled away from its antisense is favored for incorpo-
ration into a stable complex and, by default, the other half is unprotected and
degraded (42, 43).

Pri-miRNAs contain sequences and structures important for processing
and generation of the functional ~22 nt form. However, truncated pri-miRNA
substrates, even the hairpin precursors, can suffice as substrates to produce
mature miRNAs when overexpressed from heterologous constructs (23-25, 31,
35). In the endogenous situation, processing may be a critical control point in
miRNA biogenesis. Deletion of cis-acting sequences in pri-miRNA transcripts or
depletion of trans-acting processing factors can inhibit miRNA maturation (27,
31-34). In some cases, the miRNA substrates accumulate in vivo, indicating that
transcription of a miRNA gene and production of the mature form are not nec-
essarily coupled.

Function of miRNAs

Mature miRNAs inhibit expression of genes containing sequences of
antisense complementarity. In animals, the primary mechanism of gene regula-
tion concurs with the original model proposed for the lin-4 miRNA and
lin-14 mRNA in C. elegans (1, 2). Imperfect base-pairing between the
miRNA and sequences in the 3′ UTR of the target mRNA results in inhibit-
ed protein expression (2, 5, 44). It remains to be determined how partial
base-pairing between miRNAs and target sequences results in blocked pro-
tein production.

In plants, many miRNAs exhibit perfect, or nearly complete, base-pair
complementarity to their target mRNAs (45, 46). Not only does this feature of
plant miRNAs make it simpler to predict specific targets, but it also results in tar-
get degradation (46-50). Animal miRNAs can also direct mRNA destabilization
if they share near-perfect complementarity with target sequences (24, 51-54). In
fact the vertebrate miRNA, miR-196, can form a complete duplex with sequences
in HOXB8 mRNA and direct degradation of this target (55). The general model
holds that miRNAs can regulate gene expression by either translational inhibi-
tion or mRNA destabilization, depending on the nature of the duplex formed
with the target sequences.

EXPERIMENTAL IDENTIFICATION OF miRNAS

The noncoding nature and the extraordinarily small size of miRNAs
make their detection challenging. For a long time, the conventional cloning and
identification techniques and the gene prediction databases were clearly biased
for long protein-coding sequences. The discovery of tiny RNAs in C. elegans and
elucidation of the RNAi mechanism led several groups to adopt novel or modi-
fied conventional methods to detect miRNAs.

IDENTIFICATION AND ANALYSIS OF MICRORNAS 5



Genetic Screening

The discovery of pioneer members of the miRNA family—lin-4 and
let-7—demonstrated the potential of classical genetic screens in detection of
miRNAs (1, 2, 56). Although time-consuming and labor-intensive, identification
of an miRNA through a genetic screen can readily give important clues about its
function and gene targets. Also, rare and nonconserved miRNAs, which usually
evade cloning and computational detection, can be identified by genetic methods.
A loss-of-function screen led to the identification of C. elegans miRNA lys-6,
which controls left/right neuronal asymmetry (30). Gain-of-function genetic
screens based on mutations in negatively regulated targets or forcing altered
expression of miRNAs have also contributed to the detection of new miRNAs
(48, 51, 57, 58). These studies emphasized an important distinction of present-
day genetic mapping—to look for noncoding, short stem-loop structures in addi-
tion to conventional open-reading frames (ORFs). Increasing efforts toward
developing full genome databases will facilitate the identification of more
miRNAs through genetic screenings. Taking into account the abundance of
miRNAs, it would not be surprising if many of the previously uncharacterized
loci in genetic screens could be ascribed to miRNAs.

Biochemical Cloning

Direct cloning of expressed miRNAs by the Ambros’, Bartel’s, and
Tuschl’s laboratories led to the identification of the first populations of miRNAs
in worms, flies, and humans (15, 16, 20). Several unique as well as highly con-
served miRNAs, like let-7, were detected in these initial cloning efforts. Northern
blot analyses of cloned miRNAs revealed both tissue-specific and stage-specific
miRNAs, emphasizing their role in developmental timing and tissue specifica-
tions. The phylogenetic distribution of miRNAs was further expanded by the
cloning of plant miRNAs (17-20, 59). Cloning of tiny RNAs from specific
ribonucleoprotein complexes also identified several novel miRNAs (60). To date,
biochemical cloning has led to the identification of hundreds of distinct miRNAs
(15-17, 19, 20, 60-64).

An important characteristic that emerged from biochemical cloning and
complied with lin-4 and let-7 sequences is the existence of animal miRNAs as a
part of ~70 nucleotide stem-loop precursors (1, 8, 56). Processing of mature
miRNAs from hairpin precursors is now considered a signature of animal
miRNA genes (21). Although plant miRNAs also derive from precursors, com-
position of these substrates is not as well defined (19). The miRNA sequence can
reside on either arm of the stem-loop structure, and hence the location on the
precursor is not a determinant of its excision by Dicer. Cloning of miRNAs that
are clustered in the genome and identification of some in expressed sequence tag
(EST) databases hinted that miRNA precursors might derive from longer pri-
mary transcripts (15, 20, 28, 35, 61, 65). After the discovery of Drosha, it was
speculated that specific cleavage of primary transcripts determines the correct
register of Dicer action and hence the mature ends of miRNAs are determined at
the level of primary transcripts (31).
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As the result of being RNase III Dicer products, miRNAs are cloned
based on their three distinguishing features: a length of about 22 nt, a 5′-termi-
nal monophosphate, and a 3′-terminal hydroxyl group (10, 33, 66). The general
protocol for miRNA cloning involves size fractionation of an RNA population
followed by ligation with adapter molecules (Figure 3) (10, 15, 16, 20). The chimeric
RNA is then subjected to reverse-transcriptase polymerase chain reaction (RT-
PCR), cloned, and sequenced. One of the advantages of biochemical cloning of
miRNAs is that the expressed miRNA population from any tissue or at any stage
of development can be readily detected. Cloning of mouse brain-tissue miRNAs
revealed probable orthologs of C. elegans lin-4 RNA, and the mouse sequences
revealed probable Drosophila orthologs as well (61). Homologues of the lin-4
gene had, thus far, not surfaced from informatic searches of other organisms.
Although powerful in terms of revealing expressed miRNAs directly, detection
by cloning has an inevitable drawback of selecting clones of breakdown products
of abundant cellular RNAs. Hence, to qualify as an miRNA, a small cloned
RNA should be able to form a stem-loop precursor structure with its flanking
sequences and show conservation in related species (21). Endogenous siRNAs are
usually distinguished from miRNAs by extended dsRNA structure of their pre-
cursors and by displaying less sequence conservation (21, 67).

Interestingly, cloning efforts in C. elegans and Drosophila led to the iden-
tification of new categories of noncoding RNAs designated as “tiny noncoding
RNAs” (tncRNAs) and “repeat-associated small interfering RNAs” (rasiRNAs)
(63, 64). The 24-26 nt rasiRNAs apparently derive from various repetitive
sequence elements including retrotransposons, DNA transposons, satellite, and
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Figure 3. miRNA cloning strategy. Typically, total RNA is fractionated to ~22 nt size forms and
miRNAs containing 5′ phosphate and 3′ hydroxyl groups are substrates for ligation to adaptor oligonu-
cleotides (10, 15, 16, 20). The chimeric RNA is subjected to RT-PCR, cloning, and sequencing.
Legitimate miRNAs match genomic sequences that support formation of a hairpin precursor (21).



microsatellite sequences, complex as well as vaguely characterized repetitive
sequence motifs (64). The tncRNAs are similar in size to miRNAs but are not
processed from stem-loop precursors and do not have orthologs in other species
(63). Although some of tncRNAs exhibit temporal expression patterns, their
exact role and significance await further experimentation.

Informatics

Although biochemical cloning led to the identification of several hun-
dreds of new miRNAs, it is limited for identifying rare miRNAs or those that are
triggered by specific environmental conditions. The availability of full genome
databases of several organisms enabled the development of informatics
approaches for identification of new miRNAs.

The fortuitous discovery of the first conserved miRNA, let-7, demon-
strated the potential of simple homology searches using BLASTN (8). Homology
searches with cloned miRNAs also revealed orthologs and paralogs in various
organisms (15, 16, 20). A simple homology-based strategy originally involved the
analysis of intergenic sequences among related organisms using the RNA folding
program “mfold” (16, 68). The output was scanned by eye for miRNA charac-
teristic stem-loop structures and the expression was confirmed by Northern blot-
ting. The proximal location of several miRNA genes prompted the search for new
miRNAs adjacent to the previously identified ones (20, 64, 69, 70). This approach
is most suitable for identification of rapidly evolving miRNA genes, which are
proximal to each other but are too divergent in sequence to be detected by gen-
eral methods (22).

An important advance in detection of miRNA genes has been achieved
by development of new computational approaches (63, 67, 71-76). All the pro-
grams primarily utilize sequence conservation, presence of stem-loop structures,
and intergenic location of miRNAs as basic criteria. One of the more sensitive
programs, “MiRscan,” has been applied to vertebrate and nematode genomes to
identify new miRNA genes (67, 74). The MiRscan program was developed by
using the 50 cloned miRNAs from C. elegans as the training set (16, 20). Based
on its similarity to the training set, a score is assigned to each putative genomic
candidate that is identified by conserved stem-loop structures. The evaluation is
based on seven features: 1) base-pairing of the miRNA portion of the fold-back,
2) base-pairing of the rest of the fold-back, 3) stringent sequence conservation in
the 5′ half of the miRNA, 4) slightly less stringent sequence conservation in the
3′ half of the miRNA, 5) sequence biases in the first five bases of the miRNA, 6)
a tendency toward having symmetric internal loops and bulges in the miRNA
region, and 7) the presence of 2-9 consensus base-pairs between the miRNA and
the terminal loop region with a preference for 4-6 base-pairs. The accuracy of
MiRscan predictions has been further improved by the inclusion of conserved
elements upstream of miRNA precursors (69). The successful application of this
program to vertebrates, although developed using nematode miRNAs, demon-
strated its universal application. It also emphasized that, despite sequence varia-
tions of miRNAs among diverse animals, their generic features are broadly
conserved.

8 S. BAGGA AND A. PASQUINELLI



Using a reference set of Drosophila pre-miRNA sequences, another pro-
gram called “miRseeker” identified novel miRNA genes (73). The miRseeker
algorithm detects insect miRNA genes using a three-step filter strategy. The first
step involves extraction of candidate genes using conserved and nongenic regions
of D. melanogaster and D. pseudoobscura genomes. The next step identifies and
ranks the stem-loop structured regions based on the helical length and free ener-
gy values. Finally, high-scoring regions averaged for two genomes are evaluated
for divergence using the determinants of a reference set. In principle, miRseeker
should be applicable to analysis of other sets of sequenced genomes of related
organisms.

Recent informatics approaches specifically designed to detect plant
miRNAs identified several new candidates (71, 76). These strategies are similar to
MiRscan and miRseeker in terms of using homologous fold-back sequences con-
served between Arabidopsis and Oryza sativa. However, the parameters con-
straining the selection of fold-back structures were specifically designed for plant
miRNAs. The MIRcheck algorithm utilizes the sequences and structures of puta-
tive miRNA hairpins and 20mers within them (71). MIRcheck selects the candi-
dates by restricting the number of unpaired, bulged, or asymmetrically unpaired,
consecutive unpaired nucleotides, and the length of the hairpin. Unlike other
programs, MIRcheck does not restrict based on pattern or extent of base pairing
outside the 20mer sequence, a feature typical of plant miRNAs. Several of the
plant miRNAs identified by this approach were confirmed by expression and tar-
get mRNA degradation (71).

ANALYSIS OF miRNAS

Many miRNAs exhibit diverse temporal and spatial expression patterns.
Additionally, the relative levels of a particular miRNA can vary several orders of
magnitude among different cell types. Adaptations of traditional molecular tech-
niques as well as novel methods have been developed to analyze when, where, and
how much of a specific miRNA exists and what is its biological function.

Expression Patterns

Northern blot and RNase protection assays yielded the first molecular
evidence for the existence of a ~22 nt RNA product. A specific tiny RNA prod-
uct was present in wild-type but not lin-4 mutant worms, and this RNA reap-
peared upon rescue of the mutant with a transgene containing just 693 nt of lin-4
genomic sequence (1). Typical analyses for miRNA expression by Northern blots
utilize high percentage (10-15%) polyacrylamide gel electrophoresis (PAGE),
which enables detection of the mature and precursor forms of the miRNA
(Figure 4) (1, 77). The relative level of a mature miRNA can be readily assessed
by sampling total RNA from particular tissues, developmental time points, or
experimental conditions. However, Northern blotting to detect specific miRNAs
can be labor intensive and insensitive to low-level miRNAs.

Computational prediction of miRNA genes avoids the cloning bias of
detecting the more abundant species. Confirmation of a predicted miRNA can be
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experimentally challenging, though, if the gene is weakly expressed or only acti-
vated under particular conditions. PCR-based approaches were developed to
help validate the expression of miRNAs identified by informatics. Strong evi-
dence for the existence of several elusive miRNAs was provided by a PCR pro-
tocol, which involves amplifying miRNA sequences from bulk miRNA cDNA
libraries by way of the common adaptor sequences (67, 75). Real-time PCR
assays have been employed for relatively high throughput analysis of miRNA
precursor expression (78). In at least some cases, the level of precursor accu-
rately reflected that of mature, as indicated by Northern analyses. More recent-
ly, an exceptionally sensitive and quantitative method was reported for detecting
precursor or mature miRNAs (79). The Invader miRNA assay can detect as lit-
tle as 20,000 molecules of a specific miRNA and has been used to show that the
amounts of human let-7a miRNA vary over several orders of magnitude among
different tissues (79).

Microarray technology offers an efficient and sensitive method to assess
global changes in miRNA expression patterns. Microchips containing oligonu-
cleotides corresponding to miRNA sequences have been used to screen various
cell types to uncover the miRNA profile (80, 81). Additionally, this type of
miRNA profiling was used to identify distinctions between normal human B cells
and those derived from chronic lymphocytic leukemia cells (82). Since their dis-
covery, miRNA genes have been considered possible disease candidates (83).
High throughput profiling of miRNA expression patterns offers a powerful tool
for correlating specific miRNAs with altered cell biological states.

Detection of miRNAs in vivo is particularly challenging considering their
small size and potentially low abundance. Nonetheless, in situ hybridization
results have indicated localized expression for a few miRNA transcripts. In
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Figure 4. Northern analysis of miRNA expression. Total RNA from wild-type worms or worms
depleted of dicer was isolated, separated by 11% polyacrylamide gel electrophoresis and subjected to
Northern hybridization analysis to detect let-7 RNA. The ~22 nt nucleotide mature form is predomi-
nant in wild-type worms, whereas the 65 nt precursor accumulates in Dicer(–) worms (32).



plants, there is an inverse correlation between expression of specific miRNAs and
proposed targets in specific tissues, supporting the model that these RNAs nega-
tively regulate protein expression to control development (84-86). Localized
expression of miR-10 in Drosophila embryos indicates a role for this miRNA in
regulating genes in the thoracic and abdominal primordia, although specific tar-
gets of miR-10 are yet to be identified (87).

An indirect method for analyzing temporal and spatial expression of
miRNA genes is to fuse predicted miRNA promoter sequences to a reporter gene,
such as GFP. This technique revealed tissue and developmental regulation of spe-
cific miRNA promoters in C. elegans that agreed with predictions about the func-
tion of the miRNAs (29, 30, 88). The lys-6 miRNA was discovered as a gene that
controls neuronal asymmetry in C. elegans by repressing expression of a tran-
scription factor in a left taste neuron (30). Consistent with the proposed function
of lys-6, a GFP reporter fused to the promoter for this miRNA gene is expressed
in the left, but not right, neuron (30). These types of reporter experiments are
very useful for predicting when and where an miRNA promoter functions as well
as for studying its transcriptional control (29, 30, 88). However, the promoters
and functions of most miRNAs are yet to be identified and, thus, caution is war-
ranted for interpreting expression patterns based on fusions to miRNAs for
which little is known about the natural biological role.

The in situ and reporter experiments described above can be used to indi-
cate when and where an miRNA gene is active, but they do not demonstrate the
production of functional miRNAs. Regulated processing and stabilization of
some miRNAs may also influence their ability to control gene expression. An
ingenious method to detect functional miRNAs in vivo was developed by the
Cohen laboratory to show spatial and temporal expression of the Drosophila
bantam miRNA (51). The “sensor” strategy is based on the demonstration that
miRNAs will direct degradation of target mRNAs containing sites of perfect
antisense complementarity (Figure 5) (24, 48, 52–54). A GFP-reporter gene con-
taining bantam miRNA complementary sites was down-regulated in response to
bantam expression. Thus, the presence of a functional miRNA can be assayed
in vivo without the knowledge of its natural targets. Identification of specific
miRNA expression patterns will greatly facilitate determination of biological
functions.

Functional Roles

The first miRNAs, lin-4 and let-7, were initially discovered as genes essen-
tial for regulating developmental timing in C. elegans (1, 56). Since the vast
majority of RNAs to join the miRNA family were isolated by biochemical or
computational means, biological functions are yet to be assigned. Considering
their abundance, it is not surprising that miRNA genes are now being uncovered
in mutant screens. Perhaps the lack of traditional gene structure allowed
miRNAs to escape previous detection, but now mutations in miRNA genes
account for broad-ranging phenotypes, including disrupted neuronal asymmetry,
misregulated cell death, abnormal fat metabolism, and cellular patterning defects
(18, 28, 30, 51, 58, 84, 88, 89). Isolation of genetic mutations in specific miRNA
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genes not only aids in determining biological function but also is valuable for
identifying direct targets of regulation. A genetic suppressor screen of the let-7
mutant revealed lin-41 as a target of negative regulation, which then led to the
recognition of let-7 complementary sites in the 3′UTR of lin-41 mRNA (56, 90).

In many systems, targeted disruption or isolation of mutations in specific
miRNAs is prohibitively laborious. Furthermore, homology among several
groups of miRNAs suggests that redundancy may obscure phenotypes resulting
from mutation of just one member. Overexpression or ectopic expression is
an efficient alternative to study the function of particular miRNAs. The validity
of this approach was established by introducing high copies of the lin-4
gene to worms and observing developmental defects opposite of the lin-4 loss-
of-function phenotypes (4). More recently, ectopic expression of miR-181 in
mouse hematopoietic stem cells biased their differentiation into B-lineage cells
(23). Thus, direct targets of miR-181 may be predicted by focusing on distinct
changes in gene expression in the B-lineage pathway.

The biological function of specific miRNAs can also be revealed by inhi-
bition with antisense oligonucleotides. Injection of antisense DNA oligonu-
cleotides corresponding to specific miRNAs into Drosophila embryos resulted in
developmental defects (91). More recently, 2′-O-methyl oligonucleotides were
shown to block potently the function of targeted miRNAs in Drosophila, human
cell, and C. elegans systems (92, 93). The 2′-O-methyl modification protects
the oligonucleotide against cellular RNases (94). Base-pairing of the oligonucleo-
tide to an miRNA titrates the miRNA from its endogenous targets, thus reveal-
ing the loss-of-function phenotype. Although delivery of the antisense
oligonucleotide can be technically prohibitive (92), this method of miRNA inhibition
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Figure 5. The “sensor” approach to analyze miRNA expression in vivo (51). In this example, con-
structs expressing a reporter protein, such as GFP, fused to 3′UTR sequences +/− miRNA comple-
mentary sites are introduced into worms. A ubiquitous promoter drives reporter expression. If the
miRNA is absent, such as in early larval development (middle panels), GFP will be detected.
However, if the miRNA turns on later in development or in particular cell types, the reporter mRNA
will be specifically degraded and GFP will disappear (last panel, top row). This example shows a
predicted pattern for let-7 expression in C. elegans: early in development let-7 is absent and thus GFP
is expressed ubiquitously (gray shading of entire worm), including in the 10 hypodermal seam cells,
but later in development let-7 miRNA is produced and shuts off reporter expression, perhaps specif-
ically in the 16 seam cells of adult worms (absence of gray shading) (29). Importantly, expression of
a control reporter lacking the miRNA complementary sites is unaffected by miRNA expression
(bottom panels).



offers an efficient means to uncover the biological roles of miRNAs for which
only the mature sequence is known.

PAIRING OF miRNAS WITH TARGETS

The combination of cloning and computational approaches has likely
enabled identification of the majority of miRNAs (22). However, as of yet, only
a few miRNAs have been paired with their bona fide targets. Identification of
direct miRNA targets is essential for understanding their diverse functions.

In addition to the discovery of pioneer miRNAs, the credit for the dis-
covery of the first miRNA targets also goes to classical genetics. Long before the
broad significance of tiny regulatory RNAs was appreciated, the functional pair-
ing of lin-4 RNA with its target lin-14 mRNA was proposed (1, 2). The 3′UTR
of lin-14 mRNA had partial complementarity to lin-4 RNA and was sufficient for
temporal regulation of a reporter gene. The let-7 target, lin-41, also supports the
model, both in terms of partial complementarity and reporter gene regulation
with the 3′UTR (56, 90, 95). The opposite phenotypes of lin-4 and lin-14 mutants
helped pinpoint lin-14 as a direct target of lin-4 mediated negative regulation (96,
97). A handful of other bona fide miRNA target genes were identified through
genetic screens (28, 30, 51, 57, 88, 89, 98, 99). However, for the majority of other
miRNAs either mutants are not known or their mutant phenotypes are not
apparent. Also, the small size and imperfect nature of base-pairing, particularly
in case of animal miRNAs, hampers straightforward prediction of miRNA
targets.

Target Identification and Validation for Plant miRNAs

Exact complementarity between miR171 and an mRNA target in
Arabidopsis indicated that target prediction might be less complicated for plant
compared with animal miRNAs (17, 19, 48). Indeed, “near perfect complemen-
tarity” appears to be a general rule for plant miRNA targets (46, 71, 76). Initially,
targets were identified by searching annotated Arabidopsis mRNAs for 0-4 mis-
matches to specific miRNAs (19, 46). Conservation of the predicted mRNA tar-
get sequences in rice and low hits with a random cohort of tiny RNA sequences
strengthened the validity of these proposed plant targets (46, 71). Plant miRNA
targets show a clear bias toward transcription factors involved in cell differentia-
tion and developmental patterning (46, 71). In comparison to sequences regulat-
ed by animal miRNAs, most plant miRNA-target interactions exhibit two
general distinctions: 1) plant miRNA target sites are primarily found within open
reading frames, and 2) multiple target sites within the same target mRNA are not
detected in plants. These features may have significant functional implications for
plant miRNAs—they favor an RNAi-like mechanism, as opposed to translation-
al control, to inhibit gene expression (45).

A sensitive computational approach identified several novel plant
miRNA targets belonging to families of transcription factors as well as other
genes like ATP sulfurylase, laccase, and superoxide dismutase (71). This approach
allowed for gaps and mismatches between mRNA:miRNA duplexes but
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constrained the candidate targets to conservation between Arabidopsis and
Oryza. Validation of predicted target sequences is facilitated by the fact that
many plant miRNAs direct cleavage of their complementary mRNA targets. The
3′ cleavage product of the target, which maps to the 10th nucleotide of the
miRNA and has a characteristic phosphate at its 5′ end, can be cloned and
sequenced (47, 48, 50, 71, 76). Although absence of a 3′ cleavage product may
suggest a false or alternatively regulated target, its presence is a convincing con-
firmation of regulation by a specific miRNA.

Informatics Approaches for Target Identification in Animals

New computational methods have matched animal miRNAs with numer-
ous target genes, although many of the pairings still await experimental confi-
rmation (100-104). The small number of validated miRNA targets in animals
makes the development of reliable algorithms particularly challenging. As a
starting point, most computational methods rely on conserved complementary
sites within 3′ UTRs of potential target genes.

Identification of the hid gene as a bantam miRNA target exhibited the
potential of computational approaches for identifying targets in Drosophila (51,
101). This approach was based on the presence of miRNA target sites in 3′ UTRs
of target mRNAs and their relatively better complementarity to the 5′ end of
miRNAs. The first step for identifying genome-wide Drosophila miRNA targets
involved generation of a conserved database comparing 3′ UTRs of D.
melanogaster and D. pseudoobscura (101). The candidate target genes were then
scored based on their free energy of base-pairing with the miRNAs, as determined
by mfold (68, 101). The combination of sensitive sequence databases with that of
the RNA folding algorithm confirmed the known targets and identified several
new ones (101). A striking feature of predicted targets was the presence of clusters
of functionally related targets regulated by specific miRNAs. This included Notch
target genes for mir-7, proapoptotic genes for mir-2 family, and metabolic pathway
enzymes for mir-277 (101). Another computational method for target identifica-
tion, miRanda, relies on evolutionary relationships between miRNAs and their
targets using three insect genomes (104). The miRanda approach is a three-phase
method involving sequence matching of miRNA:mRNA pairs, estimating the
energetics of the physical interaction and using evolutionary conservation as an
informational filter. This method suggested both multiplicity (one miRNA targets
several genes) and cooperativity (one gene targeted by several miRNAs) as general
features of miRNA-regulated gene expression (104).

The TargetScan algorithm predicted more than 400 target genes for mam-
malian miRNAs (102). TargetScan also combines thermodynamics-based model-
ing of RNA:RNA duplex interactions with comparative sequence analysis to
predict miRNA targets conserved across multiple genomes. One of the criteria
for filtering miRNA:mRNA pairs using this algorithm is exact complementarity
between 2–8 bases of miRNAs counted from the 5′end of miRNA. The folding
energy of each pair is calculated using RNAeval (105), after extending the pair-
ing as far as possible. Each 3′ UTR is then scored based on the number of
miRNA:mRNA matches, free energy of interaction, and number and affinity of
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complementary sites. Comparative ranking of UTRs among different organisms
sorted on the basis of this score then predicts the target. TargetScan revealed
that, in contrast to plant miRNA targets, only a small fraction of predicted mam-
malian targets participate in developmental control; they seem to regulate broad-
ly diverse biological processes (102). Another computational program,
DIANA-microT, was developed to study the rules of single miRNA:MRE (tar-
get mRNA) pairing and to predict targets containing a single complementary site
(103). Similar to other computational programs, DIANA-microT identifies the
putative targets by estimating the binding energies between conserved
miRNA:MRE pairs. A difference from other programs is that it also takes into
account the G-U wobble dinucleotide pairs for calculating binding energies (103).

Computational identification, based on favorable energy statistics and
evolutionary relationships, corroborated by experimental evidence provides rea-
sonable substantiation of miRNA target validity. An important consideration in
computational target prediction and confirmation is the use of correctly anno-
tated genes. Already, ambiguity in annotated genes misguided attempts to vali-
date a miRNA target (106, 107). Absent or incomplete annotations of 3′ UTRs
also hinder the comprehensive analysis of miRNA targets.

Heterologous reporter assays are most commonly used for validation of
miRNA targets (Figure 6). Typically, a reporter gene, such as luciferase or β-galac-
tosidase, is fused to sequences containing the miRNA complementary region from
a putative target. Expression of the reporter is observed in the presence or absence
of the proposed regulatory miRNA (6, 56, 90, 98, 99, 101-103). Down-regulation
of a reporter gene in the presence of the miRNA indicates the presence of regula-
tory sites in the fragment used for fusion. However, concerns of extraneous effects
due to multiple copies of complementary sites or very long UTR regions should be
kept in mind. Also, failure to demonstrate regulation of a heterologous reporter
may reflect factors independent of the miRNA: 1) the cell system might not express
additional co-factors or adequate levels of the miRNA to appreciably affect
reporter expression, 2) additional mRNA elements are required but not included in
the UTR segment of the reporter, and 3) steric hindrance imposed by the fusion of
reporter on the putative sites blocks interaction with the miRNA.

SUMMARY AND OUTLOOK

Genetics introduced us to the existence of miRNAs. Biochemical and
molecular methods were essential for establishing the existence of vast numbers
of miRNA genes in diverse organisms. Bioinformatic approaches contributed to
the identification of additional, elusive, miRNAs as well as to the prediction of
miRNA target genes. Combined experimental and computational methods will
be required to advance our rudimentary understanding of miRNA expression
and function. Central questions remain: How are transcription and processing of
miRNAs regulated? How do miRNAs find their appropriate targets? What is the
mechanism by which miRNAs regulate expression of their targets? The discovery
of miRNAs established a new paradigm for gene regulation and understanding
the biological roles of these abundant RNA genes undoubtedly will be a chal-
lenging endeavor.
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INTRODUCTION

Dormancy can be viewed as a complex trait that encompasses physio-
logical and developmental responses to environmental signals. There has been con-
siderable research and emphasis in the past on the dormancy of seeds, which is to
be expected in view of the significant impact to agricultural yields, but it has only
been in the last few decades that significant research success has yielded infor-
mation on the topic of bud dormancy. Thus, this review will focus on the recent
results regarding bud dormancy and the interaction of dormancy to issues relat-
ed to phytohormones and cell division.

TYPES OF DORMANCY AND THE CELL CYCLE

Biologically, dormancy is an avoidance response to drought, cold, or
shortening days. The dormant situation is a complex set of physiological states
and conditions in which plants respond to a series of stresses such as drought and
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over-wintering by entering a state of growth suspension. This state of growth sus-
pension can be exhibited by degrees of dormancy. The classification and degrees
of dormancy found in plant vegetative structures have been defined as endodor-
mancy, paradormancy, and ecodormancy (Figure 1) (1). Ecodormancy is a reduced
growth response to an external stimulus such as drought or cold. Removal of the
stimulus results in a resumption of growth. Paradormancy is a reduced growth
response induced by a biochemical signal that is transported to a target tissue.
Removal of the signal results in a resumption of growth. A good example of
paradormancy is apical dominance, where auxin transported from an apical
shoot suppresses the growth of lateral buds. Endodormancy is due to an endoge-
nous signal that results in growth suppression. Older references often used the
term “deep dormancy” to describe this phenomenon. In some situations, time is
all that is required for endodormancy to terminate (e.g., the potato) and in others
there is a need for a cold treatment in order to break the dormant state (such
as most flowering temperate trees and shrubs).

Defining a dormant state in a plant can be difficult because a tissue may
progress from one dormant condition to another without any phenotypic change.
For example, a meristem may enter a phase of reduced growth in late summer in
response to day-length or drought. Thus, the meristem could be considered to be
in a state of ecodormancy. This situation could be followed by a physiological
shift and a transition into a state of endodormancy. As winter progresses the
endodormant state may terminate but growth will not resume due to unfavorable
conditions and the meristem is now again in an ecodormant state. This shift
between dormant states suggests that control of the growth cycle is a complex
interaction between endogenous and environmental factors, and there is no sim-
ple genetic solution to increasing yields by manipulating dormancy. This concept
is supported by breeding experiments and quantitative trait analysis, which is
demonstrated by the significant genetic complexity controlling the onset and
breakage of dormancy in poplar (2).
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Figure 1. Diagram of dormancy states in a typical perennial bud. As the season progresses, dorman-
cy types may shift between ecodormancy and endodormancy and back to ecodormancy. Redrawn from
M. Lang et al. (1).



The variations and changes in the types of dormancy suggest that differ-
ent biological and physiological mechanisms are involved with the changing of
dormant states. As this pertains to cell cycle regulation, it is unclear whether dif-
ferent states of dormancy are associated with variations in cell cycle control. The
cell cycle is regulated by a set of protein interactions between cell division kinases
(CDKs), cyclins (CYCs), and inhibitors or regulators of the CDK/CYC com-
plex [reviewed in (3)]. The activity of the CDK/CYC complex is associated with
the establishment of restriction, or control, points throughout the cell cycle.
These control points are positioned in the gap phases (G1 or G2) of the cell cycle
(Figure 2). Thus, dormancy, which is characterized by very low or absent rates of
cell division, must function by the established control points found in the G1 and
G2 phases of the cell cycle (4). The arrest of cell division in endodormant ash
buds (5), endodormant Helianthus buds (6), endodormant potato meristems (7),
and paradormant axillary buds of pea (8) appear to be predominantly at the
G1/S-phase of the cell cycle. This commonality of regulation, despite the specif-
ic type of dormancy, suggests that attempts to alter or control the dormant state
in plants, with respect to the cell cycle state, would probably require manipulation
of the factors or signal transduction mechanisms that interact with the G1/S
restriction point. The interaction of various types of dormancy with the G1/S
portion of the cell cycle demonstrates that artificial manipulation dormancy, by
alteration of cell division or growth, will most likely involve genes or proteins that
regulate the transition from the G1 to the S-phase of the cell cycle. At this point
I do not suggest that direct alteration of genes regulating the G1/S restriction
point is a practical solution to dormancy manipulation. Cell cycle control is
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fundamental to cell proliferation and survival. However, recent analysis of plant
dormancy has narrowed the field to a number of potential targets that might
impact dormancy onset and length without directly altering basic cell cycle
machinery.

THE PARADORMANT STATE

Paradormancy, specifically apical arrest of lateral buds, is regulated by
auxin but it is not clear whether this response is directly or indirectly associ-
ated with that phytohormone [reviewed by Horvath et al., 2003 (9, 10)].
Shimizu-Sato and Mori (11) recently reviewed the topic of dormancy regula-
tion in lateral meristems and they proposed a scheme for hormonal regulation
of growth (Figure 3). In this model, auxin, produced in the apical regions of
the plant, does not directly inhibit cell division in the lateral meritems, but
does result in abscisic acid (ABA)-induced genes in the node region and the
lateral meristem. The model is supported by the work of Gocal et al. (12),
who demonstrated that auxin levels in dormant meristems are low and they
increase after release of apical repression. This suggests that, inasmuch as
high levels of auxin are not present in paradormant lateral meristems, growth
inhibition must result from some other signal. The increase in auxin as later-
al buds are released from apical repression may have some association with
entry into the cell cycle, since it has been shown that tobacco BY2 cells
express D-type cyclins in response to auxin (13). Thus, a potential working
model for paradormancy may be lateral meristem arrest by nodal ABA sig-
nals. Entry into the cell cycle begins following removal of the auxin/ABA
inhibition and production of a phytohormonal signal, such as cytokinin, that
initiates cell division.
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Figure 3. The mechanism of action in a paradormant axillary bud induced by apical dominance.
Redrawn from Shimizu-Sato and Mori (11).



Transgenic plants that overproduce cytokinins exhibit a reduced level of
lateral bud arrest (14, 15). Thus, it can be concluded that the interaction of
cytokinins and auxins regulate lateral bud growth and paradormancy. These two
hormones are probably functioning at two levels, an inhibitor process controlled
by apically produced auxin/ABA and a growth-promoting process regulated by
cytokinin.

THE ENDODORMANT STATE

In many perennial woody plants the breakage of the endodormant state
requires chilling. It has been found that chilling results in a rearrangement of
symplastic connections between cells of the apical meristem by the formation of
1,3-beta-D-glucan blockages (16). Thus, chilling induced capacity for cell division
may be a result of removal of symplastic blockage by 1,3-beta-D-glucanase
resulting in increased intercellular communication. It is possible that this
increased communication results in the transport of hormonal signals through-
out the meristem. However, it has not been shown that alterations of intercellu-
lar connections directly change hormonal transport or metabolism in meristems.

There has been recent research focused on the subject of vernalization,
which is a requirement of some species for a cold treatment for the induction of
flower development. Some parallels exist between the process of vernalization
and cold-induced breakage of endodormancy. Vernalization has been shown to
be an epigenetic process that requires prolonged exposure to cold temperatures,
resulting in a developmental shift from vegetative to floral development [(17),
reviewed in (18)]. Thus, vernalization and the breakage of endodormancy both
require a similar temporal exposure to cold. Little is known about the molecular
mechanisms associated with the breakage of endodormancy, but significant
research advances have been accomplished regarding the process of vernaliza-
tion. In Arabidopsis, vernalization has been shown to be an epigenetic process
where extended exposure to cold results in the repression of the gene FLOWER-
ING LOCUS C (FLC) with the use of chromatin remodeling induced by the
genes VRN1, VRN2, and VIN3 (19).

Exposure to cold can induce cold acclimation, vernalization, and the
breakage of endodormancy in some species. Is there any similarity in the cold-
induced regulation of these three processes? Cold treatment also induces elevat-
ed ABA levels and a series of cold-regulated genes controlled by the
transcription factors CBF1, CBF2, and CBF3 (20, 21), but prolonged cold treat-
ment reduces ABA in over-wintering endodormant buds. Liu et al. (22) demon-
strated that vernalization is not regulated by ABA or the cold-induced
transcription factors. While the onset of endodormancy appears to require
ABA, it has been shown that cold is not necessary to induce the endodormant
state in grape (23). However, to break endodormancy in some species, cold is a
requirement and, in other species, such as potato, the breakage of endodorman-
cy only requires time. A commonality between potato and species that require
cold might be the reduction of ABA levels in meristems, shifting endodorman-
cy to an ecodormant state. Another possibility is that the control of endodor-
mancy is similar to vernalization, where chromatin remodeling, controlled by
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ABA, time, and/or cold treatment is a requirement. Support for this hypothesis
can be found in the work of Law and Suttle (24), who showed that in potato
tubers demethylation of CCGG regions of DNA has been linked to the break-
age of endodormancy. What remains to be determined is what regions of the
genome are remodeled. Additionally, it would be important to discern whether
a similar mechanism of remodeling is occurring in species that require cold
treatment for the breakage of endodormancy and potato, which only requires a
temporal exposure for dormancy loss. Is it possible that termination of
endodormancy follows a pattern similar to that of vernalization: cold or time
results in chromatin remodeling in an area of the genome that contains genes
that suppress growth? Meristems that enter endodormancy have usually under-
gone a significant developmental shift with leaves replaced by bracts or bud
scales at nodal regions and such developmental changes can be associated with
chromatin remodeling (25).

IS THERE A UNIFYING THEORY TO DORMANCY?

Environmental stress, such as drought, induces the production of ABA,
which results, with a complex set of responses, in growth arrest (ecodormancy).
In paradormancy, in particular apical dominance, it has been demonstrated that
there is an auxin-induced ABA response at nodal regions, which results in
growth arrest in lateral meristems. Elevated ABA levels, at least in the potato
system, induce endodormancy. Thus, a common theme in a number of plant sys-
tems, regardless of the type of dormancy, appears to involve an ABA response
at some level.

However, the removal of ABA is not always sufficient to end the dormant
state and initiate growth. Additional hormones, such as cytokinin and gib-
berellins, appear to be necessary for the resumption of cell division. Thus, dor-
mancy, irrespective of the specific type, is controlled by a process of growth
suppression and growth initiation. This might explain some of the genetic com-
plexity found by breeders who are interested in the process of dormancy. The fact
that both growth inhibitors and growth promoters regulate dormancy suggests
that cell cycle control would follow a similar path; there would be cell cycle
inhibitory mechanisms as well as cell cycle promotive mechanisms associated
with dormancy. In potato endodormancy, growth arrest seems to occur upstream
of the mechanisms of direct cell cycle control (7). This situation may be a result
of endodormancy-inducing inhibitors of the cell cycle and that ABA has a cen-
tral role in maintaining the endodormant state.

REGULATION OF THE G1 TO S TRANSITION 
OF THE PLANT CELL CYCLE

The cdk/cyclin protein complex regulates cell cycle transitions and,
because dormancy appears to be a G1/S arrest, it is necessary to elucidate the
components of the CDK/CYC complex associated with that arrest. Currently,
specific proteins associated with dormancy G1/S arrest have not been found. In
Arabidopsis, there are at least four different CDKs and the activity of one class
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of the A-type of CDKs increases during the G1 to S-phase transition of the cell
cycle [reviewed in (3, 26, 27)]. Potato meristems do not change in the levels of
transcript for p34cdc2 kinase as endodormancy terminates (7). Thus, a working
hypothesis is that dormancy regulates the activity, not the transcript levels, of a
class of the A-type CDKs. The activity of a CDK requires the presence of spe-
cific cyclins, a specific phosphorylation state, and the absence of active inhibitors.
This complex arrangement for CDK activity suggests that dormancy repression
of the cell cycle at the G1 to S transition may result with the regulation of a num-
ber of different targets including cyclin levels, kinase activity, phosphatase activ-
ity, and the manipulation of inhibitors.

Plant cells contain a diverse population of cyclins, including A, B, D, and
H-types (3, 28). More cyclins await description in plants, particularly in peren-
nial species, but among the classes of cyclins known, the ones associated with
G1/S cell cycle regulation are of direct interest to dormancy studies. The D-type
cyclins have been shown to be associated with G1 to S-phase transitions in yeast
(29). In Arabidopsis, genomic analysis has revealed that there are 49 different
cyclins, which can be assigned to nine different subgroups: CYCA, CYCB,
CYCC, CYCD, CYCH, CYCT, CYCL, CYCU, and SDS (30). Although func-
tion has not been determined for each of the cyclin-like genes, experimental evi-
dence strongly suggests that the CYCD and CYCA classes are associated with
the G1/S transition of the cell cycle [(27, 31), reviewed in (32-34)]. Thus, the
CYCD and CYCA class of cyclins may be directly regulated by dormancy in
plant tissues. It should be noted that cells not undergoing a cell cycle might
exhibit low levels of many different classes of cyclins but dormant tissues, arrest-
ed in the G1 position, would first need to express the CYCD and CYCA proteins
for entry into the S-phase.

The activity of the CDK/CYC complex is regulated by additional cellular
and biochemical mechanisms. A class of proteins classified as CDK inhibitors
(CKIs) interacts with the CDK/CYC complex and prevents cell cycle progression
[reviewed in (33, 34)]. These inhibitors are interesting targets for investigating the
interaction of dormancy and the cell cycle. In mammalian systems, G1/S-specif-
ic CKIs are represented by p21Cip1, p27Kip1, and p57Kip2 (17, 35-37). De
Veylder et al. (38) have examined the activity of five Kip-related proteins (KRPs)
in Arabidopsis thaliana. Thus, in comparison to mammalian systems, plants
appear to have a greater diversity in KRP-type CDK inhibitors. Does this suggest
that plant systems utilize a greater diversity of cell division inhibitors for spatial
or temporal regulation of cell division? The results of De Veylder et al. (38)
demonstrated more of a structural relationship between the KRPs and regulation
of cell division. In Arabidopsis there are at least seven KRPs that appear to have
diverse functions temporally and spatially in the shoot apex (39), but it is not
clear how KRPs are associated with meristem activity and the process of dor-
mancy. An additional class of cell division inhibitors called ICK1 and ICK2 has
been identified in plants (40, 41). ICK1 has been shown to be induced by ABA
(40), suggesting a relationship between a phytohormone associated with the dor-
mancy response and a protein preventing entry into the cell cycle. The direct con-
nection between ABA-induced dormancy and cell cycle inhibitors has yet to be
adequately demonstrated.
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THE PHYTOHORMONE CONNECTION

ABA has been shown to regulate response to drought, cold, salt stress,
and seed dormancy through a complex set of fast and slow responses [reviewed
in (42-45)]. The signal transduction mechanisms associated with ABA exposure
in plants have recently been reviewed (42, 46), and currently there are about
50 genes associated with ABA responses in Arabidopsis (43), affecting more than
1,300 different transcripts (47). The interaction of the ABA signal transduction
mechanism with genes or proteins that directly affect the dormancy response,
which is a slow response, is not clear, and it has been difficult to separate ABA
responses associated with stress and cold from those that are directly related to
dormancy. ABA has been implicated with the onset and maintenance of
endodormancy in potato (48), white birch (49), and lily (50). The interaction of
ABA with the process of cell division is still not clear. Application or inhibition
of ABA to meristematic tissues may alter the onset of endodormancy but it also
results in developmental shifts resulting in the formation of bud scales in place of
primordial leaf. Additionally, cross-talk between ABA and other hormones, par-
ticularly those that induce growth such as cytokinin, gibberellin, and auxin, com-
plicates the experimental approaches necessary to elucidate specific responses.
The role of ABA in seed dormancy and germination has progressed significantly
(51), but due to a lack of a model system, ABA control of perennial meristem
growth remains undefined. In Arabidopsis, an ABA application to germinating
embryos results in reversible growth arrest. In tomato, ABA-deficient mutants
exhibit an increase in cells arrested in G2/M, suggesting that ABA might regulate
the G1/S restriction point. The ABA regulation at the G1/S restriction point may
be due to cell cycle inhibitors such as ICK1, but there is some speculation that
seedling dormancy might be a function of a p53-regulated process (52, 53). The
idea that p53 might regulate cell division in seeds is based on the concept that
seeds can be exposed to prolonged storage, resulting in environmentally induced
DNA damage. This becomes an interesting issue in long-lived perennial species
where lateral bud arrest (paradormancy) may occur on the order of hundreds or
thousands of years and may result in significant DNA damage. However, the
connection between ABA-induced stress and DNA damage has yet to be eluci-
dated. ABA also results in reduced levels of metabolic activity, which might
reflect a lack of nutrient mobilization. In animal systems it has been shown that
serum starvation induces p53 activation and growth arrest by the ribosomal
protein L11 (54).

In addition to the production of cell cycle inhibitors, ABA appears to
interact with the phosphorylation cascade that is associated with the regula-
tion of cell division [reviewed in (43, 46)]. ABA interacts with inositol
polyphosphate 5-phosphatase (55), phospholipase C (55), cyclin-dependent
kinase (56), protein phosphatase 2C (57, 58), and mitogen-activated protein
kinase (59). Additionally, ABA is involved with the regulation of RNA
metabolism including transcript abundance, RNA stability, transport and
degradation [reviewed in (42)] and some of these transcripts may relate to cell
cycle regulation.
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Cytokinins have an important role in the breakage of dormancy (60-62).
The resumption of cell division following dormancy is often associated with an
increase in cytokinin levels. Within the last decade, significant progress has been
made regarding the molecular and genetic mechanisms associated with cytokinin
signal transduction [reviewed in (63)]. In endodormant tissues, such as potato,
meristems change in their sensitivity to exogenous cytokinins; close to harvest, or
deep dormancy, cytokinins have little effect on sprouting, but as tubers age the
sensitivity to cytokinins increases (62). It has been suggested that endormant
tubers do not respond to exogenous cytokinin because of the lack of a cytokinin
receptor or inactivity of the signal transduction mechanism of cytokinin action
(64). In Arabidopsis, it has been determined that receptors for cytokinins
(AHK2, AHK3, CRE1/AHK4) are transmembrane histidine kinases (65-68).
The expression of the cytokinin receptors appears to occur in all tissues of
Arabidopsis (63) and the AHK receptors relay endogenous cytokinin signals
resulting in shoot and root meristem growth (69). It is not known whether dor-
mancy alters receptor levels. Interestingly, Arabidopsis cre1 mutants, which have
a decreased response to endogenous cytokinin, exhibit a slight increased sensitiv-
ity to ABA (65), suggesting a level of cross-talk between the cytokinin and ABA
signal transduction systems. Exogenous cytokinin induces D-type cyclin expres-
sion and cell division (70), and cytokinin-induced cell division can be replaced by
overexpression of D-type cyclins (71). This suggests that as meristems become
active following dormancy they enter the cell cycle by cytokinin-induced expres-
sion of D-type cyclins. Thus, entry into the cell cycle may not be controlled directly
by the dormancy process but by phytohormone production after tissues have exit-
ed the dormant state.

In addition to being associated with the breakage of seed dormancy, gib-
berellins (GAs) have been linked with dormancy release in tulips [reviewed in
(72), potato (73), and lily bulbs (74, 75)]. However, the complexity of GA types
in cells and tissues, the possible presence of inhibitors, and the difficulty assess-
ing the specific dormant state makes it unclear whether GA is involved with the
breakage of dormancy or is a postdormancy growth response. Results by
Horvath et al. (76) suggest that the application of GA3 to leafy spurge resulted in
G1 to S-phase transition in adventitious buds (Figure 4).

GA has been shown to bind to a GCR1 receptor in A. thaliana seeds (77).
Additionally, G-protein-type receptors are associated with GA perception (78).
These types of binding by GA probably result in a signal transduction cascade
that has yet to be defined in its entirety, but ultimately there must be some impact
on the cell cycle machinery. In deepwater rice, GA application induces cell division
(79, 80). The regulation of GA on rice cell division appears to be largely at the
G2/M restriction point (81). One of the responses of rice to exogenous GA is to
increase the levels of transcripts for mitotic cyclins and a specific class of cyclin-
division kinase (82, 83). In the meristems of dicots, specifically tomato, GA
induces the expression of transcripts for expansins, proteins that alter cell wall
extensibility and cell expansion (84). The change in expansion expression may sug-
gest another avenue for GA impact on cell cycle machinery, since cell size has been
associated with cell cycle regulation in a number of eukaryotic organisms.
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CONCLUSIONS

The localization of the Kip-related proteins to meristematic regions sug-
gests that these proteins might be associated with dormancy regulation.
Additionally, the localization of chromatin remodeling to specific genes and loci
may reveal the important regulation mechanisms for the dormant state.
Developmental mutants that fail to develop bud scales and shift meristem pro-
grams toward an over-wintering bud would be informative in identifying.

A substantial body of work has been accomplished in identifying genes
and proteins associated with cell division and the cell cycle in plants. However,
most of the recent research has focused on the annual A. thaliana as a model. In
order to progress rapidly in the area of plant meristem dormancy, a model sys-
tem has to be adopted. Many perennial species are slow growing, genetically com-
plex, and have little background genetic research that can be used to support
dormancy studies. Recent advances into the genetic structure of poplar and
recent interest in some perennial relatives of A. thaliana may create opportunities
for models systems.
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INTRODUCTION

The physical properties of cellular membranes limit the compounds that
can diffuse across membrane barriers, and most of the molecules important to
life cannot cross without the aid of transport proteins. Transporters play a cru-
cial role in many essential processes such as respiration, photosynthesis, and
nutrient acquisition. As a group, they differ in function, structure, substrates,
energy source, and cellular location, and more than 360 different families are rec-
ognized (1). This review covers the recently discovered and largely uncharacter-
ized oligopeptide transporter (OPT) family.

Peptide transport is the protein-mediated process of translocating small
peptides across a membrane (2). Peptide transport proteins have been found in
three different families: the ATP binding cassette (ABC) superfamily, the peptide
transporter (PTR) superfamily, and the oligopeptide transporter (OPT)family.
The ABC and PTR groups are considered to be superfamilies because members
are able to transport a diverse range of substrates, whereas it appears that OPTs
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transport amino-acid-based compounds. The OPT family was named after the
first identified substrates, peptides of three to five residues (3, 4), although the list
of substrates has been expanded to include metal-binding secondary amino acids
(5). This review begins by explaining how the OPT family was distinguished from
ABC and PTR proteins and then focuses on the eight papers published since the
last review (2), all of which were studies in plants, emphasizing the known and
hypothesized biological roles. OPTs in fungi will only be briefly reviewed inas-
much as no new discoveries have been made since the last review in fungi (6).

WHAT DEFINES THE OPT FAMILY?

Jeff Becker’s laboratory first defined the OPT family using a criterion of
sequence similarity, common function (oligopeptide transport), and several con-
served motifs to distinguish this group from other established transporters (4).
This study found that CaOPT1 from Candida albicans, Spisp4 from
Schizosaccharomyces pombe, and ScOPT2 from S. cerevisiae all conferred to
S. cerevisiae the ability to transport various peptides of three to five residues.
Sequence analyses quickly revealed that these proteins lacked the characteristic
signature motifs found in either the ABC or PTR protein families. This novel
group of proteins was named the OPT family based on the length of the sub-
strates (three to five residues) and to distinguish it from the PTR-type peptide
transporters that translocate peptides of two to three residues.

More recently, bioinformaticists from InterPro (7), TIGR (8), and Pfam
(9) have used hidden Markov modeling (HMM) to define more rigorously the
sequence similarities of OPT proteins, and there are currently 75 full-length OPT
sequences recognized in the public databases using the HMM criterion (Table 1).
A close inspection of the organisms listed in Table 1 reveals that OPTs have only
been found in fungi, bacteria, plants, and archaea. The number of known OPTs
will undoubtedly grow as more genome projects are completed, but it seems
unlikely that an OPT gene will be found in eukaryotes other than plants and fungi
given the diverse range of representative species that have been sequenced.

Phylogenetic analyses (10) have revealed that the OPT family has two dis-
tinct clades, which are here termed the yellow stripe (YS) clade and the peptide
transport (PT) clade, based on the first characterized members of each group
(4, 5). OPTs in the YS clade are present in archaea, bacteria, plants, and fungi,
whereas members of the PT clade only occur in plants and fungi. A partial phy-
logenetic tree of the OPT family, with the 26 representative OPTs used by Pfam
to construct the OPT hidden Markov model, illustrates the clades [Table 1 (aster-
isks), Figure 1]. Of the OPTs listed in Table 1 and Figure 1, only a limited number
have been experimentally characterized, but four general trends have emerged
from these initial studies: 1) OPTs are energized by the symport of protons;
2) two distinct clades are present, the PT clade and YS clade; 3) substrates for the
PT clade tend to be peptides of three to five residues and substrates of the YS
clade are metal-chelating amino acids; and 4) OPTs function as importers, not
efflux pumps. Given the small number of OPTs that have been studied, it is too
early to determine whether these trends will hold true for all OPTs. The biological
roles of individual OPTs are broad and will be addressed later in the review.
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Figure 1. Partial phylogenetic tree of the OPT family. Twenty-six representative OPTs were used to
construct an unrooted tree using the Clustal W algorithm. The tree reveals two clades, yellow stripe
(YS) and peptide transport (PT).

Three studies have shown that transporter activity is pH dependent, with
acidic conditions leading to higher transport rates. Bogs et al. (11) expressed
GlutathioneTransporter1 from Brassica juncea (BjGT1) in yeast and demonstrated
that the optimal pH for transporter activity was 5.0 and that activity was
greatly reduced in the presence of the protonophore carbonylcyanid-m-
chlorophenylhydrazone (CCCP). Similarly, Schaaf et al. (12) showed that in Zea
mays roots Yellow Stripe1 (ZmYS1) activity is highest at pH 4.5 and is also sen-
sitive to CCCP. Finally, Hauser et al. (13) demonstrated that peptide transporter
activity conferred by ScOPT1 (also named HGT1/GSH1) from S. cerevisiae is
highest at pH 5.5 and is sensitive to CCCP. The consensus from these three experi-
ments is that OPTs use the proton motive force to drive importation. Given that
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Table 1. OPT proteins identified by hidden Markov modeling. The family has been
divided into two groupings, YS clade (yellow stripe) and PT clade (peptide transport),
based on the first characterized transporters and separated into plant, fungi, archaea,
and bacteria subgroupings. OPTs used to construct the hidden Markov model and
phylogenetic tree in Figure 1 are designated by asterisks. Rice sequences that only
appear in the TIGR database are indicated by (**) and the corresponding number is a
TIGR index number.

Protein Size (aa) Organism Genbank index 
number

YS clade

Plants

AtYSL1* 665 Arabidopsis thaliana 41352036

AtYSL2* 652 Arabidopsis thaliana 41352038

AtYSL3* 669 Arabidopsis thaliana 9759194

AtYSL4 670 Arabidopsis thaliana 41352040

AtYSL5 714 Arabidopsis thaliana 41352042

AtYSL6* 676 Arabidopsis thaliana 41352044

AtYSL7 688 Arabidopsis thaliana 41352046

AtYSL8* 724 Arabidopsis thaliana 41352048

NtA17 573 Nicotiana tabacum 27529843

OsYSL1 712 Oryza Sativa 32487645

OsYSL2 717 Oryza Sativa 32489855

OsYSL3* 708 Oryza Sativa 11034704

OsYSL4 724 Oryza Sativa 32489854

OsYSL5 675 Oryza Sativa 38345944

OsYSL6 695 Oryza Sativa 38344923

OsYSL7 724 Oryza Sativa 38347209

OsYSL8 678 Oryza Sativa 32483288

OsYSL9 684 Oryza Sativa 38345941

OsYSL10 679 Oryza Sativa 15624064

OsYSL11 694 Oryza Sativa 9630.t00144**

OsYSL12 755 Oryza Sativa 9630.t03900**

ZmYS1* 682 Zea mays 10770864

Fungi

AfOPT1 843 Aspergillus fumigatus 20145239

NcHYPO1* 738 Neurospora crassa 9368956

ScYGL114w* 725 Saccharomyces cerevisiae 1322664
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Archaea

HsOPT1* 655 Halobacterium sp. NRC-1 10584311

PhHYPO1* 626 Pyrococcus horikoshii 3256752

Bacteria

BbOPT1 693 Bordetella bronchiseptica 33577087

BpOPT1 682 Bordetella pertussis 33571903

BtOPT1 662 Bacteroides thetaiotaomicron 29338392

CbOPT1 669 Coxiella burnetii 29541704

CcHYPO1* 666 Caulobacter crescentus 13424225

CjHYPO1 665 Campylobacter jejuni 6967697

CpOPT1 638 Clostridium perfringens 18144939

HdOPT1 669 Haemophilus ducreyi 33149099

LsHYPO1 645 Lactobacillus sakei 1370208

MtHYPO1* 667 Mycobacterium tuberculosis 1655665

MxEspB* 592 Myxococcus xanthus 9313036

NmNme 672 Neisseria meningitidis 7378976

PaHYPO1 678 Pseudomonas aeruginosa 9950120

PgOPT1 659 Porphyromonas gingivalis 34396577

PsOPT1 578 Pseudomonas syringae 28850622

RsHYPO1 683 Ralstonia solanacearum 17430320

SvHYPO1 553 Streptomyces viridochromogenes 22095157

TtOPT1 647 Thermoanaerobacter tengcongensis 20515137

XaOPT1 656 Xanthomonas axonopodis 21107349

XcOPT1 656 Xanthomonas campestris 21112137

XfOPT1* 653 Xylella fastidiosa 9107417

PT Clade

Plants

AtOPT1 755 Arabidopsis thaliana 9758213

AtOPT2 734 Arabidopsis thaliana 15218331

AtOPT3* 637 Arabidopsis thaliana 18414644

AtOPT4* 729 Arabidopsis thaliana 9759417

AtOPT5* 753 Arabidopsis thaliana 4938497

AtOPT6* 736 Arabidopsis thaliana 4469024

(Cont.)



40 M. LUBKOWITZ

Table 1. (cont.)

Protein Size (aa) Organism Genbank index 
number

AtOPT7* 766 Arabidopsis thaliana 3600039

AtOPT8 733 Arabidopsis thaliana 9759191

AtOPT9 741 Arabidopsis thaliana 9759190

BjGT1 661 Brassica juncea 41351489

OsOPT1 755 Oryza Sativa 20160527

OsOPT2 786 Oryza Sativa 6983868

OsGT1 766 Oryza Sativa 6983869

OsOPT4 769 Oryza Sativa 6983880

OsOPT5 733 Oryza Sativa 9636.t02194**

OsOPT6 737 Oryza Sativa 32489380

OsOPT7 726 Oryza Sativa 28144882

OsOPT8 914 Oryza Sativa 9630.t04393**

OsOPT9 752 Oryza Sativa 9636.t03769

Fungi

CaOPT1* 783 Candida albicans 2367386

ScOPT1* 799 Saccharomyces cerevisiae 1015595

ScOPT2* 877 Saccharomyces cerevisiae 6325452

SpHYPO1* 851 Schizosaccharomyces pombe 7491035

SpHYPO2* 791 Schizosaccharomyces pombe 3136031

SpISP4* 776 Schizosaccharomyces pombe 218542

ScoMTD1 777 Schizophyllum commune 6716399

YlOPT1 836 Yarrowia lipolytica 18076958

BjGT1 and ZmYS1 are from two distant clades (Table 1), it seems likely that all
OPTs use a proton gradient as an energy source. It should be noted that none of
these experiments addressed the stoichiometric relationship between substrate
and protons.

Conclusions regarding substrate preferences of OPTs are difficult to draw
very simply because so few OPTs have been characterized. However, all substrates
identified thus far, with one exception, fall into two categories: small peptides of
three to five residues and secondary amino acids that bind metals, specifically
phytosiderophores and nicotianamine (NA). The one exception is the recent find-
ing that AtOPT3 from Arabidopsis thaliana may transport metals (14). Peptides
and metal-binding secondary amino acids share an interesting link; both are syn-
thesized from a small number of amino acids. Peptides, by definition, consist of



amino acids joined by a peptide bond and most peptide substrates identified for
OPTs are three to five residues in length. On the other hand, phytosiderophores
and NA are synthesized from three S-adenosylmethionines to produce a second-
ary amino acid. This commonality possibly reflects a conserved mechanism for
substrate recognition and/or translocation.

OPTS OF THE YS CLADE TRANSPORT METAL-CHELATES

Studies from Elsbeth Walker’s, Nicolaus von Wirén’s, and Naoko
Nishizawa’s laboratories demonstrated that OPTs in the YS clade play a substan-
tial role in metal acquisition and long-distance transport in plants (5, 12, 15-17).
Metals such as iron, zinc, magnesium, manganese, and copper are necessary for
many enzymatic functions but are also capable of inflicting extensive oxidative
damage to cells due to their reactive nature. Therefore, long-distance transport
requires nonreactive carrier molecules to shuttle metal ions from source (roots) to
sink (such as leaves). Two of these carrier molecules, NA and phytosiderophores,
are substrates for several OPTs when complexed with metals. The specific contri-
bution to metal homeostasis of the two types of carrier molecules is quite differ-
ent even though they are structurally very similar. Phytosiderophores are secreted
by graminaceous monocots (i.e., grasses) into the soil to chelate metals, particu-
larly iron. NA, which is not secreted into the soil, functions as a carrier molecule
for long-distance metal transport in all plants and may be involved in intracellu-
lar transport (17).

NA is a secondary amino acid that is synthesized enzymatically from
three molecules of S-adenosylmethionine. Furthermore, NA is the precursor for
all phytosiderophores (Figure 2). Phytosiderophores are also secondary amino
acids and belong to a family of compounds called mugineic acids (MAs). As
discussed below, the primary role of MAs is to solubilize iron in the soil through
chelation (18).

Iron is an important micronutrient because it plays a critical role in many
enzymatic reactions and is a key component of the electron carriers used in photo-
synthesis and respiration. Even though iron is the fourth most abundant elem-
ent in the earth’s crust, iron concentrations in soils are often below the level
necessary to support robust plant and microbial life because of low solubility
(19). Furthermore, the concentration of soluble iron increases as the pH of the
soil decreases, which means that in calcareous soils, or soils containing sodium
bicarbonate, very little iron is available to organisms scavenging the environment.
Organisms require ferrous iron for cellular functions but the valence state in the
soil is Fe(III). Therefore, plants must surmount three challenges to acquire iron:
they must transport iron across the plasma membrane, reduce Fe(III) to Fe(II),
and transport the metal to the proper cellular and subcellular location while pre-
venting the generation of iron-catalyzed hydroxyl radicals.

Flowering plants have evolved two mechanisms, called Strategy I and
Strategy II, for scavenging iron from nutrient-poor soils (20). Strategy I plants
include all dicots and all monocots except grasses, which are Strategy II plants.
Strategy II plants secrete phytosiderophores to scavenge the soil whereas Strategy I
plants increase the amount of soluble iron by acidifying the rhizosphere. Both
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types appear to use OPTs of the YS clade for long-distance transport of metals,
and Strategy II plants use OPTs of the YS clade to import iron-phytosiderophore
chelates.

Strategy I iron acquisition has arguably been best studied in A. thaliana,
where much of the pathway has been elucidated (21). In A. thaliana, AHA2
encodes an ATPase that is thought to pump protons into the rhizosphere
in order to solubilize iron. Because the rhizosphere is an aerobic environ-
ment, iron is in an Fe(III) valence state. Fe(III) is bound by ubiquitous
chelates in the soil that originate from bacteria and fungi, and these Fe(III)-
chelate complexes are reduced by the FRO2 membrane reductase present on
the roots. The reduction step releases Fe(II) from the chelate, which is then
transported into the plant by a high-affinity Fe(II) transporter (Figure 3A).
None of the components involved in bringing iron into the roots of Strategy I
plants belong to the OPT family. However, as discussed below, Strategy I
plants have a large number of YS-type OPTs that participate in long-distance
metal transport.

There has been great interest in elucidating the mechanisms of Strategy II
iron acquisition given that graminaceous monocots, such as wheat, corn, rice, and
barley, directly or indirectly provide the majority of our calories (22) and that
approximately one-third of the earth’s soils are calcareous with low levels of sol-
uble iron (19). Phytosiderophores have a high affinity for iron, solubilize metals

Figure 2. Structures of nicotianamine and deoxymugineic acid.
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Figure 3. Diagram of iron acquisition by Strategy I (A) and Strategy II (B) plants grown in
iron-deficient soil. MA: mugineic acids.

by chelation, and are thought to be secreted into the rhizosphere through a
K+/MA− symporter (21). Additionally, different grasses secrete different MAs.
Once in the rhizosphere, MAs chelate ferric ions by forming Fe(III)-MA com-
plexes that are transported back into the roots through a high-affinity transporter
that belongs to the OPT family (5) (Figure 3B).

The only phytosiderophore transporter cloned is Yellow Stripe1 (ZmYS1)
from Zea mays (5). Given the close relatedness of grasses (23), it is likely that
ZmYS1 orthologs will be the route of Fe-phytosiderophore importation by many



Strategy II plants. Several independent lines of evidence have definitively demon-
strated that ZmYS1 functions in scavenging the soil for Fe(III)-MA complexes.
First, yellow stripe1 mutants exhibit an iron deficiency phenotype identified by
interveinal chlorotic leaves and caused by the failure to import Fe-phy-
tosiderophores (24). Second, ZmYS1 is able to complement an iron transport
deficient yeast strain. The fet3fet4 mutant strain is missing both high-affinity and
low-affinity iron transporters and is not able to grow on iron-deficient media.
ZmYS1 expressed in this strain confers the ability to grow on a medium contain-
ing Fe(III)-deoxymugineic acid (DMA) as the sole source of iron (5), and these
growth experiments were substantiated by measuring the uptake of radiolabeled
substrates (16). Furthermore, DMA is the only phytosiderophore secreted by
maize (25). Third, uptake experiments with oocytes revealed that ZmYS1 has a
high affinity for Fe(III)-DMA with an apparent binding constant (Km) of 5 µM.
Finally, ZmYS1 mRNA expression is greatly influenced by the presence or
absence of iron. For example, ZmYS1 mRNA levels are high in maize roots grown
hydroponically in the absence of Fe, whereas expression is barely detectable in
plants grown in iron-sufficient conditions (16). Furthermore, the high level of
ZmYS1 mRNA expression in iron-deficient conditions is quickly reversed by the
addition of soluble iron to the media. The observed response was rapid and the
decrease in ZmYS1 mRNA levels was detectable one hour after the addition of
iron and reached steady states by hour 18 (16). Interestingly, this same trend was
not observed when protein levels were examined. Whereas mRNA levels responded
quickly, proteins levels did not begin to change until 18 hours after the addition
of iron. This difference in mRNA and protein levels suggests that ys1 is regulated
transcriptionally as well as post-transcriptionally (16). The clear consensus from
these experiments is that ZmYs1 functions as an iron-phytosiderophore
transporter involved in importing Fe-MAs complexes from the soil.

In addition to importing iron, experimental data from two separate
groups argue that ZmYS1 plays two roles in long-distance transport (12, 16). To
be distributed to the rest of the plant, iron must traverse the root cortex, be
unloaded into the xylem stream, loaded into target organs, and then directed to
the proper subcellular location. Furthermore, iron can be redistributed via the
phloem. During these transport processes, carrier molecules prevent iron from
catalyzing the formation of damaging hydroxyl radicals. Roberts et al. (16) found
that ZmYS1 transcript and protein are readily detectable in leaves from plants
grown in iron-deficient conditions and proposed that ZmYS1 unloads the xylem
of Fe(III)-MA chelates acquired from the soil and transported through the
xylem. If ZmYS1 were only involved in importing Fe-phytosiderophore com-
plexes from the soil, then one would predict that expression would be restricted
to the roots. Because leaves require relatively high amounts of iron for photo-
synthesis, up-regulation of ZmYS1 in leaves most likely reflects an effort to move
iron into the organ of greatest need. Consistent with this model is the observa-
tion that ZmYS1 leaf expression coincides with the production of phy-
tosiderophores and that Fe(III)-MA complexes imported from the soil are
believed to be loaded into the xylem stream in the root (16, 26). Therefore, one
probable role of ZmYS1 in long-distance transport is unloading the xylem sap of
Fe(III)-MA chelates acquired during growth in iron-deficient soils.
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The second proposed role of ZmYS1 in long-distance transport is the
movement of iron-NA complexes. NA is able to bind Fe(III) (27) and Fe(II) (28),
and has an approximate concentration of 130 µM in the phloem sap (29) and
20 µM in the xylem (30). Furthermore, NA may be involved in intracellular metal
transport (17, 31). Because NA is a precursor for MAs and is structurally very
similar (Figure 2), Roberts et al. (16) and Schaaf et al. (12) reasoned that Fe-NA
complexes should be substrates for ZmYS1 if this transporter is involved in long-
distance transport. Both groups tested this hypothesis by expressing ZmYS1 in a
yeast deletion strain missing the iron transporters fet3 and fet4. The fet3fet4
strain was not able to grow on a medium that contained Fe(II)-NA as sole source
of iron whereas transformants harboring ZmYS1 were able to grow, indicating
that Fe(II)-NA is a substrate (12, 16). This finding was confirmed by measuring
uptake of Fe(II)-NA in yeast (16) and Xenopus oocytes (12). Even though both
groups concluded that Fe(II)-NA is a substrate, one experimental inconsistency
merits comment. Roberts et al. (16) demonstrated that fet3fet4 [ZmYS1] yeast
were able to grow on a medium containing 5 µM Fe(II)-NA, while Schaaf et al.
(12) found that fet3fet4[ZmYS1] transformants could not grow on the same medium
containing 7.5 µM Fe(II)-NA but could grow at a concentration of 40 µM. This
discrepancy in results is most easily explained by varying expression levels
attributable to differences in yeast vectors. This slight inconsistency between
research groups does not detract from the finding that ZmYS1 is able to trans-
port Fe(II)-NA, suggesting a role in long-distance transport.

Fe(III)-NA also appears to be a substrate for ZmYS1, although to a lesser
degree as demonstrated by uptake experiments and yeast growth assays (12, 16).
Fe(III)-NA was not able to support growth of fet3fet4[ZmYS1] yeast strains at
concentrations between 5 and 7.5 µM but was able to support growth at a con-
centration of 40 µM. Similarly, the rate of Fe(II)-NA accumulation by yeast
expressing ZmYS1 was approximately 14 times higher than the accumulation of
Fe(III)-NA (16), and significant Fe(III)-NA induced currents in oocytes were
observed at 100 µM but not at 5 µM concentration of Fe(III)-NA (12). Iron is
thought to be transported in the phloem as Fe(II)-NA (27), and, therefore, the
finding that ZmYS1 has a higher affinity for Fe(II)-NA suggests this transporter
may additionally function in the phloem.

ZmYS1 is not the only OPT implicated in long-distance iron transport.
Eight ZmYS1 orthologs, named Yellow Stripe-Like1-8 (AtYSL1-8), have been
identified in A. thaliana, a Strategy I plant (5). Because all plants use NA as a car-
rier molecule and Strategy I plants do not produce phytosiderophores, these pro-
teins most likely function in long-distance metal-NA transport (5, 12, 15, 16).
This idea is supported by the findings that AtYSL2 is able to transport Fe(II)-NA
and Cu-NA and that AtYSL2 is expressed in vascular tissue (15).

One role of AtYSL2 appears to be to move iron-NA complexes out of the
xylem (15). Furthermore, at least one other AtYSL has a similar role, inasmuch
as loss-of-function mutants do not exhibit any phenotypes suggestive of iron
deficiency. AtYSL2 is expressed in the lateral domain of xylem parenchyma and,
unlike ZmYS1, AtYSL2 is down-regulated in iron-deficient conditions. The local-
ization of AtYSL2 to the lateral domain of cells adjacent to xylem is significant
because importation occurs in planta from the apoplasm that includes the
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conducting cells of the xylem. Two plausible models have been proposed for how
AtYSL2 functions in long-distance iron transport (15). In the first model,
AtYSL2 in the xylem parenchyma laterally moves Fe(II)-NA away from con-
ducting cells, where it is then distributed to the surrounding tissue, presumably
symplasmically. AtYSL2 levels would decrease when iron is low in order to pre-
vent uptake by mature tissues and thereby distribute the available iron by the
xylem stream to younger tissues with higher demands. The second model pro-
poses that AtYSL2 functions in metal cycling by acting as a conduit for
transloading Fe(II)-NA from xylem to parenchyma to phloem. AtYSL2 expres-
sion would therefore be down-regulated to maintain iron levels in mature tissues
by slowing cycling. Consistent with this latter model is the prediction by
Takahashi et al. (31) that an Fe-NA specific transporter shuttles iron from xylem
to phloem. Because the predominant iron chelate in the xylem is Fe(III)-citrate
and not Fe(II)-NA (27), both models postulate a mechanism for citrate to NA
exchange (31).

ZmYS1 orthologs also function in long-distance metal transport in
Strategy II plants, as demonstrated by the recent characterization of OsYSL2
(17). OsYSL2 is expressed in phloem companion cells and is able to transport
Fe(II)-NA and Mn(II)-NA. Furthermore, this transporter is not expressed in
root epidermal and cortical cells and is not able to transport Fe(III)-DMA. The
localization to the phloem and the substrates immediately suggest a role in long-
distance iron and manganese transport and preclude a role in phytosiderophore
uptake, especially because rice uses DMA to scavenge the rhizosphere for metals.
Interestingly, unlike AtYSL2, OsYSL2 levels increased in plants grown in low
iron, possibly indicating a difference in metal distribution processes between
Strategy I and II plants. Alternatively, this difference could simply be attributable
to varying roles of YSL orthologs.

The primary role of ZmYS1 is to transport iron-chelates but a secondary
role may be the movement of other metals. MAs and NA can bind Cu(II), Ni(II),
Co(II), Mn(II), and Zn(II) (27, 28), and ZmYS1 expressed in yeast can transport
Cu-MA (16), Ni(II)-NA and Ni(II)-DMA (12) at physiologically relevant con-
centrations. However, two observations indicate that the movement of these sub-
strates is a secondary role for this transporter. Namely, these complexes are poor
competitors for the uptake of Fe(II)-chelates and, unlike iron, the lack of these
metals in the growth medium does not induce ZmYS1 expression.

Similarly, AtYSL2 and OsYSL2 can transport metals other than iron.
Specifically, AtYSL2 can transport Cu-NA and OsYSL2 can transport Mn-NA.
AtYSL2 expression is repressed by iron deficiency and also repressed by excess
copper. The fact that both metals affect expression suggests that this transporter
plays a distinct role in maintaining homeostasis for both metals. Similarly,
OsYSL2 expression is increased in the absence of iron although the effect of
manganese has not been examined.

The sum of these studies is that YS type OPTs are involved in distributing
transition metals. In Strategy II plants this role consists of importing MA-metal
complexes from the rhizosphere and the long-distance transport in planta of
metals complexed to NA or MAs. In Strategy I plants, the likely role is simply
long-distance transport of NA-metal complexes. The large number of YS-type
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OPTs in species as distant as rice and Arabidopsis makes it very probable that all
plants have multiple YS-type transporters. This multiplicity most likely reflects a
requirement for transporters with different affinities, capacities, expression pat-
terns, and metal preferences in order to maintain metal homeostasis.
Additionally, it is tempting to speculate that some OPTs might be involved in
intracellular trafficking (31).

Whereas much progress has been made in plants, virtually nothing is
known of the role of YS-type OPTs in fungi, archaea, and bacteria, where only a
single study has been published, and it did not directly examine transporters. Cho
and Zusman (32) found that Myxococcus xanthus espB mutants delay sporula-
tion. This organism forms aggregate mounds prior to sporulation, and it was pro-
posed that this OPT is required for the derepression of inhibitors that prevent
premature sporulation. Peptide transporters belonging to the ABC superfamily
are involved in quorum sensing in some prokaryotes (33) and perhaps EspB helps
monitor mound formation through peptide signals.

THE PT CLADE: FUNGI

Six fungal OPTs in the PT clade have been described: CaOpt1p from
C. albicans, SpIsp4 from S. pombe, ScOpt1p/Hgt1p/Gsh11p (34, 35) from S. cere-
visiae, ScOpt2p from S. cerevisiae, YlOpt1 from Yarrowia lipolytica (36), and
ScoMtd1 from Schizophyllum commune (37). Of these, CaOpt1p, SpIsp4,
ScOpt1p, and ScOpt2p are known to transport peptides, whereas YlOpt1p and
ScoMtd1 are hypothesized to use peptides as substrates (36, 37). Given that the
20 naturally occurring amino acids can form 160,000 and 3,200,000 possible
tetra- and pentapeptides, respectively, and that only a small number of substrates
have been tested, it is not clear how much substrate overlap exists between the
fungal OPTs. However, expression studies and mutant phenotypes, as well as the
identification of specific substrates, have shed light on the biological function of
individual transporters.

CaOpt1p and SpIsp4 transport tetra- and pentapeptides and, to a lesser
degree, tripeptides. Both of these transporters appear to have broad substrate
specificity and are regulated by the availability of nitrogen in the growth medium
(3, 4). Poor nitrogen sources induce expression whereas rich nitrogen sources
repress expression, suggesting that the main function of SpIsp4 and CaOpt1p is
scavenging the environment for nitrogenous compounds, namely oligopeptides.
Interestingly, isp4 was originally cloned through a subtractive hybridization
screen designed to identify sporulation genes (38). Diploid S. pombe cells can be
induced to sporulate through nitrogen starvation and, as might be predicted, sex-
ual differentiation genes as well as genes under the control of the nitrogen cata-
bolite repression system were identified in this experiment (38). Later, isp4 was
shown to function as an oligopeptide transporter under the control of the nitro-
gen catabolite repression system (4). Given that an isp4 deletion strain exhibited
wild-type levels of sporulation and spore viability, it seems unlikely that this gene
plays a direct role in sporulation (4). An indirect role such as recycling cell wall
components cannot be precluded and such a role has been proposed for the Mtd1
transporter from the split gill fungus S. commune (37).
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ScOpt1p functions as a high-affinity transporter of the modified tripep-
tide glutathione (γ-Glu-Cys-Gly, GSH) with an apparent Km of 54 µM (34).
ScOpt1p is also able to transport tetra- and pentapeptides including leucine
enkephalin (Tyr-Gly-Gly-Phe-Leu) and methionine enkephalin (Tyr-Gly-Gly-
Phe-Met) but with a much lower affinity (13). For example, ScOpt1p has a Km
of 310 µM for leucine enkephalin. Enkephalins are opioids produced by mam-
mals and because yeasts neither produce nor respond to opioids, the importation
of these peptides most likely reflects the ability to transport numerous substrates.
The high affinity for glutathione and poor competition by peptides for uptake has
led to the suggestion that the primary function of this transporter is the import-
ation of glutathione (34). GSH is an abundant tripeptide that is strongly nucle-
ophilic due to the thiol on the cysteine residue. This nucleophilic nature allows
this peptide to serve many cellular functions, including control of redox poten-
tial, oxidative stress protection, and mediation of environmentally induced stress
responses. Furthermore, GSH can serve as a source of organic sulfur (39-41).
ScOPT1 expression is induced in the absence of sulfur and, in particular, when
cysteine is depleted, suggesting that the primary function of this transporter is
scavenging the medium for sulfur. Perhaps the function of ScOpt1p is simply to
transport cysteine-containing peptides, which includes GSH. Interestingly, the
role of ScOpt2p has remained elusive as deletion strains have failed to reveal
informative phenotypes (4, 34), although ScOpt2p under the control of the
ADH1 promoter was able to transport a radiolabeled tetrapeptide (4).

In addition to scavenging the environment for nitrogenous or sulfur-
containing compounds, one fungal OPT may be involved in sensing peptide signals.
Y. lipolytica is a dimorphic yeast that secretes one of two different extracellular pro-
teases, depending upon the pH of the medium (42). Ylopt1 mutants failed to secrete
the acidic protease Axp under inducing conditions as did mutants in the Ylssy5 gene,
which senses extracellular amino acids. Both mutant classes also did not form
hyphae in an inducing serum medium. These phenotypes suggest that sensing extra-
cellular peptides is requisite for Axp production and hyphael formation. There are
two conceivable ways in which YlOpt1p could play a regulatory role. YlOpt1p could
import a peptide(s) signal that induces the hyphael and protease pathway. This
induction could result either directly through binding an intracellular receptor or
indirectly by affecting the intracellular pool of amino acids. Alternatively, YlOpt1p
could act as a sensor/receptor that binds peptides. There are examples of where a
member of a transporter family has taken on the function of receptor/sensor. For
example, Snf3p and Rgt2p are both 12 transmembrane domain proteins that func-
tion as glucose sensors in yeast and both of these proteins are members of the glu-
cose transporter family (GLUT) (43). It is, therefore, conceivable that YlOpt1p
functions as a peptide receptor/sensor. Both of these working models assume that
YlOpt1p transports or binds peptides, and since this has not been experimentally
demonstrated, it is plausible that the substrate(s) are different in nature.

THE PT CLADE: PLANTS

Plant members of the PT clade have been characterized from Indian mus-
tard (Brassica juncea) (11), rice (44), and A. thaliana (11, 45, 46). These studies
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have revealed that members of this clade transport small peptides, have different
substrate preferences and expression patterns, and participate in a number of dif-
ferent functions including embryo development (47), GSH transport (11, 44), and
heavy metal detoxification (11, 46). Furthermore, researchers have speculated
that peptide transporters participate in seed germination (48) and long-distance
nitrogen allocation (49). Less clear is the role that these proteins may play in
translocating peptide hormones and signal molecules.

Complimentary genetic, molecular, and biochemical studies of AtOPT1-9
from A. thaliana have begun to unravel their biological roles in plants. These
experiments have revealed similarities and differences in substrates as well as
expression patterns. Koh et al. (45) tested whether peptides that are known sub-
strates for fungal OPTs could be transported by AtOPTs. This approach was
quite reasonable given the large number of possible oligopeptides of three to five
residues and was successful in identifying substrates for AtOPT1, 4, 5, 6, and 7.
Specifically, AtOPT4 was found to transport lysyl-leucyl-leucyl-glycine (KLLG),
lysyl-leucyl-glycyl-leucine (KLGL), and lysyl-leucyl-leucyl-leucyl-glycine
(KLLLG), whereas AtOPT1, 5, and 7 were only able to transport the pentapep-
tide KLLLG (45). None of these transporters was able to transport leucine con-
taining di- or tripeptides, and substrates larger than five residues were not tested.
It is not known whether these peptides are common in plants or whether their
uptake by yeast simply reflects broad substrate specificity.

The limited number of PTs and peptides examined makes it difficult to
generalize about substrates, and the failure of an OPT to transport a peptide does
not preclude it from functioning as a peptide transporter. For example, AtOPT2
failed to transport the oligopeptides KLLG, KLGL, KLLLG, and leucine
enkephalin (45), but the large number of natural tetra- and pentapeptides makes
it still possible that this protein functions as an oligopeptide transporter. How
does one systematically identify substrates when there are so many possibilities?
My laboratory, in collaboration with Jeff Becker and Fred Naider, is testing the
hypothesis that OPTs that are expressed in developing seeds or during germin-
ation in rice will transport peptides that are rich in amino acids that comprise seed
storage proteins. This is a particularly compelling idea when one considers the
amount of amino acids that must be imported to synthesize storage proteins, and
that importation must precede protein synthesis. Similarly, one might predict that
PTs that are expressed in vascular tissue throughout the plant transport peptides
rich in glutamine or glutamate, since these amino acids are used to distribute
nitrogen (49).

Serge Delrot’s laboratory has recently published a study showing that
AtOPT6 can transport a wide range of peptides, suggesting that some OPTs have
broad substrate specificity (46). AtOPT6 permitted an opt1 yeast mutant to grow
on GSH as a sole sulfur source but did not rescue an opt1met15 double mutant,
indicating a stringency threshold. Furthermore, methionine, glutamine, leucyl-
leucine (LL), KLLG, and KLLLG all competed for the uptake of [3H]GSH. Both
of these results were unexpected, simply because a previous study did not detect
the uptake of [3H]GSH and yeast transformed with AtOPT6 failed to grow on
LL as a sole source of leucine (45). These differences illustrate several important
points. First, the two groups used different expression vectors, implying that the
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ability to measure transport in a heterologous system is influenced by vector
choice. Second, growth assays, uptake assays, and competition experiments do
not necessarily measure transport in the same manner.

In addition to AtOPT6, two other plant OPTs have been found to trans-
port GSH: OsGT1 from rice (44) and BjGT1 from B. juncea (11). OsGT1, like
AtOPT6, exhibits broad substrate specificity, as demonstrated by competition
assays with [3H]GSH (44). Interestingly, all three of these transporters do not
follow simple Michaelis-Menten kinetics, but instead exhibit diphasic affinities
for GSH. For example, AtOPT6 has a high-affinity phase of 400 µM and a low-
affinity phase of 5 mM (46). This same trend, that is a high-affinity phase in the
micromolar range and a low-affinity phase in the millimolar range, was also
observed for OsGT1 and BjGT1. Zhang et al. (44) have postulated that these
transporters may have two binding sites, one for peptides that bind GSH with low
affinity and a second, high-affinity site for GSH. This would explain why these
proteins are able to transport a broad range of peptides and maintain a high
affinity for GSH. These are not the first transporters found to exhibit diphasic
kinetics, but it is interesting to note that the fungal GSH transporter ScOpt1p
follows simple saturation kinetics.

Serge Delrot’s group has proposed an interesting model for the role of
BjGT1 in mediating heavy-metal toxicity. Plants use glutathione as a precursor
to produce a class of metal-binding compounds called phytochelatins (PCn:
(γ-Glu-Cys)n-Gly where n = 2–11] (50). These compounds bind heavy metals,
and the resulting complex is transported to the central vacuole. This detoxifi-
cation process requires the coordination of GSH production and transport, as
well as phytochelatin synthesis. Bogs et al. (11) noted that high levels of cad-
mium negatively affect BjGT1 leaf expression and proposed two plausible
hypotheses to explain this observation. The first postulates that BjGT1
imports GSH into the phloem and BjGT1 expression is down-regulated by
cadmium to prevent GSH export to sink tissues so that phytochelatins can be
synthesized in the leaf. The other possibility is that BjGT1 expression is
decreased in the leaf mesophyll to prevent the uptake of Cd-GSH complexes
because GSH itself can bind cadmium. Regardless of which model proves true,
the regulation by cadmium suggests that BjGT1 plays a role in heavy metal
detoxification. Interestingly, AtOPT6 was also able to transport Cd-GSH com-
plexes, supporting the idea that OPTs that transport GSH are involved in
heavy metal stress responses. Furthermore, AtOPT6 expression is up-regulat-
ed after herbicide treatment but not after exposure to hydrogen peroxide, indi-
cating that stress-induced AtOPT6 expression is a specific and not general
response (46).

AtOPT3 has also been implicated in metal transport and appears to play
a critical role in seed development. Gary Stacey’s group demonstrated that this
transporter is expressed in vascular tissue throughout the plant and is tempor-
ally and spatially regulated during embryogenesis (47). AtOPT3 is expressed in the
vascular tissue of the funicle pre-fertilization but not in the corresponding ovule.
Following fertilization, expression is induced to high levels in the embryo, sus-
pensor, endosperm, and integuments until the heart stage of development, at
which time expression is only present in the embryo. This expression pattern
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coincides with the appearance of ingrowths in the embryo sac, a hallmark of
increasing nutrient uptake by the filial tissues. Furthermore, homozygous plants
for an insertion allele arrested embryonic development. Close examination
revealed that the embryos were not able to undergo periclinal cell division and
hence never formed a protoderm or hypophyseal cell, the progenitor of the root
quiescent center. The finding that AtOPT3 can complement yeast copper and
manganese transport mutants (14) suggests that this transporter provides metals
to the embryo during seed development. Whereas the expression studies and
genetic analysis are quite convincing, it does seem peculiar that AtOPT3 can
transport free metals when all other OPTs transport either peptides or amino
acid-metal chelates. Cagnac et al. (46) have cautioned that constituents in yeast
media such as histidine may be able to bind metals and apparent transport of
free metals may in reality be uptake of metal conjugates formed in the media. It
will be interesting to see whether these substrates can be confirmed through
competition experiments, in planta, or in another heterologous system such as
Xenopus. Regardless, it is clear that AtOPT3 is expressed in vascular tissue and
that expression is influenced by metals, suggesting a role in long-distance metal
transport.

The trend emerging from these studies is that OPTs in the PT clade func-
tion in long-distance transport and their primary substrates are most likely pep-
tides, including GSH. In addition to the studies mentioned above, Gary Stacey’s
laboratory has found that all nine AtOPTs are expressed in vascular tissue and
cotyledons, and that none of these transporters is expressed in the root tip or root
hairs (G. Stacey, personal communication). Together, these studies suggest that
these OPTs load or unload vascular tissue for long-distance transport and that
these transporters are not involved in scavenging the soil. What is also clear is that
these transporters use different substrates, which presumably reflects different
biological roles. For example, the glutathione transporters may well be involved
in heavy-metal detoxification and long-distance sulfur transport, whereas other
OPTs may be involved in long-distance nitrogen transport. Large shifts in nitro-
gen partitioning occur during certain periods of a plant’s life, for example, dur-
ing seed formation, senescence, and germination, and OPT transporters provide
a potentially energetically efficient and rapid means of moving amino acids in
bulk.

One unexplored role of OPTs in plants is the translocation of peptide
signal molecules. Peptide-based hormones and signal molecules are common
in animals and five peptide hormones/signal molecules have been discovered
in plants (51-53). They are 1) ENOD40, a 10-12-residue hormone that affects
nodule formation in legumes; 2) systemin, an 18-residue hormone produced
in response to wounding by herbivores; 3) RALF, a 50-residue signal mole-
cule; 4) S-locus cysteine-rich protein, a 74-77-residue signal protein involved
in pollen self-incompatibility; and phytosulfokine (PSK), a five-residue mito-
gen involved in dedifferentiation and cell cycle control (53, 54). Of all of these
peptides, phytosulfokine is the best potential substrate for an OPT based on
its size. Additionally, PSK is produced in two forms: PSK-α and PSK-β. PSK-α
is a pentapeptide and the active form of the mitogen whereas PSK-β is a
tetrapeptide formed through cleavage of the C-terminal residue of PSK-α
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and is much less active (55). PSK-α binds to a membrane-bound receptor
kinase and conceivably an OPT could act as an antagonist by importing PSK-α
before it binds. Interestingly, OsOPT7 expression is cell cycle dependent,
with highest expression occurring during G1, which corresponds with the
mitogen activation period (56). Alternatively, an OPT could function in recy-
cling the less active PSK-β form.

Figure 4. Working model for OPT function in plants. OPTs import metal-phytosiderophores (MA) in
Strategy II plants (A), transload the phloem (B), and unload the xylem into the leaf (C). OPTs may
also function in amino acid and metal-loading in the developing seed (D) and unloading during
germination and seedling growth (E). Arrows indicate direction of peptide and metal movement.



SUMMARY

The OPT family was first described six years ago, and much progress has
been made in understanding the role these transporters play in their respective
organisms. Plants are the only organisms in which both YS- and PT-type trans-
porters have been characterized, and all of these OPTs appear to be plasma mem-
brane–bound proteins, suggesting that they import substrates from the apoplasm
or the environment. YS1 is the only OPT known to translocate substrates from the
rhizosphere, whereas all the other OPTs seem to function in long-distance transport
of peptides or metals. The sum of all the studies covered in this review suggest the
model for OPT function in plants depicted in Figure 4. Peptides, metal-NA, and
metal-MAs complexes (Strategy II plants only) are loaded into the xylem stream in
the root for long-distance transport. OPTs unload the xylem by importing sub-
strates into sink tissues such as leaves and by transloading the phloem. Peptides and
metal-NA complexes exit the leaf symplasmically or by importation into the
phloem from the apoplasm by OPTs. The filial tissues (endosperm and embryo) are
apoplasmically separated from the maternal tissues, and OPTs may also function in
loading the developing seed. Similarly, seedlings are symplasmically disconnected
from the endosperm and OPTs may help move nutrients to the growing plant.

Much progress has been made in the last two years toward understanding
OPTs in plants, although several fundamental questions remain unanswered.
Namely, what is the level of redundancy? Is there any substrate overlap between
YS and PT OPTs? How crucial are their respective roles? Are there additional
functions beyond peptide and metal transport? Given the recent pace of discov-
ery, we may not have to wait long to find out the answers.
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INTRODUCTION

Cell membranes are typically the initial point of signal perception and
transduction. Phospholipids provide not only the structural base of cell mem-
branes, but are also rich resources for generating cellular mediators. Such medi-
ators include phosphatidic acid (PA), lysophospholipids, free fatty acids (FFAs),
oxylipins, N-acylethanolamine, diacylglycerol (DAG), phosphoinositides, and
water-soluble inositol polyphosphates. Each category of the above lipid regula-
tors encompasses many molecular species due to variations in fatty acids, head
groups, and/or other modifications. These lipid and lipid-derived regulators are
produced in response to biotic and abiotic cues, and the production is regulated
by various lipid-signaling enzymes, such as different families of phospholipases,
lipid kinases, and/or phosphatases (Table 1) (1).

Lipid-mediated signaling is an emerging, rapidly expanding area of
research in plant biology. Significant advances have been made over the past
years on the production and function of lipid-derived signaling processes.
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Increasing evidence indicates that lipid mediators and associated enzymes are
involved in regulating plant growth, development, and response to environmen-
tal challenges. They mediate various plant processes through roles in signal
transduction, cytoskeletal rearrangements, membrane trafficking, and/or mem-
brane metabolism. Interested readers are referred to recent reviews that have dealt
with signaling aspects of various lipids and enzymes in plants (1-7). Lately, excit-
ing progress has been made toward the identification of downstream targets of
lipid messengers and understanding the mechanism by which specific lipid mes-
sengers and associated signaling enzymes in signaling cascades (8, 9). This chap-
ter focuses on the role of phospholipid-mediated signaling in plant response to
temperature and water stresses.

LOW-TEMPERATURE STRESS

Freezing injury is a major agricultural problem and results annually in
substantial economic losses. In recent years, great progress has been made toward
identifying genes involved in cold acclimation and freezing tolerance.
Identification of the DREB family (also referred to as CBF) has revealed a set of
transcriptional activators, together with their upstream and downstream genes,
which play important roles in regulating plant response to low temperatures
(10-12). DREB-independent processes that mediate plant tolerance to low tem-
perature stress have also been identified (13, 14). Multiple pathways exist for
plants to acquire freezing tolerance.

Studies in Arabidopsis show that members of the phospholipase D (PLD)
family play important and different roles in plant freezing tolerance (15, 16).
Phospholipases are phospholipid-hydrolyzing enzymes that are grouped into four
major classes, PLD, PLC, PLA2, and PLA1, according to the site of hydrolysis
(Figure 1). PLD cleaves the terminal phosphodiesteric bond of common membrane
lipids to generate PA and a free head group. The plant PLD family consists of
multiple members; Arabidopsis has 12 PLDs that are classified into six types,
PLDα(3), β(2), γ(3), δ, ε, and ζ (2). The various types of PLDs display distin-
guishable catalytic and regulatory properties (17, 18), and the heterogeneity of
PLDs plays an important role in their diverse functions in the cell. Unique cellu-
lar functions have been indicated for several PLDs, which include cell patterning,
programmed cell death, abscisic acid response, and freezing injury and tolerance
(1, 18, and references therein).

Genetic suppression of the most prevalent plant PLD, PLDα1, rendered
Arabidopisis plants more tolerant to freezing (15). PLDα1-deficient plants had a
higher level of phosphatidylcholine (PC) and a lower level of PA than that of
wild-type plants after freezing. Comparative profiling of lipid molecular species
revealed that PLDα1 used primarily PC as the substrate. Freezing induces a sub-
stantial hydrolysis of common membrane lipids, PC, phosphatidylethanolamine
(PE), and phosphatidylglycerol (PG), and PLDα1 is responsible for more than
50% of PC hydrolyzed (15). PC is a bilayer-stabilizing lipid, whereas PA has a ten-
dency to form hexagonal II phase in the presence of calcium. The propensity of
cellular membranes to form the hexagonal phase has been suggested to be a key
event in freezing injury. It has been proposed that suppression of PLDα1 may



decrease freezing-induced production of PA and the propensity of membrane
lipids to undergo a transition from lamellar to hexagonal II phase, thus increas-
ing freezing tolerance (15). This study indicates that high PLDα1 activity has a
detrimental effect on plants under severe freezing conditions.

By comparison, genetic knockout of the plasma membrane-associated
PLDδ rendered Arabidopsis plants more sensitive to freezing, whereas overex-
pression of PLDδ increased freezing tolerance (16). Lipid analysis indicates that,
unlike PLDα1, PLDδ activity does not result in substantial lipid hydrolysis, but
it does produce selective PA species (16). These results indicate that PLDδ posi-
tively affects the cellular response to freezing. In addition, they demonstrate that
manipulation of different PLDs can have different phenotypic alterations.

60 X. WANG

Figure 1. Type of phospholipid-hydrolyzing enzymes and the sites of hydrolysis by PLD, PLC, PLA2,,
PLA1, and acyl hydrolase. An acyl hydrolase can remove acyl groups from both sn-1 and sn-2 positions.
X denotes head group, and the shaded box shows the common head groups released from the reactions
of cloned PLDs and PLCs. Products from the respective enzyme activities are given in Table 1. The two
waving lines denote hydrocarbon tails of fatty acids. The esterifed fatty acids may vary in the numbers
of carbons and double bonds and the position of double bond, thus giving rise to different molecular
species within each head-group class of phospholipids.



The differences in phenotypic and metabolic changes between PLDδ and
PLDα1 also indicate that the two PLDs are involved in plant response to freez-
ing via different mechanisms. Insights for the different function are gained from
biochemical and molecular characterization of the two PLDs. PLDδ and PLDα1
differ from one another in terms of the requirements for Ca2+ and FFAs, sub-
strate selectivity, intracellular location, and patterns of gene expression (18). For
instance, PLDδ prefers PE to PC as substrate (19), whereas PLDα1 prefers PC to
other lipids (15, 20). In addition to the different amounts of PA, the location and
timing of PA produced by PLDα1 and PLDδ may play an important role in PA’s
cellular function. PLDδ is associated with the plasma membrane, whereas
PLDα1 is with both the plasma and intracellular membranes (21). Another
unique property of PLDδis that its activity is stimulated by the monounsatur-
ated fatty acid, oleic acid (21). Oleate has been implicated in a decrease in cell death
in both plants and animals. PLDδ has been shown to have an anti-death function
(22). With PLDδ-knockout, Arabidopsis cells had increased sensitivity to H2O2
and PLDδ derived PA-mitigated H2O2-promoted cell death, whereas overexpres-
son of PLDδ increased the cell’s tolerance of oxidative stress (22). The level of
H2O2 increases in plant cells in response to various stress conditions, including
freezing. Thus, the impaired response to oxidative stress in PLDδ-null plants may
be a basis for the decreased freezing tolerance. It has been proposed that PLDδ
positively mediates plant freezing tolerance, possibly through its role in signaling
activation of MAP (mitogen-activated protein) kinases and the cell’s resistance to
damages promoted by reactive oxygen species (16, 22).

The PLDδ alterations resulted neither in any apparent change in the
expression of the cold-regulated genes COR47 or COR78 nor in any change in
cold-induced increases in proline or soluble sugars (16). The lack of changes in
these molecules suggests that PLDs and associated membrane lipid hydrolysis are
not directly involved in the DREB signaling pathways. The alterations in the
freezing tolerance of the PLDδ-altered plants were manifested only after cold
acclimation, suggesting that cold acclimation is required for PLDδ function dur-
ing freezing. This requirement could result from cold regulation of PLDδ expres-
sion, other cellular factors, or a combination of both, brought about during the
acclimation process. Analysis of PLDδ transcript levels indicates that increased
expression of PLDδ alone is not sufficient to explain the requirement for cold
acclimation in PLDδ action in freezing tolerance (16). It is likely that PLDδ
enhances freezing tolerance in coordination with other cold-induced processes,
including expression of cold-regulated genes, osmolytes, and lipid composition.

STOMATAL MOVEMENT AND WATER LOSS

Terrestrial plants lose water primarily by way of stomata, which are pores
defined by pairs of guard cells on leaf surfaces. Stomata close during drought
stress, and this change is crucial to maintaining hydration status in leaves and to
plant survival. A number of cellular components have been implicated in regu-
lating stomatal movement (23-26). Membrane lipid-derived mediators are part of
the signaling cascades, and they include PA, N-acylethanolamine, inositol 1,4,5-
trisphosphates (IP3), phosphatidylinositol 3-phosphate (PI-3P) and phos-
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phatidylinositol-4 phosphate (PI-4P), FFAs, and methyl jasmonate. These medi-
ators are produced by several distinctive lipid-signaling pathways, including PLD,
PLC, PLA, and phosphatidylinositol kinases (Table 1, Figure 1).

The hormone abscisic acid (ABA) plays an important role in regulating
stomatal movement and plant water loss (23, 25, 26). ABA inhibits stomatal
opening and promotes stomatal closure, and its level increases under water-deficit
conditions. PLD and its derived PA have been implicated in plant response to
ABA from studies using different systems. Antisense suppression of PLDα1
delayed ABA-promoted leaf senescence in Arabidopsis (27). In barley aleurone,
PLD and its lipid product PA were involved in the ABA antagonism of gib-
berellin-induced events (28). Application of PA to Vicia faba guard cell proto-
plasts promoted ionic efflux and stomatal closure (29). In rice protoplasts,
decreases in PA formation by n-butanol inhibited expression of several ABA-
inducible genes that were regulated by ABI1-5, a basic leucine zipper factor (30).
N-acylethanolamines, which inhibited the activity of PLDα1, but not β1 or γ1,
retarded ABA-promoted stomatal closure in tobacco and Commelina communis
(31).

Studies involving genetic manipulations of PLDs have provided molecu-
lar and physiological evidence for the role of a specific PLD in the ABA response
and plant water loss (8, 32). Antisense suppression of PLDα1 decreased the
plant’s sensitivity to ABA and impaired stomatal closure. PLDα1-depleted plants
exhibited an accelerated rate of transpirational water loss and a decreased ability
to tolerate drought stress (32). In addition, overexpression of PLDα1 increases
the leaf’s sensitivity to ABA in promoting stomatal closure and decreases the rate
of transpirational water loss. The role of PLDα1 in stomatal closure and
transpirational water loss is further supported by a recent study using an
Arabidopsis PLDα1 gene knockout (8). Stomatal aperture in the PLDα1-
knockout plants was much less responsive to ABA than that in wild type.
However, application of PA, the product of PLD, promoted stomatal closure in
the PLDα1-knockout leaves (8).

A mechanism by which PLDα1 mediates ABA signaling has been
revealed in a recent study (8); PLDα1-derived PA bound to ABI1, a protein
phosphatase 2C (PP2C) that is a negative regulator of ABA responses in
Arabidopsis. The PA binding decreased PP2C activity and also appeared to tether
ABI1 to the plasma membrane, thus reducing the translocation of ABI1 into the
nucleus in response to ABA (8). The translocation of ABI1 from cytosol to the
nucleus is important to the phosphatase function (33). These results indicate that
activation of PLDα1 inhibits the function of the negative regulator ABI1, thus
promoting ABA signaling.

The activation of PLDα1 is interwoven with the function of Gα in
Arabidopsis (34). Gα is the only canonical α subunit of the heterotrimeric G pro-
tein in Arabidopsis, and it is also involved in ABA signaling and transpirational
water loss (35). PLDα1 bound to Gα through a sequence motif is analogous to
the DRY motif normally conserved in animal G-protein-coupled receptors.
Mutation of amino acid residues in the DRY motif abolished the PLDα1-Gα
binding and also the Gα inhibition of PLDα1 activity. Meanwhile, the PLDα1-Gα
interaction stimulated the intrinsic GTPase activity of Gα (34). Thus, this

62 X. WANG



interaction modulates reciprocally the activities of PLDα1 and Gα. These results,
together with the PA interaction with ABI1 protein phosphatase 2C, indicate that
PLD and the lipid messenger PA are intermediary links between important cel-
lular regulators in plant cells (Figure 2).

Besides PLD, phosphatidylinositol 4,5-bisphosphate (PIP2)-hydrolyzing
PLC has also been implicated in regulating stomatal movement and transpira-
tional water loss. Plants have multiple PI-PLCs [e.g., nine in Arabidopsis (36)],
and their domain structures all resemble the latest, simplest animal PLC member
PLCζ (1). The PLC activity produces DAG and the water-soluble lipid derivative
IP3 (Figure 1). An earlier study indicated that DAG induced both ion pumping in
patch-clamped guard-cell protoplasts and opening of intact stomata (37). DAG
is a potent activator of protein kinases in animals, but its signaling function
remains an enigma in plants, as its direct target is unclear. Under several condi-
tions, stress-induced DAG was rapidly converted by a DAG kinase to PA (2). IP3,
which is a potent Ca2+ mobilizer, has been shown to promote an increase in Ca2+

in guard cells and stomatal closure (38). Suppression of a recombinant NrPLC1
reduced ABA-promoted closure of stomata, consistent with a role for PLC, IP3,
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Figure 2. Simplified model depicting the interaction of PLD and PA with other signaling components
in mediating ABA response, stomatal closure, and maintaining leaf water status. PLDα1 binds to
GDP-bound Gα, and the binding inhibits PLD activity. GTP promotes dissociation of Gα from
PLDα1 and releases the Gα inhibition of PLD. Activation of PLDα1 produces PA that binds to ABI1
protein phosphatase 2C (PPtase). The binding decreases ABI1 activity and tethers it to the plasma
membrane, thus reducing its translocation to the nucleus, where ABI1 negatively regulates ABA
response. Thus, PLDα1 and its derived PA promote ABA response and decrease transcriptional water
loss. The dashed line indicates a hypothetical interaction.



and Ca2+ flux in stomatal movement (39, 40). The significance of IP3 has also
been investigated by overexpressing or ablating specific inositol phosphate phos-
phatases, which remove phosphate and, thus, have the potential to down-regulate
IP3 signaling functions. At5PTase1 was up-regulated in response to ABA and was
suggested to act as a signal terminator of ABA signaling (41).

In addition to the water-soluble IP3, phosphatidylinositol (PI) lipids have
also been suggested to be involved in mediating stomatal movement.
Manipulation of the levels of PI3P and PI4P modulated stomatal closing, and
reductions in the levels of functional PI3P and PI4P enhanced stomatal opening
(42). PI3P and PI4P are the products of PI 3-kinase (PI-3K) and PI 4-kinase (PI-
4K) activities (Table 1).

UNIQUE AND MULTIFACETED FUNCTIONS 
OF MEDIATORS AND SIGNALING ENZYMES

Temperature and water are the two most crucial environmental factors
that limit plant growth, productivity, and geographic distribution. As described
above, phospholipid-mediated signaling plays important roles in plant responses
to freezing temperature and water stresses. The distinguishable phenotypes result-
ing from genetic manipulation of different PLDs suggest that the loss of one
PLD is not compensated for by the other 11 PLDs in Arabidopsis and that indi-
vidual PLDs can occupy different steps in cell signaling and/or metabolism.
Unique functions of different PLDs could occur by one or a combination of the
following: 1) individual PLDs are regulated and activated differently in the cell;
2) they have different temporal and spatial patterns of expressions; 3) they are
associated with different membranes; and 4) they have different substrate prefer-
ences and have the potential to generate different PA or other derivatives. These
differences have been demonstrated for the PLDs characterized (18). Such dis-
tinctions ultimately regulate the location and timing of the PLD activities and
lipid-derived mediators produced by the enzymes. Spatial and temporal regula-
tion is important to all signaling events, but it is particularly critical to intracel-
lular lipid messengers because of their limited mobility in the cell. Such different
functions are expected to occur for some members of other phospholipid-signal-
ing enzyme/gene families, such as PLCs and PLAs. Therefore, it is important to
identify specific gene and enzymes involved when the role of a given type of lipid-
signaling enzymes in a specific physiological response is addressed. On the other
hand, overlapping functions are also likely to occur within each phospholipase
family.

In addition, the results also demonstrate that a specific lipid-signaling
enzyme can have multifaceted functions. In the case of PLDα1, its suppression
increases freezing tolerance, but PLDα1-deficient plants lose more water.
Overexpression of PLDα1 decreases water loss, but high PLDα1 activity could
be detrimental to plants under severe stress conditions. This is because membrane
lipid degradation occurs under many stresses and PLD is often blamed for initi-
ating the degradation. Thus, the use of this gene in plant improvement is compli-
cated, and a better understanding of its function in specific plant processes is
needed to help design agronomically desirable applications.
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Furthermore, the available data show that a specific physiological
response, such as stomatal closure, can involve multiple phospholipid-mediated
signaling processes. The aspects of cross-talk among lipid signaling steps have
been discussed previously (1, 2, 43). The interaction of lipid messengers with
“traditional” signaling components, such as protein phosphatases and kinases,
has been documented (8, 9). Investigation of the signaling networks is an exciting
field of future research, which has the potential to help advance greatly the cur-
rent knowledge of the signaling cascades in plant growth and adaptation to
adverse conditions.
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INTRODUCTION

Nitrogen, sulfur, and phosphorus are the major and essential elements for
all organisms. For higher plants, they are available in the form of inorganic
anions (i.e., nitrate, phosphate, and sulfate) in the soil solution (1). Ion trans-
porter proteins are localized at the plasmalemma and organellar membranes to
facilitate the uptake and internal transport of specific nutrient across the mem-
brane barriers. In plants, nutrients are transported through consecutive layers of
cells differentiated to form the structures of multicellular and multiorgan com-
plexes. To fulfill the entire processes of the uptake and internal translocation of
nutrients, higher plants have developed specialized components of membrane-
bound transporters, prerequisite for the coordinate regulation of nutrient distri-
bution within the whole plant system. Although the ion specificities of transport
functions are strictly defined for each transporter, machineries of nitrate-, sulfate-,
and phosphate-uptake systems are mechanistically similar. These major anionic
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nutrients can be imported from rhizosphere to root cells, utilizing the proton
gradient across the plasmalemma as a driving force. The uptake of anionic nutri-
ent is generally coupled with the movement of protons. Anion and protons move
through a membrane-bound symporter (co-transporter), and the membrane
potential is depolarized by an excess import of protons; for instance, nitrate ion
is imported to the cell with two or more protons. However, the membrane poten-
tial of plasmalemma is immediately reconstituted by proton-ATPase, exporting
protons back to the extracellular space (2). Consequently, the mechanism of
anion uptake is an energy-dependent process requiring ATP as an energy source.
As mentioned above, the overall process of nutrient transport system is organized
through the functions of specific transporters that facilitate proper distribution
and allocation of nutrients to the developing cell types in plants. It is suggested
that multiplicities of the members of transporter protein families in the plant
genome may provide varying functional roles and specificities to meet with the
emerging complexities of cell-type functions at the whole plant level.

Among the major nutrient transporters in higher plants, the sulfate trans-
porters are the most well-characterized family that exemplifies the processes of
anion transport and regulatory mechanisms (3, 4). The fundamental mechanism
of plant sulfate uptake system has been demonstrated from the earlier physiolog-
ical studies by Epstein and co-workers (5, 6). It has been clearly documented that
transport of sulfate can be resolved into high- and low-affinity phases and that
the capacity of uptake was stimulated by sulfur limitation (5-9). During the last
decade, molecular studies have presented the functions of multiple isoforms of
sulfate transporter proteins delineating the biphasic kinetics of the uptake in
plants (10-17). As expected from the physiological studies, the expression of
high-affinity sulfate transporter was positively regulated on sulfur starvation in
root epidermal cells (13), showing drastic increase of uptake capacities and tran-
sition of kinetic parameters to the high-affinity phase (11, 15, 17). Accordingly,
shortage of sulfate is the major environmental impact stimulating the regulatory
scheme of sulfate uptake and assimilation pathways (18-21). In addition to the
action of regulatory circuitries that optimize the gene expression of sulfate trans-
porters, the activity of sulfate influx can be controlled at the levels of protein
turnover or modification of transporters.

In contrast to a clear-cut view of the initial sulfate uptake system, which
is linked to the functionalities and regulation of high-affinity transporters, the
internal transport of sulfate appears to be rather complicated. The underlying
complexities may derive from the fact that sulfate is transported through multi-
ple cell layers and vascular tissues to reach the aerial organs. Within the cell, sul-
fate is transported to the vacuoles for storage, and partly allocated to the
chloroplasts as a sulfur source for the metabolism (4). Multiple steps of trans-
membrane transport systems become necessary to control interorgan and intra-
cellular distribution of sulfate in plants. For these reasons, the low-affinity
transporters responsible for the steps of internal distribution of sulfate are sug-
gested to have diverse functions (12, 22-24) and are distinguishable from the
high-affinity components mediating the initial uptake.

After completion of the genome sequencing of Arabidopsis thaliana (25),
systematic reverse genetics approaches allowed us to unveil the functions of sul-
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fate transporters both from the standpoints of molecular and whole-plant nutri-
ent physiology. This chapter will focus on the four major steps of sulfate trans-
port systems regulated under sulfur deficiency in Arabidopsis as a model
dicotyledonous plant: 1) initial uptake of sulfate from the soil; 2) root-to-shoot
translocation of sulfate; 3) functional relevance of vacuolar transporter in the
long-distance transport of sulfate; and 4) source-to-sink transport of sulfate.
Recent studies provided evidence that transporters bearing specific functionality
and cell-type localization will function as determinants controlling the uptake
and distribution of sulfate in plants (10-17, 22-24). The data presented here are
the up-to-date knowledge of the functions of sulfate transporter gene family in
plants.

SULFATE TRANSPORTER GENE FAMILY IN EUKARYOTES

The studies on plant sulfate transporter gene family have proliferated
after the discovery of yeast sulfate transporters that facilitate the uptake of sul-
fate from the external media (26). Plant sulfate transporters were first identified
as membrane proteins capable of restoring the sulfate transport function of a
selenate-tolerant mutant of Saccharomyces cerevisiae. Using this expression
cloning system, plant sulfate transporters have been identified from the libraries
of various plant species (10-17, 22, 23, 27). More recently, complete sets of sul-
fate transporter gene families have been identified through database searches of
the genomic resources of Arabidopsis and rice (Table 1, Figure 1). Plant sulfate
transporters identified so far were predicted to have 12 membrane-spanning
domains (10-12) typical of the membranous structures of the members of the
major facilitator family proteins. The C-terminus hydrophilic extension is
referred to as STAS (after sulfate transporter and anti-sigma factor antagonist)
domain (28), which is structurally related to a bacterial transcription effector
component, anti-sigma factor antagonist. Both the Arabidopsis and rice genomes
contained 12 homologues of sulfate transporters that are classified into four dis-
tinct groups (3, 4, 22) (Figure 1). As mentioned in the following sections, the phy-
logenic classifications corresponded to the kinetic properties and expression
patterns of group members, representing close relationships with their physiolog-
ical functions. A low-stringent similarity search identifies two additional mem-
brane proteins relevant to this family but lacking the STAS domain (3, 4). The
functionalities of this fifth divergent group remain unclear.

From the nutritional point of view, sulfur is essential for growth and
development of all organisms. Within the sulfur cycle of natural ecosystem (29),
plants fundamentally contribute in providing organic sulfur source to mammals.
The proton/sulfate co-transport system facilitates the acquisition of inorganic
sulfate to plant roots, and the key manufacturing processes of the biosynthesis of
organic sulfur metabolites are initiated from the reductive sulfur assimilation
pathways that predominantly take place in the chloroplasts, utilizing the energy
and carbon sources generated through photosynthesis (30-33). Sulfur is present
in major cellular components and stands as an active moiety mediating a number
of fundamental biological processes. Thiols in cysteine residues serve in forma-
tion of disulfide bonds maintaining the protein structures. They are essential in
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Table 1. Sulfate transporter gene family in Arabidopsis.

Group Gene name Locus Genbank References
number Accession

Group 1 AtSULTR1;1 At4g08620 AB018695 13, 15, 20

AtSULTR1;2 At1g78000 AB042322 16-19

AtSULTR1;3 At1g22150 AB049624 22

Group 2 AtSULTR2;1 At5g10180 AB003591 12, 23

AtSULTR2;2 At1g77990 D85416 13

Group 3 AtSULTR3;1 At3g51895 D89631 13

AtSULTR3;2 At4g02700 AB004060 13

AtSULTR3;3 At1g23090 AB023423 13

AtSULTR3;4 At3g15990 AB054645

AtSULTR3;5 At5g19600 AB061739 23

Group 4 AtSULTR4;1 At5g13550 AB008782 24

AtSULTR4;2 At3g12520 AB052775 24

The locus numbers derive from TIGR (the Institute of Genomic Research;
http://www.tigr.org/tdb/e2kl/ath1) and MIPS (Munich Information Center for Protein
Sequences, http://mips.gsf.de/proj/thal/db/index.html) databases.

controlling the enzyme reactions in various metabolic pathways, together with the
action of redox equivalents as prosthetic groups. In addition, plants generate sul-
folipids, sulfated cell-wall constituents, and various secondary sulfonated and sul-
fated metabolites (30-33), including a variety of repellants and flavored
compounds found to have therapeutic and beneficial effects in improving inflam-
matory and carcinogenic disorders (34-36).

Apparently, acquisition of sulfate is not primarily necessary for mam-
mals, because the plant-derived organic sulfur constitutes an important source
for the diets. However, independent of the studies of plant and yeast family mem-
bers, numbers of sulfate transporters and related sequences have been identified
in mammals (37-43). They are categorized as the members of SLC26 family pro-
teins (Figure 1) (44). Mammalian sulfate transporters were initially identified from
the expression cloning of renal membrane–localizing transporters in oocyte cells
(37) and from the positional cloning of genetic disorders related to the abnor-
mality in cartilage formation (38) and syndromic deafness (41, 42). Recent stud-
ies on the functionalities of SLC26 transporters indicate that they are functional
as anion exchangers, capable of transporting both the mono- and divalent
anions, including sulfate, chloride, iodide, oxalate, and hydroxide (44).
Apparently, unlike the case in plants, and as suggested from a broad range of
anions they carry on, the physiological roles of the SLC26 members are diverse
in mammalian cells. In terms of regulation, they are functionally coupled with
SLC4 anion exchanger and CFTR (cystic fibrosis transmembrane regulator) for
the balancing of overall anion homeostasis in the renal system (44).
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Figure 1. Phylogenic relationships of Arabidopsis and rice sulfate transporters and SLC26 family pro-
teins in the human genome. Unrooted tree was constructed from the multiple alignment of the protein
sequences of sulfate transporters from Arabidopsis (AtSULTR), rice (OsSULTR), and human SLC26
family proteins using ClustalW (http://www.ddbj.nig.ac.jp/search/clustalw-e.html) and TreeView
(http://taxonomy.zoology.gla.ac.uk/rod/treeview.html) programs. The locus numbers and GenBank
accessions for Arabidopsis genes are listed in Table 1. The accessions for the cDNA sequences and
annotated open reading frames of rice sulfate transporters (OsSULTR) are as follows: OsSULTR1;1
(AK103007, AAN59767), OsSULTR1;2 (AAN59766), OsSULTR1;3 (BAC98594), OsSULTR2;1
(AAN59769), OsSULTR2;2 (AK067353, AAN59770), OsSULTR3;1 (NM_196532, AAP53801),
OsSULTR3;2 (AK066932, AAN06871), OsSULTR3;3 (AK104831, CAE04513), OsSULTR3;4
(AK067270), OsSULTR3;5 (NM_192602, BAB92305), OsSULTR3;6 (AK121195, BAB68064), and
OsSULTR4;1 (AK067676, BAD36818). The accessions of human SLC26 family proteins are as fol-
lows: SLC26A1 (AF297659), SLC26A2 (NM_000112), SLC26A3 (NM_000111), SLC26A4
(NM_000441), SLC26A5 (AY289133), SLC26A6 (AF416721), SLC26A7 (AF331521), SLC26A8
(AF314959), SLC26A9 (AF314958) and SLC26A11 (AF345195).

Furthermore, recent investigation indicates that STAS domain of SLC26 and R
domain of CFTR are the functional moieties conferring the regulation of anion
transport through phosphorylation-mediated interaction between the two trans-
porter molecules (45).



UPTAKE OF SULFATE FROM THE SOIL

The primary sulfate uptake at the root surface is mediated by the Group
1 high-affinity sulfate transporters. The molecular characteristics of high-affinity
sulfate transporters are studied extensively in various plant species (10, 11, 13-17,
22, 27, 46, 47), which generally corresponded to the high-affinity kinetics of sul-
fate uptake measurements in the earlier physiological studies. The first isolated
cDNAs from Stylosanthes hamata were able to complement the yeast sulfate
transporter mutant, and exhibited saturable kinetics of sulfate uptake with
micromolar Km values (10). In addition, the mRNA was accumulated in root tis-
sues when plants were starved for sulfate. Genes identified from Arabidopsis
showed similar characteristics (13, 15-17). The Arabidopsis SULTR1;1 and
SULTR1;2 encoded high-affinity sulfate transporters showing the high-affinity
kinetics of sulfate uptake. They were localized in the root hairs, epidermis, and
cortex of roots and accumulated during sulfur limitation (13, 16, 20). SULTR1;2
was abundantly expressed under conditions with adequate sulfur supply, playing
a major role in facilitating the uptake of sulfate in Arabidopsis roots (16, 17). The
absence of SULTR1;2 in the knockout mutant substantially affected the overall
sulfur status; decrease in sulfate influx activities resulted in general induction of
an array of sulfur assimilation enzymes and oxidative stress responsive genes
(18). Induction of SULTR1;1 mRNA was the typical response observed in sul-
fate starvation and by the knockout of SULTR1;2 (13, 18). SULTR1;1 was co-
expressed with SULTR1;2 in the same cell layers of root tissue (13, 16, 20);
however, the up-regulation of SULTR1;1 mRNA was not sufficient to fully
recover the loss of sulfate uptake activities in the sultr1;2 knockout mutant (18).
When comparing the expression of SULTR1;1 and SULTR1;2, the response of
SULTR1;1 was more sensitive to the fluctuation of sulfur conditions, suggesting
that they were regulated in slightly different modes during sulfur limitation in the
same cell layers (16, 21). Duplication of two high-affinity sulfate transporters
presumably provides flexibility of the uptake system to adapt with a wide range
of sulfur conditions in the environment.

REGULATION OF SULFATE UPTAKE

As mentioned above, SULTR1;1 and SULTR1;2 were both regulated by
the external supply of sulfate (13, 15-17). In addition to sulfate, metabolites of
sulfur assimilation pathways affected the gene expression of sulfate transporters.
Exogenous application of cysteine and glutathione caused down-regulation, and
O-acetyl-L-serine (OAS), the precursor of cysteine synthesis, positively affected
the expression of high-affinity sulfate transporters, accompanied with decrease
and increase in sulfate uptake activities, respectively (11, 14, 15, 19, 21, 48, 49).
Apparently, OAS acts positively for the induction of sulfur-responsive genes,
including sulfate transporters. This key metabolic intermediate is located at a piv-
otal center of cysteine synthesis, its content being affected by varying supplies of
nitrogen, sulfur, and carbon skeleton (50-52). In addition, the activity of cysteine
synthase complex is reversibly regulated by OAS and sulfide, postulated as a sens-
ing unit of cysteine biosynthesis in plants (53). Regulation of sulfate transporters
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by external supply of nitrogen and carbon may suggest a close linkage of
upstream regulatory cascades with the mechanisms controlling N and C basal
metabolisms (52, 54-58). In addition, the flux of sulfur can be constantly affect-
ed by the metabolic connections with the basal metabolisms. At present, the real-
ity of intermetabolic regulatory signal is buried in the complex networks of
nutrient assimilation metabolisms.

Besides nutrient-dependent and metabolic regulations, signal transduc-
tion pathways for the control of sulfur assimilation have not been demonstrated
in photosynthetic organisms until the discovery of Sac genes in Chlamydomonas
reinhardtii (59-61). Sac1 was a membrane-bound sulfur sensor-like protein, and
its function was closely associated with the general control of utilization of pho-
tosynthetic energy in the major nutrient assimilatory pathways (60, 62). As for
the regulation of sulfur assimilation, the expression of sulfur-responsive genes
was generally under the control of Sac1, activating both the primary acquisition
and remobilization of sulfur source under sulfur deficiency (63). Another key
regulatory factor, Sac3, was a protein kinase, negatively regulating the expres-
sion of arylsulfatase and sulfate uptake activities under sulfur-replete conditions
(61).

In Arabidopsis, recent findings suggested that a cytokinin-dependent sig-
naling cascade participates in conducting the negative regulation of sulfate
uptake in roots (19). Accumulation of SULTR1;1 and SULTR1;2 mRNAs in
roots decreased by the addition of cytokinin to the medium. The regulatory path-
way was suggested to involve a two-component phospho-relay system initiated by
a cytokinin receptor histidine kinase (64-67). The cre1-1 mutant of Arabidopsis
lacks the receptor kinase, CRE1/WOL/AHK4 (68-70), and was unable to regulate
the expression of high-affinity sulfate transporters in response to cytokinin (19).
The current model suggests that two independent regulatory cues may control the
uptake of sulfate, one requiring the cytokinin-derived signal, and the other mod-
ulated by sulfur. In addition, these two potential mechanisms worked independ-
ently for the control of sulfate uptake activities (19). When sulfate is limiting,
plants activate the expression of high-affinity sulfate transporters for the acquisi-
tion of sulfur source. By contrast, cytokinin provides a negative signal to turn
down the influx of sulfate, presumably working in parallel with the regulatory
cascade that attenuates the acquisition of phosphate (71-73).

ROOT-TO-SHOOT TRANSLOCATION OF SULFATE

Following the primary uptake, sulfate is transported to the vasculature
and distributed to the aerial tissues. First, the incorporated sulfate will go
through the symplastic pathway across a number of cell layers in roots to reach
the central cylinder (4). Inside the vascular tissue, sulfate in the symplast will be
uploaded from the xylem parenchyma cells to the vessels. However, along with
the pathway of symplastic transfer of sulfate in the vasculatures, sulfate may leak
out to the apoplastic space probably through an unidentified anion channel, uti-
lizing an outside positive membrane potential (Figure 2). Although the mechanism
of xylem loading of sulfate has not been clarified at the molecular levels, recent
studies suggested that low-affinity sulfate transporters localized at the plasma
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membranes of xylem parenchyma cells may participate in minimizing the leakage of
sulfate from the symplastic flux of sulfate loaded to the xylem vessels (Figure 2) (23).

In Arabidopsis, SULTR2;1 is known to localize in the vascular tissues of
sulfate-starved plant roots (12, 13). The measurement of kinetic properties in
yeast mutant suggested that SULTR2;1 represents the low-affinity transport sys-
tem in Arabidopsis (13). The cellular localization of SULTR2;1 and its respon-
siveness to sulfur limitation stress led us to postulate that the function of this
low-affinity transporter is essential to activate the root-to-shoot transport of sul-
fate under sulfur deficiency. However, the situation was even more complicated.
For the full expression of low-affinity sulfate transport activity, a second plasma
membrane–localizing transporter molecule, SULTR3;5, was additionally
required (23). SULTR3;5 was a novel nonfunctional subtype, classified as a mem-
ber of Group 3 sulfate transporters. In yeast expression systems, SULTR3;5 itself
showed no activity of sulfate uptake but was able to maximize the activity of
SULTR2;1 in the co-expression system. These results suggest that low-affinity
transport of sulfate in the vasculature is probably facilitated by the interplay of
two transporters. In Arabidopsis, SULTR3;5 was co-localized with SULTR2;1 in
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Figure 2. Hypothetical model of sulfate transport systems in Arabidopsis. The model illustrates the
steps for the initial uptake and internal distribution of sulfate activated under sulfur deficiency.
SULTR1;1-SULTR1;2 high-affinity sulfate transporters facilitate the uptake of sulfate from the soil at
epidermis, cortex, and root hairs. Symplastic pathway mediates transport of sulfate through the endo-
dermal cell layer. SULTR2;1-SULTR3;5 in the plasmalemma and SULTR4;1-SULTR4;2 in the tono-
plast of xylem parenchyma cells maintain the symplastic flux of sulfate channeled toward the xylem
vessels. Xylem loading, influx to vacuoles and efflux to apoplast, are the unidentified steps of sulfate
transport, as indicated by dashed lines.



the pericycle and xylem parenchyma cells of roots but was expressed rather con-
stantly regardless of the sulfur conditions. When SULTR2;1 was abundantly
accumulated by sulfur limitation, the absence of SULTR3;5 in the knockout
mutant affected the root-to-shoot transport of sulfate (23). SULTR3;5 func-
tioned as an essential component of the low-affinity transport system in the root
vasculature only in the presence of the inducible isoform, SULTR2;1.

VACUOLAR STORAGE AND RELEASE OF SULFATE REGULATES
LONG-DISTRANCE TRANSLOCATION

Despite the evidence that the majority of sulfate accumulates in the vac-
uoles, the mechanisms of vacuolar sulfate transport systems have long been left
undetermined (74, 75). At the tonoplast membranes, proton-ATPase and proton-
pyrophosphatase generate an inside positive membrane potential (75, 76), which
will be utilized as a driving force for the influx of negatively charged ions to the
vacuoles (77-80). It is most probable that sulfate moves into the vacuoles utilizing
this membrane potential (74); however, the specific facilitator protein for the
influx has not been identified. As a storage compartment, the vacuole needs to
release sulfate in response to the requirement of sulfur from the metabolisms. In
general, vacuoles are acidified by an active import of protons through the action
of ATPase and pyrophosphatase (75, 76), providing ideal circumstances for pro-
ton-coupled sulfate transporters to export sulfate back to the cytoplasm.
Recently, the members of Group 4 sulfate transporters were demonstrated to rep-
resent this efflux system (24). Direct evidence for the efflux function was suggest-
ed from the increase of sulfate storage in the vacuoles of the sultr4;1 sultr4;2
double knockout. In addition, SULTR4;1 and SULTR4;2 were both abundantly
expressed in sulfur-starved plants of Arabidopsis, suggesting that remobilization
of the vacuolar sulfate pool is significant when the external source of sulfur
becomes limiting (24).

The significance of SULTR4-type vacuolar sulfate transporter was its
contribution in controlling the turnover of sulfate pool in the root tissues. Both
isoforms were predominantly expressed in the vascular tissues of roots and
hypocotyls, and were suggested to participate in the step of root-to-shoot trans-
port of sulfate by discharging the vacuolar sulfate reserve in the vasculature for
xylem loading. The sultr4;1 sultr4;2 double knockout accumulated sulfate in
roots, whereas expression of SULTR4;1-GFP restored translocation of sulfate to
shoots (24). It is suggested that the main function of SULTR4 is to prevent exces-
sive accumulation of sulfate in the root vacuoles before the entry to the xylem
stream. This mechanism is suggested to be important in maintaining the cyto-
plasmic flux of sulfate channeled toward the xylem vessels, supporting the func-
tion of SULTR2;1-SULTR3;5 low-affinity transport system at the plasma
membrane (23). The current knowledge suggests that SULTR4;1-SULTR4;2 and
SULTR2;1-SULTR3;5 were both essential components for the maintenance of
loading flux (Figure 2) (23, 24). Under sulfur deficiency, the main portion of the
induction of root-to-shoot sulfate transport activity is suggested to require an
additional core component that corresponds to the function of sulfate efflux
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facilitator; however, identification of the molecular mechanism of loading
process at the root xylem parenchyma cells awaits further investigation (Figure 2).

SOURCE-TO-SINK TRANSPORT OF SULFUR

Phloem facilitates remobilization of nutrients to the sink organs. The evi-
dence showing localization of specific sulfate transporters in the companion
cell/sieve element complexes suggested contribution of the phloem transport sys-
tems in interorgan translocation of sulfate and organic sulfur metabolites in
plants (13, 22, 48, 81). SULTR1;3 was a unique member of Group 1, encoding a
high-affinity sulfate transporter expressed in the transport phloems of roots,
hypocotyls, and cotyledons (22). The role of SULTR1;3 was suggested from the
analysis of the sultr1;3 knockout. Radioactive sulfate was translocated from
cotyledon to sink tissues in the wild type, but was rather immobilized to the fed
organs in the sultr1;3 knockout. SULTR1;3 was preferentially localized in the
regions where the transport phloem facilitates the solute transfer between the
source and sink organs. From these observations, it is suggested that the function
of this transporter is not associated directly with the initial loading processes that
mainly occur at the collection phloem, but rather participates in retrieval of sul-
fate to the companion cells of the transport phloem, preventing the leakage of
sulfur source from the phloems during long-distance translocation. In addition,
SULTR2;2 low-affinity sulfate transporter is reported to localize in the phloem
of Arabidopsis (13); however, the role of this low-affinity component has not
been determined in detail.

FUTURE PERSPECTIVES

Recent development in plant genomics research has aided us to discover
the full sets of sulfate transporter gene families both from Arabidopsis and rice
(4, 12, 13, 15-17, 22-24) (Table 1, Figure 1). One of the most prosperous achieve-
ments during the last decade was the use of reverse genetics tools for the analysis
of individual transport components at the whole plant level, allowing us to deter-
mine the physiological roles of sulfate transporters in vivo (Figure 2) (17, 18, 22-24).
These progresses certainly accelerated to bring the conventional knowledge of
plant nutrient physiology into the focus of plant molecular biology. The roles of
transporters defined from the molecular studies have re-evaluated the earlier find-
ings in nutrient physiology in the past 50 years. Although the identification of
facilitators for xylem loading and sulfate influx systems in the vacuoles and
chloroplasts remain unidentified (74, 82, 83), the current findings described in
this review provided us an overall view of sulfate transporters facilitating the
uptake and vascular distribution of sulfate in plants. But at the same time, a con-
siderable amount of questions arose, particularly on the aspects of regulation of
transport processes. As for the regulation of gene expression, signal transduction
cascades are driven by numerous external and internal signals, initiated by fluc-
tuations of nutrients and metabolites, and by plant hormones (11, 14, 15, 19-21,
48, 49, 51, 52, 54-58). In addition, the multiplicities of functional transporter
components may provide a fine-tuned control of transport activities in response
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to the environmental impacts. Consequently, the functions of transporters must
be properly integrated to the individual transport steps, playing specialized roles
in various cell types differentiated during development. Furthermore, the overall
transport processes are coordinately regulated to optimize distribution and allo-
cation of sulfate within the plant body (Figure 2). The upcoming progresses are
expected to provide us a more detailed picture of the regulatory mechanisms,
which will form the basis for the genetic engineering of sulfate transport and
assimilation in higher plants, and will be extended for the improvement of sulfur
qualities of crop plant species (84-86).
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INTRODUCTION

Many proteins must interact with other proteins to achieve cellular and
subcellular structures, to acquire biological activity, and/or to regulate biological
activity. Traditionally, protein purification methods have often resulted in the sep-
aration of protein complexes for the sake of “purity” or have inadvertently
destroyed complexes as a result of the chemical or physical basis of the separa-
tion procedure. Sometimes the complex can be reconstituted by combining indi-
vidually purified proteins, but, in many cases, activity cannot be recovered. In
addition, it is often difficult to identify the binding partners once they are physi-
cally separated. This chapter will address the challenge of purifying protein com-
plexes and will specifically concentrate on the method of immunoaffinity
chromatography to achieve this purification.

Immunoaffinity purification of proteins takes advantage of the high
specificity of an antibody for an antigen. This powerful method can result in a
1,000-fold purification of a protein in a single step. Generally, the antigen is the
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object of purification, but the antigen can be used as a ligand to purify specific
antibody as well. The power of this technique has been recognized for many
years, but the actual implementation of the technique required that scientists
overcome some major obstacles. One obstacle was the supply of monospecific
antibody. This problem was largely overcome by the development of procedures
to make monoclonal antibodies (mAbs), which allowed the production of almost
an unlimited supply of epitope-specific antibody. Secondly, in order to recover
the protein complex, the antigen-antibody interaction had to be dissociated with-
out disrupting the complex or inactivating the biological activity. Again, the
development of mAb technology contributed to overcoming this problem by
yielding a homogeneous immunological reagent that reacts uniformly to elution
conditions. Despite these advances, most antigen–mAb interactions remain very
difficult to dissociate. There are many relevant reviews on the production of
mAbs, characterization of mAbs, and methods for molecularly engineering
mAbs (1-4). This chapter focuses on the critical issue of recovery of intact, bio-
logically active protein complexes by immunoaffinity chromatography.

The simplest form of immunoaffinity purification of protein complexes is
co-immunoprecipitation (co-IP). An elegant example of this is the experiments of
Harlow et al. (5) describing the use of mAbs that react with the E1A viral protein
and the co-IP of several cellular binding partners. These experiments were the pre-
liminary experiments to others that identified the important “pocket proteins.”
Because these experiments were analytical in nature, activities were not recovered
from the protein complex. As in many co-IP experiments, the results were simply
analyzed by sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-
PAGE). In some cases, activity can be recovered from SDS-PAGE (6), but the
recovery, again, is on an analytical (µg) scale rather than a preparative scale. Recent
genomic approaches (such as mass spectrometry) allow the identification of pro-
teins from small-scale co-IP experiments; however, this information is limited by the
lack of assignment of functions to many gene products. To date, only about one-
third of the putative genes from the human genome have been assigned a function.

This chapter will briefly describe a procedure to identify mAbs that are
useful for immunoaffinity chromatography; it will concentrate on the ability of
mAbs to purify protein complexes, and it will discuss immunoaffinity chro-
matography procedures involving epitope tags to purify protein complexes.

Polyol-Responsive mAbs

To be useful for immunoaffinity chromatography, an antibody must have
high affinity for its antigen in order to bind the antigen in a dilute solution. This
property, however, generally results in a complex that is difficult to disrupt in
order to recover the antigen in an active form. Most elution conditions require
extremes of pH values, chaotropic salts, or denaturing reagents. A unique type of
mAb has high affinity for a protein antigen, but whose interaction with the anti-
gen can be dissociated under gentle elution conditions (7, 8). This type of mAb
has been designated a polyol-responsive mAb (PR-mAb) because the eluting
buffer is a neutral, aqueous buffer containing a low molecular weight polyhy-
droxylated compound (polyol) and a nonchaotropic salt, combinations that are
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PR-mAbs are not unique to a specific class or subclass of immunoglobu-
lin. IgG molecules are superior to IgM or IgA molecules because they are easier
to purify and more stable. PR-mAbs that are IgG1, IgG2a, and IgG2b molecules
have been identified.

Typically, PR-mAbs are derived through the mouse hybridoma methods
originally described by Köhler and Milstein (24). By screening more than 200
hybridomas that produce mAbs reactive with subunits of Escherichia coli core
RNA polymerase, it has been estimated that about 10% of the hybridomas pro-
duce PR-mAbs (8). Another method of producing mAbs, termed antigen-specific
plasmacytomas (ASPCT or ASP), which results from infection of plasma cells
with an engineered ABL-MYC retrovirus (25), can also produce PR-mAbs
(www.neoclone.com). In addition, some mAbs produced by rat hybridomas are
PR-mAbs (R. R. Burgess, unpublished data).

To help identify PR-mAbs, an ELISA-based screening assay has been
developed and called an ELISA-elution assay (7, 8). This assay is highly reliable
for the identification of PR-mAbs. Most of the PR-mAbs listed in Table 1 were
identified by this assay specifically for use in immunoaffinity chromatography.
mAb 8WG16, which was identified from a collection of existing mAbs, was used
as a prototype to define the parameters of PR-mAbs and to develop the ELISA-
elution assay (7). Other PR-mAbs have been identified from existing collections
of mAbs (R.R. Burgess, unpublished data).

Figure 1A contains a schematic of the ELISA-elution assay. This is a sim-
ple ELISA that is modified by incorporating a wash step using a buffer contain-
ing salt and polyol after the reaction with the primary antibody and before the
addition of the enzyme-conjugated secondary antibody. After the reaction with
the substrate, the color intensity is roughly proportional to the amount of pri-
mary antibody remaining. PR-mAbs can be identified by a decrease in signal
obtained from a well washed with the buffer containing the salt and polyol when
compared with a well washed just with the buffer (Figure 1B). Originally, “polyol-
responsiveness” was defined as a 50% or more reduction in signal in the ELISA-
elution assay (8). Recently, it has been found that some mAbs that gave only a
30% reduction in the ELISA-elution assay worked well for immunoaffinity chro-
matography (R.R. Burgess, unpublished data). Because preliminary screening
can be performed with only 50 µL of cell supernatant per well, hybridomas can
be screened while they are still being cultured in the master wells. After the cells
are cloned and more cell supernatant is available, the ELISA-elution can then be
used to examine different salt and polyol combinations and concentrations.

Screening for PR-mAbs is generally performed with a general buffer such
as TE buffer (Tris-HCl, pH 7.9; 0.1 mM EDTA) containing 0.75 M ammonium
sulfate and 40% (v/v) propylene glycol as the eluting reagent. A PR-mAb will usu-
ally respond to a variety of salt and polyol combinations, but there are excep-
tions. mAb IIB8 only responds well to combinations of ammonium sulfate or
sodium chloride and propylene glycol (17; unpublished data). Also, 8WG16
responds to a variety of salt and polyol combinations (7, 9), but it also responds
to just 50% glycerol (7, 12). A PR-mAb that responds only to glycerol with or
without the presence of salt is rare, although the PR-mAb described by Nagy
et al. (23) responds only to ethylene glycol.
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generally protein stabilizing. Several reviews have been published on the identifi-
cation and use of PR-mAbs (9-11). PR-mAbs have been used to purify many
components of the prokaryotic and eukaryotic RNA polymerase II (RNAP II)
transcription complex; these PR-mAbs are listed in Table 1. Several other
research groups have identified and used PR-mAbs for immunoaffinity chro-
matography of other protein complexes; these mAbs are also listed in Table 1.

Table 1. Compilation of PR-mAbs proven useful for immunoaffinity chromatography.

PR-mAb Antigenic Epitope Complex Reference
Protein Sequence Purified

8WG16 rpb1, largest YSPTSPSYSPTSPS RNA 7, 12
subunit of wheat- polymerase II
germ RNA 
polymerase II

NT73 β′ subunit of E. SLAELLNAGLGGS Bacterial 8, 13
coli RNA RNA
polymerase polymerase 

holoenzymes

8RB13 β subunit of E. Unknown Bacterial RNA 14
coli RNA polymerase core
polymerase enzyme

4RA2 α subunit of E. a. a. 209-329 Bacterial 15, 16
coli RNA RNA 
polymerase polymerase

core enzyme;
bacterial RNA 
polymerase 
holoenzyme

IIB8 human TKDPSRVG 17, 18
transcription 
factor IIB 
(TFIIB)

1RAP1 human 30 kDa a. a. 1-118 19
RNA-polymerase-
associated protein 
(RAP30)

1TBP22 human TATA- a. a. 55-99 TBP-containing 20
binding protein complexes
(TBP)

Unnamed human DNA Unknown 2 subunit 21
polymerase δ enzyme

301β toluene Unknown α2β2 iron- 22
dioxygenase sulfur protein

anti- Set 1 Unknown histone 23
Set1p methylation 

complex



Occasionally, a mAb appears to be a PR-mAb in the ELISA-elution
assay, but it is not useful for immunoaffinity chromatography because it is not
able to pull the antigen out of solution (immunoprecipitate). An example of this
is shown in Figure 1. mAb IIB14 appears to be polyol responsive in the ELISA-
elution assay (Figure 1B) but does not bind TFIIB in solution (data not shown).
This “false-positive” result can probably be attributed to the fact that the antigen
can become distorted when it is immobilized on the ELISA plate, exposing epi-
topes that are not accessible when the protein is in solution. mAb IIB14 maps to
the C-terminal domain of TFIIB (Figure 1C), which possesses two repeats of the
cyclin fold (26) and is highly resistant to trypsin digestion (27, 28). Thus, this is a
very compact domain in the native structure. A presumptive PR-mAb, identified
by the ELISA-elution assay, that removes the antigen from solution, but does not
release the antigen in the presence of salt and polyol, has not been observed.

For more detailed protocol, the reader is referred to two step-by-step reviews
(9, 10). As noted in Table 1, several groups have developed purification systems for
protein complexes, based on a PR-mAb immunoaffinity chromatography step
(21-23). It should be noted that the ELISA-elution assay has been used for
determining the response of an antigen-antibody interaction to various eluting con-
ditions besides polyol/salt (29, 30). In addition, the ELISA-elution assay can be used
to determine the elution of an antibody from an antigen by the use of a peptide con-
taining the epitope for the mAb (7), and thus could be used to screen peptides for
reactivity with the mAb and, consequently, to map the epitope of the antibody.

Challenge of Protein Complexes

RNA polymerases from some bacteriophage are single-subunit enzymes.
However, RNA polymerases from bacteria and eukaryotes are multi-subunit
enzymes, ranging from 4 to 15 subunits. There are many similarities between the
structure and functions of RNA polymerases from bacterial and eukaryotic cells
(31). In eukaryotic cells, there are three different nuclear RNA polymerases. In
general, RNA polymerase I (RNAP I) transcribes ribosomal RNA, RNA poly-
merase II (RNAP II) transcribes messenger RNA, and RNA polymerase III
(RNAP III) transcribes transfer RNA and other small RNAs. The eukaryotic
RNA polymerases have similar structures containing at least 12 subunits, ranging
in size from 10 to 220 kDa, with some of the small subunits represented in all
three polymerases [for review, see (32)]. Immunoaffinity purification of RNA
polymerases has been a reasonably stringent test for the power of immunoaffini-
ty purification using PR-mAbs because of the lability of these complexes. The
SDS-PAGE gel in Figure 2 shows the subunit structure of RNA polymerase iso-
lated from E. coli and RNAP II isolated from yeast.

The Use of PR-mAbs that React with Other Species

The use of epitope tags to immunoaffinity purify proteins will be dis-
cussed below. In some systems (such as yeast) it has become routine to engineer
an epitope tag into a protein of interest, but it is not always possible to use this
approach. PR-mAbs that show broad cross-reactivity to RNA polymerase
among species have been extremely useful tools. It was fortuitous that the first
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successful PR-mAb (mAb 8WG16) reacted with a highly conserved domain of
the largest subunit of RNAP II. This allowed the mAb to be used to purify
RNAP II from calf thymus (7), yeast (12), and HeLa cells (33), in addition to
wheat germ RNAP II, the original immunogen (7).

The PR-mAb that was isolated for the purification of E. coli RNAP
(NT73) worked fabulously for E. coli (8); however, it did not react with RNAP
from many bacteria outside the enteric group (Table 2). Later, a fusion was per-
formed using splenocytes from a mouse that had been immunized with E. coli
core RNA polymerase. The fusion was specifically screened for a PR-mAb that

Figure 2. SDS-PAGE of RNA polymerases purified by immunoaffinity chromatography. Proteins were
separated on a 4-12% NuPAGE gel (Invitrogen, Carlsbad, CA) in MES buffer, and the gel was stained
with GelCode (Pierce, Rockford, IL). Markers were the prestained Multimark (Invitrogen). (A) E. coli
RNA polymerase from the mAb NT73 immunoaffinity column (lane 1), σ70-holoenzyme (lane 2), and
core RNA polymerase (lane 3) after separation on MonoQ (Amersham-Pharmacia). Lane 4 contains
the core RNA polymerase loaded at 25% the load of lane 3 to show the separation of the β′ and β sub-
units. (B) Yeast RNA polymerase purified from wild-type yeast by immunoaffinity chromatography on
8WG16. The subunit designations are on the left. rpb9 and rpb11 co-migrate on this gel. rpb10 and
rpb12 also co-migrate. rpb6 appears as a dimer because some subunits are phosphorylated.



88 N. THOMPSON, ET AL.

T
ab

le
 2

.
C

ro
ss

-r
ea

ct
iv

it
y 

w
it

h 
ot

he
r 

ba
ct

er
ia

l s
pe

ci
es

 o
f

P
R

-m
A

b 
de

ri
ve

d 
by

 im
m

un
iz

at
io

n 
w

it
h 

E
.c

ol
i R

N
A

 p
ol

ym
er

as
e.

B
ac

te
ri

um
S

tr
ai

n 
D

es
ig

na
ti

on
N

T
73

 (
β′

su
bu

ni
t)

8R
B

13
 (

β
su

bu
ni

t)
4R

A
2 

(α
su

bu
ni

t)
3R

D
3 

(σ
70

 s
ub

un
it

)

E
sc

he
ri

ch
ia

 c
ol

i
M

G
16

55
+

+
+

+

K
le

bs
ie

lla
 p

ne
um

on
ia

A
T

C
C

13
88

3
+

+
+

+

Sa
lm

on
el

la
 t

yp
hi

m
ur

iu
m

A
T

C
C

14
02

8
+

N
T

+
+

Sh
ig

el
la

 b
oy

di
i

A
T

C
C

92
07

+
+

+
N

T

Se
rr

at
ia

 m
ar

ce
sc

en
s

A
T

C
C

13
88

0
+

N
T

+
+

V
ib

ri
o 

pa
ra

he
m

ol
yt

ic
us

A
T

C
C

17
80

2
+

N
T

+
+

V
ib

ro
 f

is
ch

er
i

A
T

C
C

77
44

+
N

T
N

T
N

T

P
se

ud
om

on
as

 a
er

ug
in

os
a

A
T

C
C

10
14

5
−

+
+

+

P
se

ud
om

on
as

 p
ut

id
a

A
T

C
C

12
63

3
N

T
g

+
+

N
T

R
ho

do
ba

ct
er

iu
m

 s
ph

ae
ro

id
es

a
2.

4.
1

−
−

+
+

A
gr

ob
ac

te
ri

um
 t

um
ef

ac
ie

ns
A

T
C

C
15

95
5

−
+

+
−

B
or

de
te

lla
 p

er
tu

ss
is

b
B

P
59

3
−

N
T

+
+

St
re

pt
oc

oc
cu

s 
fa

ec
al

is
A

T
C

C
19

43
3

−
N

T
N

T
+

St
re

pt
oc

oc
cu

s 
pn

eu
m

on
ia

ec
N

T
−

−
N

T

B
ac

ill
us

 s
ub

ti
lis

A
T

C
C

60
51

−
+

−
+

A
rt

hr
ob

ac
te

r 
gl

ob
ifo

rm
is

A
T

C
C

80
10

−
N

T
−

−

B
or

re
lia

 b
ur

gd
or

fe
ri

d
−

N
T

+
+

St
re

pt
om

yc
es

 c
oe

lic
ol

or
e

A
3(

2)
N

T
+

N
T

N
T

A
na

be
na

 s
p.f

71
20

N
T

+
N

T
+

a W
ho

le
 c

el
l e

xt
ra

ct
 o

f
R

.s
ph

ae
ro

id
es

 o
bt

ai
ne

d 
fr

om
 T

im
 D

on
oh

ue
 (

U
ni

ve
rs

it
y 

of
W

is
co

ns
in

-M
ad

is
on

).
b W

ho
le

 c
el

l e
xt

ra
ct

 o
f

B
.p

er
tu

ss
is

 o
bt

ai
ne

d 
fr

om
 P

hi
lip

 B
ou

ch
er

 (
U

.S
.F

oo
d 

an
d 

D
ru

g 
A

dm
in

is
tr

at
io

n)
.

c W
ho

le
 c

el
l e

xt
ra

ct
 o

f
S.

pn
eu

m
on

ia
e 

ob
ta

in
ed

 f
ro

m
 E

liz
ab

et
h 

C
am

pb
el

l (
R

oc
ke

fe
lle

r 
U

ni
ve

rs
it

y)
.

d W
ho

le
 c

el
l e

xt
ra

ct
 o

f
B

.b
ur

gd
or

fe
ri

 o
bt

ai
ne

d 
fr

om
 J

oh
n 

D
un

n 
(B

ro
ok

ha
ve

n 
N

at
io

na
l L

ab
or

at
or

y)
.

e C
ul

tu
re

 o
f

S.
co

el
ic

ol
or

 o
bt

ai
ne

d 
fr

om
 D

av
id

 H
op

w
oo

d 
(N

or
w

ic
k,

U
K

).
f P

ur
if

ie
d 

A
na

be
na

 s
p.

R
N

A
 p

ol
ym

er
as

e 
ob

ta
in

ed
 f

ro
m

 R
ob

er
t 

H
as

el
ko

rn
 (

U
ni

ve
rs

it
y 

of
C

hi
ca

go
).

g N
T

 =
 n

ot
 t

es
te

d.



PURIFICATION OF PROTEIN COMPLEXES 89

showed broad reactivity by screening the mAbs against Bacillus subtilis core
RNA polymerase before it was screened for PR-mAbs by the ELISA-elution. The
result was a highly useful PR-mAb (8RB13) that reacts with RNA polymerase
from a broad range of bacterial species (Table 2), and has been used to purify
RNA polymerase from E. coli, B. subtilis, Streptomyces coelicolor, and
Pseudomonas aeruginosa (14). mAb 4RA2 shows broad cross-reactivity, reacting
with the α subunit of the RNA polymerase from every Gram-negative bacterium
tested. mAb 3RD3 also shows broad cross-reactivity among the σ70 subunits but
has not been a particularly useful PR-mAb, as will be discussed below.

IMMUNOAFFINITY PURIFICATION OF RNA POLYMERASES AND
ASSOCIATED FACTORS

Prokaryotic RNA Polymerase

In bacteria, RNA polymerase is composed of a core enzyme containing
subunits α2, β, β′, and ω (where the α subunit is a dimer), which is capable of non-
specific synthesis of RNA from a DNA template. However, this enzyme has no
promoter specificity. When a sigma factor interacts with the core polymerase, the
complex is a holoenzyme that has specificity for promoter sequences. In general,
bacteria have multiple sigma factors, and hence multiple holoenzymes, each of
which recognizes a different DNA sequence in the promoter region of different
classes of genes (34-36). E. coli has seven known sigma factors (σ70, σ54, σ32,
σS, σF, σE, and σFecI) and the genomic sequence (37) does not predict any addi-
tional sigma factors. The genomic sequence of Streptomyces coelicolor predicts
64 sigma factors (38). Therefore, RNA polymerase in most bacteria is actually a
heterogeneous population comprised of core RNA polymerase and different
“holoenzymes” that contain different sigma factors. Under different growth con-
ditions, the populations of holoenzymes can change in order to turn different
classes of genes on or off to facilitate adaptation.

mAb NT73 reacts with the β′ subunit of E. coli RNA polymerase and has
been a very useful antibody for purification of this enzyme (8). The epitope for
this mAb has been mapped to 13 amino acids at the far C-terminus of this pep-
tide (Table 1); this epitope has been used to develop an epitope tag (13) that will
be discussed below. The purification of E. coli RNA polymerase using mAb
NT73 results in a mixture of core RNA polymerase and holoenzymes (8) and
also contains some RNA polymerase associated proteins, such as RapA and
NusA (Figure 2A, lane 1). These proteins and the holoenzymes can be further
separated by ion-exchange chromatography (MonoQ). The core fraction and the
holoenzyme containing σ70 from the MonoQ column are shown in Figure 2A
(lanes 2 and 3). mAbs for all seven sigma factors in E. coli (39) as well as the RNA
polymerase-binding NusA anti-termination factor are available. By performing
Western blots on the fractions from the MonoQ separation, the fractions con-
taining the core RNA polymerase and the different holoenzymes and the NusA
protein can be identified (Figure 3). The ability to follow the immunoaffinity
chromatography step with a high-resolution HPLC is a powerful way to
characterize different protein complexes.
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Figure 3. Fractionation of E. coli RNA polymerase (purified by immunoaffinity chromatography on
mAb NT73) on a MonoQ ion-exchange column. (A) Chromatogram of the fractionation using a gra-
dient elution of 0.3-0.45 M NaCl over 255 minutes at a flow rate of 0.5 mL/min. The numbered arrows
on the top and bottom rows indicate the fractions that were analyzed in panels B and C, respectively.
(B) Proteins were separated by SDS-PAGE (4-20% Tris-glycine, Invitrogen) and stained with
Coomassie blue. The material that was loaded (Load) onto the column and the flow-through (FT) frac-
tions were also electrophoresed. (C) Western blot containing the indicated fractions. The gel was a
8-12% Tris-glycine gel (Invitrogen). The mΑbs used were 3D3 (σ70), 1NA3 (NusA), 4RA2 (α), 1RS1
(σS), 1RF13 (σF), 3RH3 (σ32), and 6RNA3 (σ54). Purified σ70, NusA, σS and σ32 were run as stan-
dards in the lane designated Std. σS (38 kDa) and α (40 kDa) co-migrate on this gel.
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The interaction between the core RNA polymerase and the sigma subunit
has been studied most extensively with σ70, the major, or housekeeping, sigma
factor in E. coli. Although there are multiple interactions between the core RNA
polymerase subunit and the sigma factor (40), a major binding site for σ70 has
been identified in the N-terminus of the β′ subunit (41). In fact, all of the sigma
factors in E. coli can bind to this region (42). The recently published crystal struc-
tures of bacterial RNA polymerases (43, 44) confirm that this is a major interac-
tion site and indicate that the far C-terminal domain of β′ is not in contact with
the sigma subunit, and seems to be accessible to the antibody. Thus, it is not sur-
prising that this heterogeneous population would be isolated by immunoaffinity
chromatography using mAb NT73.

Chromatography on PR-mAb 8RB13 gives a different result. This mAb
recognizes an unmapped epitope on the β subunit of E. coli RNA polymerase.
Surprisingly, this mAb isolates predominantly the core RNA polymerase (14).
The epitope for this mAb is accessible in the core version of the enzyme, but
probably becomes inaccessible to the mAb when it is contained in the holoen-
zyme form. In many cases it is useful to isolate core enzyme to which can be
added a known or suspected sigma factor or mutant sigma factor. Because of the
broad cross-reactivity of this mAb, the purification of core RNA polymerase can
be accomplished easily from many species. All of the bacterial RNA core
polymerases that have been isolated using 8RB13 have the typical α2ββ ′ω struc-
ture and are catalytically active.

Chromatography on PR-mAb 4RA2 results in yet another interesting
result. This mAb reacts with an unmapped epitope in the C-terminus of the α
subunit and has quite broad cross-reactivity. When 4RA2 is used to purify
Rhodobacterium sphaeroides RNA polymerase, the immunoaffinity chromatog-
raphy yields core RNA polymerase (15). However, the holoenzyme containing the
major sigma factor is isolated when it is used to purify Bordetella pertussis RNA
polymerase (16) or E. coli and P. aeruginosa RNA polymerase (N.E. Thompson,
unpublished data). This indicates that either the C-terminal domain of the α sub-
unit is positioned differently in some bacteria, or the sigma subunits are more eas-
ily dissociated in some bacteria.

mAb 3RD3 was also isolated by screening the hybridomas for reactivity
with B. subtilis major sigma factor and is widely cross-reactive with the major
sigma factor from other bacterial species (Table 2). This mAb maps to amino
acids 475-528 of E. coli σ70 (45). This region of σ70 does not seem to be acces-
sible in solution because mAb 3RD3 is not efficient at isolating either σ70 or the
σ70-containing holoenzyme (N.E. Thompson, unpublished data).

Eukaryotic RNAP II

Like the bacterial RNA polymerases, eukaryotic RNA polymerases have
catalytic activity, but cannot specifically identify a promoter. However, no distin-
guishable sigma factor has yet been identified in the eukaryotic nuclear RNA poly-
merases. Each eukaryotic polymerase has a set of factors that interact with the
polymerase in the promoter region. Most of these factors are actually multi-protein



complexes themselves. In addition, the TATA-binding protein (TBP) forms
different complexes that interact with the three different RNA polymerases.
RNAP II usually requires the general transcription factors TFIIA, TFIIB,
TFIID (containing TBP), TFIIE, TFIIF, and TFIIH. With the exception of
TFIIB, all of the RNAP II general transcription factors are multi-subunit
complexes (46). In addition, even more factors are required for activation of
transcription from most promoters.

As mentioned above, PR-mAb 8WG16 reacts with the highly conserved
C-terminal heptapeptide repeat on the largest subunit of eukaryotic RNAP II, and it
is broadly cross-reacting because RNAP II from most eukaryotes have the consen-
sus heptapeptide repeat. Although it is not seen in the crystal structure, the CTD is
believed to be an extended, flexible domain when phosphorylated (47). During a
conventional purification of RNAP II, this C-terminal domain (CTD) can be
cleaved off by proteases present in the cell extract. Protease inhibitors reduce but
do not eliminate the cleavage. The result from a conventional purification is a mix-
ture of enzyme molecules that contain and lack the CTD. In the most simple
immunoaffinity purification case, mAb 8WG16 binds to the CTD, and the result-
ing elution with polyol and salt isolates the multi-subunit enzyme containing the
CTD. This enzyme is pure enough for preliminary 2-D crystal formation on lipid
bilayers (12). With a little manipulation of the system, yeast RNAP II is essential-
ly pure (Figure 2B), and this procedure has been used to purify enough enzyme for
3-D crystallographic studies (48, 49). Two subunits of the yeast RNAP II (rpb4 and
rpb7) form a subassembly that dissociates easily, and is not represented stoichio-
metrically in the naturally isolated polymerase. Deletion of the nonessential rpb4
subunit gene results in a conditionally lethal yeast strain from which a 10-subunit
RNAP II can be isolated. Consequently, the crystal structure of the 10-subunit
enzyme (48) was determined before the 12-subunit enzyme (49, 50).

The CTD contains the heptapeptide YSPTSPS repeated up to 52 times.
This sequence is a target for multiple modifications, particularly phosphoryla-
tions, which has been studied extensively [see (51)]. The sequence is often desig-
nated Y1S2P3T4S5P6S7 in order to specifically identify the different serines that
are phosphorylated by different kinases during different points in the transcrip-
tion cycle. The CTD performs many functions in the transcription cycle, most of
which also are dependent upon the interaction of the CTD with other proteins
[see (52, 53)], and some of these interactions require that the CTD be specifical-
ly phosphorylated.

Early in the attempts to identify fractions that can mediate activated tran-
scription, it was discovered that two forms of RNA polymerase exist in yeast
extracts that differ greatly in size. A larger form could mediate transcriptional
activation, but the smaller 12-subunit form could not. By binding the larger form
to the 8WG16 resin, the 12-subunit form bound to the column and a multi-sub-
unit complex was displaced (54). The displaced complex could facilitate activat-
ed transcription when added to the 12-subunit form in the presence of the basal
transcription factors and an activator protein. Thus, this “negative” chromato-
graphic step resulted in the identification of the “Mediator” complex, a complex
that contains a variety of proteins that act as “coactivators” of transcription. The
RNAP
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II/Mediator complex was predicted by genetic analysis and is also referred
to as the RNAP II “holoenzyme” (55).

Studies using 8WG16 for immunoaffinity chromatography purification of
yeast RNAP II revealed another characteristic of the RNAP II transcription
machinery. Using 8WG16 as an immunosorbent to immobilize yeast RNAP II, it
was shown that other RNA polymerase-associated factors can be purified by dif-
ferential washing of the immobilized complex with increasing salt concentrations
(56). The CTD-associated proteins tended to elute with low salt, and the more
tightly bound factors eluted at higher salt. Finally, very tightly bound factors
could be eluted with the RNAP II during the salt/polyol elution. This approach
allows the purification of factors that are associated with RNAP II under differ-
ent growth conditions.

Several of the human RNAP II general transcription factors have also
been purified from bacterial expression systems by the PR-mAb method. These
factors include TFIIB (17), RAP30, a component of TFIIF (19), and TBP (20).
Preliminary data suggest that the TBP PR-mAb (1TBP22) can also be used to
purify large TBP-containing complexes from a HeLa cell nuclear extract (20). In
the future, the fraction that comes off the 1TBP22 column will be subjected to a
high-resolution HPLC step and analyzed by Western blotting to determine which
TBP-containing complexes are present.

The Use of Epitope Tags

As indicated above, the use of an epitope tag for immunoaffinity purifi-
cation of complexes has been an important development in the protein purifica-
tion field. An early review of epitope tags is available (57). This section is not
intended to be a comprehensive review of all of the possible tags for the purifi-
cation of all possible proteins. However, it is interesting to note how some large
transcription complexes can be studied by this method. The major limitation for
this method is that the system must be able to accommodate genetic manipula-
tion at the molecular level. This works well for bacteria, yeast, and some other
model systems. In mammalian systems, the construct containing the tag is
usually introduced by a retroviral vector, a technique that requires special
considerations.

Two commonly used purification tags, which are more appropriately
termed “affinity-purification” tags, are the hexahistidine (His6) tag and the glu-
tathione-S-transferase tag (GST). These tags have been used in assays to either
identify binding partners (by so-called “pull-down” assays) or for larger-scale
purifications. The His6 tag suffers from the following: a degree of non-specificity
due to the presence of other Ni+2-binding proteins in cell extracts and the fact
that these columns must be run at high salt (0.5 M NaCl) to reduce ion-exchange
effects (which can dissociate some complexes); elution from the Ni+2 column is
with high concentration of imidazole, which can displace some metal ions. The
GST tag suffers from the large size of the tag (26 kDa), which might interfere
with the binding properties of the tagged protein. In addition, GST dimerizes, a
condition that can result in artifactual results. Several other affinity purification
tags have been used and are listed in Table 3. Large affinity tags are generally
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removed from the purified protein by a specific protease whose cleavage sequence
has been engineered between the tag and the protein of interest.

An epitope tag system for purification of proteins was first introduced by
Field et al. (58), using a previously described epitope sequence (59) based upon
immunological studies of the influenza virus hemagglutinin (HA). This work was
seminal for several reasons. It utilized a short amino acid sequence (YPYD-
VPYA), a mAb was available for it (mAb 12CA5), a peptide was used to elute the
tagged-protein from the mAb, and the result was an intact complex with biolog-
ical activity. Within a year, this system was used by Kolodziej and Young (60) to
show that tagged rpb3 could be used to purify yeast RNAP II on a mAb 12CA5
column, which confirmed the subunit structure of the enzyme. Recently, investi-
gators have used two different tags, such as FLAG and HA tags on two different
RNA polymerase subunits (61) or FLAG and His6 tags on the same subunit (62).
Epitope tags that have been used to purify transcriptional machinery complexes
and tags that react with PR-mAbs are listed in Table 4.

The TATA-binding protein (TBP) is required for transcription from all
three eukaryotic nuclear RNA polymerases, and it is present in a complex with
different TBP associated factors (TAFs) for the different polymerases. The TBP-
containing complex required for transcription from RNAP II promoters is
TFIID [reviewed in (64, 65)]. Zhou et al. (66) investigated this complex by using
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Table 3. Commonly used nonantibody-based affinity purification tags.

Tag Size Affinity Elution 
(aa or kDa) Ligand Conditions

His6 6 aa Ni+2, other imidazole

GSTa 26 kDa GSHe reduced glutathione

S-tag 15 aa S-protein protease, chaotropic
salt, low pH

Maltose B 40 kDa Amylose maltose

CBDb 11 kDa Cellulose ethylene glycol

Protein A 7-31 kDa IgGf low pH

Avidin, Biotin biotin, low pH
Streptavidin

Chitin BPc 56 kDa Chitin

TAP-tagd 22 kDa IgG, calmodulin protease cleavage,
EGTA

aGST = glutathione-S-transferase
bCBD = cellulose-binding domain
cBP = binding protein
dTAP = tandem affinity purification
eGSH = glutathione
fIgG = immunoglobulin G
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Table 4. Epitope tags for immunoaffinity purification.

Epitope mAb Sequence Elution References or 
Tag Conditions Source

HA tag 12CA5 YPYDVPYA peptide 58

myc tag 9E10 EQKLISEEDL pH 3.5 63

FLAG tag M1, M2 DYKDDDDK peptide, Sigma- 
EDTA Aldrich

T7 tag T7-tag MASMTGGQQMG low pH Novagen
mAb

Softag1 NT73 SLAELLNAGLGGS salt/polyol 8, 13

Softag2 8WG16 YSPTSPSYSPTSPS peptide, 7, 9, 12, 33
salt/polyol,
polyol

Softag3a IIB8 TQDPSRVG salt/polyol 17, 18

aThe wild-type epitope is TKDPSRVG; the mutant epitope is designated as “Softag3.”

a HA-tagged TBP stably transfected into HeLa cells, and TFIID was isolated. A
truncated TBP containing only the conserved C-terminal domain of human TBP
was also tagged. Chromatography on the 12CA5 mAb revealed that all of the
TFIID proteins were isolated when only the C-terminal domain was present. This
indicated that the RNAP II-specific TAF proteins all associated with TFIID by
interaction between either the C-terminal domain of TBP or with other TAFs.

Other large transcription complexes that have been studied by epitope
tags are human TFIIH and human Mediator. The general transcription factor
TFIIH is a multi-subunit complex that contains several catalytic activities,
including ATPase, DNA helicase, DNA repair, and CTD kinase activities. The
human TFIIH contains nine subunits. Jawhari et al. (67) have purified subcom-
plexes of human TFIIH by expressing FLAG-tagged subunits along with non-
tagged subunits from baculovirus vectors in insect cells. In addition, they were
able to isolate the entire nine-subunit complex by using a double tag system, tag-
ging one subunit with the FLAG epitope and another with a His6 tag.

The Mediator, as mentioned above, is a large protein complex that con-
tains co-activator activity. One of the major problems in studying the Mediator
complex is that different preparations contain different subsets of proteins. Sato
et al. (68) tagged six different human Mediator subunits with the FLAG epitope
and expressed them independently in HeLa cells. After purification on the mAb
column, the isolated complexes were analyzed by multidimensional protein
identification technology (MudPIT). In this way, they established a consensus of
human Mediator subunits.

In one study, TFIID, TFIIH, RNAP II, and Mediator were all isolated
from HeLa cell nuclei by immunoaffinity chromatography using a FLAG-tagged
subunit of each complex (69). By reconstituting the other general transcription
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factors from recombinant subunits, the investigators were able to study the effect
of different Mediator complexes on different steps in transcription.

Generally, when using an epitope-tag for immunoaffinity purification,
the antigen is eluted with a synthetic peptide containing the sequence of the
epitope. If necessary, the peptide is then removed by some type of dialysis or
size exclusion step. At least in the case of 8WG16, the target protein can also be
eluted from a PR-mAb with a peptide (7, 33). However, the polyol/salt combi-
nation is very inexpensive and, in most cases, protein-stabilizing. During the
development of Softag3, a mutation was inadvertently introduced into the epi-
tope sequence. This tag bound to the antibody as well as the wild-type
sequence, but was more sensitive to elution at lower salt and polyol (18). This
indicates that the PR-mAb system might be somewhat “tunable” to different
levels of salt and polyol by the use of mutant epitopes. The mutation is shown
in Figure 1C, and does not change any of the residues that are critical for mAb
IIB8 binding (18).

Although the PR-mAb epitopes have only been used to tag GFP and have
only purified this protein from bacterial expression systems, it is likely that these
will be extremely useful for purifying complexes. NT73, in particular, is a high
affinity antibody that elutes at relatively low polyol and salt (8); this PR-mAb has
been tested with several eukaryotic cell extracts and does not show significant
cross-reactivity with any eukaryotic protein (13). Therefore, Softag1 should be
very useful as a tag in a eukaryotic system, and Softag3 should be useful in
prokaryotic systems.

Single-Chain Antibodies

Unfortunately, the power of immunoaffinity chromatography is offset by
the expense of the mAb reagents. It would be ideal to produce PR-mAbs in large
quantities in bacteria or yeast. However, in our hands, converting some PR-mAbs
into single-chain variable fragments (scFv) has not been very encouraging. mAb
NT73 was selected to begin this endeavor because its initial high affinity would
allow some affinity loss and still be a useful reagent. mRNA isolated from the
hybridoma cell line was used in the RPAS Mouse ScFv Module (Amersham-
Pharmacia, Piscataway, NJ) to generate the scFv. The scFv was selected by its
reactivity with E. coli core RNA polymerase, and detected with anti-E-tag anti-
body that reacts with an epitope tag (E-tag) fused to the C-terminus of the scFv.
The scFv was sequenced and recloned into expression vectors for expression in E.
coli. The ELISA-elution data in Figure 4 show the responses of the single chain
antibody compared to the response of the native mAb to salt, polyol, and the
combination of salt and polyol. The scFv was responsive to salt and polyol, but
also was responsive to just the polyol. However, the scFv has considerably lower
affinity for the antigen than mAb NT73.

The scFv has been expressed from several bacterial vectors in different
E. coli hosts. The best expression is from a pET22b vector (Novagen, Madison,
WI) using the Rosetta (DE3)pLysS strain (Novagen) which supplies codons
rarely expressed in E. coli. However, this scFv becomes insoluble when
expressed in E. coli. To date, the scFv has not been successfully refolded in high



enough yields to produce enough antibody for an immunoaffinity column.
Perhaps a more productive approach would be to prepare a scFv library from
the mRNA of immune splenocytes and screen for polyol-responsiveness by an
ELISA-elution assay.

CONCLUSIONS

Immunoaffinity chromatography is a very useful tool for the purification
of protein complexes. The use of mAbs has resulted in two methods to purify
complexes gently and specifically.

The first is to use a PR-mAb that reacts with an epitope contained in a
protein in the complex. It is helpful if this PR-mAb is cross-reactive with the
homologous protein in different species. It is also possible to screen existing col-
lections of mAbs that react with a protein of interest for polyol-responsiveness.
One can also perform a fusion with the intention of screening specifically for PR-
mAbs even before the hybridomas are cloned. Secondly, if the biological system
of interest can be genetically manipulated, it is possible to incorporate an epitope
tag onto one of the proteins in the complex. The complex can be recovered by
eluting it with either a peptide homologous to the epitope or, if the mAb is polyol-
responsive, by polyol/salt.

Some features of immunoaffinity chromatography should be considered
when the target is part of a larger protein complex. First, the epitope might not
be accessible when it is contained in the complex. Second, as mentioned above,
depending upon where the epitope is located, some complex disruption might
occur due to the high affinity reaction of the epitope with the antibody.
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Figure 4. ELISA-elution assay showing the polyol-responsiveness of the NT73 scFv and mAb NT73.
The wells were coated with core RNA polymerase (100 ng/well) and eluted with TE buffer (B) or TE
buffer containing 0.75 M NaCl (S), 40% propylene glycol (P), 0.75 M NaCl and 40% propylene glycol
(S/P). Reactions were run in duplicate.



98 N. THOMPSON, ET AL.

These gentle immunoaffinity purification methods are rapid and specific,
and the structural integrity and biological activity of the complex are usually
retained. In fact, in many cases, the complex is suitable for crystallization trials,
although it might be advantageous to follow the immunoaffinity chromatography
step with some type of polishing step, such as high-resolution ion exchange or a
size-exclusion chromatography step.
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SUMMARY

Iron-sulfur (Fe-S) clusters are co-factors of proteins that perform a num-
ber of biological roles, including electron transfer, redox and non-redox catalysis,
regulation of gene expression, and as sensors within all living organisms,
prokaryotes and eukaryotes. These clusters are thought to be among the oldest
structures found in biological cells. In chloroplasts, Fe-S clusters play a key role
in photosynthetic electron transport as well as nitrogen and sulfur assimilation.
The capacity of the Fe atom in Fe-S clusters to take up an electron reversibly pro-
vides the required electron carrier capacity in these pathways. Iron and sulfur limi-
tation both affect plant primary production and growth. It has long been known
that iron deficiency leads to defects in photosynthesis and bleaching in young
leaves, phenomena that are closely linked to a defect in chloroplastic photosys-
tem-I (PSI) accumulation, a major Fe-S containing protein complex in plants.
Although the functional importance of Fe-S cluster proteins is evident and isol-
ated chloroplasts have been shown to be able to synthesize their own Fe-S clusters,

BIOGENESIS OF IRON-SULFUR CLUSTER PROTEINS IN PLASTIDS

Marinus Pilon, Salah E. Abdel-Ghany, Douglas Van Hoewyk,
Hong Ye, and Elizabeth A. H. Pilon-Smits

Biology Department
Colorado State University
Fort Collins, Colorado 80523

Genetic Engineering, Volume 27, Edited by J. K. Setlow
©Springer Science+Business Media, Inc. 2006 101



much is yet to be learned about the biosynthesis of Fe-S proteins in plastids. The
recent discovery of a NifS-like protein in plastids has hinted to the existence of
an assembly machinery related to bacterial Fe-S assembly systems. This chapter
aims to summarize what we presently know about the assembly of Fe-S clusters
in plants with an emphasis on green plastids.

INTRODUCTION: IRON-SULFUR CLUSTERS, FUNCTIONS,
EVOLUTION, AND FORMATION

Many Fe-S clusters are redox active due to the capacity of Fe to take up an
electron reversibly. This property is used, for instance, in components of the photo-
synthetic electron transport chain and in the respiratory electron transport chain
of mitochondria and bacteria. Next to these electron transport roles in energy-
transducing systems, Fe-S proteins can have redox roles in enzymes, for instance,
those involved in nitrogen and sulfur reduction. Fe-S clusters in enzymes can also
have a catalytic role other than redox activity, for example, in aconitase. Finally,
some Fe-S proteins function in the regulation of gene expression, and as sensors for
oxygen and Fe status within all living organisms, prokaryotes, and eukaryotes (1).

The Fe in Fe-S clusters is mostly found as Fe3+, with the possibility for
specific Fe atoms to be reduced to Fe2+. Fe-S clusters contain S as sulfide (S2−)
(1). In Fe-S proteins, the inorganic and acid labile S of the cluster is typically
bonded with iron and it is iron that is chelated directly to the protein side-chain
residues. With these general rules for the architecture, many types of cluster are
possible in biological systems. Fe-S clusters can differ in the number of Fe and S
atoms and the way in which they are chelated to a protein, properties that in turn
can affect cluster redox potential and biological function. Furthermore, some
clusters contain additional metal ions such as Ni and Mo. The most common
types of clusters are 4Fe-4S clusters and the 2Fe-2S clusters. Typically, Fe-S clus-
ters are chelated to the protein by cysteines, but other residues may contribute to
chelation of the cluster. For instance, the 2Fe-2S cluster of ferredoxin-type pro-
teins is chelated by four cysteines, with the thiol S of the protein bonding to the
Fe atoms, whereas, in the Rieske-type proteins, the 2Fe-2S cluster is coordinated
to two protein cysteines and two histidines (2).

The Fe-S clusters are thought to be among the oldest structures found in
biological cells (3). Indeed, Fe and S may have been abundantly available in the
environment in which life first evolved and the conditions at that time probably
favored spontaneous Fe-S cluster formation. This availability as well as the util-
ity of Fe-S clusters in catalysis and electron transfer may have contributed to an
early “addiction” of life to Fe, particularly as Fe-S (3). Somewhat ironically, oxy-
genic photosynthesis, made possible by the use of Fe in electron transport sys-
tems, greatly reduced the availability of Fe due to reactivity of oxygen to Fe and
the insolubility of the resulting iron oxides. Thus, present-day organisms are in
fierce competition for limited available iron, despite the abundance of Fe in the
earth’s outer crust. Sulfur, perhaps available abundantly in reduced form in the
early atmosphere, may have gradually become oxidized and is now available to
plants mostly as sulfate.
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Although 2Fe-2S and 4Fe-4S clusters have been assembled in vitro in
some model proteins with ferrous iron and sulfide, it is now clear that the process
is not spontaneous in vivo and Fe-S assembly proteins have been shown to be
required for the biological formation of these [for reviews, see (4, 5)]. We aim to
describe what is presently known about the Fe-S cluster assembly pathways in
plants, particularly in chloroplasts.

Fe-S Proteins in Plastids

Fe-S clusters are essential components for photosynthesis, the process
unique for plants and algae that drives life on earth. The Fe in Fe-S clusters plays
a pivotal role in electron transfer from water to NADPH, which is used to reduce
CO2 to form sugars (6), as well as for N and S reduction and assimilation, for
example, by nitrite reductase and sulfite reductase (7, 8).

The photosynthetic electron transport chain contains three major com-
plexes, photosystem-II (PS-II), the cytochrome b6/f complex, and PSI. In addition,
the NDH complex, which is similar to the mitochondrial NADH reductase, func-
tions in cyclic electron transport (9). Iron is present in all of these complexes, and
as such Fe is the most important redox-active metal ion for photosynthetic electron
transport, both quantitatively and qualitatively (10). Iron in PS-II is present in
heme and non-heme iron. In the cytochrome b6/f complex, Fe is present as heme
and as 2Fe-2S Rieske-type clusters. PSI contains three 4Fe-4S clusters (11) and the
electron carrier ferredoxin (Fd) contains one 2Fe-2S cluster (6). Some other plas-
tidic Fe-S proteins are Tic55, a Rieske-type protein of the plastid protein import
machinery (2Fe-2S), ferredoxin-thioredoxin reductase (4Fe-4S), sulfite reductase
(4Fe-4S), nitrite reductase (4Fe-4S), and glutamate synthase (3Fe-4S) (2, 12).

The Biogenesis of Fe-S Proteins

In eukaryotes, an Fe-S assembly machinery is present in the mitochon-
dria. Work in yeast suggested that Fe-S cluster formation is the only essential
function of mitochondria. For a review see (4). Furthermore, cytosolic Fe-S clus-
ters depend on the mitochondrial Isc machinery involving homologues of the
genes encoded by the nif/isc clusters of bacteria and an ABC-type transporter in
the mitochondrial inner membrane, which may serve to export intermediates in
Fe-S assembly (13). A similar mitochondrial machinery may be present in plants
(14). Mutations in the Arabidopsis Starik gene encoding a mitochondrial protein
that is a functional homologue of the yeast ABC exporter required for cytosolic
Fe-S cluster formation produce plants with severe growth and developmental
phenotypes (14). More recently, there is also evidence for a cytosolic Fe-S cluster
formation machinery in yeast (15)

Most chloroplast proteins are nuclear encoded and synthesized with a
cleavable N-terminal transit sequence required for translocation into the
organelle (16). Nuclear-encoded chloroplast metallo-proteins like ferredoxin (Fd)
acquire their cofactors after import into the organelle (17–20). Indeed, chloro-
plasts appear to have their own Fe-S biosynthetic machinery: Fe-S cluster assem-
bly in Fd was observed in isolated chloroplasts with cysteine as the sulfur donor,
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a reaction that further requires light or ATP and NADPH (21, 22). Fe-S cluster
assembly into radiolabeled, freshly imported ferredoxin precursor obtained by
in vitro translation was demonstrated using isolated intact chloroplasts (17). The
reaction proceeds in the absence of cytosol (19). Together, these experiments indi-
cate the presence of an Fe-S cluster formation machinery in chloroplasts.

Following import into the organelle, the maturation of Fe-S proteins
depends on a number of processes, described in more detail in the following sec-
tions. Firstly, iron must be taken up and mobilized. Secondly, sulfur must be
taken up, reduced, and assimilated. Finally, Fe-S clusters must be assembled from
available components and inserted into apo-proteins. Because cysteine was iden-
tified as a source for Fe-S formation in chloroplasts (21, 22), a protein with cys-
teine desulfurase activity is likely involved in this process. CpNifS, the first
characterized NifS-like protein from plants, is the only plastid protein with this
activity that has been identified (23, 24) and a CpNifS-dependent machinery like-
ly is responsible for plastid Fe-S cluster formation.

Iron Uptake and Storage in Plants

A first step required for Fe-S formation is the uptake of iron. Although
Fe is abundant in the earth’s crust, it is mainly present as insoluble iron-oxide in
the soil which is not bioavailable. As a consequence, Fe is one of the three most
limiting nutrients to plant growth (10). Plants have developed two strategies to
take up iron [for reviews, see (25, 26)]. Grasses secrete phyto-siderophores that
complex iron to make it soluble and available for uptake in the root by a special-
ized transporter (27). Other plants like Arabidopsis thaliana use a ferric reductase
(28) to reduce Fe(III) to Fe(II), which is more soluble and can be taken up by the
IRT transporter at the root surface (29, 30). Plants also make Fe more bioavail-
able by pumping protons into their rhizosphere using ATPases; these protons can
replace Fe and other cations at negatively charged groups on the soil surface.

Much is yet to be learned about how iron is distributed throughout the
plant and inside plant cells. Fe may be chelated by nicotianamine or organic acids
during long-distance transport. Iron import in the mesophyll cells may involve the
activity of a ferric reductase and the action of metal transporter of the NRAMP
or YSL families, but the exact mechanism is not yet clear (25). It is estimated that
up to 90% of the iron in green tissues is in chloroplasts. Fe(II) transport activity
has been identified for chloroplast envelopes (31); however, the molecular machin-
ery involved is not yet identified. In leaf chloroplasts much of the Fe is used in
photosynthesis, particularly in PSI, whereas the remaining or excess Fe is chelat-
ed and stored by the chloroplast protein ferritin (32). The Arabidopis genome
encodes four different plastid ferritins, which are differentially expressed. It is very
likely that the Fe used for Fe-S clusters is recruited from ferritin-bound stores.

S Assimilation and Reduction

Sulfur (S) is an essential macronutrient for plants, and present at 0.1–1%
of plant dry weight depending on the plant family and soil type (10). Sulfur is
generally less limiting for plant growth than other macronutrients such as N or P,
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but nevertheless positive responses to S fertilization have been reported from
many areas in the world including most agricultural areas. Sulfur deficiency
manifests itself as chlorosis of younger leaves and stunted growth (10). The role
of S in molecules is very diverse; this is because S can exist in multiple oxidation
states (+6, +4, 0, −2) with different chemical properties (33). Next to its role in
Fe-S clusters, sulfur is an essential element for plant primary metabolism as a
structural component of proteins and lipids, antioxidants, regulatory molecules,
metal-binding molecules, and co-factors/co-enzymes.

The flow of S in plants can be summarized as follows. Most S is taken up
as sulfate, which is first activated and then reduced to sulfite and finally sulfide,
which is subsequently incorporated into cysteine. The main form of S in soils and
thus the form taken up by plants is sulfate. This is the most oxidized form of S
(valence state +6), and the predominant bioavailable form in most soils. The form
of S present in biomolecules is mostly reduced S, although S also occurs in its
oxidized form in sulfolipids and various sulfated compounds [for a review, see
(34)]. Cysteine is the first organic form of S after sulfate reduction.

The assimilation of sulfate into cysteine takes place mainly in the chloro-
plast. On its way from the soil to the chloroplast, sulfate enters the plant by group
1 high-affinity sulfate transporters in the plasma membrane (35-37). Trans-
location of sulfate to the shoot by way of the xylem appears to be facilitated by
sulfate transporters from groups 4, 3, and 2 in Arabidopsis roots, involved in
vacuolar efflux and xylem loading (38, 39). Sulfate is taken up from the xylem
into leaf mesophyll cells, perhaps by the combined action of group 2 and 3 sulfate
transporters (40, 41). From the cytosol, sulfate is transported to the chloroplasts.
There may be an H+-sulfate co-transporter in the chloroplast envelope, but so far
none has been identified.

Sulfate is activated by reaction with ATP to form adenosine-5-phospho-
sulfate (APS). This reaction is catalyzed by ATP sulfurylase. The predominant
isoform of this enzyme is located in the plastids, but there is also a minor cytosolic
form; the two isoforms are regulated differently (42). The further reduction of
sulfite to sulfide is mediated by sulfite reductase, a plastidic enzyme (43). The six
electrons needed for this step are thought to come from ferredoxin (Fd). Sulfide
is incorporated into cysteine (Cys) by coupling to O-acetylserine (OAS). This
reaction is mediated by the enzyme OAS thiol lyase, also called cysteine synthase;
the OAS needed for this reaction is produced by serine acetyltransferase (SAT).
Because only plastidic forms of APS reductase and sulfite reductase have been
found, reduction of sulfate to sulfide is thought to occur exclusively in plastids.
Because of the higher reducing power in the photosynthetic chloroplasts, most of
sulfate reduction probably happens in chloroplasts, although non-green plastids
also perform sulfate reduction. After formation, Cys is rapidly converted to other
compounds in the chloroplast or other compartments. Therefore, the Cys con-
centration in the cell is quite low (in the micromolar range).

Much of Cys is incorporated into proteins, either in the plastids or in the
cytosol. Cysteine residues in proteins often serve an important role in protein
structure and function. The structural importance is due to the capacity of two
Cys thiol groups to form a disulfide bond, which can contribute to protein tertiary
and quaternary structure. In intracellular proteins, thiols are mostly in a reduced
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state. The reducing power of these thiol groups can be used to reduce other cell
components. For instance, in chloroplasts the redox capability of Cys in
thioredoxin is crucial for the regulation of photosynthetic enzymes (12). The thiol
group of Cys also has metal-binding properties and is responsible for the metal-
binding capacity of many metal-binding proteins including Fe-S clusters but also
other proteins such as metallothioneins (44) and metal transporters such as
P-type ATPases of which there are eight in Arabidopsis (45).

Cysteine holds a central position in S metabolism and is used for the
biosynthesis of a variety of other reduced S compounds including methionine,
S-adenosylmethionine (SAM), glutathione (GSH), and phytochelatins (PCs), the
coenzymes thiamine, biotin, lipoic acid, and co-enzyme-A, the molybdenum co-
factor and Fe-S clusters. About 2% of the organic reduced S in the plant is present
in the form of nonprotein thiols, and around 90% of this fraction is glutathione
(γ-Glu-Cys-Gly, GSH). Glutathione is synthesized enzymatically in both the
plastids and the cytosol (67).

Cysteine can be converted to alanine and sulfide by Cys desulfurases
(CysD). These are NifS-like proteins, that is, related in structure to the NifS pro-
tein from Azotobacter vinelandii (46). In Arabidopsis, one NifS-like enzyme has
been reported in plastids (23, 24), whereas a second form may be present in mito-
chondria (14). CysD enzymes function to provide reduced S for the production
of Fe-S clusters (see below) as well as several coenzymes (47).

MICROBIAL IRON-SULFUR CLUSTER BIOSYNTHETIC
MACHINERIES

The study of Fe-S assembly has progressed most rapidly in microbial
systems and because these studies provided very useful insights into the Fe-S
machinery in plastids we provide a brief overview here. Fe-S cluster assembly in
microbes can be divided into three steps: mobilization of S from cysteine and Fe
from cellular stores, cluster assembly, and finally insertion in apo-proteins (5).

The first Fe-S assembly machinery studied was the nif system of
Azotobacter vinelandii, which is responsible for the formation of Fe-S clusters for
nitrogenase, required under nitrogen fixation conditions (46). The A. vinelandii
nif gene cluster includes a cysteine desulfurase (CysD) encoding gene, NifS, as
well as the other genes nifU, nifA, NifV, and cysE, all thought to be involved
in Fe-S cluster formation. NifS-like proteins are pyridoxal 5’-phosphate
(PLP)-dependent, enzymes that produce elemental sulfur or selenium from
(seleno)cysteine, leaving alanine [(48); for a review on cysteine desulfurases, see
(47)]. A second NifS-like protein occurs in A. vinelandii, IscS, which has a house-
keeping function in the formation of other cellular Fe-S proteins (49). IscS is
present in a gene cluster that contains paralogs of some of the nif genes (iscU,
similar to the N-terminus of nifU, and iscA); thus, the nif and isc clusters have a
similar organization (49). The NifU- and NifA-like proteins are thought to serve
a scaffold function for the Fe-S cluster during its synthesis and before its transfer
to the target protein and conserved cysteines play a pivotal role in this process
(50, 51). The Isc gene cluster also includes an Hsp70 and Hsp40 and a ferredoxin-
type protein. Homologues of the nif/isc genes have been discovered in several
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other bacteria including E. coli (49) and are also present in the mitochondria of
eukaryotes (4). Next to IscU- and IscA-type proteins the mitochondria have an
Nfu protein, which is similar to the C-terminus of NifU (4). In yeast mitochon-
dria, the Hsp70/40 machinery is required for the utilization of Fe-S clusters
assembled on IscU (52).

In E. coli and Erwinia chrysanthemi, a third gene cluster involved in Fe-S
cluster formation is the Suf operon, which also includes a NifS-like cysteine
desulfurase called SufS/CsdB in E. coli. (53). A major function of the Suf oper-
on may be in protecting the cell from oxidative stress and iron starvation (54, 55).
Figure 1 summarizes the structures of the three gene clusters implied in Fe-S for-
mation in bacteria. A comparison of the sequences of NifS-like proteins from
various organisms reveals two classes of these proteins (48). The Isc-type cysteine
desulfurases fall into class I, whereas the Suf operon encoded NifS-like protein
(SufS/CsdB) falls into class II, more related to enzymes implied in selenium
metabolism (Figure 2). Besides a NifS-like protein the Suf operon contains SufA,
SufB, SufC, SufD, and SufE. SufA is related to NifA and IscA and may have a
scaffold function (56), whereas SufE was shown to activate SufS (57, 58). SufC is
a nonintrinsic cytosolic member of the ABC domain transporter super-family. It
forms a complex with Suf B and D, but the biochemical role of this complex is
not yet clear (54, 58).
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Figure 1. Overview of components of bacterial Fe-S assembly systems. Gene clusters are indicated
with genes encoding proteins with similar structure indicated in a similar shading. Cysteines in scaffold
proteins are indicated as c. Adapted with modification from (47).



Chloroplasts are thought to be derived from a cyanobacterial ancestor.
Even though still much is to be learned about the assembly of Fe-S clusters in
cyanobacteria, it is of interest to know that the genome of non-nitrogen fixing
cyanobacteria, which are perhaps the most close to plant plastids, encode
homologues of IscS and Nfu (C-terminus of NifU) as well as homologues of the
E. coli Suf operon including SufS, but proteins corresponding to IscU (or the
N-terminus of NifU) are absent.

The Fe-S Assembly Machinery in Plastids

CpNifS

Inasmuch as cysteine was the sulfur source for Fe-S formation in ferre-
doxin, a plastidic NifS-like protein or a similar enzyme should be involved in
Fe-S formation in chloroplasts (20). Two genes encoding NifS-like proteins have
been identified in the Arabidopsis genome. One of the encoded proteins is present
in mitochondria (14) and the other one, called CpNifS, is located in plastids
(23, 24). The discovery of a NifS-like protein in plastids has prompted database
searches for possible NifS-dependent protein factors that may function in Fe-S
cluster assembly in chloroplasts. Putative Fe-S assembly factors with chloroplast
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transit sequences are indeed encoded in the Arabidopsis genome (Table 1,
Figure 2). CpNifS is most similar to a cyanobacterial NifS-like protein, and
among the E.coli homologues is most similar to SufS/CsdB, a group II NifS-like
protein (Figure 3). CpNifS was found to be able to use both Cys and SeCys as
substrates, with a 300-fold lower cysteine desulfurase activity compared with its
selenocysteine lyase activity (23).

In microbes, NifS-like proteins have also been implied to function in
aspects of S metabolism other than Fe-S cluster formation, namely the bio-
synthesis of biotin, thiamine and molybdenum co-factor, MoCo (47). NifS-like
proteins may play similar roles in plants. In bacteria and mammals, essential Se
metabolism also involves NifS-like proteins, which are needed for the incorpora-
tion of Se into selenoproteins and seleno-tRNAs (47). A summary of the various
possible roles of NifS-like proteins in S and Se metabolism is given in Figure 4.

It has now been shown that Se is an essential element for bacteria and
animals—a requirement not yet shown for plants. On the other hand, higher Se
concentrations are toxic to all organisms. Thus, organisms must prevent Se toxi-
city and at the same time many organisms need Se for their metabolism; NifS-like
proteins may play a role in both aspects. Indeed, Arabidopsis plants that overex-
press CpNifS show increased tolerance to selenate. Furthermore, transcript
profiling experiments in Arabidopsis showed that a group of genes that are up-
regulated in S deficiency are also up-regulated by selenate treatment, but this up-
regulation is less pronounced in plants that overexpress CpNifS (Van Hoewyk
et al., unpublished data). Together these results suggest that CpNifS can help
reduce Se stress by avoiding Se-induced S deficiency.

The role of CpNifS in Fe-S formation was first addressed directly by Ye
et al. (59). To test whether CpNifS is involved in Fe-S cluster formation for
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Table 1. Putative components of a chloroplast Fe-S machinery in Arabidopsis thaliana.

Protein names AGI# Length Proposed function Reference

CpNifS/CpSufS At1g08480 463 Cys-desulfurase 23, 24

CpNfu1 At4g01940 230 Scaffold 60, 61

CpNfu2 At5g49940 235 Scaffold 60, 61

CpNfu3 At4g25910 236 Scaffold 60, 61

CpSufA/CpNFA At1g10500 180 Scaffold Own results,
Unpublished

CpSufB/Laf6 At4g04770 557 Far-red signaling? 63

CpSufC At3g10670 338 ATPase/embryogenesis 64

CpSufD At1g32500 475 Unclear TAIR

CpSufE At4g26500 371 Activator of CpNifS? Own results,
Unpublished

HCF101 (NifH-like) At3g24430 532 4Fe-4S insertion 6
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Figure 3. Grouping of NifS-like proteins based on sequence similarity. NifS-like proteins are pyridox-
al-5 phosphate (PLP) dependent enzymes with both cysteine desulfurase and selenocysteine lyase activi-
ties that can be placed into two groups based on sequence similarity. In bacteria and in yeast
mitochondria, cysteine desulfurases of group I with structural similarity to the NifS enzyme from
Azotobacter vinelandii provide sulfur for Fe-S formation. Bacterial NifS-like proteins of group I such
as IscS from Escherichia coli and Azotobacter vinelandii have been implied as housekeeping enzymes in
Fe-S formation and are present in operons together with scaffolding proteins such as IscU and IscA .
The physiological role of group II Nifs-like proteins such as E. coli SufS/CsdB in Fe-S synthesis is less
evident, but work with double mutants indicates a partially overlapping function of IscS and
SufS/CsdB in E. coli. AtMtNifS and AtCpNifS, the Arabidopsis mitochondrial and chloroplast NifS;
S. cere NFS1, yeast mitochondrial NifS; SsCsd1, SsCsd2, and SsCsd3, synechocystis NifS-like pro-
teins; A. vine NifS, Azotobacter vinelandii NifS; E. coli CsdB, SufS protein; E. coli CsdA, CsdA; Mouse
SL, selenocysteine lyase from mouse, used as an outgroup in this phylogenetic tree (modified from 23).

Figure 4. Possible functions of NifS-like enzymes in S and Se metabolism. Next to the function in
Fe-S formation, NifS-like proteins of either group may be involved in the biosynthesis of thiamine,
biotin, molybdenum cofactor, and seleno-protein and Se-tRNA synthesis.



photosynthetic proteins, an in vitro reconstitution assay was developed for
ferredoxin. In this assay, apo-fd is reconstituted to the holo-form by acquiring
an Fe-S cluster, which was synthesized in vitro from cysteine sulfur and a ferrous
iron salt. Holo-fd was separated from apo-fd and other proteins and quantified
by HPLC using an ion exchange column. Purified CpNifS was active by itself in
stimulating holo-fd formation in this assay. The amount of reconstituted
ferredoxin was dependent on the CpNifS concentration. It was calculated that,
under the assay conditions, 16 molecules of apo-Fd were reconstituted per
CpNifS monomer. Thus, CpNifS has a catalytic role in iron-sulfur cluster for-
mation in ferredoxin in vitro. The activity requires an intact PLP-cofactor, and
CpNifS protein with a mutation of the conserved active site cysteine (Cys418-Ser)
is inactive, indicating that ferredoxin reconstitution involves the cysteine
desulfurase activity of CpNifS.

Stromal proteins at 300 µg/mL showed activity comparable to 10 µg/mL
CpNifS. Based on a quantification by means of Western blotting, we calculated
that CpNifS constitutes 0.06 ± 0.02% of total stromal protein. Thus, the apparent
reconstitution activity of stroma was 50-80 times more than that of pure CpNifS
protein and stromal components activate CpNifS. To investigate whether Fe-S
cluster reconstitution activity of stroma was dependent on CpNifS, an affinity
column was used to deplete stroma of CpNifS, the removal of which was con-
firmed by immunoblot. Both the original stroma and the antibody-treated stroma
were examined for ferredoxin reconstitution activity. The activity of the anti-
body-treated stroma was decreased to background levels, suggesting that the
reconstitution activity of stroma was entirely dependent on CpNifS. Importantly,
adding back pure CpNifS to depleted stroma to its original concentration
restored the reconstitution activity. Stroma that had been treated with pre-
immune serum did not lose its Fe-S reconstitution activity.

To investigate whether CpNifS may be complexed to other stromal
proteins, a gel filtration experiment was performed using a high-resolution
column, and the elution of CpNifS followed using immunoblotting. Purified
CpNifS eluted from the column in a single peak with a retention time expected
for the dimer, as was found before (23). Interestingly, the CpNifS present in
stroma eluted in two peaks approximately 90% eluted as a CpNifS dimer of
86 kDa, as was observed earlier using pure CpNifS. An additional, smaller
amount of CpNifS eluted at a high molecular weight of ~600 kDa. This result
indicates that CpNifS interacts with other proteins in vivo and may form a
transient complex with them (59).

CpNfu as a Possible Fe-S Assembly Scaffold Protein in Plastids

Database searches (TAIR: www.arabidopsis.org) indicate that plastids
do not have an IscU homologue, or a protein similar to the N-terminal domain
of NifU, but several other potential members of a plastid Fe-S cluster forma-
tion machinery were identified (see Table 1 for a listing). The three CpNFU
genes (CpNfu 1-3) encode chloroplast proteins that are differentially expressed
but closely related in sequence to each other and similar to cyanobacterial Nfu
and the C-terminus of NifU (60, 61). The domain structure of CpNfu proteins
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is of interest. The three chloroplast Nfu proteins have a domain with high
similarity to cyanobacterial Nfu, including the conserved cysteine that is
implied in transient cluster binding. In addition, a second Nfu-like domain
that lacks the cysteine residues is present at the C-terminus of the CpNfu pro-
teins. CpNfu2 forms a transient cluster (60) that can be passed on to apo-ferre-
doxin in vitro (60, 61). Insertion mutants in one of the CpNfu genes (CpNfu2,
At5g49940) have a dwarf phenotype and are deficient in some but not all plas-
tid Fe-S proteins (61, 62). In the mutant lines the accumulation of both 2Fe-S
and 4Fe-S proteins (PSI and sulfite reductase) is diminished and the organiza-
tion of PSI is affected. Interestingly though, the KO-is viable and Fe-S protein
levels were only diminished in vitro. Furthermore, the Rieske type 2Fe-2S of
the B/F complex and the 3Fe-4S cluster of glutamate synthase were not affected
(61, 62). It is possible that those clusters would require the action of any of the
other two CpNfu gene products. However, the expression levels and sequence
similarities of these genes may suggest that a different scaffold may be required
for these substrate proteins. Because CpNfu proteins can carry a transient
Fe-S cluster that can be transferred to Fd, the observed effect on Fe-S assembly
in the CpNfu2 mutant is likely a direct one. However, in view of the observed
effect of the CpNfu mutation on two types of clusters, it would be of interest
to verify the mRNA expression levels of Fd and PSI encoding genes to rule out
indirect effects of the mutations. So far, a direct link between CpNifS and
CpNfu has not been established at the biochemical level, but this may only be
a matter of time.

CpIscA as an Alternative Scaffold

Another potential candidate for interaction with CpNifS is CpSufA
(Abdel-Ghany, Ye, Pilon-Smits and Pilon, unpublished). A T-DNA insertion
line for this gene was obtained. Thus far, only plants that are heterozygous for
the insertion were found. A preliminary analysis indicates that when these
heterozygotes are sown on media with sucrose, one-quarter of the seedlings
show a visible growth phenotype. Thus, the homozygous CpSufA knockout may
be lethal in plants grown on soil, perhaps due to impaired photosynthesis.
However, further analyses will be required before firm conclusions on the in vivo
role of CpSufA can be made. CpSufA was shown to be plastidic by GFP-fusion
studies. We have purified CpSufA and studied its effects on CpNifS-dependent
reconstitution of Fd in vitro. Pre-incubation of pure CpNifS and pure CpSufA
in the presence of cysteine and a ferrous iron salt was shown to give a two-fold
stimulation of apo-Fd reconstitution compared with CpNifS alone. Gel filt-
ration experiments indicated purified CpSufA is a tetramer. However, upon
incubation with CpNifS, purified CpSufA acquires a transient Fe-S cluster as
indicated by the absorption spectrum of CpSufA and direct measurement of Fe
and it becomes a dimer. The cluster in dimeric CpSufA can subsequently be
transferred to apo-Fd to form holo-Fd. Thus, CpSufA can function as an
assembly scaffold for Fe-S clusters.
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Other Suf-Type System Components and Hcf101

Other potential candidate proteins that may assist CpNifS in Fe-S cluster
formation in plastids are the Arabidopsis homologues of SufA, B, C, D, and E
and Hcf101 protein (Table 1). The putative SufB and SufC homologues are con-
firmed to be in the chloroplast and mutants have phenotypes that indicate a role
in development (63, 64). Expression profiling indicated that the potential SufB
gene is regulated by Fe-deficiency in Arabidopsis (65), but, so far, a link of
CpSufBCD or E with CpNifS or Fe-S clusters has not been made in plants.
Bacterial SufE protein is required to stimulate the low endogenous cysteine desul-
furase activity of SufS/CsdB. Our laboratory has localized the plant SufE protein
to the chloroplast and we subsequently labeled the protein CpSufE. CpSufE is
expressed in all major tissues, like CpNIFS, and it is feasible that CpSufE and
CpNifS interact. Preliminary experiments in our lab indicate that CpSufE can
indeed stimulate the cysteine desulfurase activity of CpNifS (Ye et al., unpub-
lished). It will be interesting to see what the exact physiological role of the
CpSufE is. The function of the bacterial SufB, C, and D proteins is still unclear;
they appear to form a complex and may be involved in providing ferrous iron, or
in transferring the Fe-S cluster from the scaffold protein to the target protein. In
view of the function of the bacterial Suf operon in protection from oxidative
stress, Suf homologues should make suitable members of the plastidic Fe-S clus-
ter machinery, since the chloroplast is an oxygenic compartment due to its pho-
tosynthetic oxygen production.

Another interesting putative component of the plastid Fe-S machinery is
HCF101. HCF101 (high chlorophyll fluorescence 101) encodes a NifH-related
P-loop ATPase that seems to be required for 4Fe-4S but not 2Fe-2S in chloroplasts
(66). The mechanism of action of the protein is so far not clear.

FUTURE PROSPECTS

The mechanisms of Fe-S assembly in plastids are complex and we are far
from a complete understanding of this fascinating process. Figure 5 shows a
working model for the Fe-S cluster formation machinery in plastids that includes
components that have been characterized biochemically. The exact role of scaf-
fold proteins in the biosynthesis of specific Fe-S proteins requires the develop-
ment of sophisticated in vitro systems that can measure not only 2Fe-2S insertion
in ferredoxin-type proteins, but also insertion in Rieske-type proteins, 4Fe-4S and
3Fe-3S proteins. This requires novel model proteins and assays that take into
account the observed need for NADPH and ATP in plastid Fe-S assembly.
Furthermore, the analysis of double mutants will help reveal possible functional
overlap. To assess whether effects of mutations on the accumulation of proteins
is a direct effect, expression at the mRNA level should be studied.

Thus far, very little is known about the molecular details of Fe uptake in
plastids. Furthermore, the regulation of Fe-storage and recruitment for Fe-S
assembly is unclear. How do plants coordinate the need for Fe in photosynthesis
with S metabolism and Fe uptake and mobilization? This question is not trivial
since both free Fe and S are considered toxic. The newly available genetic and
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genomics tools will help reveal novel elements of the Fe-S biosynthetic machin-
ery and the regulation of the machinery as a whole in response to developmental
cues, the need for photosynthesis, and nutrient status.
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INTRODUCTION

Iron is an essential micronutrient for plants. It is a component of a var-
iety of enzymes involved in a range of biochemical processes, including respir-
ation, photosynthesis, and nitrogen fixation. Iron functions to accept and donate
electrons, and is thus involved in numerous electron transfer reactions. However,
iron is toxic in excess since both Fe(II) and Fe(III) can act as catalysts in the for-
mation of hydroxyl radicals, which are potent oxidizing agents that may damage
DNA, proteins and lipids (1). For these reasons, it is crucial that cells maintain
precise homeostatic mechanisms to ensure that iron is present at adequate, but
nontoxic levels; both iron uptake and storage are carefully regulated processes.

A second factor that influences iron uptake by plants is the limited sol-
ubility of iron in aerobic soils of neutral or basic pH. Although iron is the fourth
most abundant element in the earth’s crust, it tends to form insoluble oxyhydrox-
ide polymers and the concentration of free Fe(III) in aerobic soils of neutral pH
(~10−17M) is much lower than concentrations required for the optimal growth of
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plants (~10−9 to 10−4M) (2). Iron deficiency is most commonly a problem for
plants grown on calcareous soils, which represent approximately 30% of soils
worldwide.

Iron deficiency is an enormous problem in human health; the World
Health Organization estimates that over 3 billion people worldwide suffer from
iron deficiency (3). Women and children, in particular, are at risk for iron defi-
ciency. In many locations throughout the world, dietary iron is obtained primar-
ily from plant foods. In general, plant foods are a poor source of iron as plants
often contain low levels of iron, and iron in plant foods is often not bioavailable.
For these reasons, it is crucial that we develop a comprehensive understanding of
the machinery and regulatory mechanisms that control iron uptake and distribu-
tion within plants. Such information should facilitate the production of crop
plants with improved iron content and thus would help to alleviate iron deficiency
worldwide. Here, we describe recent progress made in understanding iron uptake
and homeostasis in plants. We emphasize insights that are particularly relevant to
the creation of crops with enhanced iron content and crops that are able to
tolerate growth on soils considered iron deficient.

STRATEGY I

All dicots and nongrass monocots utilize the Strategy I response to mobi-
lize and take up iron from the soil (4). In many respects, the Strategy I response
of higher plants is similar to the high-affinity iron uptake system utilized by the
yeast Saccharomyces cerevisiae (5). In addition, it is thought that the unicellular
green alga Chlamydomonas reinhardtii utilizes a Strategy I–like iron uptake sys-
tem (6). The three major components of the Strategy I response are: 1) secretion
of protons to acidify the rhizosphere and enhance solubility of Fe(III); 2) reduc-
tion of Fe(III) to Fe(II); and 3) uptake of Fe(II) (Figure 1). In addition, in response
to iron deficiency, some Strategy I species display morphological changes, includ-
ing the development of root hairs and transfer cells, whereas others secrete flavins
and phenolic compounds (7-9). A plasma membrane H+-ATPase likely serves to
pump protons across the plasma membrane of epidermal cells into the rhizo-
sphere (10, 11). Although the precise identity of the H+ATPase involved in the
iron deficiency response is not known, recent work has resulted in the identification
of both the Fe(III) chelate reductase and the Fe(II) transporter (1217).

Fe(III) Reduction

Reduction of Fe(III) to Fe(II) is carried out by a root, low iron–inducible,
plasma membrane–bound, ferric chelate reductase (18). It is thought that reduc-
tion of Fe(III) to Fe(II), rather than uptake of Fe(II), is the rate-limiting step of
iron uptake in Strategy I plants (19, 20). Two complementary approaches allowed
the identification of the gene that encodes the ferric chelate reductase responsible
for reduction of iron at the root surface. Yi and Guerinot identified an
Arabidopsis mutant (frd1, for ferric reductase defective) that was unable to induce
root-surface ferric chelate reductase activity in response to iron deficiency (13). A
polymerase chain reaction (PCR)-based approach allowed the identification of a
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family of genes in Arabidopsis (FRO, for ferric reductase oxidase) that showed
homology to yeast ferric chelate reductase and to the human neutrophil respira-
tory burst NADPH oxidase, gp91phox (21). Gp91phox is involved in the generation
of active oxygen species in response to pathogen attack (22, 23). The FRO2 gene
was shown to map to the same location as the frd1 mutation. Subsequently, trans-
formation of the frd1 mutant with the FRO2 gene rescued the frd1 phenotype and
proved that FRO2 encodes the root ferric chelate reductase (12).

FRO2 is predicted to contain eight transmembrane domains and contains
four histidine residues that are thought to coordinate two heme groups that are
located in the membrane (12). FRO2, like the yeast ferric chelate reductases and
gp91phox, contains FAD and NADPH-binding domains. It is thought that
FRO2 functions to accept cytosolic electrons, pass them through the heme groups
across the membrane to Fe(III), which, in turn, is converted to Fe(II).
Arabidopsis FRO2 is expressed predominantly in the epidermal cells of iron-
starved roots (20). The Arabidopsis genome contains seven additional FRO genes
(12, 21); no other Arabidopsis FRO has been characterized functionally. The pea
FRO1 gene was identified and expression of PsFRO1 in yeast showed that the
enzyme functions to reduce Fe(III) to Fe(II) (24). PsFRO1 is expressed in many
locations throughout the plant, including the roots, nodules, and leaves, suggest-
ing that PsFRO1 may function in iron uptake from the soil and in iron distribu-
tion within the plant (24).
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Fe(II) Transport

A yeast complementation approach allowed the identification of IRT1
(Iron Regulated Transporter) (14), which encodes the major high-affinity trans-
porter responsible for iron uptake from the soil (15-17). In addition to iron, IRT1
is known to transport zinc, manganese, cadmium, and cobalt (14, 15, 25).
Interestingly, mutation of particular amino acid residues in IRT1 alters the speci-
ficity of the transporter (26). IRT1 is expressed in the epidermal cells of roots and
in flowers (15) and expression of IRT1 in roots is induced by iron starvation (14,
27). In addition, IRT1 is known to localize to the plasma membrane (15). Loss of
IRT1 activity leads to reduced accumulation of iron, altered chloroplast mor-
phology, severe chlorosis, and is lethal, as an IRT1 knockout is unable to produce
seed unless it is supplemented with high concentrations of iron (15-17).
Presumably, application of iron rescues the IRT1 knockout line through the
activity of low-affinity iron transporters present in the outer cell layers of the
root.

IRT1 is a founding member of the ZIP (ZRT1 IRT1-like Protein) family
of metal transporters (28-30). In Arabidopsis, the ZIP family contains 15 mem-
bers (31). Of these, only IRT1 and IRT2 have been characterized. Like IRT1,
IRT2 is expressed in the outer layers of iron-deficient roots (32). However, the
precise role of IRT2 is not yet known as an IRT2 knockout line has no observ-
able phenotype and overexpression of IRT2 in the IRT1 knockout line does not
rescue the IRT1 knockout phenotype (15, 16). IRT1 homologues have been iden-
tified in a number of Strategy I species, including pea (33, 34) and tomato (35).
Interestingly, IRT1 homologues also have been identified in rice, a Strategy II
species (36).

ZIP family members are characterized by a conserved topology, including
eight predicted transmembrane domains and an intracellular loop domain
between transmembrane domains 3 and 4. In most ZIP proteins, the intracellular
loop is the site of a histidine motif. In IRT1, the motif consists of a series of alter-
nating histidine and glycine residues (HGHGHGH) (14). Although it has been
hypothesized that the histidine motif may be involved in sensing metal status
within the cell, a role for the histidine motif has not yet been identified (14, 37).

Other metal transporters are implicated in iron transport in roots. In par-
ticular, members of the Nramp (Natural Resistance Associated Macrophage
Protein) family of proteins may have roles in iron uptake from the soil. The
human DMT1 (Nramp2/DCT1) is responsible for iron uptake from the intestin-
al lumen (38). Six Nramp genes are present in the Arabidopsis genome (31, 39,
40). Nramp genes also have been identified in tomato (41), rice (42, 43), and soy-
bean (44). Studies have shown that AtNramp1, AtNramp3, and AtNramp4 can
transport iron when expressed in yeast and expression of each gene is induced by
iron deficiency. Overexpression of AtNramp1 leads to resistance to iron toxicity,
suggesting that it may reside on an intracellular membrane and play a role in iron
distribution within the cell, rather than iron uptake from the soil (39). AtNramp3
is located on the tonoplast of cells in the vasculature; analysis of AtNramp3
knockout and overexpression lines suggests that AtNramp3 functions in efflux of
metals from the vacuole (45). Studies of the expression of tomato Nramp1 sug-
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gest that, although it is expressed in roots and is up-regulated by iron deficiency,
it may play a role in iron distribution within the plant (41). Thus, data collected
to date implicate Nramp family members in iron transport within plants, rather
than in uptake from the soil (see below).

STRATEGY II

Like most microorganisms, graminaceous plants utilize siderophores as a
strategy to mobilize and take up iron when it is not readily available.
Phytosiderophores (PS) are nonproteinogenic amino acids belonging to the mug-
ineic acid (MA) family of compounds (46). PSs are synthesized and then secreted
into the rhizosphere where they bind Fe(III) with high affinity. Fe(III)-PSs are
then transported into root cells by a plasma membrane transport system (Figure 1)
(47). In grasses, PS biosynthesis and secretion, as well as Fe(III)-PS uptake are
induced by iron starvation. Different graminaceous species produce different
types and quantities of PSs. The amount of PSs released into the soil correlates
with the plant’s ability to tolerate iron starvation (7, 48). Oat and barley are rela-
tively resistant to iron limitation, whereas maize and rice (which secrete fewer
PSs) are sensitive to iron limitation. In addition, plants use microbial
siderophores for iron acquisition; however, little is known about this mechanism
(49). It is thought that the Strategy II response is more efficient than the Strategy
I response as grasses can survive on calcareous soils that do not support growth
of nongrass species.

Phytosiderophore Biosynthesis

Plant PSs were first identified in oat and rice (50). Since then, the bio-
chemical pathway for PS synthesis has been elucidated and many of the essential
genes have been cloned from barley and rice (51-57). PS biosynthesis begins when
three molecules of S-adenosylmethionine (SAM) are combined to form one
molecule of nicotianamine (NA); this occurs in a single enzymatic step catalyzed
by nicotianamine synthase (NAS).

Higuchi et al. were first to isolate seven HvNAS genes from barley (51);
subsequently, NAS genes have been identified in barley (58), tomato (59),
Arabidopsis (60), rice (61), and maize (62). In vitro NA production has been
demonstrated for HvNAS1, AtNAS1, AtNAS2, AtNAS3, ZmNAS1, OsNAS1,
OsNAS2, and OsNAS3 (60, 61, 63). In addition, several EST clones correspon-
ding to putative NAS genes are present in the public databases for other grass
species including wheat and winter rye. NAS expression and activity in roots is
regulated by iron availability. HvNAS1 is not expressed in iron-sufficient roots but
is expressed at high levels in iron-deficient roots (51). In maize, transcripts of
ZmNAS1 and ZmNAS2 were detected in roots but not leaves of iron-sufficient
plants; ZmNAS1 and ZmNAS2 expression was induced in iron-deficient roots
(62). OsNAS1 and OsNAS2 transcripts and protein accumulate in response to
iron starvation (63). Promoter-GUS analysis showed that, under iron-sufficient
conditions, OsNAS1 and OsNAS2 are expressed in root companion cells and peri-
cycle cells adjacent to the xylem, whereas under iron starvation, the expression of
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these genes extended to all root cells and corresponded to an increase in secretion
of PSs.

Although the first steps of PS production up to NA synthesis are shared
by monocots and dicots, the subsequent reactions of PS synthesis are exclusive to
grasses. Deamination of NA is carried out by nicotianamine aminotransferase
(NAAT) (64). The product 2’-deoxymugineic acid (DMA) is the precursor of all
other MAs. Mori’s group showed that introducing the barley NAAT genes into
rice confers an increase in PS secretion and consequently an enhanced tolerance
to low iron availability; this result suggests that the conversion of NA to DMA is
the rate-limiting step in MA production in rice (65). DMA can be hydroxylated
by a dioxygenase encoded by IDS3 to form MA. MA and DMA can undergo
additional hydroxylation catalyzed by the IDS2 protein to form further MA
derivatives such as epiHMa and epiHDMA (46, 66). The additional hydroxyl
groups are thought to increase the stability of the Fe(III)-chelate complexes (67).

Phytosiderophore Secretion

The molecular mechanism of MA secretion is still unclear. In barley, MA
secretion has been shown to follow a distinct diurnal rhythm (53). A peak in
secretion of MAs occurs just after initial illumination and secretion ceases 2-3 h
after daybreak. In addition, the diurnal rhythm of MA secretion is correlated
with high equimolar potassium release from cortex cells. Sakaguchi et al. showed
that MA secretion in iron-deficient roots of barley is inhibited by a number of
anion channel blockers and by valinomycin, which disrupts potassium gradients.
These results suggest that MAs are secreted as monovalent anions via anion
channels using the potassium gradient. However, at present, neither the genes nor
the protein(s) involved in MA efflux have been identified (68).

Moreover, it has been suggested that secretion of MAs might require
vesicular transport; iron-deficient barley roots display an increase in the size and
number of vesicles in cortical cells, which correlates with the initiation of MA
release. The authors speculated that such vesicles might be the site of MA syn-
thesis (69). It is likely that these vesicles are derived from rough endoplasmic
reticulum (rER), as they contained ribosomes on their cytoplasmic face (66).
Localization studies using ZmNAS1-sGFP and ZmNAS2-sGFP fusion proteins
suggest that ZmNAS1 and ZmNAS2 are located at the membrane of vesicles
derived from the ER where MA synthesis likely takes place (62). A microarray
study showed that two barley genes encoding proteins from the Rab GTPase and
ARF (ADP-Ribosylation Factor) families, which are thought to participate in
directional intracellular transport of vesicles or organelles, showed both induc-
tion in response to iron limitation and diurnal regulation. Expression of both
genes peaked just prior to the onset of MA secretion. The authors speculated that
these proteins may be involved in vesicle-mediated secretion of MAs (66).

The yellow-stripe 3 (ys3) mutant of maize displays interveinal chlorosis, a
typical iron deficiency trait. This phenotype can be rescued by co-cultivation with
wild-type plants or by exogenous application of MAs suggesting that the inter-
veinal chlorosis phenotype is due to disruption of MA secretion (70).
Identification of the YS3 gene should provide insight into the mechanism of MA
secretion.
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Fe(III)-Phytosiderophore Uptake

Our understanding of Fe(III)-PS complex uptake was significantly facili-
tated by analysis of the maize yellow-stripe1 (ys1) mutant. ys1 makes normal
amounts of PSs but lacks the ability to use Fe(III)-PS complexes efficiently (71).
Recently, Curie et al. cloned the maize YS1 gene and showed that it encodes the
root Fe(III)-PS transporter. ZmYS1 is a 682 amino acid protein that is predicted
to contain 12 transmembrane-spanning domains (47). ZmYS1 belongs to the
oligopeptide transporter (OPT) family; because MAs are modified trimers of
SAM, it is logical that they would be transported by a member of the OPT fam-
ily. Yeast functional complementation experiments showed that expression of
ZmYS1 restored the iron-limited growth defect of the fet3fet4 yeast strain when
iron was supplied as Fe(III)-DMA, but not when it was supplied as Fe(III)-cit-
rate (47). This result supports the hypothesis that YS1 is involved in transport of
Fe-MA complexes in grasses. Gene expression analyses revealed that ZmYS1
mRNA is detectable in roots but not in leaves of Fe-sufficient seedlings and
expression is induced in roots and leaves when plants are grown in the absence of
iron. ZmYS1 protein levels correlated with ZmYS1 transcript levels because only
Fe-starved tissues contained high levels of ZmYS1 protein (72). The expression
of ZmYS1 in the leaves suggests that ZmYS1 may have multiple functions in the
plant; thus, in addition to functioning in iron uptake by roots, ZmYS1 may have
a role in iron distribution in the aerial portions of the plant (47). Yeast functional
complementation, expression in Xenopus oocytes and radioactive isotope uptake
assays indicated that ZmYS1 is able to transport Fe(III)-PS, Fe(II)-NA, and
possibly Fe(III)-NA, which is consistent with the idea that ZmYS1 may function
in the shoot tissues as a transporter for Fe-NA complexes, Fe-PS complexes or
both when plants are iron-limited (72, 73).

Roberts et al. examined the role of ZmYS1 in possible transport of metals
other than iron. ZmYS1 was shown to mediate transport of Cu-MA complexes.
However, ZmYS1 mRNA and protein levels did not change in response to Cu
deficiency, suggesting that ZmYS1-mediated transport of copper many not be
physiologically significant (72). Competition with 55Fe uptake assays revealed
that Co-MA is a potential substrate for transport by ZmYS1 (72). Schaaf et al.
showed that although exhibiting a high affinity for iron, ZmYS1 is able to trans-
port Zn-DMA, Cu-DMA, Ni-DMA, Ni-NA, and, with a lower affinity,
Mn-DMA and Cd-DMA. Metal-DMA, as compared with metal-NA, is the
favored substrate for ZmYS1. Fe(III)-DMA uptake by ZmYS1 is improved with
decreasing external pH and is severely inhibited by CCCP, a proton uncoupler,
suggesting that ZmYS1 functions as a proton-coupled symporter for metal-PS
and metal-NA complexes (73). This result is surprising since the release of
phytosiderophores by grasses increases under iron limitation, which occurs in
calcareous soil marked by a high pH. These data suggest that a plasma membrane
proton-ATPase may generate a local pH gradient that allows Fe(III)-DMA/pro-
ton co-transport (73).

Following the identification of ZmYS1, a large number of YS1 orthologs
were noted in existing public databases; the rice, Arabidopsis, and maize genomes
each contain a number of YS1-like genes (47). The presence of YSL (yellow
stripe-like) genes in Arabidopsis is intriguing because this is a Strategy I plant

IRON TRANSPORT AND METABOLISM IN PLANTS 125



that is able to synthesize NA, but cannot synthesize or utilize MAs. Besides Fe(II)
and Fe(III), NA is known to bind manganese, zinc, copper, and other micro-
nutrients in vivo and in vitro (58, 74–76). NA is important for iron homeostasis
and appears to play a role in the internal transport of Fe(II) and Fe(III) in
Strategy I plants (59). Thus, it has been proposed that YSL proteins function to
transport metal-NA complexes in Strategy I plants (47).

LONG DISTANCE TRANSPORT OF IRON

Following uptake of iron across the plasma membrane of root epidermal
cells, iron must move laterally to the vasculature. Iron is loaded into the xylem
and moves to the aerial portions of the plant via the transpiration stream.
Subsequently, iron may leave the xylem and cross the plasma membrane of leaf
cells. Iron also may be loaded into the phloem for transport to the root and shoot
apices and developing seeds (Figure 1).

Radial Transport Across the Root

Long-distance iron transport requires radial transport from the root epi-
dermal cells to the xylem through either a symplastic or apoplastic pathway. Iron
that moves to the xylem via the symplastic pathway is chelated or sequestered in
a nonactive form to prevent precipitation and generation of oxygen radicals (77).
Although several different candidate chelators have been proposed, including
organic and amino acids, NA emerges as the most likely candidate for a number
of reasons. NA is found in all higher plants (78), NA forms stable complexes with
Fe(II) and Fe(III) (79), and iron-NA is less reactive than free iron (74). Moreover,
the chloronerva mutant of tomato, which is unable to synthesize NA due to dis-
ruption of the single gene in tomato encoding NAS, displays iron-deficiency
symptoms such as interveinal chlorosis in young leaves and up-regulation of
components of the root iron acquisition system (51, 58, 59). Thus, it is very likely
that NA may act to chelate iron and facilitate its symplastic translocation to the
xylem parenchyma (79, 80). Presumably, once iron enters the symplastic pathway,
it may move via plasmodesmata all the way to the xylem parenchyma cells. In
addition, it is noteworthy that much of the iron associated with roots is part of
the apoplastic pool of iron (81).

Iron Loading to Xylem

Loading of iron into the xylem requires efflux from xylem parenchyma
cells resulting in iron transfer to the apoplast. Very little is known about iron
release into the stele. DeBoer et al. showed that a respiration dependent proton
pump at the plasma membrane of xylem parenchyma cells pumps protons into
the apoplast and lowers the pH of the xylem sap creating a driving force for
potential cation/H+ antiport (82). On the other hand, potential measurements
related to fluxes of cations and anions at the plasma membrane suggested that
the release of ions into the xylem sap occurs in a passive manner through ion
channels (83). Iron efflux proteins have not yet been identified in plants. A mam-
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malian iron transporter, IREG1 (also known as ferroportin), is involved in iron
efflux by intestinal enterocytes and is induced by iron deficiency (84). Three
IREG/ferroportin genes are found in the Arabidopsis genome. It is tempting to
speculate that these genes may encode transporters involved in iron efflux to the
xylem.

Besides being the principle chelator of free iron in cells and a substrate in
PS biosynthesis in Strategy II plants, NA might have an additional role in iron
loading into the xylem. Analysis of OsNAS1-GUS and OsNAS2-GUS transgenic
lines showed that OsNAS1 and OsNAS2 are expressed in the pericycle cells adja-
cent to the xylem of both Fe-sufficient and Fe-deficient roots, implying that
OsNAS1 and OsNAS2 contribute to the biosynthesis of NA or DMA necessary
for xylem loading (63). Large amounts of DMA have been detected in the xylem
sap of Fe-sufficient plants and Fe-deficient plants (85, 86); NA also has been
detected in xylem exudates (75).

Iron Movement through Xylem

Iron is translocated through the xylem as a Fe(III)-citrate complex (87),
which suggests that the Fe(II) taken up by Strategy I plants must be oxidized to
Fe(III) at some point during the lateral movement of iron within the root. A posi-
tive correlation between iron deficiency and increased concentrations of organic
acids in the roots, xylem exudates, and leaves have been observed in both Strategy
I and Strategy II species (88). Pich et al. also noted that the chloronerva (chln)
mutant of tomato, which is defective in NA synthesis, has increased levels of cit-
rate in stem exudates (89). In several species, the concentration of organic acids
in roots is higher in iron-efficient genotypes than iron-inefficient ones (88).

Iron Uptake by Leaf Cells

The machinery involved in movement of iron from the xylem into the leaf
symplast is still unclear (80, 88, 90). According to Marschner, delivery of iron to
different organs starts with release of free Fe(II) within the apoplast. Fe(III)
could be reduced through photo-reduction of the Fe(III)-citrate complex or enzy-
matically by a plasma membrane reductase protein (91). Apoplastic ascorbate
also could function in the generation of free Fe(II) (92-94). In addition, Fe(II)
may be re-oxidized and precipitate in the cell wall space, possibly as Fe-hydrox-
ide or Fe-phosphate species.

Fe(III) reductase activity has been detected in leaves of sunflower (95)
and Vigna unguiculata (92). In pea, expression of FRO1 was induced in leaves in
response to iron limitation and in situ hybridization showed that PsFRO1 is
expressed in the mesophyll cells of leaves (24). In addition, expression of AtFRO3
was shown to be induced by iron-deficiency in leaves (21, 96). Thimm et al. used
a microarray approach to show that expression of Arabidopsis P-type ATPases is
induced by iron deficiency in leaves, suggesting that acidification of the apoplast
might be required for iron uptake by the leaf cells (97). Acidification of the
apoplast would facilitate reduction of Fe(III) and might contribute to the regu-
lation of iron transport across the plasma membrane (88, 98).
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Iron may be transported across the plasma membrane of leaf cells as a
complex with NA, and YSL family members may be involved in transport of
Fe-NA complexes into leaf cells. AtYSL2 has been shown to localize to the plas-
ma membrane and analysis of AtYSL2-GUS transgenic lines showed that
AtYSL2 is expressed in the vasculature of leaves. Available data support the
hypothesis that AtYSL2 transports Fe-NA across the plasma membrane of leaf
cells, and thus is involved in lateral movement of iron away from the xylem (99).
Other members of the YSL, ZIP, and/or Nramp families may be involved in
uptake of iron by leaf cells; functional characterization of loss-of-function
single- and double-mutant lines should help to definitively identify the trans-
porters involved in iron transport into leaf cells.

Recent work showed that FRD3, which encodes a member of the multi-
drug and toxin efflux (MATE) transporter family (100), is expressed in the root
pericycle and vasculature. FRD3 localizes to the plasma membrane, and iron is
mislocalized in the frd3 mutant. Green and Rogers speculate that FRD3 might be
required for the efflux of a low-molecular-weight organic compound into the
xylem in the roots that is necessary for unloading of iron from the xylem in
the shoot. The substrate for FRD3 remains to be identified (101).

Phloem Transport of Iron

Fe(II) absorbed by the leaf cells may be distributed to various intracellu-
lar compartments and may serve as a co-factor for various enzymes, assist in
chlorophyll synthesis, and be stored within the chloroplastic iron storage protein
ferritin for future use; or it may be exported to developing sinks and growing
roots via the phloem pathway. To be soluble and mobile in the phloem sap (pH
7.2-8.5), iron must be chelated. Studies with the iron-hyperaccumulating pea
mutants bronze (brz) and degenerative leaflets (dgl) confirmed that iron is loaded
into the phloem in a chelated form and that overexpression of iron chelators leads
to increased loading of iron into the phloem (102, 103). Fe(III) can be chelated
by ITP1 (Iron Transport Protein), an 11 kDa protein belonging to the LEA (Late
Embryogenesis Abundant) family for transfer in the phloem. ITP1 was identified
in Ricinus communis, although a putative ortholog exists in the Arabidopsis
genome (104).

Studies suggest that NA is required for distribution of iron through the
phloem (75, 105). As described above, Inoue and collaborators showed that
OsNAS1 and OsNAS2 are expressed in the companion cells of Fe-deficient roots
and to lesser extent in the companion cells of Fe-sufficient roots, implying that
NAS activity is required in companion cells for phloem loading and/or unload-
ing and that the requirement for NA is higher in companion cells of Fe-deficient
roots (63). Moreover, OsNAS3 expression was restricted to the pericycle and com-
panion cells of the roots and to the companion cells of leaves irrespective of Fe
status, suggesting a role in iron loading and/or unloading in the xylem and
phloem. Furthermore, OsYSL2, a plasma membrane Fe-NA transporter, has an
expression pattern in the phloem companion cells that is similar to that of
OsNAS3 (106). Together, these results support the idea that Fe is transported in
the phloem as a complex with NA.
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The expression of OsYSL2 in the vascular bundles of reproductive organs
suggests that translocation of iron into developing seeds is mediated by NA (106).
AtYSL2 also is expressed in the vasculature of flowers and siliques, suggesting
that NA might contribute to iron translocation into flowers and developing
siliques in dicots as well as monocots (99). In tobacco, northern analysis showed
that NtNAS is expressed in petals, filaments, pistils and anthers, indicating that
NA is produced in the inflorescence and may be required for proper flower devel-
opment by supplying iron to developing pollen (107). Furthermore, expression of
HvNAAT in tobacco (a Strategy I species that lacks NAAT) causes reduced NA
levels; this, in turn, results in altered flower development, indicating that NA is
required for proper distribution of iron to developing flowers (107). Arabidopsis
IRT1 and FRO2 also are expressed in the anther filaments, suggesting that
AtIRT1 and AtFRO2 may function in iron loading of pollen, in addition to iron
uptake from the soil (15, 20). Other Arabidopsis FRO family members also are
expressed in the flowers and in siliques; thus, movement of iron from the phloem
to the seed may require reduction of Fe(III) to Fe(II) (Mukerjee, Campbell and
Connolly, submitted).

INTRACELLULAR DISTRIBUTION AND STORAGE OF IRON

The molecular mechanisms that control distribution of iron to the vari-
ous organelles in plants are largely unknown. It is likely that some members of
the ZIP, NRAMP, YSL, IREG, and/or other families may be involved in trans-
port of iron into cellular compartments. In addition, it is possible that ferric
chelate reductase activity is required for iron uptake by particular organelles.

Chloroplast

In leaves, 90% of the iron in cells is located in the chloroplast (108). Iron
absorption by isolated chloroplasts is regulated by light and depends upon elec-
tron transport in thylakoid membranes or the ATP generated by these mem-
branes (109). Fe(II) can be transported across the chloroplast inner membrane
(110). The Arabidopsis genome contains eight FRO genes; only FRO2 has been
characterized to date (12, 20). Although it is likely that FRO2 resides at the plas-
ma membrane, it is possible that other AtFROs could be involved in iron distri-
bution to various subcellular compartments. AtFRO7 and possibly AtFRO6 are
predicted to localize to the chloroplast. Thus, they might be involved in
Fe translocation into the chloroplast (Mukerjee, Campbell and Connolly,
submitted).

Storage of iron in plant cells is largely accomplished by complexation
with ferritin. In contrast to the situation in animal cells, in plants, ferritin is found
in the chloroplast (111). Ferritin forms a complex with 24 subunits that is able to
store up to 4,500 atoms of iron in a central cavity. In plants, expression of ferritin
is controlled at the transcriptional and post-transcriptional levels, whereas in
animals, expression of ferritin is regulated at the level of translation. Four ferritin
genes have been identified in the Arabidopsis genome and each encodes a protein
that is predicted to contain a transit peptide for delivery to the plastid. The
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expression of AtFer1 and AtFer3 is up-regulated in the root and shoot in response
to iron overload and H2O2, implying that chelation of iron by ferritins serves to
protect cells from oxidative stress caused by iron overload. AtFer4 expression is
induced by iron overload but not H2O2. AtFer2 gene expression is specific to
mature siliques and dry seeds suggesting a role in iron storage in seeds (112).

Vacuole

Aside from storage of Fe-ferritin in the chloroplast, little is known about
intracellular distribution of iron in plant cells. NA might play an important role
in iron intracellular distribution because NA is localized in the cytoplasm of
tomato leaf and root cells under low iron conditions, whereas NA is thought to
be mainly found in the vacuole when plants are grown under high iron conditions
(113). These data suggest that a member of the YSL family might be involved in
NA translocation into the vacuole.

In Arabidopsis, an AtNRAMP3-GFP fusion construct revealed that
AtNRAMP3 is localized to the vacuolar membrane in onion cells and
Arabidopsis protoplasts; this, together with additional data, suggested that
AtNRAMP3 might be responsible for iron efflux from the vacuole into the
cytosol (45). AtNRAMP1 might be localized either to the plasma membrane,
plastids or the tonoplast (39), whereas the iron transporters LeNRAMP1 and
LeNRAMP3 are localized in intracellular vesicles and/or vacuole depending on
the iron status of the plant (41). These data imply that in plants, NRAMP pro-
teins might generally function in intracellular distribution/redistribution of iron.

Mitochondria

Iron-sulfur (Fe-S) cluster-containing proteins play crucial roles in many
important cellular processes. In eukaryotes, maturation of cellular Fe-S proteins
is carried out mainly in the mitochondria and defects in the biogenesis of Fe-S
cluster-containing proteins disturb iron metabolism of mitochondria (114).
Recent work suggests that, in plants, Fe-S cluster biogenesis occurs both in
chloroplasts and mitochondria (115-117). Thus, iron influx to the mitochondria
is required for proper Fe-S protein biosynthesis. To date, iron transporters
involved in uptake of iron by mitochondria have not been identified. Atm1p, a
yeast ATP-binding cassette (ABC) transporter located at the mitochondrial inner
membrane in yeast, has been proposed to be an effluxer of Fe-S proteins from
mitochondria to the cytosol. The AtSTA1 gene encodes a protein homologous to
Atm1p. A T-DNA insertion in AtSTA1 causes chlorosis and analysis of the iron
levels of isolated mitochondria showed that mitochondria isolated from sta1 cells
contain 50-80% more free iron than mitochondria isolated from wild-type cells
(118).

IRON REGULATION, SENSING, AND SIGNALING

Because iron is both essential and potentially toxic, cells maintain precise
regulatory mechanisms to control levels and forms of iron within cells. Iron
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uptake, compartmentalization, distribution, complexation, and storage are care-
fully balanced to ensure that cells receive an adequate supply of iron for meta-
bolic processes, while avoiding iron overload.

Transcriptional Regulation

Many studies have reported genes whose expression is regulated by iron
status. For example, expression of AtIRT1 and AtFRO2 is carefully controlled
such that transcripts accumulate following the imposition of iron-deficiency and
transcripts disappear upon iron re-supply (20, 119). Wintz et al. used microarray
analysis to study the regulation of gene expression by iron, zinc, and copper defi-
ciency (96). They confirmed previous reports showing that AtFRO2, AtFRO3
and AtIRT1 are up-regulated by iron deficiency (12, 14, 21) and that ferritin tran-
scription (AtFer1 and AtFer4) is down-regulated by iron deficiency (120). In addi-
tion, expression of two AtNAS genes was shown to be elevated in response to iron
deficiency (96). Interestingly, this study showed that expression of several other
putative transport proteins is regulated by iron deficiency; for example, two mem-
bers of the Arabidopsis oligopeptide transporter family, AtOPT2 and AtOPT3,
show dramatic increases in transcript abundance in response to iron deficiency.
These results, then, implicate a number of previously uncharacterized transport
proteins in iron metabolism. Functional characterization of these genes will
determine what role, if any, the corresponding proteins play in iron homeostasis
in plants.

As mentioned, expression of ferritin in plants is mainly regulated at the
level of transcription and ferritin levels increase in response to iron excess and
decrease in response to iron deficiency in leaves as well as in roots in several plants
species (111). Petit et al. identified a cis-regulatory element in the promoter region
of ZmFer1 (120). This iron-dependent regulatory sequence (IDRS) is responsible
for transcriptional repression of ZmFer1 and AtFer1 under low iron supply con-
ditions. In soybean, an 86 bp sequence named the iron-regulatory element (IRE)
was identified upstream of the ferritin gene and was shown to be involved in iron-
mediated derepression of the ferritin gene (121).

As mentioned above, the barley IDS2 (Iron Deficiency Specific clone #2)
gene encodes an enzyme involved in synthesis of phytosiderophores (122).
Kobayashi et al. have shown that the promoter of IDS2 contains two homolo-
gous sequences (IDE1 and IDE2) that are important for iron-deficiency-
inducible expression in roots (123). Similar elements were found in many
iron-deficiency-inducible promoters, including HvIDS2, HvNAAT-A, HvNAAT-b,
HvNAS1, HvIDS3, OsNAS1, OsNAS2, OsIRT1, AtIRT1, and AtFRO2, sug-
gesting the conservation of cis-acting elements in various genes among Strategy I
and Strategy II plants.

A microarray study using 16,128 clones corresponding to at least 6,000
Arabidopsis genes revealed induction of expression of many genes involved in
mobilization and export of carbon, glycolysis, the citric acid cycle, the oxidative
pentose phosphate pathway, and fermentation in response to iron deficiency.
These results suggest that the response to iron deficiency requires an overall
increase in respiration and an increase in carbon import and anaerobic respiration
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in the roots (97). Another microarray study examined iron-deficiency-induced
changes in expression of barley genes using a rice microarray that contained
approximately 8,987 EST clones (66). Approximately 200 genes were found to be
induced by iron limitation, including genes that encode enzymes involved in
methionine biosynthesis (phytosiderophores are synthesized from methionine)
and the Yang cycle, which plays a key role in methionine recycling (66).

Post-translational Regulation

Recent evidence suggests that, in addition to transcriptional control of
gene expression, a post-translational mechanism may be important for proper
maintenance of iron homeostasis. Connolly et al. reported that despite high levels
of IRT1 mRNA in the shoots and roots of iron-deficient and iron-sufficient
35S-IRT1 plants, IRT1 protein is found only in iron-deficient roots (27). In addi-
tion, FRO2 also is regulated post-transcriptionally (20). ZRT1 (Zinc-Regulated
Transporter), a ZIP family member, is the high affinity zinc transporter in yeast;
it is known that ZRT1 is subject to ubiquitination and protein degradation in the
vacuole when zinc is present at high levels (37, 124, 125). Inasmuch as IRT1 is
related to ZRT1, the mechanism of post-transcriptional regulation of IRT1 may
be similar to that of ZRT1. Indeed, our recent experiments support this hypoth-
esis (Kerkeb et al., unpublished data).

Sensing and Signaling

Plants must correctly sense the iron status of the shoot and send a signal
to the root to maintain appropriate levels of iron. The initial information
acquired regarding the signaling pathway was obtained from studies done with
mutants with alterations in iron nutrition. The phenotypes of the pea mutants brz
and dgl strongly suggest that the iron stress responses are under long-distance
control by the shoot. brz and dgl are nonallelic recessive mutations that lead to
constitutive iron acquisition. Reciprocal grafting experiments suggest that these
mutants constitutively express a shoot element that triggers up-regulation of
ferric chelate reductase and H+-ATPase activities in the roots (126). The identity
of this signal is still unknown, but it is most likely transmitted by the phloem (127).

More recent experiments suggest that, in addition to the shoot-derived
long-distance signal, roots are able to sense local fluctuations in the availability of
external iron. Root hair formation requires the presence of iron in the medium,
indicating that a cell-specific response is responsible for the change in epidermal
cell patterning (98, 128). Split-roots experiments revealed that a higher number of
transfer cells and an increased H+-ATPase density in the root epidermis were
mainly formed on the roots of tomato plants exposed to iron-deficient medium.
Thus, the development of transfer cells is primarily dependent on the local sur-
roundings of the root and is less affected by the global nutrient status of the plant
(128). Split-root experiments also showed that the expression of AtIRT1 and
AtFRO2 is controlled both locally, by the root iron pool, as well as systemically,
by a shoot-generated signal (119).

As mentioned above, the Arabidopsis frd3/man1 mutant accumulates high
levels of iron and shows constitutive expression of the iron-deficiency responses
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(100, 129). FRD3 is expressed in the roots under iron-replete and iron-deficient
conditions and is up-regulated by low iron supply. FRD3 has been proposed to
be involved in either the perception of a signal communicating the iron status of
the shoot to the roots or in the transport of a signal molecule to an intracellular
receptor (100). Recent data point to a role for FRD3 in transporting a compound
in roots that plays a key role in iron delivery to the shoot in a usable form (101).

The expression of iron-regulated genes seems to be regulated by different
pathways in shoots and roots. PsFRO1 is thought to be involved in iron reduction
in root epidermal cells and in the shoot, and its mRNA accumulates under iron
deficiency (24). However, whereas PsFRO1 expression is constitutive in the roots
of dgl and brz mutants, its pattern of expression is unchanged in the shoots of
both mutants, indicating that expression of PsFRO1 is affected by different
signals in the shoots and the roots (24).

The chln mutant of tomato displays iron-deficiency symptoms such as
interveinal chlorosis in young leaves; as in dgl and brz, components of the root
iron uptake system, including proton extrusion and ferric reductase activity, are
up-regulated in chln, indicating a defect in the iron sensing system (130). This
mutant is unable to synthesize NA due to disruption of the single gene in tomato
encoding NAS (51, 58, 59). Because NA binds iron, it is possible that it prevents
iron precipitation and therefore maintains a pool of soluble iron or protects cells
from iron toxicity. Moreover, Fe(II)-NA could, either directly or indirectly, act as
a sensor for the iron status in the plant.

The tomato fer mutant is unable to turn on several root iron-deficiency
responses and can be rescued by growth with high levels of Fe-HEDTA (131).
Reciprocal grafting studies showed that FER is required in the roots and not in
the shoots. FER has been shown to encode a protein containing a basic helix-
loop-helix (bHLH) domain (132). FER seems to be required for sensing iron
availability in the root and subsequently regulating the appropriate responses
(41). The direct target genes of FER have not yet been identified (132). Studies of
gene expression in fer, chln, and fer/chln double mutants indicated that expression
of LeIRT1 and LeNRAMP3 is dependent on FER, that NA is required for proper
regulation of these genes and that FER acts prior to NAS in the same pathway
(41). In addition, LeFRO1 expression was disrupted in the tomato chln and fer
mutants, indicating that FER and NAS are involved in the regulation of LeFRO1
expression in the roots (133). Recently, Colangelo and Guerinot showed that the
AtFIT1 gene of Arabidopsis encodes a bHLH transcription factor that regulates
expression of AtFRO2 and AtIRT1 (134). AtFRO2 mRNA is not detected in the
fit1 mutant, indicating that FIT1 directly or indirectly functions in the pathway
that leads to expression of elevated levels of AtFRO2 in iron-deficient roots.
Interestingly, whereas AtIRT1 mRNA levels are normal in the fit1 mutant, IRT1
protein is undetectable in the fit1 mutant, indicating that AtFIT1 regulates
expression of AtFRO2 and AtIRT1 in different ways. Although tomato FER and
Arabidopsis FIT1 appear to be functional homologues, expression of LeFER is
constitutive, while expression of AtFIT1 is induced by iron deficiency.

A microarray study in tomato reported that several genes induced by iron
deficiency in the root could potentially encode proteins involved in iron signal
transduction pathways (135). These include a leucine zipper transcription factor,
a MAP kinase, a MAP kinase kinase, and a 14-3-3 protein. Induction of the
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expression of these genes was seen in response to potassium, phosphate, and iron
deficiencies, suggesting that a common signal transduction pathway may function to
signal changes in plant nutrient status. Some of the same genes also show increased
expression in response to iron deficiency in barley, suggesting that regulation of iron
deficiency responses may be similar in Strategy I and Strategy II plants (66).

One possibility for a signaling molecule involved in the iron-deficiency
response is nitric oxide (NO). Recently, NO-mediated ferritin regulation has been
reported in Arabidopsis (136). NO was shown to act downstream of iron through
the iron-dependent regulatory sequence (IDRS) of the AtFer1 promotor (120,
136), suggesting that NO plays an important role in the regulation of iron homeo-
stasis in plants. In addition, NO improves the availability of iron within plants
(137). NO application rescues the phenotype of iron-inefficient mutants in plant
species belonging to both strategies, suggesting that NO might have a general role
in iron homeostasis (137).

The plant hormone ethylene is thought to participate in the induction of
downstream morphological responses in Fe-deficient plants. The development
of root hair and rhizodermal transfer cells is induced by exogenous application
of ethylene or the ethylene precursor (ACC) (8, 138, 139). In addition, treatments
with ethylene biosynthesis inhibitors cause a decrease in Fe(III) chelate reductase
activity in iron-starved cucumber roots while ACC enhances such activity (140).
These data suggest that ethylene might play a role in the iron-deficiency-induced
signaling pathway. Nevertheless, studies using Arabidopsis mutants with altered
hormone metabolism or signaling indicated that although ethylene and possibly
auxin may be required for root hair formation in response to iron deficiency,
induction of Fe(III) chelate reductase activity does not appear to be mediated by
a signaling pathway that includes ethylene (9, 141). Finally, it is known that
abscisic acid (ABA) is involved in a pathway leading to ferritin accumulation in
response to iron (142).

POTENTIAL APPLICATIONS AND FUTURE DIRECTIONS

As described above, iron deficiency represents an enormous problem in
human health. Thus, great interest surrounds the production of transgenic crop
plants that contain elevated levels of bioavailable iron to help eliminate this problem
(90). To create such plants, we must develop a complete understanding of iron metab-
olism in plants, including iron uptake, distribution, storage, and regulation. Recent
work suggests that the development of crops with enhanced iron content is feasible.

Expression of the soybean ferritin gene in developing rice seeds leads to
enhanced iron content in seeds (143). A second study showed that expression of
alfalfa ferritin in the vegetative tissues of tobacco results in enhanced tolerance
to oxidative stress and pathogens (144). Third, overexpression of soybean ferritin
in tobacco resulted in induction of root iron-deficiency responses (145). Together,
these studies suggest that manipulation of ferritin levels may prove to be an
important component of strategies aimed at altering iron accumulation and
homeostasis in plants. Traditionally, it has been thought that iron in the form of
ferritin in plant foods is largely unavailable for absorption. However, recent work
suggests that soybean ferritin may be much more available for absorption than
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previously thought (146). Another group has used the combined approach of
overexpressing ferritin, as well as phytase and a metallothionein-like protein (to
increase bioavailability of iron) in rice grains (147). The resulting transgenic rice
has a higher iron content; future experiments should determine whether or not
the iron in these transgenic plants is, in fact, more bioavailable.

Recent work also suggests that it should be possible to create crop plants
that are better able to be grown on iron-deficient soils. AtFRO2 is subject to post-
transcriptional regulation as described above; thus plants that overexpress
AtFRO2 from the CaMV 35S promoter do not accumulate elevated levels of iron
(20). However, Fe-deficient 35S-FRO2 plants have enhanced levels of root Fe(III)
chelate reductase activity relative to wild-type plants. As a result, 35S-FRO2
transgenic plants are remarkably tolerant of growth on low-Fe medium. This
result suggests that overexpression of FRO2 may yield plants capable of thriving
on low-Fe soils. In addition, expression of barley NAAT genes in rice led to
enhanced tolerance of low iron availability (65). These results are particularly
exciting as approximately one-third of the world’s soils are considered Fe deficient.
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INTRODUCTION

Soil salinity of agricultural land has led to the breakdown of ancient civ-
ilizations. Even today it threatens agricultural productivity in 77 million hectares
(mha) of agricultural land, of which 45 mha (20% of irrigated area) is irrigated
and 32 mha (2.1% of dry land) is unirrigated (1). Salinization is further spread-
ing in irrigated land because of improper management of irrigation and
drainage. Rain, cyclones, and wind also add NaCl into the coastal agricultural
land. Soil salinity often leads to the development of other problems in soils such
as soil sodicity and alkalinity. Soil sodicity is the result of the binding of Na+ to
the negatively charged clay particles, which leads to clay swelling and dispersal.
Hydrolysis of the Na-clay complex results in soil alkalinity. Thus, soil salinity is
a major factor limiting sustainable agriculture.

The U.S. Department of Agriculture’s (USDA) salinity laboratory defines
saline soil as having electrical conductivity of the saturated paste extract (ECe) of
4 dS m−1 (1 dS m−1 is approximately equal to 10 mM NaCl) or more. High
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concentrations of soluble salts such as chlorides of sodium, calcium, and mag-
nesium contribute to the high electrical conductivity of saline soils. NaCl con-
tributes to most of the soluble salts in saline soil.

The development of salinity-tolerant crops is needed to sustain agricul-
tural production. Conventional breeding programs aimed at improving crop tol-
erance to salinity have had limited success because of the complexity of the trait
(2). Slow progress in breeding for salt-tolerant crops can be attributed to the poor
understanding of the molecular mechanisms of salt tolerance. Understanding the
molecular basis of plant salt tolerance will also help improve drought and
extreme-temperature-stress tolerance, inasmuch as osmotic and oxidative stresses
are common to these abiotic stresses. The salt-tolerant mechanisms of plants can
be broadly described as ion homeostasis, osmotic homeostasis, stress damage
control and repair, and growth regulation (3). This chapter reviews recent
progress in understanding salt-stress signaling and breeding/genetic engineering
for salt-tolerant crops.

EFFECT OF SALINITY ON PLANT DEVELOPMENT

Salinity affects almost all aspects of plant development, including germi-
nation, vegetative growth, and reproductive development. Soil salinity imposes
ion toxicity, osmotic stress, nutrient (N, Ca, K, P, Fe, Zn) deficiency, and oxida-
tive stress on plants. Salinity also indirectly limits plant productivity through its
adverse effects on the growth of beneficial and symbiotic microbes. High salt con-
centrations in soil impose osmotic stress and thus limit water uptake from soil.
Sodium accumulation in cell walls can rapidly lead to osmotic stress and cell
death (1). Ion toxicity is the result of replacement of K+ by Na+ in biochemical
reactions, and Na+- and Cl−-induced conformational changes in proteins. For
several enzymes, K+ acts as cofactor and cannot be substituted by Na+. High K+

concentration is also required for binding tRNA to ribosomes and thus protein
synthesis (3, 4). Ion toxicity and osmotic stress cause metabolic imbalance, which
in turn leads to oxidative stress (5).

In terms of plant tolerance to salinity, plants are classified as halophytes,
which can grow and reproduce under high salinity (> 400 mM NaCl), and glyco-
phytes, which cannot survive high salinity. Most of the grain crops and vegetables
are natrophobic (glycophytes) and are highly susceptible to soil salinity, even
when the soil ECe is < 4 dS m−1. Crops such as bean (Phaseolus vulgaris), eggplant
(Solanum melongena), corn (Zea mays), potato (Solanum tuberosum), and sugar-
cane (Saccharum officinarum) are highly susceptible, with a threshold ECe of
< 2 dS m−1, whereas sugar beet (Beta vulgaris) and barley (Hordeum vulgare) can
tolerate an ECe of up to 7 dS m−1. Sugar beets and barley are highly sensitive to
salinity during germination but are highly tolerant during the later phases of crop
development (6; http://www.ussl.ars.usda.gov/saltoler.htm). Soil type (particularly
Ca2+ and clay content), rate of transpiration (which determines the amount of
salt transported to the shoot for any given rate of salt uptake and loading to the
xylem by roots), and radiation may further alter the salt tolerance of crops.

Salinity affects photosynthesis mainly through a reduction in leaf area,
chlorophyll content and stomatal conductance, and to a lesser extent through a
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decrease in photosystem II efficiency (7). The adverse effects of salinity on plant
development are more profound during the reproductive phase. Figure 1 shows
the adverse effect of salinity on vegetative and reproductive development and the
differential sensitivity of yield components to different intensities of salt stress in
rice (8). Wheat plants stressed at 100-175 mM NaCl showed a significant reduc-
tion in spikelets per spike, delayed spike emergence, and reduced fertility, which
results in poor grain yield. However, Na+ and Cl− concentrations in the shoot
apex of these wheat plants were below 50 and 30 mM, respectively, which is too
low to limit metabolic reactions (9). Hence, the adverse effects of salinity may be
attributed to the salt-stress effect on the cell cycle and differentiation.

Salinity arrests the cell cycle transiently by reducing the expression and
activity of cyclins and cyclin-dependent kinases that results in fewer cells in the
meristem, thus limiting growth (10). In Arabidopsis, the reduction in root meris-
tem size and root growth during salt stress is correlated with the down-regula-
tion of CDC2a (cyclin-dependent kinase), CycA2;1, and CycB1;1 (mitotic
cyclins) (11). The activity of cyclin-dependent kinase is diminished also by
post-translational inhibition during salt stress (10). Salt stress-induced abscisic
acid (ABA) may also mediate cell cycle regulation. ABA up-regulates the
expression of the inhibitor of cyclin-dependent kinase ICK1, which is a nega-
tive regulator of CDC2a (12). Salinity adversely affects reproductive develop-
ment by inhibiting microsporogenesis and stamen filament elongation,
enhancing programmed cell death in some tissue types, ovule abortion, and
senescence of fertilized embryos. In Arabidopsis, 200 mM NaCl stress causes as
high as 90% ovule abortion (13).

GeneChip microarray transcriptome analysis of salt-stressed (100 mM
NaCl stress for 3 hours) Arabidopsis plants revealed approximately 424 and 128
genes were upregulated (> 2 fold) in roots and leaves, respectively (14). In
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is approximately equal to 10 mM NaCl.)



Arabidopsis, cDNA microarray analysis showed that about 194 genes were up-
regulated and about 89 were down-regulated by salt stress (15). In rice, of 1,700
cDNAs analyzed, approximately 57 genes were up-regulated by NaCl stress (16).
Many of the NaCl up-regulated genes were also up-regulated by dehydration,
cold, and ABA (14-16), which suggests that some of the stress responses are com-
mon to all these abiotic stresses. These results show that plant responses to salt
stress are controlled by several genes and salt tolerance is a complex phenomenon.

PERCEPTION OF SALT STRESS

The ability of the plant to combat environmental stress is determined by
the efficiency of the plant to sense the environmental stress and activate its
defense machinery. Salt stress is perceived by plants as ionic and osmotic stresses.
Excess Na+- and Cl−-induced conformational changes in protein structure and
membrane depolarization can lead to the perception of ion toxicity. Plasma
membrane proteins, ion transporters, and/or Na+-sensitive enzymes have been
hypothesized as sensors of toxic Na+ concentrations in extracellular and intra-
cellular sites. Many transporters with long cytoplasmic tails similar to that of
SOS1 (Salt Overly Sensitive 1, the plasma membrane Na+/H+ antiporter) have
been implicated as being sensors of the molecule transported by that transporter.
Similar to the sugar permease BglF in E. coli and the ammonium transporter
Mep2p in yeast, SOS1 has been proposed to be one of the potential sensors of Na+

ions in plants (17). Another potential candidate sensor is a Na+-K+ co-transporter
of Eucalyptus camaldulensis. This transporter showed increased ion uptake under
hypo-osmotic conditions when expressed in Xenopus laevis oocytes (18).

Salinity-imposed osmotic stress leads to cell turgor loss and cell volume
change. Hence, the potential sensors of osmotic stress include membrane-associated
stretch-activated channels, cytoskeleton (microtubules and microfilaments), and
transmembrane protein kinases, such as two-component histidine kinases. One of
the putative sensors of osmotic stress in Arabidopsis is the hybrid two-component
histidine kinase ATHK1 (19). The proposed role of AtHK1 in salt tolerance is
discussed later in this chapter.

SECOND MESSENGERS

The ameliorative effects of Ca2+ in maintaining plant growth under salinity
(20) and Ca2+-induced ion channel discrimination against Na+ (21) have been well
known for a long time. In addition to its effect on preventing Na+ entry into cells,
Ca2+ acts as a signaling molecule in salt stress signaling (22, 23). Cytosolic Ca2+

oscillations during salt stress are regulated through the activities of mechano-
sensitive and ligand-gated Ca2+ channels on the plasma membrane, endoplasmic
reticulum and vacuole (3, 17). Excess Na+-induced membrane depolarization
may activate mechanosensitive Ca2+ channels to generate Ca2+ signature under
salt stress (4, 17). Pharmacological studies and genetic analysis have shown the
involvement of inositol 1,4,5-trisphosphate (IP3)-gated Ca2+ channels in the
regulation of Ca2+ signature during salt stress (24-26). The FRY1 locus of
Arabidopsis encodes an inositol polyphosphate 1-phosphatase, which catabolizes
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IP3. The Arabidopsis fry1 mutant is impaired in inositol polyphosphate 1-phos-
phatase and thus exhibits impaired ABA-induced IP3 transients. The fry1 mutation
leads to sustained accumulation of IP3 and hypersensitivity to ABA, cold, and
salt stress. Thus, IP3 plays a crucial role in cytosolic Ca2+ oscillations during
ABA, salt, and cold stress signaling (26). Salinity stress also leads to synthesis of
the plant stress hormone ABA (27-29) and accumulation of reactive oxygen
species (ROS) (5). Calcium and/or H2O2 act as second messengers of ABA-
induced stomatal closure and gene expression under abiotic stresses (30, 31).
Transient expression analysis revealed that IP3 and cyclic ADP ribose (cADPR)-
gated calcium channels are involved in ABA-induced cytosolic Ca2+ oscillations
(32). ABA induces the expression and activity of ADP-ribosyl (ADPR) cyclase,
which synthesizes cADPR (33). Involvement of a heterotrimeric GTP-binding
(G)-protein has been demonstrated in ABA signal transduction during guard cell
regulation (34). Since ABA synthesis is induced under salinity, the G-protein-
associated receptors may also elicit Ca2+ signatures during salinity stress. Salt
stress-induced Ca2+ signatures are then sensed and transduced by calcium sensor
proteins, namely SOS3 and SOS3-like calcium binding proteins (SCaBPs),
calcium-dependent protein kinases (CDPKs), and calmodulins (CaMs).

ION HOMEOSTASIS

Plants achieve ion homeostasis by restricting the uptake of toxic ions,
maintaining the uptake of essential ions and compartmentalization of toxic ions
into the vacuole of specific tissue types. In most crop plants, Na+ is the primary
cause of ion toxicity, and hence, management of cellular Na+ concentration is
critical for salt tolerance (4). Sodium ions can be kept below the toxic level in the
cytosol by 1) restricting Na+ entry at the root cortex cells, 2) excreting Na+ from
root cells into soil, 3) retrieving Na+ from the transpirational xylem stream to
recirculate it to the roots, 4) storing Na+ in the vacuole of mature cells, and 5)
excreting Na+ through salt glands (3). Among these mechanisms, Na+ excretion
through salt glands is important only in halophytes. Biochemical, electrophysio-
logical, and molecular genetic evidence show that the SOS pathway plays a crucial
role in the regulation of cellular and whole plant ion homeostasis (Figure 2) (17).

SODIUM UPTAKE

Restricting Na+ entry into the root cells and then into the transpirational
stream is critical to prevent a buildup of toxic levels of salt in the shoot. Both glyco-
phytes and halophytes must exclude about 97% of the Na+ present in the soil at
the root surface to prevent toxic levels of Na+ accumulation in the shoots (35).
Sodium entry into the transpirational stream depends upon the amount of Na+

uptake by Na+ and nonspecific cation transporters and the proportion of water
entry in the apoplastic/bypass pathway into the xylem. Na+ from the soil gains the
initial entry into the cells of the root epidermis and cortex. The Casparian strip
in the endodermis plays a crucial role in preventing apoplastic Na+ influx into the
root stele. Compared with Arabidopsis, halophytes such as salt cress
(Thellungiella halophila) develop both an extra endodermis and a cortex cell layer
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in roots (36). In maize seedlings stressed at 200 mM NaCl, the Casparian strip
radial width was increased by 47% compared with control seedlings (37). This
feature may help to reduce the Na+ entry into the transpirational stream. In crops
such as rice, water entry into the xylem through the bypass pathway accounts for
all the Na+ buildup in the shoots, whereas in crops such as wheat, transport
protein-mediated Na+ uptake accounts for most of the Na+ buildup in the shoots
(38). Silica deposition and polymerization of silicate in the endodermis and
rhizodermis blocks Na+ influx through the apoplastic pathway in the roots of rice
(39). Regulation of these anatomical and morphological changes in root
development during salt stress needs further understanding.

Sodium uptake is mediated by both voltage-dependent and -independent
cation channels. The role of voltage-independent cation channels in Na+ uptake
is poorly understood. Voltage-dependent cation channels such as K+ inward recti-
fiers (HKT, HAK, and KUP) mediate Na+ uptake into root cells. Sodium
competes with K+ uptake through Na+-K+ co-transporters and may also block
the K+-specific transporters of root cells (17). Expression studies in yeast cells
revealed that high-affinity K+-uptake activity of both Arabidopsis AtKUP1 and
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Figure 2. SOS signaling pathway regulates ion homeostasis during salt stress in Arabidopsis. The Salt
Overly Sensitive 3 (SOS3) perceive the salt stress–induced Ca2+ signals and activate SOS2 kinase.
Activated SOS2 kinase phosphorylates SOS1, a plasma membrane Na+/H+ antiporter. Phosphorylated
SOS1 transports Na+ out of cytosol. The SOS1 transcript level and perhaps Na+ transport through
Na+ transporter HKT1 are also regulated by SOS3-dependent SOS2 kinase. The SOS2 kinase also
activates tonoplast Na+/H+ antiporter (NHX1) that sequesters Na+ into the vacuole and vacuolar
H+/Ca2+ antiporter (VCX1). Activation of NHX1 and VCX1 by SOS2 are SOS3-independent and
probably regulated through SOS3-like Ca2+ Binding Proteins (SCaBPs). ABI1 regulate the gene
expression of NHX1 through ABFs (ABA responsive element Binding Factors). ABI2 interact with
SOS2 and negatively regulate ion homeostasis either by inhibiting SOS2 kinase activity or the activities
of SOS2 targets.



barley HvHAK1 is inhibited by millimolar concentrations of Na+ (40, 41).
Cellular K+ concentration can be maintained by the activity/expression of
inward-rectifying K+-specific transporters under high salinity. Salt stress, as well
as K+ starvation, up-regulates the expression of Mesembryanthemum crystallinum
(common ice plant) high-affinity K+ transporter genes (McHAKs). McHAKs
specifically mediate K+ uptake and show high discrimination for Na+ at high
salinity (42). In contrast, high-affinity K+ transporters (HKTs) of wheat (43, 44),
Arabidopsis (45), and Eucalyptus (18) act as low-affinity Na+ transporters when
expressed in Xenopus oocytes. HKT transporters of Eucalyptus camaldulensis
(evergreen tree) and wheat possess Na+:K+ symport activity but mediate mainly
Na+ transport under high salinity (18, 43). The expression of OsHKT1 is sig-
nificantly down-regulated in salt-tolerant rice cv* Pokkali as compared with salt-
sensitive rice cv IR29 during 150 mM NaCl stress (46). Transgenic wheat plants
expressing antisense wheat HKT1 showed significantly less 22Na+ uptake and
enhanced growth under high salinity as compared with control plants (47). This
evidence suggests that HKT1 homologues contribute to Na+ influx during salt
stress and down-regulation of HKT1 may help limit Na+ influx to roots.

In yeast, HAL1 and HAL3 regulate the expression of P-type ATPase, Na+

efflux, and K+ uptake. Transgenic overexpression of the yeast HAL1 gene enhanced
salt tolerance of melon shoots in vitro (48), tomato (49, 50), and watermelons (51).
Transgenic tomato plants overexpressing yeast HAL1 showed increased K+

accumulation. Irrigation with 35 mM NaCl to plants till maturity decreased the
control plant fruit yield by 57.5%, whereas transgenic plants showed 24–42%
decreased fruit yield. However, under normal growing conditions, the transgenic
lines were less productive than the wild type (50). Overexpression of the Arabidopsis
HAL3a gene also enhanced the salt tolerance of transgenic Arabidopsis (52).

Electrophysiological evidence suggests that cyclic nucleotides (cAMP and
cGMP) may minimize Na+ influx into the cell by down-regulating voltage-
independent cation channels in Arabidopsis (53). Exposure of Arabidopsis plants
to salt and osmotic stress results in increased cytosolic cGMP concentration
within 5 seconds (54). Pyridoxal-5-phosphate is a co-factor for transaminases
involved in the biosynthesis of aminoacids that are precursors for nucleotide
biosynthesis. The Arabidopsis sos4 mutant defective in a pyridoxal kinase gene
showed hypersensitive root growth under NaCl and KCl stress and accumulated
more Na+ but less K+ than the wild type. Pyridoxal-5-phosphate and its deriva-
tives act as ligands for P2X receptor ion channels in animals (55). Pyridoxal-5-
phosphate may regulate Na+ efflux by SOS1, because SOS1 contains a putative
pyridoxal-5-phosphate binding domain (3). Thus, regulation of K+ and Na+

uptake by pyridoxal-5-phosphate and cyclic nucleotides may help in plant salt
tolerance. Signaling pathways that regulate Na+ and K+ uptake by higher plants
during salinity need further study.
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SODIUM EFFLUX

Sodium efflux from root cells is a frontline defense that prevents the
accumulation of toxic levels of Na+ in the cytosol and Na+ transport to the shoot.
Plasma membrane Na+/H+ antiporters pump out Na+ from root cells. In
Arabidopsis, the plasma membrane Na+/H+ antiporter SOS1 mediates Na+ efflux,
and its activity is regulated by the SOS3-SOS2 kinase complex during salt stress
(Figure 2) (17). Salt stress-induced Ca2+ signatures are sensed by SOS3. SOS3 has
three calcium-binding EF hands and an N-myristoylation motif and shows
sequence similarity to the calcineurin B subunit of yeast and neuronal Ca2+ sen-
sors of animals (56, 57). Calcineurin is a protein phosphatase (PP2B) that regu-
lates salt tolerance in yeast. SOS3 and SOS3-like calcium-binding proteins
(SCaBPs) identified in Arabidopsis differ from yeast calcineurin structurally and
functionally. SCaBPs do not have a calcineurin A subunit catalytic domain.
Unlike calcineurin, which activates protein phosphatases, SOS3 activates the
Ser/Thr protein kinase during salt stress. Thus, SOS3 and SCaBPs are a new class
of Ca2+ sensor proteins in higher plants. Mutations that disrupt either Ca2+ bind-
ing (sos3-1) or myristoylation (G2A) of SOS3 cause salt stress hypersensitivity in
Arabidopsis (57). SOS3 binds Ca2+ with low affinity as compared with other Ca2+-
binding proteins such as caltractin and calmodulin (57). The differences in the
affinity of these Ca2+ sensors may be employed by cells to distinguish various
Ca2+ signals. SOS3 transduces the salt stress signal by activating SOS2, a Ser/Thr
protein kinase with an N-terminal kinase catalytic domain that is similar to that
of yeast sucrose nonfermenting 1 (SNF1) and animal AMP-activated kinase
(AMPK), and has a unique C-terminal regulatory domain. The C-terminal regu-
latory domain of SOS2 consists of an autoinhibitory FISL motif (58). Under
normal cellular conditions, the catalytic and regulatory domains of SOS2 inter-
act with each other, likely preventing substrate phosphorylation by blocking sub-
strate access. Yeast two-hybrid and in vitro binding assay have shown that in the
presence of Ca2+, SOS3 binds to and activates the SOS2 kinase (59). The FISL
motif in the regulatory domain of SOS2 is necessary and sufficient for interact-
ing with SOS3, and deletion of this FISL motif constitutively activates SOS2.
Replacing Thr168 in the kinase domain by Asp also results in a constitutively
active SOS2 kinase (60).

Molecular genetic analyses led to the identification of targets of the
SOS3-SOS2 regulatory pathway. One of the targets of the SOS pathway is SOS1.
SOS1 has significant protein sequence homology and conserved domains similar
to that of the plasma membrane Na+/H+ antiporter from bacteria, fungi, and ani-
mals. The expression of SOS1 is ubiquitous but stronger in epidermal cells sur-
rounding the root tip and in parenchyma cells bordering the xylem. The
expression of the SOS1::GFP fusion protein and anti-SOS1 antibody confirmed
that SOS1 is localized in the plasma membrane of root and leaf cells (61-63). sos1
mutant plants show hypersensitivity to salt stress (100 mM NaCl) and accumu-
late more Na+ in shoots than do wild-type plants (61). Isolated plasma membrane
vesicles from sos1 mutants showed significantly less inherent as well as salt stress-
induced Na+/H+ antiporter activity than did vesicles from the wild type (64). This
evidence shows that SOS1 functions as a Na+/H+ antiporter on the plasma mem-
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brane and plays a crucial role in sodium efflux from the root cells. Indeed, trans-
genic Arabidopsis plants overexpressing SOS1 exhibited lower levels of Na+ in the
xylem transpirational stream and in the shoot than wild-type plants and
enhanced salt tolerance. Transgenic plants grew, bolted and flowered with
increasing concentrations of salt stress (50-200 mM NaCl), whereas control
plants become necrotic and did not bolt (65). The expression level of SOS1 is also
significantly higher in salt cress (T. halophila) than in Arabidopsis, even in the
absence of salt stress (66).

The Na+/H+ exchange activity of SOS1 is regulated by the SOS3-SOS2
complex under salt stress. Isolated plasma membrane vesicles from sos3 and sos2
mutants showed significantly less Na+/H+ exchange activity than that of wild-type
plants. Consistent with this finding, these mutants also accumulate higher levels of
Na+, similar to those accumulated by the sos1 mutant. However, the addition of
activated SOS2 is sufficient to rescue the Na+/H+ exchange activity of plasma
membrane vesicles from sos3 and sos2 mutants (64, 67). The SOS3-SOS2 kinase
complex phosphorylates the SOS1 protein and activates SOS1 Na+/H+ antiporter
activity (67). SOS1 up-regulation during salt stress is also under the regulatory
control of the SOS pathway, as shown by the impaired expression of SOS1 in salt-
stressed sos2 and sos3 mutants (60). Overexpression of the active form (Thr168 to
Asp mutation) of SOS2 under the control of the CaMV 35S promoter
(35S::T/DSOS2) rescued the sos2 and sos3 mutants under salinity conditions.
Transgenic Arabidopsis expressing 35S::T/DSOS2 showed enhanced SOS1 trans-
porter activity and better vegetative and reproductive growth than wild-type
plants when grown in soil irrigated with 200 mM NaCl (68). Coexpression of
SOS1, SOS2, and SOS3 rescued yeast cells deficient in Na+ exchangers.
Coexpression of SOS2 and SOS3 significantly increased SOS1-dependent Na+

tolerance in the yeast mutant (67). This evidence demonstrates that SOS3 senses
the salt-stress induced Ca2+ signals and activates SOS2 kinase, which in turn reg-
ulates the Na+/H+ exchange activity and expression of SOS1 (Figure 2) (17).

SODIUM COMPARTMENTATION

Soil salinity decreases soil water potential, which leads to osmotic stress.
To maintain water uptake during osmotic stress, plants have evolved a mecha-
nism known as osmotic adjustment. Osmotic adjustment is active accumulation
of solutes such as inorganic ions (Na+ and K+) and organic solutes (proline,
betaine, polyols, and soluble sugars). Vacuolar sequestration of Na+ is an impor-
tant and cost-effective strategy for osmotic adjustment and at the same time
reduces the cytosolic Na+ concentration during salinity. Vacuolar Na+/H+

antiporters use the proton gradient generated by vacuolar H+-adenosine triphos-
phatase (H+-ATPase) and H+-inorganic pyrophosphatase (H+-PPase) for Na+

sequestration into the vacuole. Hence, coordinated regulation of the Na+/H+

antiporters, H+-ATPase and H+-PPase is crucial for salt tolerance. Salt stress
induces tonoplast H+-ATPase and H+-PPase activities (69). Transgenic
Arabidopsis plants overexpressing AVP1 (H+-PPase) showed enhanced sequestra-
tion of Na+ into the vacuole and maintained higher relative leaf water content
and enhanced salt and drought stress tolerance as compared with the wild type
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(70). NO-mediated signaling is implicated in the activation of plasma membrane
H+-ATPase (71), but the regulators of tonoplast H+-ATPases and H+-PPase are
yet to be identified.

Vacuolar Na+ sequestration is further regulated at the level of expres-
sion and activity of tonoplast Na+/H+ antiporters (NHXs). Expression of
NHX1 is induced by salinity and ABA in Arabidopsis (72, 73), rice (74), and
cotton (75). The expression level of NHX1 is correlated with genotypic differ-
ences in salt tolerance in cotton (75). Complementation studies showed that
AtNHX1 (72) and OsNHX1 (69) could complement the yeast nhx1 mutant.
Transgenic Arabidopsis plants overexpressing AtNHX1 showed significantly
higher salt (200 mM NaCl) tolerance than wild-type plants (76). Transgenic
tomato plants overexpressing AtNHX1 were able to grow and produce fruits in
the presence of very high salt concentrations (200 mM NaCl) at which wild-
type plants did not survive. The yield and fruit quality of transgenic tomato
plants under salt stress were equivalent to that of control plants under non-
stress conditions (77). Similar results were obtained with transgenic canola
(Brassica napus) overexpressing AtNHX1 (78). These tomato and canola plants
accumulated high concentrations of Na+ in older leaves but not in reproductive
parts (77, 78). Inspired by these results, transgenic rice plants overexpressing
Atriplex gmelini NHX1 (79), rice overexpressing OsNHX1 (69), and tobacco
overexpressing Gossipium hirsutum NHX1 (75) were engineered. These trans-
genic plants showed better salt tolerance than control plants in the vegetative
stage. However, transgenic rice plants overexpressing OsNHX1 did not show a
K+-to-Na+ ratio significantly different from that of control plants (69). Analysis
of salt tolerance of the osnhx1 null mutant of rice (69) may shed further light
on the role of NHX1 in salt tolerance.

The SOS pathway and ABA regulate AtNHX1 gene expression and its
antiporter activity under salt stress. The promoter of AtNHX1 contains putative
ABA responsive elements (ABRE) between −736 and −728 from the initiation
codon. AtNHX1 expression under salt stress depends in part on ABA biosynthe-
sis and ABA signaling through ABI1, because the salt stress-induced upregula-
tion was reduced in ABA-deficient mutants (aba2-1 and aba3-1) and the
ABA-insensitive mutant, abi1-1 (73). In G. hirsutum, GhHNX1 expression is
induced by ABA and appears to be regulated by MYB/MYC-type transcription
factors (75). Analysis of the tonoplast Na+/H+-exchange activity in wild-type and
sos mutants (sos1, sos2 and sos3) revealed that SOS2 also regulates tonoplast
Na+/H+-exchange activity. The impaired tonoplast Na+/H+-exchange activity
from isolated sos2 tonoplasts could be restored to the wild-type level by the addi-
tion of activated SOS2 protein. Inasmuch as the Na+/H+-exchange activity is
unaffected in the sos3 mutant, regulation of tonoplast Na+/H+-exchange activity
by SOS2 is independent of SOS3 (80). SOS2 has been found to interact with plant
calcium sensor proteins such as SOS3, SCaBP1, SCaBP3, SCaBP5, and SCaBP6
(81). One of these SCaBPs may signal SOS2 to regulate tonoplast Na+/H+-
exchange activity (Figure 2) (80). SOS2 also has an additional SOS3-independent
role in regulating the vacuolar H+/Ca2+ antiporter VCX1, which plays a crucial
role in regulating the duration and amplitude of cytosolic Ca2+ oscillations (82).
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SODIUM TRANSPORT FROM SHOOTS TO ROOTS

Many of the glycophytes have limited ability to sequester Na+ in leaf
vacuoles. Therefore, these plants recirculate excess Na+ from the leaf to the root.
Sodium transport from shoots to roots is probably mediated by SOS1 and
HKT1 in Arabidopsis. Under salt stress (100 mM NaCl), Na+ accumulation in
shoots of sos1 mutant plants was greater than that of the wild type. Strong
expression of SOS1 in cells bordering the xylem suggests that SOS1 mediates
either Na+ release into or Na+ retrieval from the xylem stream, depending on salt
stress intensity, and thus is critical for controlling long-distance Na+ transport
from roots to shoots (62). Comparison of the expression pattern of HKT1 in
wheat and Arabidopsis revealed that AtHKT and wheat HKT1 might have dif-
ferent functions. AtHKT1 is mainly expressed in phloem tissues but not in root
peripheral cells, whereas wheat HKT1 is localized to the root epidermis and leaf
vasculature. The sodium overaccumulation in shoots 2-1 (sas2-1) mutant of
Arabidopsis showed significantly higher shoot Na+ content but lower root Na+

content and Na+ concentration in the phloem sap exuding from leaves than the
wild type. sas2-1 mutation impaired AtHKT1 and thus its Na+ transport activi-
ty in Xenopus oocytes (83). T-DNA mutation in the AtHKT1 gene has resulted
in higher shoot Na+ content and lower root Na+ content than that in the wild
type (84). Moreover AtHKT1 does not show significant K+ transport activity in
Xenopus oocytes. A single-point mutation, Ser-68 to glycine, was sufficient to
restore K+ permeability to AtHKT1 (84). These results show that AtHKT1
probably mediates Na+ loading into the phloem sap in shoots and unloading in
roots and thus helps to maintain a low Na+ concentration in shoots (83). The
Arabidopsis athkt1∆ mutation suppresses the salt hypersensitivity and K+-defi-
cient phenotype of sos3 (85). Hence, the SOS pathway may regulate and coordi-
nate the activities of AtHKT1 and SOS1 to control Na+ transport from shoots
to roots.

Salt stress–induced ABA accumulation, in addition to cytosolic Ca2+,
may also regulate the SOS pathway through the ABI2 protein phosphatase 2C.
ABI2 interacts with the protein phosphatase interaction motif of SOS2. This
interaction is abolished by the abi2-1 mutation, which enhances the tolerance of
seedlings to salt shock (150 mM NaCl) and causes ABA insensitivity. Hence, the
wild-type ABI2 may negatively regulate salt tolerance by inactivating SOS2 or the
SOS2-regulated ion channels such as HKT1, Na+/H+ antiporters, SOS1 and
NHX1 (Figure 2) (86).

Transgenic manipulations of ion homeostasis have demonstrated the pos-
sibilities of genetic engineering salt-tolerant crop plants. Although multiple genes
govern salt-stress tolerance, significant increases in salt tolerance have been
achieved by single-gene manipulations, as revealed by SOS1-(65) and NHX1-
(76-78) overexpressing transgenics. These transgenics were able to grow and
flower at a salt concentration of 200 mM NaCl (~20 dS m−1), which is lethal to
wild-type plants. Most crop plants are susceptible to this concentration of salin-
ity (6). In addition, these transgenics do not produce any obvious growth abnor-
malities or change in the quality of the consumable product, as shown by
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NHX1-overexpressed transgenic tomato and Brassica (77, 78). Hence, genetic
engineering for ion homeostasis by tissue-specific overexpression of SOS1,
NHX1, and their positive regulator, the active form of SOS2, will help improve
the salt tolerance of crop plants.

STRESS DAMAGE PREVENTION AND REPAIR

Stress damage prevention and repair pathways are necessary for cell sur-
vival at metabolically inhibitory levels of ionic or osmotic stresses. These strategies
may include osmotic adjustment, osmoprotectant accumulation, oxidative stress
management, induction of stress proteins (LEA-type proteins, chaperonin, etc.),
and other physiological adaptations such as modifications in root and shoot
growth and transpiration.

OSMOPROTECTANTS

Plants accumulate organic osmolytes such as proline, betaine, polyols,
sugar alcohols, and soluble sugars to tolerate osmotic stress. These organic
solutes protect plants from abiotic stress by 1) osmotic adjustment, which helps
in turgor maintenance; 2) detoxification of reactive oxygen species; and 3) stabi-
lization of the quaternary structure of proteins (87). Polyols and proline act as
antioxidants (88). Proline also stabilizes subcellular structures (membranes and
proteins) and buffers cellular redox potential under stress. Glycine betaine and
trehalose stabilize the quaternary structures of proteins and highly ordered state
of membranes. Glycine betaine also reduces lipid peroxidation during salinity
stress. Hence, these organic osmolytes are known as osmoprotectants (3, 87-89).
In addition to these organic osmoprotectants, polyamines also play a significant
role in salt-stress tolerance. Mutations that impair arginine decarboxylase (ADC
catalyzes the first committed step in polyamine biosynthesis) result in salt hyper-
sensitivity (90, 91). Genes involved in osmoprotectant biosynthesis are upregu-
lated under salt stress, and the concentrations of accumulated osmoprotectants
correlate with osmotic stress tolerance (3, 89). Halophytes such as T. halophila
accumulate significantly higher concentrations of proline than Arabidopsis, even
under nonstress conditions (66). Genetic analysis of the Arabidopsis t365 mutant
impaired in the S-adenosyl-L-methionine:phosphoethanolamine N-methyltrans-
ferase (PEAMT) gene involved in glycine betaine biosynthesis (Figure 3) showed
hypersensitivity to salt stress (92). Thus, glycine betaine accumulation is critical
for salt tolerance. Several efforts have been made to engineer salt and other abi-
otic stress resistance in plants through genetic manipulation of osmoprotectant
metabolism. The pathways of various osmoprotectant biosynthesis are shown in
Figure 3. Genes of these pathways that are employed in genetic engineering for
salt tolerance are briefly reviewed in Table 1.

Genetically engineered overproduction of compatible osmolytes in trans-
genic plants such as Arabidopsis, tobacco, rice, wheat, and Brassica has also been
shown to enhance stress tolerance at the vegetative stage, as measured by germi-
nation, seedling growth, survival, recovery and photosystem II yield (Table 1).
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Only in a few cases was salinity-stress tolerance of transgenics examined at the
reproductive stage of the plant (94, 101, 108, 111, 112). In most cases, the contri-
bution of the engineered osmoprotectant concentration to osmotic adjustment
was not measured, or its contribution to osmotic adjustment was low. Abiotic
stress tolerance of these transgenics was attributed to the osmoprotectant effect
of these solutes (Table 1). Further, compartmentation of these osmoprotectants 
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Figure 3. Osmoprotectant metabolism. Genes encoding for many of these enzymes have been
employed for genetic engineering osmoprotectant accumulation in plants (Table 1).
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Table 1. Metabolic engineering of osmoprotectant accumulation for salt-stress
tolerance in plants.

Gene Plant Stress tolerance Reference

Glycine betaine

Arthrobacter Arabidopsis Germination in 300 mM NaCl; 93
globiformis seedling growth in 200 mM NaCl;
choline oxidase retention of PSII activity
(CodA) at 400 mM NaCl.

A. globiformis Arabidopsis Exposure of 40-day-old plants to 94
CodA under 100 mM NaCl stress for 3 days 
CaMV 35S resulted in flower bud abortion and a
promoter decrease in number of seeds per

silique in control plants. These adverse 
effects were less in transgenic plants.

A. globiformis Rice Transgenic plants in which CodA 95
CodA is targeted to the chloroplasts were 

more tolerant to photoinhibition 
under 150 mM NaCl salt stress 
and cold stress than CodA
expression in cytosol.

A. globiformis Brassica Better germination in 100-150 mM 96
CodA juncea NaCl and seedling growth 

in 200 mM NaCl.

Arthrobacter Arabidopsis, No significant differences in osmotic 97
pascens choline B.napus, potential between transgenic and 
oxidase (COX) and tobacco nontransgenic plants.

E. coli choline Tobacco Biomass production of greenhouse- 98
dehydrogenase grown transgenic plants was greater 
(betA) and than that of wild-type plants under 
betaine aldehyde salt stress; faster recovery from 
dehydrogenase photoinhibition under high light,
(betB) genes salt stress, and cold stress.

Atriplex hortensis Triticum Seedling growth in 0.7 % NaCl. 99
BADH driven aestivum
by maize 
ubiquitin
promoter

Peroxisomal Rice Stability in chlorophyll fluorescence; 100
BADH of accumulation of fewer Na+ and
barley Cl− ions and more K+ ions in shoots 

under 100 mM NaCl stress.

Proline

Vigna Tobacco Better root growth and flower develop- 101
aconitifolia L. ment under salt stress.
P5CS ∆1-
pyrroline-5-
carboxylate 
synthetase) gene
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Gene Plant Stress tolerance Reference

V. aconitifolia L. Tobacco Improved seedling tolerance and low 102
P5CS that lacks free radical levels at 200 mM NaCl.
end product 
(proline) 
inhibition

V. aconitifolia L. Rice Faster recovery after a short period 103
P5CS gene of salt stress to seedlings.
under barley 
HVA22 
promoter 

Antisense proline Arabidopsis Tolerant to high salinity (600 mM 104
dehydrogenase NaCl); constitutive freezing tolerance 
gene (−7˚C) at vegetative stage.

Antisense ∆1- Soybean Antisense transgenic plants (vegetative 105
pyrroline-5- stage) accumulate less proline and 
carboxylate failed to survive 6 days of drought 
reductase gene at 37˚C, whereas control plants 
under heat stress survived.
inducible 
promoter

Trehalose

E. coli OstA Rice Higher survival rate and K+/Na+ ratio, 106
(Trehalose 6P low Na+ accumulation in the shoot,
synthase) & high PSII activity, high root and shoot
OstB (Trehalose growth under 100 mM NaCl stress at 
6P Phosphatase) vegetative stage.
driven by 
ABA 
responsive 
promoter 

E. coli OstA & Rice Enhanced seedling growth and PSII 107
OstB driven  yield under salt, drought and cold
by maize stress.
ubiquitin
promoter

Mannitol

E. coli mt1D Tobacco Better fresh weight, plant height, and 108
(Mannitol-1- flowering under 250 mM NaCl for 
phosphate 30 days.
dehydro-genase) 
driven by 
CaMV
35S promoter

E. coli mt1D Arabidopsis Transgenic seeds were able to germin- 109
ate in up to 400 mM NaCl, whereas 
control seeds ceased to germinate at 
100 mM NaCl.

(Cont.)



may also be required for enhanced tolerance. For example, transgenic rice plants
that overexpress choline oxidase targeted to chloroplasts showed better tolerance
to photoinhibition under salt and low-temperature stress than did plants over-
expressing choline oxidase targeted to the cytosol (95). Often, engineered
osmoprotectant overaccumulation results in impaired plant growth and develop-
ment even under the nonstress environment. Transgenic tobacco plants overac-
cumulating mannitol (110), sorbitol (115), or trehalose (116) showed stunted
growth. Often, engineered alterations in osmoprotectant accumulation results in
infertility, depending on the concentration of osmoprotectant (111, 115). The use
of a stress-inducible promoter to overexpress osmoprotectant biosynthesis helps
in overcoming the growth defects while protecting the plants during osmotic
stress (106). Although transgenic tobacco overexpressing the myo-inositol
O-methyl transferase gene accumulated D-ononitol in the cytosol up to 600 mM
during salt stress, D-ononitol did not enter the vacuole (113). Hence, further
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Table 1. (Cont.)

Gene Plant Stress tolerance Reference

E. coli mt1D Tobacco Better salt stress tolerance. Nonstress- 110
ed transgenic plants were 20-25% 
smaller; Mannitol contributed only to 
30-40% of the osmotic adjustment.

E. coli mt1D Triticum Only 8% biomass reduction as com- 111
aestivum L. pared to 56% reduction in control 

plants under 150 mM NaCl stress.
High level of mannitol accumulation 
causes stunted growth and sterility.

Celery mannose Arabidopsis Enhanced salt tolerance in terms of 112
6-P reductase growth, flowering and seed produc-
driven by CaMV tion in soil irrigated with 300 mM

35S promoter NaCl.

D-Ononitol

Ice plant Myo- Tobacco Photosynthetic CO2 fixation was 113
inositol O- slightly better under drought and 
methyl transfer- salinity stress; faster recovery.
ase (IMT1)

Sorbitol

Apple Stpd1 Japanese Tolerance in Fv/Fm ratio under 114
(sorbitol-6- persimmon, NaCl stress.
phosphate Diospyros
dehydrogenase) kaki Thunb.
driven by 
CaMV 35S 
promoter



understanding of the metabolic flux and compartmentation of osmoprotectants
will help in precisely engineering osmoprotectant metabolism in plants for salt-
stress tolerance.

REGULATION OF OSMOPROTECTANT METABOLISM

Evidence from genetic analysis, gene expression, and transgenic studies
shows that osmoprotectant biosynthesis and accumulation in appropriate cellu-
lar organelles is critical for plant salt tolerance. However, the signaling cascades
that regulate the osmoprotectant biosynthesis and catabolism during salt and
other osmotic stress in higher plants are poorly understood. A signaling cascade
similar to that of the yeast mitogen-activated protein kinase-high osmotic glyc-
erol 1 (MAPK-HOG1) pathway may be involved in regulation of osmoprotectant
biosynthesis (3, 19). Arabidopsis AtHK1, a putative osmosensory two-component
hybrid histidine kinase, is implicated in osmosensing during salt stress. AtHK1
expression is induced by salt stress, and it complements the yeast double mutant
sln1∆ sho1∆, which lacks osmosensors. Similar to the SLN1 osmosensor of yeast,
AtHK1 is probably active at low osmolarity and may inactivate a response regu-
lator by phosphorylation. High osmolarity caused by salt stress may inactivate
AtHK1, which results in the accumulation of the active form of the nonphos-
phorylated response regulator and may activate osmolyte biosynthesis in plants
by activating the MAPK pathways (19). Moreover, constitutive overexpression of
a dominant-negative mutated form of AtHK1 in transgenic Arabidopsis resulted
in enhanced tolerance to salt and drought stress (117). Results from complemen-
tation analysis in yeast and transgenic Arabidopsis suggest that AtHK1 may act
as an osmosensor in Arabidopsis. Determination of the in vivo role of higher
plant putative sensory kinases and the identification of signaling intermediates
and targets will shed more light on salt-stress signaling.

Genetic analysis of ABA-deficient mutants los6/aba1 and los5/aba3 of
Arabidopsis revealed that proline biosynthesis during osmotic stress is regulated
by ABA, because salt and other abiotic stress induction of P5CS gene expression
is either diminished or blocked in these mutants (118, 119). In Arabidopsis and
Medicago truncatula, of the two P5CS genes, the expression of only one gene is
regulated by NaCl and osmotic stress (120, 121), which suggests that the pro-
moters of these genes are differentially activated by developmental and osmotic
stress cues. Biochemical analysis implicates phospholipase D (PLD) as a negative
regulator of proline biosynthesis in Arabidopsis (122). Recent studies have shown
that proline can act as signaling molecule to autoregulate the proline concentra-
tion and induce salt-stress-responsive proteins. In the desert plant Pancratium
maritimum L., severe salt stress resulted in an inhibition of antioxidative enzymes
such as catalase and peroxidase. Exogenous application of proline helped to
maintain the activities of these enzymes and also upregulated several salt-stress-
responsive dehydrin proteins (123). Microarray and RNA gel blot analyses have
shown that 21 proline-inducible genes have the proline- or hypo-osmolarity-
responsive element (PRE, ACTCAT) in their promoter (124, 125). Transient acti-
vation analysis of a PRE-containing promoter led to the identification of four
bZIP transcription factors that may regulate proline dehydrogenase and other
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proline- or hypo-osmolarity-responsive genes in Arabidopsis (126).
Understanding the signaling events that regulate osmoprotectant metabolism
during stress and recovery will be useful in improving salt and osmotic stress tol-
erance of crop plants.

LEA-TYPE PROTEINS

Late-embryogenesis-abundant (LEA) proteins are synthesized and stored
in maturing seeds and are necessary for the desiccation tolerance of seeds. LEA-
type proteins coding genes are called dehydrins, RD (responsive to dehydration),
ERD (early responsive to dehydration), KIN (cold inducible), COR (cold regu-
lated), and RAB (responsive to ABA) genes in different plant species (3, 127).
LEA proteins are induced at higher levels by salt or ABA in salt-tolerant indica
rice varieties than in salt-sensitive rice varieties (128). In higher plants, osmotic
stress and ABA induce several LEA-type proteins in vegetative tissues. The
expression levels of LEA proteins are correlated with desiccation tolerance in
vegetative tissues, pollen, and seeds (129, 130). LEA proteins are rich in
hydrophilic amino acids and are very stable. The proposed functions of LEA pro-
teins under stress are to 1) protect the cellular structure by acting as a hydration
buffer, 2) protect proteins and membranes, and 3) renature denatured proteins
(129, 130). Genetically engineered rice plants constitutively overexpressing a bar-
ley LEA gene (HVA1) driven by rice actin-1 promoter showed better salt (200
mM NaCl) and drought stress tolerance and faster recovery once the stress was
removed. Wilting, dying of old leaves, and necrosis of young leaves were delayed
in transgenic rice as compared with control plants under both salt and water
stress (131).

Transcriptional Regulation of LEA/COR Genes

ABA regulates several aspects of plant development, including seed
development, desiccation tolerance of seeds, and seed dormancy, and plays a
crucial role in abiotic and biotic stress tolerance of plants. Genetic analysis of
ABA-deficient mutants established the essentiality of ABA signaling in stomatal
control of transpiration (31). As discussed earlier, because the rate of transpira-
tion determines the amount of salt transport into shoots, stomatal regulation by
ABA is an important trait of plant salt tolerance. Salt and osmotic stress regu-
lation of LEA gene expression is mediated by both ABA-dependent and -inde-
pendent signaling pathways. Both the pathways appear to employ Ca2+

signaling, at least in part, to induce LEA gene expression during salinity and
osmotic stress (3, 127). Northern analysis of COR gene expression in ABA-defi-
cient mutants, namely los5/aba3 and los6/aba1 of Arabidopsis, showed that ABA
plays a pivotal role in salt and osmotic stress–regulated gene expression. The
expression of RD29A, RD22, COR15A, and COR47 was severely reduced or
completely blocked in the los5 mutant (118), whereas in los6, the expression of
RD29A, RD19, COR15A, COR47, and KIN1 was lower than that in wild-type
plants (119).
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Promoters of LEA/COR genes contain dehydration-responsive ele-
ments/C-repeat (DRE/CRT), ABA-responsive elements (ABREs), MYC
recognition sequence (MYCRS), and/or MYB recognition sequence (MYBRS)
cis-elements. The regulation of gene expression through DRE/CRT cis-ele-
ments appears to be mainly ABA independent, whereas ABRE and
MYB/MYC element-controlled gene expression is ABA dependent (127, 132).
However, recent studies have shown that cross-talk exists between the ABA-
dependent and -independent pathways. For example, RD29A expression
depends on both DRE and ABRE elements (133), and ABA can also induce
the expression of C-repeat binding proteins, CBF1-CBF3 (134). Salt-stress
signaling through Ca2+ and ABA mediate the expression of LEA genes by tran-
scription factors that activate CRT, ABRE and MYC/MYB cis-elements
(Figure 4).

Calcium Sensor Proteins

An earlier section of this chapter described the role of ABA in regulating
cytosolic Ca2+ signatures during salinity. Genetic and biochemical evidence show
that ABA-mediated COR gene expression is regulated by Ca2+ signaling. In addition

Figure 4. Transcriptional regulation of LEA/COR genes during salt stress. LEA/COR genes are acti-
vated MYC/MYB and bZIP type transcription factors mainly through ABA-dependent signaling.
Salinity-induced ABA accumulation may mediate the expression of CBFs, which in turn induce expres-
sion of LEA/COR genes through DRE/CRT cis-elements during salinity. The ICE1, a myc-like bHLH
transcription factor, regulates the transcription of CBFs during cold stress, while the upstream signal-
ing events that regulate expression of CBFs under osmotic and ABA stresses are not known. Ca2+ sig-
naling is positively regulated by CDPKs and negatively regulated by ABI1/2 protein phosphatase 2C,
SCaBP5-PKS3 complex. and CaMs (* = indicates post-translation activation requirement).



to SOS3, salt stress–induced Ca2+ oscillations may also be perceived by Ca2+-
dependent protein kinases (CDPKs) and calmodulins (CaMs). Arabidopsis
AtCDPK1 and AtCDPK2 are induced by salt and drought stress (135). In rice,
salt, drought, and cold stress induce the expression of OsCDPK7 (136). In
Mesembryanthemum crystallinum (common ice plant), salinity and dehydration
regulate myristoylation and localization of a CDPK (McCPK1) into the plasma
membrane. Upon dehydration, McCPK1 changes its cellular localization from
the plasma membrane to the nucleus, endoplasmic reticulum, and actin microfil-
aments (137). McCDPK1 phosphorylates the McCDPK1 substrate protein 1
(CSP1) in vitro in a Ca2+-dependent manner, and salt stress induces co-localiza-
tion of McCDPK1 and CSP1 in the nucleus of these ice plants (138). CDPKs
transduce salt stress and ABA-induced Ca2+ signals to regulate the expression of
LEA-type genes (136, 139). Transient expression analysis in maize protoplasts
showed that an increase in cytosolic Ca2+ concentration activates CDPKs that
induce the stress-responsive HVA1 promoter, which is under the negative control
of ABI1 protein phosphatase 2C (139). Overexpression analysis also confirmed
the regulatory role of CDPKs in salinity-induced LEA gene expression.
Transgenic rice overexpressing OsCDPK7 showed enhanced induction of a
LEA-type gene (RAB16A) and salt/drought tolerance, whereas antisense trans-
genic plants were hypersensitive to salt/drought stress (136).

CaMs may act as negative regulators of salt stress-induced Ca2+ signa-
tures. Overexpression of CaM3 in Arabidopsis repressed the expression of COR
genes (RD29A and COR6.6) (140). The expression of COR genes is mediated by
Ca2+ signals (141). Ca-ATPases mediate Ca2+ efflux from the cytoplasm and thus
regulate the magnitude and duration of cytosolic Ca2+ oscillations. Endoplasmic
reticulum Ca-ATPase (ACA2) has been shown to be activated by CaM and inhib-
ited by CDPK (142). Salinity, dehydration, and cold stress–inducible
AtCaMBP25 (Arabidopsis thaliana calmodulin (CaM)-binding protein of
25 kDa) binds to a canonical CaM in a Ca2+-dependent manner. Transgenic plants
overexpressing AtCaMBP25 showed hypersensitivity to salt and osmotic stress,
whereas antisense AtCaMBP25 transgenic plants were more tolerant to these
stresses than the wild type. These results suggest that AtCaMBP25 may function
as a negative effector of salt and osmotic stress signaling (143). The differences in
affinity of SOS3, SCaBPs, CDPKs, and CaM for Ca2+ may determine the opera-
tion of specific signaling cascades and interactions. Thus, LEA/COR gene expres-
sion is regulated by the balance between the activities of CDPKs and CaMs.
Ca-CaMs may also regulate cytoplasmic receptor-like kinases during salt and
abiotic stress signaling. Salt-, cold-, and H2O2-inducible CaM binding cytoplas-
mic receptor-like kinase 1 (CRCK1) has been cloned from alfalfa (144).
Transcriptome analyses showed the induction of receptor-like kinase genes in
Arabidopsis under salt stress (14, 15). However, the roles of these proteins in salt-
stress sensing and their targets are unknown.

Basic Leucine-Zipper-Family Transcription Factors

ABA-dependent expression of COR genes under osmotic stress is regu-
lated by basic leucine-zipper (bZIP) (145) and MYB/MYC-type transcription fac-
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tors (Figure 4) (146). Salt, drought, and ABA upregulate the expression of
Arabidopsis bZIP transcription factors such as ABREB1 (ABA-responsive ele-
ment binding protein 1 = ABF2) and ABREB2 (= ABF4) genes. These transcrip-
tion factors have been shown to induce RD29B promoter-GUS in leaf protoplasts
of wild-type Arabidopsis but not in aba2 (ABA-deficient) and abi1 (ABA-insen-
sitive) mutants. The induction of RD29B-GUS by ABREBs is enhanced in an
era1 (enhanced response to ABA) mutant. This evidence suggests that ABA is
necessary for the expression and activation of ABREB1 and ABREB2, which in
turn regulate COR gene expression (145). Constitutive overexpression of ABF3
and ABREB2 (= ABF4) in Arabidopsis enhanced the expression level of target
LEA genes (RAB18 and RD29B). These transgenic plants showed hypersensitiv-
ity to ABA, sugar, and salt stress during germination, but enhanced drought tol-
erance at the seedling stage (147).

MYB/MYC-Type Transcription Factors

MYB/MYC-type transcription factors such as AtMYC2 (=RD22BP1)
and AtMYB2 regulate LEA gene expression in Arabidopsis during osmotic stress
(Figure 4). Transgenic Arabidopsis plants overexpressing AtMYC2 and AtMYB2
showed constitutive expression of RD22 and AtADH, and the expression levels
were further increased with ABA treatment. The expression of RD22 and
AtADH genes is impaired in the atmyc2 mutant. Transgenic Arabidopsis plants
overexpressing AtMYC2 and AtMYB2 showed enhanced osmotic stress toler-
ance, as measured by electrolyte leakage from cells (146), although their salt stress
tolerance is not known. Overexpression of ABA- and abiotic stress-inducible
Craterostigma plantagineum MYB10 enhanced salinity and desiccation tolerance
of transgenic Arabidopsis plants. These transgenics also showed ABA hypersen-
sitivity and altered sugar sensing. In vitro promoter binding assay showed that
CpMYB10 binds to the LEA Cp11-24 promoter (148).

C-repeat Binding Proteins

CBFs (C-repeat binding proteins) or dehydration-responsive-element
binding proteins (DREBs) belong to the EREBP/AP2 domain transcription fac-
tor family. CBFs activate the expression of LEA/COR genes through DRE/CRT
cis-elements in response to abiotic stress. Arabidopsis DREBs are classified into
two classes: DREB1 (DREB1A=CBF3, DREB1B=CBF1, DREB1C=CBF2 and
CBF4) and DREB2 (DREB2A and DREB2B). The expression of CBF1, CBF2
and CBF3 is induced by cold stress, whereas that of CBF4 is induced by drought
stress. The expression of DREB2A and DREB2B is induced by dehydration and
salt stress (132, 149, 150). Similar to Arabidopsis DREB2, rice OsDREB2A is
induced by dehydration and salt stress (151). Osmotic stress–induced expression
of CBF4 appears to be mainly mediated by ABA (150). ABA has been shown to
induce CBF1, CBF2, and CBF3, although their ABA-induced expression level is
significantly lower than with cold stress (134). Transgenic plants overexpressing
CBF (CBF1, 3, and 4) genes showed constitutive activation of DRE/CRT cis-ele-
ment-dependent COR gene expression (149-153). Transcriptional activation of
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COR genes by CBF transcription factors is conserved across plant species such
as Arabidopsis, wheat, B. napus (154), barley, and rice (151). Transcriptome analy-
sis of CBF-overexpressing transgenic Arabidopsis showed that approximately
13 LEA/dehydrin genes are under the transcriptional control of CBFs (155).
Recently, ICE1 (inducer of CBF expression 1), a MYC-type basic helix-loop-
helix transcription factor, as an upstream regulator of CBFs under cold stress
was identified in Arabidopsis (156) (Figure 4). Upstream transcription factors that
regulate the expression of DREB2/CBFs during salt stress have yet to be identified.

In tobacco Tsi1 (tobacco-stress-induced-gene 1, a member of the
EREBP/AP2 transcription factor family), gene expression is rapidly induced by
salt but not drought or ABA. The overexpression of TSI1 in tobacco enhanced
the retention of chlorophyll content when leaves were floated in 400 mM NaCl
solution for 48 or 72 h (157). Further detailed studies are needed to identify the
targets of TSI1.

Transgenic Arabidopsis overexpressing CBF1 or CBF3 driven by the
CaMV35S promoter or CBF3 expression under the transcriptional control of the
stress-responsive RD29A promoter showed enhanced tolerance to salt, drought,
and freezing stress (149, 152-154). Transgenic wheat plants expressing
RD29A::CBF3 showed enhanced osmotic stress tolerance (158). Overexpression
of the rice OsDREB1A gene in Arabidopsis resulted in the activation of target
LEA genes and conferred salt and other abiotic stress tolerance (151).
Constitutive overexpression of CBF1 or CBF3 resulted in growth abnormalities
of the transgenic plants (149, 152-154, 159, 160). This problem has been over-
come by the use of a stress-responsive promoter to drive the expression of CBFs
(153, 158). Salt and abiotic stress tolerance of CBF-overexpressing transgenic
plants was attributed to the enhanced expression of LEA genes (153, 154), accu-
mulation of compatible osmolytes (161), and enhanced oxidative stress tolerance
(159, 160). Genome-wide expression analysis showed that CBF overexpression
also induces transcription factors such as AP2 domain proteins (RAP2.1 and
RAP2.6), putative zinc finger protein, and R2R3-MYB73 (155), which might reg-
ulate genes involved in osmolyte biosynthesis and antioxidant defense. This evi-
dence shows that the expression of several genes can be manipulated in
transgenic plants engineered with a single CBF transcription factor and that
enhanced expression of LEA genes is critical for salt and other abiotic stress
tolerance.

OXIDATIVE STRESS MANAGEMENT

Reactive oxygen species (ROS), namely, superoxide radicals (O2
.−), hydro-

gen peroxide (H2O2), and hydroxyl radicals (OH.) are produced in aerobic cellu-
lar processes such as mitochondrial and chloroplast electron transport and
oxidation of glycolate (photorespiration), xanthine, and glucose. ROS cause
oxidative damage to membrane lipids, proteins, and nucleic acids. Hence, organ-
isms have evolved various antioxidants and detoxifying enzymes to scavenge ROS
efficiently. Antioxidant enzymes employed by plants are ascorbate, glutathione,
α-tocopherol, and carotenoids, whereas detoxifying enzymes include superoxide
dismutase (SOD), catalase, peroxidase, and enzymes of the ascorbate-glutathione
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cycle. SOD converts superoxide to H2O2, which is detoxified to water and oxygen
by the catalase and/or ascorbate-glutathione cycle. Salt stress induces the accu-
mulation of ROS and enhances the expression of ROS-detoxifying enzymes
(5, 162-164). Alleviation of oxidative damage by scavenging ROS is an important
strategy of plants to tolerate stress (3, 165-167). Hence, several efforts have been
made to improve salt tolerance by engineering ROS-detoxifying enzymes.

Transgenic plants overexpressing ROS-scavenging enzymes such as SOD
(168), ascorbate peroxidase (APX) (169), and glutathione S-transferase/glu-
tathione peroxidase (GST/GPX) (170, 171) showed increased tolerance to osmot-
ic, temperature, and oxidative stress. The overexpression of the tobacco
NtGST/GPX gene in transgenic tobacco plants improved salt- and chilling-stress
tolerance because of enhanced ROS scavenging and prevention of membrane
damage (170, 171). Transgenic tobacco plants overexpressing AtAPX targeted to
the chloroplasts showed enhanced tolerance to salinity and oxidative stress (172).
The Arabidopsis pst1 (photoautotrophic salt tolerance 1) mutant is more tolerant
to salt stress than is the wild type. The salt tolerance of this mutant was attrib-
uted to higher activities of SOD and APX than in the wild-type Arabidopsis
(173). These evidences show that ROS detoxification is an important trait of
plant salt tolerance.

Salt stress (5, 162) and ABA (174, 175) induce enhanced production of
H2O2. ABA-dependent ROS production is catalyzed by NADPH oxidase, as
revealed by analysis of the atrbohD/F double mutant of Arabidopsis, which is
impaired in ABA-induced ROS production (176). ABA-elicited H2O2 production
is negatively regulated by the ABI2 protein (177). H2O2 acts as a systemic mole-
cule in regulating the expression of GST and GPX genes (178). The accumulation
of H2O2 in leaves of catalase-deficient tobacco plants was sufficient to induce the
production of defense proteins (GPX, PR-1) locally as well as systemically (179).
Promoter analysis of the salt stress-inducible Citrus sinensis GPX1 (phospholipid
hydroperoxide) gene suggests that GPX1 upregulation under salinity is mediated
by H2O2 but not superoxide (172). Promoters of genes that encode ROS-detoxi-
fying enzymes contain antioxidant-responsive elements (ARE), ABA-responsive
elements (ABRE), nuclear factor (NF)-κB redox-regulated transcription factor
recognition sequences, heat shock elements (HSE), and redox-regulated tran-
scription factor Y-box cis-elements (180). Hence, ABA, as well as H2O2, may act
as a second messenger to regulate antioxidant defense genes during salinity.
Oxidative stress signaling is probably mediated by the MAPK cascade in plants
(180, 181).

Pyramiding of chloroplastic and mitochondrial Mn-SOD in alfalfa
resulted in lower biomass production compared with that in transgenic plants
expressing either of the Mn-SODs (182). Engineered alterations in antioxidant
systems may alter the pool size of ROS, which are involved in developmental,
biotic, and abiotic stress signaling (175, 183). In field environments, crop plants
often experience more than one biotic and abiotic stress. Critical evaluation of
the engineered alterations in the antioxidant system on crop productivity in the
normal environment, as well as under multiple stress environments in field con-
ditions, and understanding of the signaling components that regulate ROS detox-
ification during salinity are needed to use this trait for genetically engineering
plant salt tolerance.
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MAPK SIGNALING PATHWAY

ROS signaling in plants under various stresses is mediated by mitogen-
activated protein kinase (MAPK) signaling pathways (184, 185). Salt stress trig-
gers the activation and enhances gene expression of MAPK signaling cascades,
some components of which are common for both salt and ROS (181, 186). The
Arabidopsis genome encodes approximately 60 MAPKKKs but only approxi-
mately 10 MAPKKs and 20 MAPKs (187). Hence, signals perceived by the
60 MAPKKKs must be transduced through 10 MAPKKs to 20 MAPKs. Thus,
MAPK cascades offer potential nodes for stress, hormonal, and developmental
signal cross-talk. Salt stress activates Arabidopsis AtMEKK1 (=MAPKKK)
(188), AtMKK2 (=MAPKK) (189) and MAPKs (ATMPK3, ATMPK4, and
ATMPK6) (190, 191). The active form of AtMEKK1 has been shown to activate
AtMPK4 in vitro (192). Yeast 2-hybrid analysis, in vitro and in vivo protein kinase
assays, and analysis of mkk2 null mutants have led to the identification of a
MAPK signaling pathway consisting of AtMEKK1, AtMEK1/AtMKK2, and
AtMPK4/AtMPK6 (188, 189, 191) that transduces salt and other abiotic stress
signals in Arabidopsis. Transgenic Arabidopsis plants overexpressing AtMKK2
showed constitutive AtMPK4 and AtMPK6 activity and enhanced salt (germi-
nation on 150 mM NaCl medium) and freezing tolerance, whereas mkk2 mutant
plants exhibited impaired activation of AtMPK4 and AtMPK6 and thus hyper-
sensitivity to salt and cold stress (189). In addition to salinity, H2O2 activates
AtMPK3 and AtMPK6 (193), probably through H2O2-activated ANP1 (=MAP-
KKK) (194). Transgenic tobacco plants overexpressing a constitutively active
tobacco ANP1 ortholog, NPK1, exhibited constitutive AtMPK3 and AtMPK6
activity and enhanced salt-(300 mM NaCl for 3 days), drought-, and cold-stress
tolerance (194).

Gene expression analysis of AtMKK2- and ANP1-overexpressing
transgenic Arabidopsis plants led to the identification of target genes of this
MAPK pathway. Overexpression of the active form of ANP1 showed activa-
tion of the GST6 and HSP18.2 promoters but not the RD29A promoter. A sin-
gle amino acid mutation in the ATP-binding site of ANP1 abolished the ANP1
effect on these promoters (194). Microarray analysis of the transcriptome pro-
file of MKK2-overexpressing plants identified approximately 152 target genes.
Up-regulated genes include CBF2, RAV1, RAV2, MYB, and WRKY tran-
scription factors, which may further regulate the expression of sub-regulons
(189).

The Arabidopsis MAPK phosphatase 1 (mkp1) mutant exhibits salinity
tolerance but hypersensitivity to genotoxic stress induced by UV-C. In a yeast
2-hybrid screen, MKP1 interacted with AtMPK3, 4, and 6. Microarray analy-
sis of mkp1 revealed that AtMKP1 negatively regulates a putative Na+/H+

antiporter AT4G23700 (195). Hence, MKP1 may negatively regulate salt stress
signaling through AtMPK4. Arabidopsis nucleoside diphosphate kinase 2
(AtNDPK2) has been shown to interact with and activate AtMPK3 and
AtMPK6 in yeast 2-hybrid and transgenic Arabidopsis plants overexpressing
AtNDPK2. Further, these transgenic plants accumulated lower levels of ROS
and showed enhanced tolerance to salinity and other abiotic stress. A deletion
mutation of AtNDPK2 impaired AtMPK3 and AtMPK6 activities. This evi-
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dence suggests that AtNDPK2 is a positive regulator of stress signaling
through MAPK pathways (193). In rice, the gene expression as well as kinase
activity of OsMAPK5 is regulated by ABA and biotic and abiotic stresses such
as salt, drought, wounding, and cold. Transgenic rice overexpressing
OsMAPK5 showed increased tolerance to several abiotic stresses, including salt
stress (196). These evidences show that diverse abiotic stress signals converge at
MAPK cascades to regulate stress tolerance. Thus, in Arabidopsis, MAPK
cascades consisting of AtMEKK1/ANP1, AtMEK1/AtMKK2, and
AtMPK3/AtMPK4/ AtMPK6 may transduce salt-stress signaling. These
MAPK cascades are further fine-tuned by a negative regulator, AtMKP1, and
a positive regulator, AtNDPK1 (Figure 5).

MOLECULAR BREEDING

Selection for yield under field stress conditions across environments is
time and labor consuming. Hence, the identification of component physiological
traits of salt tolerance, which are linked to stress tolerance in yield, will enhance
the pace of breeding programs. These physiological traits often are controlled by
multiple genes and show continuous variation in segregating populations. These
types of traits are called quantitative traits, and the regions of chromosomes

Figure 5. MAPK signaling pathways during salt stress in Arabidopsis. An unknown sensor perceives
and transduces the salt-stress signals through MAPK pathways. Salt-stress sensors activate MAPK
cascades either in an ABA and reactive oxygen species (ROS) dependent or independent pathway.
Activated MAPK (ANP1 and AtMEKK1 = MAPKKK; AtMEK1=MAPKK; AtMPK3, 4 and
6 = MAPK) cascades regulate salt-stress responsive genes and salt tolerance. AtNDPK2 is a positive
regulator of AtMPK3 and 6, whereas AtMKP1 is a negative regulator of AtMPK4 and 6.
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controlling these traits are called quantitative trait loci (QTLs). Identifying QTLs
with use of molecular markers is the primary step for marker-assisted breeding
and candidate gene cloning. The application of molecular markers to identify
QTLs for physiological traits has helped to identify QTLs linked to salt-stress tol-
erance in different plant species (Table 2).

Table 2. QTLs for salt-stress tolerance in different plant species. Some examples
showing the number of QTLs, contribution of individual QTLs, and combined 
effect of QTLs on phenotypic variation.

Plant Mapping Component trait of No. of QTLs Reference
species population salt tolerance and their 

contribution

Rice RIL Na+, K+ uptake and 16 197
concentration

Rice RIL Dry mass; Na+/ 11; Individual QTLs 198
K+ ratio contributed to 

6-19% variation

Rice RIL Na+, K+ absorption 2 199

Rice F2-F3 Na+, K+ uptake and 2 major (one each 200
concentration for 48.5% and 40.1% 

variation in Na+ and
K+ concentration,
respectively) + minors

Lyco- Two Fruit weight 4 (Cross1), 6 (Cross2) 201
persico different Fruit No. 10 (Cross1), 6 (Cross2);
nspp. F2 populations contribution of

individual QTLs vary 
from 6-25%

Lyco- Inbred Salt tolerance during 7, All QTLs accounted 202
persico backcross germination for only 45% variation;
nspp. (BC1 selfed) individual QTLs 

contributed to 
6.5-15.6% variation

Lyco- Inbred Salt tolerance during 5QTLs, Individual 203
persico backcross vegetative stage QTLs contributed to 
nspp. (BC1 selfed) 5.7-17.7% variation,

with the combined 
effects being about 
46% of the phenotypic
variation

Arabidop- RIL Salt tolerance during 11 (6 for germination 204
sis germination and seed- explaining 32% variation

ling growth +5 for vegetative growth
explaining 38% variation);
individual QTLs contri-
buted to 5-14% variation



In tomato, a major QTL (fwTG48-TG180) that accounted for 58% varia-
tion in fruit weight under control conditions contributed to only 14% variation
with salt stress. However, the same QTL contributed to 17% and 8% of the geno-
typic variation under control conditions and salt stress, respectively, in another
F2 population. The detection of approximately 50% or more of QTLs for salt
tolerance depends on the salinity stress (201). Thus, QTLs are stress sensitive, and
proper regulation of gene expression is critical for salinity tolerance. Further dif-
ferential sensitivity of different phenological phases of plant development to
salinity stress is evident from the results of QTL analysis. QTLs associated with
tolerance at germination differ from those of vegetative growth (202-204). QTL
analyses clearly establish that 1) salt tolerance is governed by multiple genes; 2)
the contribution of individual significant QTLs can vary from 5% to 50%,
depending upon the complexity of the trait; 3) the stress responsiveness of QTLs
indicates the crucial role of gene regulation during stress; and 4) QTLs for toler-
ance at different phenological phases specify the changes in salt tolerance mech-
anism during plant development.

If a QTL can be considered as a cluster of related genes that may be under
the transcriptional control of one or more regulatory genes, one or more QTLs
may also be under the transcriptional control of a single regulatory gene. The
identification of gene(s) contributing to major QTLs and genetic transfer (breed-
ing/genetic engineering) of a single regulatory gene that controls the expression
of several target genes will significantly enhance the pace of development of salt-
tolerant crops.

CONCLUSIONS AND PROSPECTS

During the past decade, the applications of molecular tools such as gene
disruption and transgenic approaches have significantly enhanced our knowledge
of salt-stress tolerance. Significant progress has been made toward understand-
ing salt-stress signaling that controls ion homeostasis and salt tolerance. The SOS
pathway regulates ion homeostasis during salt stress in Arabidopsis. Salt-stress
sensor-induced cytosolic Ca2+ signals are perceived by SOS3, which in turn acti-
vates the SOS2 kinase. The activated SOS2 kinase regulates sodium efflux and
sequesters sodium into the vacuole by activating Na+/H+ antiporters of plasma
membrane and tonoplast, respectively. Osmotic homeostasis and stress damage
control appear to be regulated by salt stress–induced ABA, ROS, a putative
osmosensory histidine kinase (AtHK1), and MAPK cascades. However, compo-
nents and targets of these signaling pathways are not yet understood. CBFs,
bZIP, MYB, and MYC types of transcription factors induce LEA gene expres-
sion during osmotic stress. Molecular, genetic, and cell biological approaches to
identify signaling components and biochemical characterization of signaling
complexes will be required to further understand salt-stress signaling pathways
and their use in crop improvement.

The transgenic approach demonstrates the possibilities of gene transfer
across organisms and engineering salt tolerance by manipulating a single gene or
a few genes. Genetic engineering of ion transporters has been shown to signifi-
cantly enhance salt tolerance (65, 77, 78). Transgenic manipulation of signaling
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molecules and transcription factors will be advantageous, because engineering a
single gene can change the expression of several target genes involved in stress
response and provide multiple abiotic stress tolerance (68, 149, 152, 153, 189, 196).
Often, constitutive overexpression of signaling components, osmoprotectants and
stress-responsive genes, results in reduced plant size and other growth abnormali-
ties, even under normal growth conditions. Kasuga et al. (153) demonstrated that
the use of a stress-responsive promoter could overcome this problem. Hence, the
selection of stress-responsive and tissue-specific promoters for engineering the
stress-tolerance trait is critical. The overexpression of osmoprotectant and
antioxidant systems has been shown to protect transgenic plants from salt stress.
Some of the osmoprotectants, such as polyols and trehalose, overproduced in
transgenics, are often associated with growth defects and sterility. Engineering for
antioxidant systems may alter the pool size of H2O2, a signaling molecule
involved in developmental and stress signaling. Hence, careful examination is
needed in employing these traits to engineer salt-tolerant crops.

Most of the transgenics discussed here are model plants, and stress toler-
ance was assessed at the vegetative phase of growth in controlled conditions for
very short durations. Often, transgenic plants are not evaluated under realistic
stress conditions (2). In most cases, very high salt-stress levels are applied to show
clearly the survival of transgenic plants and death of control plants, rather than
their productivity under long-term realistic salinity levels. Hence, the effect of
stress in relation to plant ontogeny should be assessed at realistic stress levels and
under combinations that occur in nature, by using transgenic crop plants in the
field. The identification of QTLs for salt tolerance in different crops will be need-
ed for precise molecular breeding for salt-tolerant crops. The application of
marker-assisted selection to QTLs of major effects should help in improving salt
tolerance of crop plants. In the near future, pyramiding regulatory genes con-
trolling the various aspects of salt tolerance (i.e., ionic and osmotic homeostasis,
and damage control) in a single transgenic plant is expected to yield salt-tolerant
crop plants with a very high level of tolerance to salt and osmotic stress.
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INTRODUCTION

The wealth of data from genomic sequencing projects has led to an
increased interest in the development of strategies for high-throughput cloning
and expression. The emphasis on the high-throughput component is in part
attributable to the initiation of large scale programs such as structural genomics,
which mandate the development of automated approaches to facilitate an
increased rate of structure determination (1-3). The development of protein
chips (4-6) and genomic-scale interaction screens (7, 8) has further stimulated the
expansion of high-throughput cloning and expression strategies. However, the
experimental approach for development of automated systems for gene cloning
and expression is inherently different from classical methods for cloning and
expression (9-11). The high-throughput capability of an automated system is
achieved at the expense of system flexibility and, as a consequence of this con-
straint, these strategies usually incur a higher rate of target attrition than more
traditional benchtop or low-throughput approaches. The establishment of an
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automated process also requires a more global approach for the evaluation and
implementation of cloning and expression protocols (12). Because modifications
of established automation methods are expensive and demand significant
amounts of time for rewriting and revalidation, protocols must be evaluated at
the inception of the program with respect to their compatibility with other
method protocols and for feasibility of implementation in an automated setting.
We developed a high-throughput cloning and expression strategy from target to
validated expression clone that provides a clone resource for the Midwest Center
for Structural Genomics (MCSG) (13). This strategy evolved after evaluation of
three critical elements common to many high-throughput processes: targets,
methods, and screening requirements. Integration of these considerations into a
series of methods results in an efficient process that has been scaled to generate
thousands of E. coli clones. The pipeline incorporates molecular tools that facili-
tate implementation of parallel processes and allow scaling of the components to
meet increasing throughput demands and adapt to changing target characteris-
tics. This chapter will summarize key elements of this process and provide a per-
spective on high-throughput method development strategies.

AUTOMATION PLATFORM

Commercially available liquid handlers, hardware, and components with
standard microplate formats enable integration of high-throughput automation
into most basic research departments. The Molecular Biology Robot System at
Argonne National Laboratory includes a plate transfer robot (ORCA, Beckman
Coulter, Inc., Fullerton, CA) that traverses a 3-m rail system. Adjacent to the rail
are a number of stations (such as pipetting workstations, a plate washer, shaker,
heatblock, barcode reader, incubators, etc.) that perform the equivalent of stan-
dard laboratory molecular biology manipulations during an automation proce-
dure. The liquid handling stations include Beckman Coulter Biomek 2000 and
Multimek workstations. The Biomek 2000 workstation incorporates a filtration
station for purification of plasmids and amplified fragment DNA, a gripper
device to allow for movement of labware, and thermal reservoirs to allow for
heating/cooling of microwell plates. The system is controlled via the SAMI NT
software package that provides a graphical interface for the development, sched-
uling, and implementation of methods on the system. For most applications, the
graphical interface enables benchtop-trained scientists to design and implement
methods without the need for a dedicated automation specialist.

HIGH-THROUGHPUT STRATEGY

Targets

The cloning and expression pipeline producing clones for the MCSG is
one of the Protein Structure Initiative pilot centers funded by the National
Institute of General Medical Sciences at the National Institutes of Health (1).
The structural genomic target set of the MCSG represents mostly microbial tar-
gets characterized as cytoplasmic proteins. The characteristics of the target set
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suggest Escherichia coli as a logical first choice of expression system in view of its
demonstrated utility for expression of microbial proteins (14, 15). This system
represents an efficient approach to produce proteins quickly, in large amounts,
and in a cost efficient manner (16, 17) and is the standard platform used by a
number of structural genomics centers as the primary protein production plat-
form (12, 18-20).

Although prokaryotic expression systems have many advantages for both
small- and large-scale protein expression, they have some limitations due to the
inability of a prokaryotic system to produce proteins in as complex a manner as
a eukaryotic cell (21-23). However, a number of laboratories (9, 19) have imple-
mented large-scale platforms based in whole or in part on the E. coli expression
system and have developed high-throughput methods for successful expression of
eukaryotic proteins. These platforms typically employ multiple strategies involv-
ing both genetic design and protein expression cassettes in E. coli to maximize the
generation of soluble proteins or protein domains for downstream analysis
(19, 22, 24). A common approach is to use a bacterial expression system as an
initial platform and screen for the production of soluble proteins. Targets that fail
in the initial round can then be routed through salvage pathways that utilize alterna-
tive expression strategies. This tiered strategy leverages the efficient and cost-
effective high-throughput processes that are already available for the production
of proteins in E. coli before proceeding to more expensive and time intensive
alternative approaches.

The characteristics of the target set extend beyond the choice of expres-
sion system(s) and impact the core methods and design of the protein production
pipeline. Targets for the structural genomics pilot centers are selected by a crite-
rion of less than 30% sequence identity to sequences in the Protein Data Bank.
This constraint results in a target group containing large numbers of uncharac-
terized and hypothetical proteins that represent a challenge for expression in a
soluble form. For the structural genomics centers, the metric for success at the
expression level is the production of a clone expressing soluble protein at a level
that enables purification of a sufficient amount of protein for crystallization tri-
als. Large-scale expression studies addressing cytoplasmic targets suggest a capa-
bility to express approximately 30-50% of targets in a soluble form (13, 25).
However, it can be anticipated that the process for the generation of clones
expressing soluble protein at the level required for crystallization screening will
become more difficult as the “low-hanging fruit” component of the target set is
depleted (26, 27). These considerations have led to the development and imple-
mentation of high-throughput screening strategies for identification of clones
expressing soluble protein that allow for higher overall throughput, reduced costs,
and significant improvement of the efficiency of the production process.

High-Throughput Methods

The cloning and expression strategy for protein production represents a
critical decision element of the high-throughput production process. This decision
impacts most elements of the process, including the front-end bioinformatics, vec-
tors, and targets, and the selection of methods appropriate for implementation in
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an automated environment. The cloning strategy also influences the outcome met-
rics of cost, efficiency. and throughput. For many of the structural genomic pilot
centers, the need to insure a constant supply of validated expression clones for
crystallization trials has led to the implementation of parallel cloning strategies to
ameliorate some attrition due to the production of low solubility or insoluble pro-
teins. This type of parallel strategy relies on a universal cloning site approach for
cloning and expression of targets in multiple vectors and from many sources.
Although several universal cloning site systems are presently available, we selected
the Ligation Independent Cloning (LIC) method (28, 29) for implementation into
our high-throughput protein production pipeline. The selection of this method
was based on system characteristics that facilitated implementation of the process
in an automated environment as well as global considerations such as cost and
efficiency. Some of the major attributes of this system that impacted the decision
to select the LIC method as a core cloning strategy are summarized below:
● Our analysis of the heterogeneous character (a large component of hypotheti-

cal and uncharacterized open reading frames, ORFs), of the targets selected for
structural genomics indicated that multiple expression systems would be
advantageous to achieve a representative array of clones that expressed a solu-
ble protein product. The capability to utilize multiple vectors and hosts in an
automated process to generate and screen expression clones is an essential com-
ponent to increase the target success rate for many high-throughput protein
expression strategies. In the LIC approach, universal cloning sites can be incor-
porated at the primer design stage, enabling a general cloning approach to most
of the selected targets (30). This characteristic enables implementation of par-
allel methods that utilize multiple vectors. Although a variety of vectors are
available for the E. coli hosts, the selection of an optimal vector is dependent
on programmatic goals and automation requirements (9, 31, 32). Our experi-
ence and that of others, however, indicates it is often necessary to design an
array of compatible vector systems to provide for flexibility of expression with
different fusion tags and protease cleavage sites (33, 34).

● The LIC approach employs a directional cloning method that simplifies robot-
ic implementation by reducing the number of processes necessary to generate a
validated clone. The directional nature allows for direct expression screening
and facilitates the development of efficient screening methods for soluble
expression products.

● The LIC cloning method does not involve restriction enzymes. This considera-
tion eliminates restriction site screening as a component of the target selection
process and enables a single cloning protocol to be applied to all targets.

● A characteristic of the LIC cloning method and some other universal cloning
systems is the relatively simple methodologies for clone preparation. In auto-
mated environments, reducing the method complexity facilitates implementa-
tion and eliminates the occurrence of processing errors. The LIC approach is
easily adaptable to an automation system inasmuch as the method requires
only one enzymatic step that occurs at room temperature. Furthermore, the
time required for processing of plates is minimal and the reagents used in the
process are stable at the cold block temperatures that are maintained during
transport on the automation system.
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● A critical step in the cloning process is the combination of the target DNA with
the vector. In the LIC method, this occurs via an annealing reaction conduct-
ed at room temperature. Our studies of various fragment to vector ratios
(Figure 1) indicate a wide tolerance for variation in the amount of target DNA
fragment on the annealing reaction. This latitude eliminates the need for nor-
malization of fragment concentrations prior to annealing, thus conserving time
and simplifying the process for implementation of the method as an automat-
ed process.

● The LIC method is highly efficient and cost effective. In a large-scale study
of more than 880 targets from Bacillus subtilis, our analysis of individual
LIC expression clones produced in the microwell plates indicated an overall
expression efficiency of approximately 70% for all targets and vectors (35).
Manual analysis of multiple clones for each target (four clones from each
target were analyzed by denaturing gel electrophoresis) demonstrated
expression of the target protein in greater than 75% of screened clones (13).
This high expression efficiency provides several options for implementing
expression screening procedures. One option implemented at the MCSG
includes screening of nonclonal plasmid stocks for expression and solubility
prior to clone isolation and storage. This process is desirable when the
expected rate of target attrition is likely to be high to avoid time intensive
cloning procedures for nonproductive clones. In any case, the high expres-
sion efficiency associated with the LIC method minimizes the amount of
downstream effort required for the selection and validation of individual
expression clones.
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Figure 1. Dependence of colony formation at various fragment to vector ratios. The indicated
amounts of LIC fragment and vector were annealed for 10 minutes prior to transformation. Control
samples contained vector but no added LIC fragment.



The LIC cloning method was selected as a core strategy because these
characteristics matched the requirements of the structural genomics program.
Specific advantages include efficiency, cost, and ability to implement parallel
approaches for different vectors. A disadvantage of the LIC approach is the
reliance on the polymerase chain reaction (PCR) fragment as the cloning entry
point. Due to the high attrition for structural genomics targets, individual targets
are not cloned until a target is tested for soluble protein expression. Although this
represents a cost-effective method for clone production, modifications of the LIC
approach (36) as well as alternative approaches (20, 37) have been successfully
implemented in the Protein Structure Initiative pilot centers.

Tag Detection Screening for Soluble Proteins

For the MCSG and many other high-throughput protein production cen-
ters, the measure of success for high-throughput cloning and expression compo-
nent is the generation of a clone expressing a soluble protein product. The
historical success rate for production of clones expressing soluble proteins
(<50%) and the uncharacterized nature of the target group, suggested that imple-
mentation of a microwell plate–based screening method could reduce the amount
of time spent on expression and solubility validation of nonproductive clones.
This realization has led to the development of a number of high-throughput
screening strategies for soluble proteins (38, 39) with approaches ranging from
tag detection (40) to genetic endpoints (41, 42). For a high-throughput screening
method to be effective it must be rapid and reproducible, and it must be able to
predict which clones will be able to produce soluble proteins in culture. The day-
to-day variations must be sufficiently low so that the test does not need to be
repeated for reliable results. The purpose of the high-throughput screening is not
to produce proteins of immediate use to the investigator but to indicate which
clones will express soluble proteins for large-scale expression and further func-
tional or structural studies. When working with large numbers of clones at a time,
as is frequently done in high-throughput protein production, it is useful to evalu-
ate carefully as many clones as possible before conducting manual and/or large-
scale purification. The ultimate goal of the screening process is to identify a
population of clones that are likely to give a high success rate in large scale pro-
tein purification (43-45).

We developed an expression screen for production of soluble protein
that uses a tag detection strategy to screen for production of protein containing
the 6x histidine component of the fusion tag (33). India HIS Probe-HRP
(Pierce Chemical, Rockford, IL), a nickel activated horseradish peroxidase, is
used for detection of the 6x histidine component of the fusion tag. The assay
was developed using standard 96-well plates containing 88 target clones and 8
control wells. The four-day procedure enables processing of up to eight plates
of clones with standard liquid handlers (13, 35). On the first day of the process,
plasmid DNA is transformed into chemically competent BL21 cells, which are
cultured overnight. The next day, the overnight cultures are diluted and incu-
bated at 37°C (to log phase absorbance) before induction with isopropyl thio-
galactoside. After two hours of further incubation, cells are lysed by a two-step
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process with a sodium phosphate–buffered solution containing lysozyme, ben-
zonase nuclease, and a 25% detergent solution. The tag detection assay is run
on the third day but can be performed on the second day, provided sufficient
time has elapsed for adsorption of the expressed proteins to the Immulon
4HBX plates.

The characteristics of the tag detection screen were assessed by intensive
screening of 2 of the 10 plates of targets from a MCSG Bacillus subtilis genome
screen (35). These plates, designated Bsub04 and Bsub08, were used for all of the
following experiments. Reproducibility of the tag detection assay was assessed by
conducting a screen on samples generated from the same bacterial growth culture
and performing the assay on successive days. Differences were calculated by sub-
tracting each sample’s rank on day 1 from day 2 of the tag detection assay (the
ranking procedure is described in the legend to Figure 2). An average deviation
of approximately five positions was observed in the ranking of all 88 samples
(Figure 2), suggesting this approach has value as a preliminary screen for detec-
tion of the fusion tag. The overall reproducibility of the experiment from bacter-
ial transformation to the tag detection assay was assessed by averaging all
ranking data for all of the assays from each plate (Bsub04 and Bsub08). We
observed an overall standard deviation of approximately 12 rank positions aver-
aged over all assays and plates (Table 1). These variations are attributable in part
to the multiple pipetting and plate washing procedures on the robotic system,
which occur over the three-day process. Variations in bacterial culture growth
were also observed (not shown), and most likely contributed to the ranking dif-
ferences found in Table 1.
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Figure 2. Day-to-day variation of target ranking in tag-detection screen with the same induced growth
samples. The average differences and standard deviations were calculated from the absolute values of
all 88 samples. The 88 plate samples in individual plates were ranked such that the well with the high-
est absorbance at 450 nm received a score of 1, whereas the well with the lowest absorbance at 450 nm
received a score of 88. Ranking data were pooled for nine assay plates representing four different bac-
terial growth dates for Bsub04 clones and 11 assay plates representing five different bacterial growth
dates for Bsub08 clones (Table 1). Average ranking score and standard deviations were calculated from
the absolute values of all 88 samples for the nine assay plates.



The ability of the tag detection assay to predict expression of soluble pro-
teins was evaluated by comparison of the results from the tag detection assay to
those obtained from SDS-PAGE gel analysis of the soluble fractions. The data
were pooled for all tag detection assays and each target in the plate assigned to
one of four ranking groups (legend to Figure 2). Each of the groups contained
22 targets sorted so that the highest ranked group contained the targets with the
highest scores 1-22 in the tag detection assay. (A score of 1 indicated the highest
amount of color development on the assay plate.) For the Bsub08 plate, a total of
58 soluble positive expression clones were found. Twenty-one positive expression
clones were found in the highest ranking group, with 20, 12, and 5 positive expres-
sion clones found in the remaining groups as ranked from highest to lowest scores
(Figure 3). A similar trend was observed in the Bsub04 plate in that the targets
from the tag detection assay with the highest scores were most likely to be asso-
ciated with identification of a soluble protein band after SDS-PAGE analysis
(Figure 3).
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Table 1. Overall reproducibility of tag detection assay.

Assays Range Average Std.
Deviation

Bsub04 9 1.00-25.56 11.01

Bsub08 11 2.73-27.38 13.40

Figure 3. Summary of solubility versus relative rank as determined by the tag detection assay. For
Bsub04, ranking data were pooled for nine assay plates representing four different bacterial growth
dates. For Bsub08, ranking data were pooled for 11 assay plates representing five different bacterial
growth dates. For solubility data, SDS-PAGE gels were evaluated by visually analyzing and scoring the
gel according to the protein band found on the gel. If no protein band was apparent in the correct
molecular weight region, the protein was given a score of 0. Scores of 1 and 2 were given to bands that
were present indicating low and high solubility, respectively. All clones receiving a score over 0 were
considered positive expression clones.



These data show that a positive expression clone can be predicted from
assay rank. The highest-ranked 25%, or highest 22 from the Bsub04 assay rank-
ing data, gave 22 soluble expression clones as analyzed by SDS-PAGE. Twenty-
one out of 22 of these proteins received the highest solubility score of 2 (see
legend to Fig. 3 for description of solubility level assignments). In the lowest-
ranked 25% of the plate by assay, four soluble clones were found; three of these
four received solubility scores of 1. The highest-ranked 25%, or highest 22 from
the Bsub08 assay ranking data, gave 21 soluble expression clones as analyzed by
SDS-PAGE. Sixteen out of 22 of these proteins received the highest solubility
score. In the lowest-ranked 25% of the assay plate, five soluble clones were found;
three of these received solubility scores of 1.

In order to test the ability of the assay to evaluate the soluble expres-
sion clones in the context of a single screen (the norm for an HTP production
run), we analyzed tag detection results from a single plate and set of SDS-
PAGE gels. For the Bsub04 plate, the highest ranked 22 clones on the assay
plate gave 22 soluble expression clones as analyzed by SDS-PAGE (Figure 4).
In the lowest-ranked 25% of the plate, one soluble expression clone was found
by SDS-PAGE. The highest-ranked 25%, or highest 22 clones from the
Bsub08 plate, gave 21 soluble expression clones as analyzed by SDS-PAGE. In
the lowest-ranked 25% of the plate by tag detection assay, three soluble clones
were found. These data show a positive expression clone can be predicted
from the tag detection assay rank and thus eliminate downstream screening
cost and time.
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Figure 4. Prediction capability of the tag detection screen from a single growth plate. A single induced
bacterial culture plate was used to generate two tag detection assay plates and one set of SDS-PAGE
gels. Ranking data for the two days were averaged and plotted against the solubility data.



Although the data from the tag detection assay correlated well with the
prediction of soluble clones, there were a few proteins in which the solubility
rankings and SDS-PAGE results did not correlate. Several of the proteins that
scored high in the tag detection assay ranking did not produce a soluble clone on
SDS-PAGE. A protein that is cleaved or incompletely transcribed would produce
a small peptide that may not be detectable on SDS-PAGE and yet give a strong
signal on the tag detection assay. In addition, several proteins that received low
rankings in the tag detection assay produced soluble proteins when screened by
SDS-PAGE. These may represent proteins in which the his tag is buried or
unavailable to the his-probe; they would not be detected on the tag detection
screen even if they were expressed and soluble.

SUMMARY

High-throughput approaches for gene cloning and expression require the
development of new, nonstandard tools for use by molecular biologists and bio-
chemists. We have developed and implemented a series of methods that enable the
production of expression constructs in 96-well plate format. A screening process
is described that facilitates the identification of bacterial clones expressing solu-
ble protein. Application of the solubility screen then provides a plate map that
identifies the location of wells containing clones producing soluble proteins. A
series of semi-automated methods can then be applied for validation of solubili-
ty and production of freezer stocks for the protein production group. This
process provides an 80% success rate for the identification of clones producing
soluble protein and results in a significant decrease in the level of effort required
for the labor-intensive components of validation and preparation of freezer
stocks. This process is customized for large-scale structural genomics programs
that rely on the production of large amounts of soluble proteins for crystalliza-
tion trials.
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INTRODUCTION

Within the last 15 years, there has been a major paradigm shift in our view
of in vivo protein folding. This shift comes from the discovery of large families of
special proteins called molecular chaperones that play essential roles in influenc-
ing or interacting with proteins as they proceed toward their folded or final assem-
bled states. There are many different chaperone proteins that have been identified
that interact with various protein folding populations, using a variety of direct or
indirect mechanisms to influencing the protein folding reactions (Figure 1). In the
strictest sense, a protein chaperone is a protein that aids in the folding of a sub-
strate protein but does not become part of the final folded structure.

In vivo, proteins fold and assemble in very crowded molecular environments,
containing protein concentrations that sometimes approach 200-300 mg/mL. In
addition, the kinetics of protein folding and assembly reactions is complex and
occurs over a large range of time (subµsec to hours). Conceptually, protein fold-
ing has been proposed to progress over a multitude of different energy states
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represented by a rugged folding landscape (1, 2). One prediction of this landscape
feature is that folding protein rates should be heterogeneous, indicative of multiple
rather than single folding trajectories (Figure 2). Indeed, folding heterogeneity is
inferred from the presence of nonexponential kinetics as measured from fast kinetic
experiments (3, 4).
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Figure 1. Chaperone proteins are found to play a role in almost every step of protein folding and
assembly.

Figure 2. Folding funnel—Protein folding over a rugged energy surface. One route is highlighted (solid
arrows) to include the possible changes in the energy surface of a series of folding intermediate popula-
tions that become trapped in lower energy minima resulting in further stabilizing aggregation reactions.



Unconstrained single-protein molecule measurements indicate that a mul-
titude of small unfolding/folding steps are observed, suggestive of the presence of
multiple small energy wells or trapping events, in agreement with the concept of
a global folding landscape (5). Slower transitions were also observed due to cou-
pled transitions or motions perhaps related to domain pairing events or other
low-frequency vibrational modes. During protein folding, the presence of multi-
ple fluctuating states is problematic, particularly in situations where these fluctu-
ating conformers become momentarily stable (metastable states) and exist for
extended periods of time. These semi-stable kinetic states can sometimes result in
a buildup of folding intermediates, leading to deleterious protein misfolding
aggregation reactions. Conceptually, simpler folding transitions will lead to a
smoother protein folding energy landscape, decreasing the tendency to form mis-
folded or aggregated populations.

Chaperones’ interactions with folding proteins depend on the folding
kinetics of protein substrate and the physiochemical properties of the transient
folding intermediates, whose formation is ultimately dictated by the primary
sequence. However, these rates of folding/and or unfolding also depend on the
environmental conditions in the cell (i.e., temperature, post-translational modifi-
cation, etc.). These rates change when environmental parameters change or when
specific missense mutations appear within the primary sequence. In the cell, var-
ious chaperones regulate and control the conformations that proteins acquire and
are critical in maintaining protein homeostasis. Molecular chaperones interact
with actively folding proteins; partially folded, kinetically trapped proteins; or
even more globally unfolded states. Consequently, these protein chaperones pre-
vent large-scale protein misfolding or aggregation by rescuing malfolded proteins
or by shuttling them toward degradation pathways. A large subset of the chaper-
one proteins that we will discuss in this review were initially identified as heat
shock proteins (Hsp). The levels of these Hsp molecular chaperones increase in
response to cellular stress, where they serve to prevent or reverse protein misfold-
ing and aggregation within the cell.

Understanding the general mechanisms of molecular chaperones is com-
plicated because proteins have to achieve their final folded states by a variety of
different mechanisms in vivo. For example, a significant portion of proteins that
are synthesized in the cytoplasm have to be unfolded before they can be trans-
ported into other organelles within the cell. To participate in this transport
process, premature folding has to be prevented and the protein substrate must be
maintained in a partially folded state by molecular chaperones. In addition to
protein transport, some proteins, particularly oligomeric proteins, temporarily
exist as aggregation prone states before they acquire an assembly competent state.
The accumulated presence of aggregation prone folding intermediates is often the
major cause of general protein misfolding.

It is well established that the protein primary sequence dictates the rate
and formation of the transient folding intermediates as well as the final fold with-
in a particular environment. Understandably, the lifetime, fold, and subsequent
folding rates of some folding intermediates are usually very sensitive to temperature
variations. Any situation (mutation, environmental) that slows the normal folding
rate may result in the formation of temperature-sensitive folding intermediates (6).
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Lowered temperatures or even small molecule additives can help these proteins
fold, sometimes to states that are just as stable as their native counterparts (7, 8).
Unfortunately, successful in vivo folding of these mutant proteins cannot be
achieved, leading to a number of protein-folding diseases. Interestingly, these
mutant folding reactions can sometimes be reversed by chaperone proteins at
physiological temperature and concentration conditions, leading to the prospect
of designing chaperone-dependent therapeutic strategies to combat protein fold-
ing diseases.

Folding reactions often result in the formation of transient folding inter-
mediates. Mechanistically, chaperone-substrate protein interactions depend on
the transient formation of specific or general binding sites with the folding inter-
mediate that will be recognized by the resident chaperone proteins. Thus, the
binding interactions between chaperone proteins and folding intermediates are
governed, in large part, by the thermodynamics and kinetic properties of the fold-
ing intermediates. The kinetics of the partitioning interaction also depend on the
identities of the chaperones as well as on the concentrations of both of the inter-
acting species.

Most of the current information about chaperone proteins has focused on
the identification, classification, and documentation of the important chaperones
or chaperone complexes. The process of categorizing and describing the multiple
chaperones, co-chaperones, and their protein substrates are critical and absolute-
ly necessary first steps in our understanding of chaperone mechanism and func-
tion. However, a better understanding of the molecular mechanism can be gained
by examining how chaperones directly influence the properties of the folding pro-
tein. In this review, we shall focus on the chaperone mechanisms that influence
protein folding and assembly, highlighting the increasingly important role that
chaperones play in influencing the protein conformation of stable protein popu-
lations. Given the limited space of this review, we are not able to discuss the
enzymic chaperones—protein disulfide isomerase (PDI), with its related reduc-
tion system, and the peptidyl prolyl cis-trans isomerase (PPI). Excellent descrip-
tions of these two enzymic chaperones are found in reviews by Wilkinson and
Gilbert (9) and Schiene and Fischer (10), respectively. In addition, we will not be
able to discuss the molecular chaperones or proposed molecular mechanisms for
protein folding and transport within the endoplasmic reticulum (ER). The reader
is referred to an expert review on this system by Ellgaard and Helenius (11).
However, a number of the chaperones discussed in this review do have homolo-
gous molecular counterparts located within the ER. In the first part of the review,
the major chaperones involved in protein folding will be introduced. In the sec-
ond major section, we shall examine and define the molecular mechanisms of
chaperone-mediated protein folding for these chaperones.

MAJOR CHAPERONES IN PROTEIN FOLDING

The concept that proteins or biomolecules are able to direct the folding of
other proteins was first suggested by Anfinsen and colleagues (12). Although this
was a novel concept at the time, discovery and validation of such processes did
not occur until the late 1980s. Pioneering genetic and structural work by C.
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Georgopoulos and colleagues (13) provided important hints about the existence
of molecular chaperones because they noticed that a number of the essential bac-
terial host proteins were essential to aid in the folding and assembly of a number
of specific phage coat proteins. These initial host helper proteins that were ini-
tially identified turned out to be heat shock proteins. Homologous protein classes
were subsequently found to assist in the folding and assembly of proteins in high-
er eukaryotes (14, 15). A series of landmark experiments launched the field of
chaperone-mediated folding and transport and provided the first clues in the
molecular mechanisms of these fascinating proteins (16-18).

A majority, but not all, of the molecular chaperones that have been stud-
ied over the past 20 years were initially classified as heat shock proteins (collec-
tively called Hsp followed by the molecular mass). These chaperones show
substantial increases in their levels following a heat stress to the organism (19).
Fortunately, a number of these proteins are extremely easy to overproduce and
purify, making them amenable to crucial biophysical studies. In terms of cellular
mass, the major chaperones are very abundant and they are constitutively
expressed. In this section we shall briefly describe the properties of the five major
classes of heat shock proteins that function as chaperone proteins.

The Hsp70 Chaperone Class—Protein Folding, Unfolding

The Hsp70 chaperone class is one of the most prominent and diverse of
all of the protein chaperones. Hsp70 proteins are involved in nascent and cellular
protein folding, protein trafficking, protein unfolding, protein degradation, pro-
tein disassembly, and protein conformational regulation. Because of its abun-
dance and ease of purification, the most commonly studied Hsp70 system is the
DnaK/DnaJ/GrpE system isolated from Escherichia coli. Generally, the Hsp70
binds to an extended polypeptide chain that consists primarily of a stretch of
aliphatic residues (typically around seven residues in length) that is usually buried
in the interior of folded proteins (20, 21). These peptides bind tightly to the Hsp 70
(DnaK in E. coli) chaperones with tight binding affinities. The co-crystallization
of the truncated Hsp70 peptide binding domain (DnaK) and a short hydrophobic
peptide (NRLLLTG) (22) indicate that the Hsp70 class binds substrate peptides
in an extended conformation.

The different Hsp70 isoforms are variable in sequence within their sub-
strate binding domain and cavity, lending strong credence to the hypothesis that
the differences in the specificity of action of the various Hsp70s are determined
by the differences in the binding affinity of various polypeptides (see review 23).
In addition to this apparent substrate binding variability, each nucleotide hydrol-
ysis factor (NHF) and nucleotide exchange factor (NEF) interacts with a specific
Hsp70 isoform. In general, the NHF and NEF are not interchangeable among
other Hsp70 system variants. Like Hsp70, the hydrolysis factor (Hsp40 or DnaJ
or J-like protein) also associates with the partially folded substrate (Figure 3).
The simultaneous binding of Hsp70 and the nucleotide exchange factor Hsp40 to
the same protein substrate forms a localized ternary complex where the Hsp40
can more effectively stimulate ATP hydrolysis rates of Hsp70 (24). Because in
E. coli the Hsp40 (DnaJ) is present in such low amounts compared with Hsp70 (25),
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the formation of this ternary complex with the protein substrate increases the
effective intramolecular collision frequency between Hsp70 and Hsp40.
Following ATP hydrolysis, GrpE binds to Hsp70 (DnaK) and stimulates ADP
dissociation and an ATP exchange, followed by the dissociation of GrpE and the
protein substrate from DnaK in a concerted manner (26). After release, the pro-
tein can be transported, fold, assemble, proceed toward degradation, interact
with other chaperones, or rebind to the Hsp70 chaperone again to restart the
cycle.

The Chaperonin Class—Versatile Protein Folders

The chaperonin classes of molecular chaperones (group I or Hsp60/10
and group II CCT eukaryotic chaperonin) are large oligomeric allosteric ring sys-
tems. The group I chaperonins (GroE chaperonins in E. coli and mtcpn60/10 in
mitochondria and chloroplasts) are, in most cases, absolutely essential chaperone
proteins. The group I chaperonin is made up of a dimer of homologous hep-
tamers, arranged in a double-stacked ring structure, with each of the seven
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Figure 3. Cycle of Hsp70. The open conformer of Hsp70 binds a polypeptide in the presence of
ATP. The association rate is rapid for this conformer. A nucleotide hydrolysis factor (commonly
DnaJ in E. coli or other J-like proteins in eukaryotes) forms a ternary complex with DnaK and the
partially folded polypeptide, leading to an acceleration of the hydrolysis reaction and resulting in a
closed (tight-binding) conformer of Hsp70 (DnaK in E. coli). A nucleotide exchange factor (GrpE
in E. coli; BAG in eukaryotes) accelerates the exchange rate of bound ADP, ATP rebinds, and the
protein substrate dissociates, continues to fold, or rebinds. Once a new protein substrate binds, the
cycle begins anew.



homologous subunits having a molecular mass of around 60 kDa. The class II
chaperonins are also arranged as a double-stacked ring system but usually con-
tain eight rather than the seven membered rings found in the group I chaperone
class. The eukaryotic cytoplasmic form, CCT (chaperonin containing TCP-1 or
sometimes called TriC) contains anywhere from two to eight related subunits per
ring. The archaebacterial forms of the TCP-1 subfamily of chaperonins contain
eight or nine subunits in the ring. Whereas the eukaryotic chaperonins are not as
essential for cell viability as the group I chaperonins, there are numerous disease
states that occur when these eukaryotic chaperonins are missing or are malfunc-
tioning (27).

The arrangement of the subunits in the chaperonins forms a continuous
binding surface around the inner rings. These chaperonins interact with partially
folded, quasi-native folding intermediates or newly imported proteins. The eubac-
terial chaperonin (GroE in E. coli) binds a multitude of protein substrates and
this chaperonin class is estimated to assist in the folding of 3-10% of the total
proteins within bacteria (28). Hartl’s group has designed efficient traps with an
engineered GroE chaperonin set in an effort to identify nascent polypeptide
chains that require the chaperonin. These generally interact through tight bind-
ing interactions, but recently it has been shown through in vitro experiments that
weaker binding interactions between protein substrates and the chaperonins may
be necessary to maintain active conformations (29-32).

Group I Chaperonins

The group I chaperonin system (particularly the GroE chaperonin from
E. coli) is the most extensively studied and characterized of all the molecular
chaperone proteins. The protein binding component of the group I chaperonins
is comprised of a large double ring of heptamers (~800 kDa) arranged in such a
manner that they contain an extensive hydrophobic binding surface within their
inner ring cavities, enabling them to bind easily a multitude of hydrophobic fold-
ing intermediates. In addition to binding the hydrophobic protein substrate, the
group I chaperonins can bind ATP and a small single ring heptameric cochaper-
onin factor (~70 kDa), allowing the protein binding component to switch its
binding strength from a strong to a weak affinity, allowing the bound hydropho-
bic protein substrate to dissociate and fold. The group I chaperonins are also
referred to as Hsp60/Hsp10 or chaperonin 60/10 (cpn60/10), classified according
to their molecular masses. The group I chaperonin is able to bind a very large sub-
set of different protein conformations and the interaction depends on the degree
of surface hydrophobicity of the protein substrate. In general, partially folded
protein states are perhaps the most prominent substrate for the chaperonin pro-
teins because this form often contains exposed hydrophobic regions. However,
the group I chaperonins can bind a variety of early and late folding intermediates,
allowing it to bind a wide array of protein substrates. In addition to its substrate
binding versatility, the GroE group I chaperonin employs a number of distinct
molecular mechanisms to fold proteins.

The steps involved in the general mechanism of this chaperonin-assist-
ed or -mediated folding are described as a series of vectorial processes driven by
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ATP binding and hydrolysis (Figure 4). The GroEL oligomer is allosterically
regulated by ATP binding, evident as nested cooperativity, which involves pos-
itive intra-ring cooperativity and negative inter-ring cooperativity (33). The
GroEL oligomer contains 14 homologous subunits (57 kDa each), and each
subunit contains three functional domains. The apical domain binds protein
substrates and the cochaperonin GroES, the equatorial domain binds and
hydrolyzes ATP, and the intermediate domain links and transmits allosteric sig-
nals between the apical and equatorial domains. Within the heptamer ring,
GroEL allosterically binds and hydrolyzes seven ATP molecules in a positive
cooperative manner (34, 35). In addition to ATP binding and hydrolysis, the
protein substrate binding influences the intra-ring positive cooperativity by
opposing the intra-ring ATP binding (36). Within the heptamer, the antagonis-
tic protein substrate and ATP binding controls concerted shifts between two
opposing global conformations. One global conformation, referred to as the
taut or T state, is observed to bind protein substrate favorably and has a weak-
er affinity for ATP. ATP is proposed to preferably bind to the other global con-
formation, the relaxed or R state, resulting in the observed decrease in the
substrate protein binding. The protein substrate affinity is further weakened
when the cochaperonin GroES preferentially binds to the nucleotide-bound
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Figure 4. Group I chaperonin mechanism Step 1—In the presence of bound substrate and ATP, the
cochaperonin GroES binds to GroEL, encapsulates, and releases the protein substrate inside a nano-
structured interior cavity. Step 2—The protein substrate folds within the cavity as ATP is hydrolyzed to
ADP. This particular step is presumed to be the slow step in the chaperonin cycle. Step 3—ATP and
another protein substrate bind to the opposing ring, facilitating the release of trapped (and hopefully)
folded substrate and ADP. Step 4—The opposing ring is now encapsulated with the next GroES
cochaperonin molecule and the cycle continues.



GroEL, triggering massive conformational changes and creating a nano-
structured chamber inside the GroEL-GroES complex, which momentarily
encapsulates small- to medium-sized folding protein substrates (~20-50 kDa),
allowing them to fold sequestered from bulk solvent (37).

The influence of the protein substrate on the GroEL inter-ring allostery
is most important during the functional chaperonin cycle. The particular
allostery manifests negative cooperative effects on inter-ring ATP, polypeptide,
and GroES binding. When ATP, polypeptide, or GroES bind to one ring, the
opposing ring affinities for ATP, polypeptide, or GroES binding decrease.
Functionally, the long-range inter-ring transmission of binding energy of the
polypeptide (over ~140Å) has dramatic effects on the chaperonin cycle. Horwich
and co-workers observed that polypeptide binding on one ring facilitates the dis-
sociation of bound GroES and entrapped protein on the opposing ring (38). Due
to thermodynamic reciprocity, GroES binding to one heptamer facilitates the dis-
sociation of the protein substrate from the opposite ring (39-42).

Group II Chaperonins

In contrast to the group I chaperonin class (GroE), a smaller amount of
biochemical information is available to describe the mechanism of protein fold-
ing in the presence of the group II chaperonins (archaebacterial thermosome or
eukaryotic CCT or TriC). However, much of what is known about the protein-
folding mechanism of the class II chaperonins has come primarily from in vitro
protein translation assays, substrate preferences, co-factor interactions, and
structural details from cryo EM microscopy or X ray crystallography of particu-
lar intermediates in the chaperonin cycle. The eukaryotic chaperonins appear to
be more specific than the group I chaperonins. The group II chaperonin has been
found to interact with specific cytoskeletal proteins and various signal transduc-
tion proteins.

Although the CCT chaperonins are also double-ring structures like their
group I counterparts (e.g., GroE chaperonins), they don’t require a cochaper-
onin to encapsulate the nano-structured folding chamber. Another difference is
seen when one compares the protein substrate interaction site of the group I and
the group II CCT chaperonins. The group I chaperonins bind through exposed
hydrophobic sites with partially unfolded hydrophobic substrates, whereas the
eukaryotic group II CCT chaperonins prefer to interact with more specific
quasi-native conformations of substrates like actin and tubulin through
hydrophilic or charged residues. Since CCT is present in a much lower abun-
dance than the more common molecular chaperone/heat shock proteins, the col-
lisional frequency between CCT and the protein substrate may be enhanced by
the prior formation of an auxiliary cofactor (prefoldin or GimC)–protein sub-
strate complex (43).

Once the substrates associate with the CCT chaperonin, ATP binding
forces the closure of a series of apical helical extensions to capture and encloses
the protein substrate inside the newly formed internal cavity. Although this step
is controversial, the substrate may either be released inside the cavity to fold or it
may be actively folded into a collapsed form that remains bound to the roof of
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the CCT (Figure 5) (44). More details of the molecular mechanism of the CCT-
induced folding are presented later in this review.

Hsp90—The Multipurpose Chaperone

The Hsp90 chaperone family plays an interesting and diverse role in
protein homeostasis. Unlike most chaperones, the Hsp90 class is not exclu-
sively required nor is it involved in nascent protein folding. Even so, these
chaperones are essential for viability, particularly in eukaryotes. Also, the
eukaryotic Hsp90 contains two paralogs that interact with many proteins that
are involved in signal transduction. Hsp90s are necessary to maintain active
conformational states for steroid hormone receptors and various kinases. The
mechanism of Hsp90 action is complicated because numerous cochaperone
factors also associate with Hsp90 to modulate its ATPase activity, thus lead-
ing to a control of its protein substrate binding and release of the activated
substrates (Figure 6). Presently, the only detailed molecular study completed
to date suggests that the Hsp90 class may participate in activating proteins by
using a general unfolding mechanism (21). Hence, the global mechanism for
Hsp90 action will only be achieved when the detailed molecular interactions
and mechanisms of binding between Hsp90 and other potential protein sub-
strates are measured.
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Figure 5. One possible mechanism of the CCT cycle with specific protein substrates, actin (upper
branch) and tubulin (lower branch). This figure was modified from the discussion presented in (44).
Step 1—The chaperonin cycles between a closed and open conformation, governed by ATP hydrolysis
and/or ADP dissociation. Steps 2 and 3—The prefoldin protein substrate complex transports the par-
tially folded substrate to CCT and dissociates resulting in a CCT protein substrate complex. Step 4—
ATP binds to the chaperonin-protein substrate complex, momentarily encapsulating the substrate
within the chaperonin cavity. Step 5—Subsequent hydrolysis of ATP induces the release of the bound
substrate and cycles the CCT to the substrate accepting state (Step 2).



Hsp100 Class—Unfoldases

The Hsp100 chaperone proteins are specialized proteins that partici-
pate in disaggregating denatured proteins rather than in folding them directly.
The disaggregated proteins can either proceed toward folding with the aid of
other chaperone proteins or they can proceed toward proteolysis within large
internal protease complexes. The Hsp100s, classified as members of the class I
AAA ATPases, primarily exist as hexamers and contain two ATP binding
domains per subunit. It appears that ATP is required for both function and
assembly. As is usually the case, most of our knowledge about the Hsp100
class of proteins has been deduced from studying the bacterially or yeast-
derived systems. As we shall see, the Hsp104 (yeast) or ClpB (bacterial)
Hsp100 chaperone proteins are necessary in rescuing denatured proteins from
their aggregated states so that they can be refolded by other chaperone pro-
teins. These proteins were first characterized as proteins that are important for
heat tolerance, where an increased intracellular concentration allows cells to
endure heat stress–induced protein aggregation more efficiently. Another set of
bacterial Hsp100 proteins (ClpA and ClpY) are involved in shuttling proteins
toward degradation by the appropriate large molecular mass protease.
ClpA(Y) proteins physically bind and facilitate the peptidase function of a
specific protease called ClpP whereas the ClpB proteins do not interact with
these peptidases.
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Figure 6. Possible Hsp90 mechanisms. The Hsp90 molecular chaperone is a dimer with an N-terminal
ATP binding domain, a middle domain, and a C-terminal substrate binding domain. The Hsp90 is
thought to alter the conformation of the interacting substrate protein (mechanism 1), unfold it, and
release it to a different active state, either folded, active (partially unfolded), or assembly competent.
The hypothetical mechanisms of ATP-dependent coupling and substrate release include a sequestra-
tion (mechanism 2), a coupled release (mechanism 3), or hinged release (through the ATP binding
domains—mechanism 4) (based on the Hsp90 structure and discussion of data provided in references
21 and 45).



To help reactivate and refold proteins, the unfolding function of some of
the Hsp100 proteins require the assistance of the resident DnaK/Hsp70 systems.
The prominent structural differences between the homologous ClpA and the
ClpB systems are located within a middle domain where ClpB contains longer
coiled-coil heptad repeats. Deletion of these regions in ClpB leads to low
ATPase activity and inhibits proper ClpB assembly (46). Furthermore, most of
these mutants were unable to protect null ClpB E.coli from surviving elevated
heat stress. Initially the structural differences between ClpA and ClpB were
thought to result in different interaction mechanisms with their respective pro-
tein substrates. As we shall see, these Hsp100 proteins may use very similar
mechanisms of unfolding to either degrade or refold substrate proteins
(Figure 7).

The Small Hsp Chaperone Class—Aggregation Prevention

The final class of molecular chaperones that we will consider in this
review are the small heat shock proteins. These proteins are molecular chaper-
ones that are mainly involved in preventing large-scale aggregation of heat-dena-
tured proteins (47). These small heat shock proteins exist as oligomers that have
the ability to dissociate, capture, and sequester partially folded aggregation-
prone protein substrates. Once the protein substrates are captured, the sHsp-
denatured protein substrate complexes reassemble into a larger oligomer
(Figure 8) (48, 49). Upon return to normal temperatures or with the help of
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Figure 7. Hsp100s are primarily involved in protein disaggregation. The disaggregation can occur with
the help of auxiliary Hsp70 proteins (pathway 1) or by direct binding of the Hsp100 to the aggregate
(pathway 2). The individual proteins are either unfolded by a threading mechanism (pathway 1) or
Hsp100 can act directly on the large aggregate to disrupt it into smaller, perhaps more manageable
aggregates (pathway 2).



other chaperones such as Hsp70, Hsp90, etc., the substrate protein can refold
from its initial trapped state, presumably on the sHsp surface. Most of the small
Hsps tested thus far exist as dynamic oligomers whose assembly stoichiometry
and size depend on the temperature and the amount of denatured proteins that
eventually become bound to the chaperone (Figure 8). In eukaryotes, the
oligomers undergo a specific phosphorylation modification that may be an addi-
tional control feature for controlling oligomer size, affecting both sHsp oligomer
stability and protein capture efficiencies (50). In addition to phosphorylation,
there have also been recent reports that ATP can bind to the small Hsp α-crys-
tallin protein (both ATP and α-crystallin present in the eye lens), leading to a
stabilization of the oligomeric structure and facilitating capture of substrate
proteins (51).

DEFINING THE MOLECULAR MECHANISMS OF CHAPERONE-
MEDIATED PROTEIN FOLDING AND ASSEMBLY

Perhaps one of the most exciting areas of current molecule chaperone
research is focused on elucidating the molecular mechanisms of chaperone-medi-
ated protein folding. Early measurements of the molecular mechanisms of chap-
erone action were useful in our initial analysis of chaperone mechanism but they
had the drawback of being imprecise and indirect. For example, most protein
substrates that were used in chaperone research were enzymes, enabling
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Figure 8. Current mechanism of sHsp. The small heat shock protein is initially present as an oligomer
that undergoes a stress dependent dissociation to smaller oligomeric or subunits. These subunits asso-
ciate with partially folded substrates, capturing these and preventing further accumulation of larger
aggregates. The captured substrates can be stored or refolded with the aid of other prominent auxiliary
chaperones.



researchers to track endpoint folding rates and yields of activity regain as a func-
tion of time. Alternatively, because molecular chaperones in general inhibit pro-
tein aggregation, measuring the chaperone-dependent decrease in light scattering
was also a popular method to examine chaperone effects on the protein folding
reaction. Although these indirect measurements reflect the global effects of chap-
erone influences on protein folding, they cannot provide the sufficient molecular
detail to ultimately define the molecular mechanisms involved in protein folding
and assembly. Indeed, there are numerous instances where the above-mentioned
indirect measurements have led to the false identification of proteins as chaper-
one proteins. For example, proteins such as casein, IgM, bovine serum albumin,
or, in some cases, simple polypeptides (poly-L-Lysine) can also enhance folding
yields, increase disaggregation, or decrease large-scale protein aggregation
(52-54). Given the many different solution conditions that can enhance folding
and decrease aggregation, it is not surprising that there are other examples where
proteins that are not classified as true chaperones could appear to have proper-
ties of authentic chaperones. In the following sections, we will examine the effects
that chaperones have on the protein substrate itself to get a clearer picture of the
specific and unique folding mechanisms that are employed by authentic molecu-
lar chaperones. As we shall see, chaperones can fold particular proteins using a
variety of different molecular mechanisms. Some chaperones provide very specif-
ic steric influences on protein folding, some induce localized folding, other chap-
erones unfold incorrectly folded proteins, and some simply serve as buffers to
maintain active protein structure (protein homeostasis), whereas others appear to
create nano-structured cavities leading to unique sequestered folding
mechanisms.

Chaperones Inducing Folded Structure (Specific and Nonspecific)

It is well established that the formation of local protein fold motifs or
short peptide secondary structures are dependent on the environment surround-
ing them (their context). This simple physical property is an important parame-
ter to keep in mind when describing the potential molecular consequences of
some protein-chaperone interactions and folding. For example, the interaction of
loosely structured. transiently exposed hydrophobic regions from the protein sub-
strates can interact with either general nonspecific hydrophobic regions or spe-
cific structured regions on chaperone proteins. Some chaperones can
nonspecifically induce local secondary structure within unstructured regions,
which may in turn cause the formation of more specific interior interactions, thus
avoiding off-pathway misfolding or aggregation. In addition, it is also noted that
chaperones may accelerate some protein domain pairing reactions in cases where
domain-domain interactions of tertiary structures are kinetically slow in the
absence of chaperone proteins (55). This section examines some specific and gen-
eral chaperone-induced protein folding. In terms of the concept of the folding
landscape, the formation of nonspecific or specific induced folded regions will
change the shape of the folding funnel, narrowing or smoothing the folding fun-
nel, allowing the polypeptide to avoid local kinetic traps or energy minima
(Figure 9).
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Figure 9. Local folding influences the folding landscape. Schematically, inducing a local fold in a fold-
ing protein may facilitate local context specific interactions within the protein, allowing protein sub-
strate to bypass a particular folding and aggregation trap. This bypass can also describe limited but
favorable intramolecular domain pairing interaction. The dotted lines schematically represent the influ-
ence that chaperone proteins have on reshaping the folding funnel, potentially changing the flux toward
the native configuration.

Molecular Chaperones Involved in Specific Folding

There are a number of highly specific chaperones that only mediate the
folding of very specific substrates. Presently, the cytoskeletal protein tubulin
appears to have the most identified specific chaperone proteins associated with
both its folding and assembly. Numerous chaperones are involved in stabilizing
quasi-native intermediate species of the tubulin. Currently, the protein substrate
tubulin appears to interact with the group II cytosolic chaperonin CCT. Single-
particle cryo-electron microscopy reconstructions of the CCT-tubulin (or actin)
complexes suggest that the protein substrates, tubulin and actin, form very spe-
cific complexes with CCT (Figure 5) (56). The reconstruction indicates that the
volume of the partially folded tubulin almost matches the newly observed protein
density that appears in the binding cavity of the eukaryotic chaperonin protein.

For the tubulin (α and β) subunits, more specific auxiliary chaperone
interact with these proteins once they are released from the CCT chaperonin. The
released tubulins interact with a set of four to five very specific chaperone pro-
teins nebulously described as co-factors A, B, C, D, and E. Because these co-
factor proteins are not part of the final dimer or fibril structures, they qualify as
true chaperone proteins (57). These downstream chaperones directly interact with
α tubulin, (cofactors A) and β tubulin (cofactor B), and the specific chaperone
tubulin complexes form larger assemblies with the additional co-factors C, D,
and E. In the presence of GTP, cochaperone C facilitates the chaperone complex-
tubulin breakdown, finally resulting in the release and formation of the assembly
competent αβ tubulin dimer.

At a detailed molecular level, we still do not understand how tubulin (and
actin) folding and assembly is specifically aided by all of these specific chaperones.



However, analysis of the structure of one of these specific co-factors indicates
that it has a hydrophilic binding surface (58). This may make functional sense
when one considers that the tubulins already are highly folded (called quasi-
native states) prior to finally folding into their assembly competent forms (59).
One hypothesis advanced by Valpuesta, Willison, and colleagues proposes that
the CCT facilitates tubulin or actin folding by a direct mechanism (44). It is pre-
sumed that slow folding forms or stable kinetic intermediates may require the pre-
cise binding interactions provided of these specific auxiliary chaperones to
surmount activation energy barriers that normally inhibit the formation of
assembly competent tubulin subunits during unchaperoned folding. Both the
CCT chaperonin and the auxiliary chaperones may directly facilitate the forma-
tion of the assembly competent forms of the tubulins by insuring that proper
intra- and intermolecular interaction domains are brought into close proximity to
each other within and between the heterologous subunits. In these cases, the
favorable and specific chaperone binding interactions will literally inhibit the
intramolecular movements within the folding intermediates, decreasing
the entropic freedom of the partially folded states, providing the structure context
to ultimately drive the acquisition of properly folded tertiary and quaternary
assembly competent tubulin structures.

This mechanism predicts that there should be some specific interaction
sites on the CCT chaperonin that will bind to specific regions of these structural
proteins (56). The CCT chaperonin appears to facilitate the final fold acquisition
for protein substrates that have already been significantly folded. Much like the
Hsp90 class, the group II chaperonins may function as general buffer chaperones
for proteins that are far removed from their largely unfolded nascent states.
Although CCT certainly facilitates folding of some proteins within in vitro retic-
ulocyte lysates, this mechanism need not involve nascent chain interactions. The
CCT chaperone appears to preferentially interact with folded but inactive kineti-
cally trapped conformers. Still, much more experimental work is needed, partic-
ularly with other recently determined substrates, before we can decipher the
global molecular mechanism of these fascinating eukaryotic chaperonins.

One of the most detailed examples where very specific chaperones medi-
ate specific assembly reactions involves a set of chaperone proteins called the
pilin-specific PapD and FimC molecular chaperones. Unlike the CCT chaper-
onin, this chaperoned folding/assembly process does not require ATP to function
nor do these specific chaperones help fold other nonspecific protein substrates.
Important clues concerning the probable molecular mechanism of these chaper-
ones have been gleaned from very specific and elegant structure studies of the
chaperone-substrate complex. These highly specific pilin assembly chaperones are
both encoded by specific pili operons, and these chaperones are absolutely
required to provide specific steric information, thus insuring that the major pilin
proteins (PapK and FimH) attain assembly competent conformations during pili
growth (60, 61). The pili chaperones use a mechanism called strand complemen-
tation and strand exchange, akin to the specific domain swapping mechanisms
found in a large number of oligomers (62). Through this mechanism, the pili pro-
tein presumably attains an assembly competent state by forming a complex with
the pili chaperone, thus insuring that potential nonproductive interactive

206 M. FISHER



hydrophobic surfaces remain unexposed. The growing pili are hypothesized to assem-
ble when the specific chaperone strand is exchanged or replaced by a complementa-
ry strand component of the pili assembly complex (Figure 10). To test a prediction of
this mechanism, Hultgen and co-workers demonstrated that they could replace the
entire specific pili assembly chaperone FimG with the specific interacting but unstruc-
tured 13 amino acid strand. In the presence of the FimH pilin protein, the FimG
derived unstructured polypeptide folds to form an inserted beta strand conformation
that fills the exposed groove on the pili FimH protein, subsequently allowing this pilin
protein to acquire its native assembly competent structure (63).

Molecular Chaperones Involved in Localized Folding

Some of the common nonspecific chaperone proteins also provide an
amphipathic binding surface that can induce the formation of localized folded
structure motifs. For instance, numerous investigators have shown that the group
I GroEL chaperonin interact with predominantly unstructured, small polypep-
tide populations, shifting the solution folding equilibrium toward defined second-
ary structures. These induced motif structures were initially hypothesized to be
formed through amphipathic interactions between hydrophobic faces of the chap-
eronin and the peptide. Direct evidence for this phenomenon has come from ana-
lyzing structures of small peptide-GroEL complexes. In one such experiment, Chen
and Sigler specifically selected for a strong binding peptide using phage-panning
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Figure 10. Example of a specific chaperone. The formation of specific domain swapped PapD-PapK
complexes prevent PapK aggregation. Strand G of the PapD chaperone inserts into a hydrophobic
groove of the PapK pilin protein. Chaperoned pilin protein is thought to grow the pili structure by
replacing the G strand of PapD with the N-terminal portion of the growing pili. The pilin protein
PapK can associate with the specific papD chaperone and the N-terminal structure of the next pilin
protein. Structures were generated using RasMol version 2.6-UGB (Glaxo Wellcome Ltd.).



methods and analyzed the resolved X-ray crystal structure of the peptide-bound
GroEL. The GroEL interaction with this unstructured 12 amino acid tight-bind-
ing peptide induces a structural shift to a highly populated anti-parallel hairpin.
These studies indicate that the hydrophobic residues adopt a preferred orienta-
tion while binding to the chaperonin peptide binding sites, explaining the
observed shifts toward higher populations of amphipathic secondary structures.
Thus far, chaperonin-peptide model complexes have shown that GroEL can
induce specific secondary structures such as α-helices, anti-parallel β turns and
extended β-strands (64-68).

Even more surprising is the recent observation that the physiochemical
nature of the internal chaperonin ring environment is hydrophobic enough
apparently to stabilize and even maintain the native structure of some membrane
proteins (69). For example, it has been shown that the chaperonin cavity binds
hydrophobic membrane protein bacteriorhodopsin and can shuttle this protein
directly between different lipid environments. More surprisingly, bacteri-
orhodopsin retains its chromophore while bound to the chaperonin, indicating
that GroEL binds a fully functional, folded membrane protein. This GroEL cap-
tured membrane protein dissociates once ATP binds. GroEL also aids in the fold-
ing of other membrane proteins, including some containing as many as 14
transmembrane domains (69).

Other examples of induced specific interactions during folding may occur
within the ribosome. It has been shown that the ribosome can provide a favorable
internal environment for the nascent polypeptide chain of a membrane protein,
facilitating the formation of preformed membrane helices within the ribosome
channel even before the polypeptide exits the ribosome (70). The ribosome itself
also exhibits some chaperone qualities (71). It is conceivable that the localized
induction of protein secondary structure within the ribosome tunnel may be a
common phenomenon. In this case, the ribosome-induced local folding in one
environmental context may be stable enough to be transferred to another com-
pletely different solution environment (e.g., a lipid membrane).

Chaperones and Unfolding Mechanisms (Active and Passive)

There are a number of chaperone proteins that use unfolding mechanisms
to help fold (or refold) substrate proteins. In this section, the mechanisms of pro-
tein unfolding by the Hsp60, Hsp70, Hsp90, and Hsp100 classes will be discussed.
Two prominent mechanisms of unfolding, termed passive or active, are proposed
to facilitate protein unfolding in the cell. In the passive mechanism, the chaper-
ones will interact with a partially folded intermediate state that exists either as a
prominent population or as an intermediate state that can be in rapid or slow
equilibrium with its native folded state. Large-scale chaperone-dependent disas-
sembly and unfolding can also occur during disaggregation reactions of large
aggregated misfolded oligomers. The chaperone-dependent active mechanisms
appear to require the binding or hydrolysis energy of ATP physically to unfold
the protein substrate. As we shall see, protein unfolding reactions may precede
protein folding, protein disaggregation, protein disassembly, or even protein
degradation reactions.
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The Hsp70 chaperones normally function by employing a passive unfold-
ing mechanism. As mentioned previously, the Hsp70 class recognizes a peptide
region that usually contains numerous stretches of hydrophobic residues that are
normally sequestered on the interior of folded proteins. Thus, the transient expo-
sure of these hydrophobic regions during folding allows the resident Hsp70 chap-
erones to bind and form tight complexes with the folding or unfolding protein
substrate in question. In this way, the Hsp70 or Hsc70 (heat shock cognate) chap-
erones act as intermediate buffering chaperones wherein particular protein sub-
strates are maintained in partially folded states. Eventually, these partially folded
proteins interact more efficiently with downstream molecular chaperones such as
the chaperonin 60s, Hsp90, or Hsp100 to refold, resume folding, maintain trans-
port efficiency, or be degraded by the protease machinery. For example, in vitro
protein folding experiments using GroEL show that the most efficient folding sto-
ichiometries usually occur at concentration ratios of one GroEL oligomer per
one folding protein. Interestingly, Hartl and co-workers found that including the
complete E. coli Hsp70 system (DnaK/DnaJ/GrpE), enabled the substrate pro-
tein to fold from GroEL with high efficiency at substantially (10-fold) lower
GroEL concentrations. These results indicate that the E. coli Hsp70 system pre-
vents premature aggregation, maintaining the conformation of the folding sub-
strate in a partially folded state that will evidentially interact with the GroE
chaperonin and fold (72). Likewise, efficient protein transport from the cyto-
plasm to an internal organelle (such as the mitochondria) absolutely requires the
interaction of the substrate with the Hsp70 class of proteins. If premature fold-
ing does occur, this Hsp70-dependent transport efficiency declines dramatically
(73). In addition, as nascent polypeptide chains emerge from the ribosome, spe-
cific Hsp70 classes either in eukaryotes or prokaryotes (e.g., DnaK) are present
to interact transiently with the newly formed polypeptide. Here again, preventing
a rapid collapse will avoid the formation of kinetically trapped misfolded states.

In one detailed study, Hsp90 appears to interact with substrate proteins
and induce a substantial amount of unfolding (21). Fersht and colleagues used
cross-correlated relaxation-enhanced polarization transfer NMR spectroscopy to
observe that the Hsp90-bound nuclear transcription factor p53 core domain
shifts to an unfolded state when it is complexed to Hsp90. The unfolding was
extensive enough to melt pre-existing helical and sheet secondary structural ele-
ments (21). The X-ray crystal structure of the dimeric carboxy-terminal protein
binding region of Hsp90 has been determined to a resolution of 2.6 Å. This
region has been implicated in substrate binding and it was found that this region
contains a helical dimerization motif, with each monomer projecting a short flex-
ible amphipathic helix into solution. This observation lead Agard and co-work-
ers to propose that this region is responsible for forming complexes with protein
substrates (45), perhaps leading to a general unfolding. In the near future, it will
be extremely useful to examine more complexes between Hsp90 and other pre-
ferred substrates to determine whether the Hsp90 unfolding mechanism is
common.

As mentioned previously, the group I chaperonins can participate in an
unfolding reaction. At first glance, unfolding a protein may seem counterintuitive
in a folding reaction, but in the context of the energy landscape, the unfolding of
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an incorrectly folded protein may help the protein substrate avoid kinetic traps (2),
allowing it to choose another energy surface to fold toward more thermody-
namically stable native structures. This binding interaction between the chaper-
one and the misfolded protein results in a mass action shift toward more unfolded
forms, thus conveying the outward appearance of a global unfolding mechanism.
Indeed, the protein unfolding mechanism of GroEL is extensive enough to
exchange most if not all of the initial internal peptide amide hydrogens of a num-
ber of protein substrates (74). Interestingly, the measured kinetic rate constants
between folding intermediates and folded states are unchanged during partition-
ing, leading Frieden and Clark (75) to suggest that the unfolding mechanism
is passive. In this instance, the function of the GroE chaperonins is to control
the partitioning (binding) and release mechanisms through ATP binding and
hydrolysis. From the energy landscape viewpoint, an alternating binding and
unbinding mechanism of the chaperones, particularly for those that switch
affinities through ATP binding and hydrolysis, offers a mechanism of kinetic
proofreading (Figure 11) (1). In this instance, the preexisting trapped popula-
tion binds to GroEL, shifting its conformation from one landscape surface to
another through a passively unfolding reaction, allowing the original popu-
lated misfolded structures to refold (reset) toward a native configuration once
the GroEL binding affinity is reversed by binding ATP and GroES and
hydrolyzing ATP.

More direct evidence of this general unfolding mechanism comes from
recent fluorescence energy transfer experiments designed by Lin and Rye (76).
Here, the chaperonin GroEL initially forms a collision complex with a partially
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Figure 11. Unfolding influences on the folding landscape. In this instance, protein unfolding raises the
apparent energy state of the trapped intermediate by unfolding it or in some cases disaggregating and
unfolding the aggregate, reconfiguring the conformer to a higher energy unfolded state and allowing
the protein to fold using a slightly different higher entropy pathway. The dotted lines and arrows rep-
resent alternative trajectories influenced by the various unfolding chaperones.



folded metastable state (misfolded) of ribulose bisphosphate decarboxylase
(Rubisco) and the bound, Rubisco protein structure, is observed to undergo a
global expansion. In this case, the Rubisco metastable state is apparently unfold-
ed by simply partitioning onto GroEL. Once ATP and GroES are added to this
complex, Rubisco refolds to a more collapsed form inside the enclosed GroES-
GroEL complex, is released, and then assembles into an active Rubisco dimer.
The initial step in this folding mechanism supports the passive thermodynamic
partitioning mechanisms originally measured and proposed by Schmid and col-
leagues (77). As we shall see later in this review, GroEL may use this passive
unfolding mechanism to protect natively folded proteins against heat denatura-
tion, oxidation or aggregation (30, 32, 78).

Others suggest that GroEL may also employ an active unfolding mecha-
nism (79). It was reported that an initial protected structural core of a metastable
protein substrate (Rubisco) was exposed only after ATP was added. For active
unfolding, GroEL actively or mechanically unfolds the protein substrate, pre-
sumably driven by the large conformational twists through ATP-driven move-
ments in the apical domains that directly bind to the protein substrate (79).
However, this active unfolding mechanism may not be universal because this par-
ticular unfolding mechanism has not been observed for other protein substrates.
For instance, no predictable protection/deprotection shifts of internal residues
were reported for the substrate malate dehydrogenase after ATP addition (80).
Even so, it is still possible that the versatile GroEL chaperonin uses a couple of
different unfolding mechanisms to facilitate folding.

The Hsp100 class of chaperones (ClpB or Clp A (Y) in E. coli; Hsp104 in
yeast) utilize another interesting but somewhat mysterious mechanism of assist-
ed folding through an unfolding mechanism. These ATP-dependent chaperone
proteins directly unfold misfolded proteins or directly break up large insoluble
aggregates (Figure 7). In E. coli, these Hsp100s exist as ring structures that con-
tain a central pore surrounded by conserved residues, and they appear to unfold
and thread proteins through this pore from either their amino- or carboxy-
termini (81).

Clues into the molecular details of the unfolding mechanisms of the
Hsp100s have relied on examining the structure and mechanisms surrounding the
ClpA-ClpP interactions (82). ClpP is a self-compartmentalized protease that con-
tains peptidase active sites sequestered inside a hollow oligomeric protein core
(83). In order for proteolysis to occur within this sequestered active site, the sub-
strate protein has to be presented to the interior of the protease in an unfolded or
nearly unfolded state. In this regard, the roles of the Hsp100 like ClpA or ClpY
hexamers in the ClpA(Y)-ClpP complexes are to unfold and thread the extended
polypeptide chain into the interior of the enclosed ClpP protease. The E. coli dis-
aggregation chaperone ClpB, like ClpA, is also thought to unfold proteins
through a similar threading mechanism. If the interior channel is crucial to the
unfoldase mechanism, then it is logical to assume that mutations at the interior
conserved amino acid residues will affect function. Indeed, when targeted muta-
genesis experiments were used to change conserved residues located within the
ClpB hexameric central axial pore region, it was found that the homologous
mutations tyr→phe preserved the unfoldase and thermotolerance functions
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whereas decreased interaction tyr→ala mutations became defective in both func-
tions (84). Further support for the threading mechanism was provided by Bukau
and colleagues. In a series of elegant experiments, they constructed chimeras of
the ClpB oligomer where the ClpP interacting region of Clp A was engineered
onto Clp B. As predicted, this engineered ClpB-ClpA chimer was now able to
interact with ClpP and function as an unfolding machine for this protease
(Bukau, preliminary results, 2004). Interestingly, they also found that this partic-
ular construct was detrimental to cell growth in a ClpB depleted E. coli host
background under heat stress conditions, suggesting that the general unfolding-
resolublization-refolding mechanism of ClpB was crucial for cell survival.

In other studies, Lindquist and colleagues found that the yeast Hsp104
chaperone functions as an unfolding chaperone within certain concentration
ranges. This group has found that yeast controls the aggregation of a translation
termination protein called Sup35, apparently by varying the intracellular levels of
Hsp104. At both high and low concentrations, Hsp104 facilitated Sup35 aggre-
gation either by catalyzing the formation of an aggregation prone Sup35 form or
by exposing more Sup35 hydrophobic surfaces on existing fibers to seed more
aggregation. At intermediate cellular concentrations, Hsp104 apparently disag-
gregates preformed fibrils and, unlike the Clp proteins, it apparently performs
this reaction without requiring the Hsp70/40 system. The exact molecular mech-
anism is not known but it is intriguing that, at least for Hsp104, one may be able
to physically disrupt large amyloid-like fibrils. The key observation here is that
the Hsp104 protein appears to directly interact with the preformed fibril
(Figure 7), suggesting that Hsp104 may operate by a different mechanism
(perhaps the crowbar mechanism of fibril disruption) (85). However, others present
data suggesting that Hsp104 is unable to operate alone but only disaggregates
fibers with the help of some as yet unidentified soluble yeast protein factors
(perhaps the Hsp70/40 system) (86). In summary, the Hsp100 class of chaperones
functions as a general ATP-driven unfoldase machine, enabling the organism to
refold heat denatured proteins from large inactive protein aggregates.

Sequestered Folding—A New Paradigm for In Vivo Folding

One of the most interesting and unique mechanisms of chaperone assist-
ed folding is used by the chaperonin class of molecular chaperones. In vitro, it has
been demonstrated that the active chaperonin complex (both group I and perhaps
II) forms a transient nano-structured protein chamber where a trapped protein
substrate can fold in a sequestered environment, thus avoiding general protein
aggregation. There are numerous instances where small proteins are captured,
retained inside this unique protein environment, and proceed toward their active
folded states (87, 88). Indeed, theoretical folding simulations show that protein
folding within a confined space is favorable because such a physical constraint
leads to the marked decrease in the entropic cost of collapsing a denatured state
to its more compact folded structure. Thus, confining and limiting the confor-
mational search space that a denatured protein substrate can explore may allow
it to retain more native-like interactions, potentially enhancing folding rates and
even leading to a predicted increase in the mean folding temperature (89, 90).
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Conceptually, confining conformational search space can dramatically change
the surface of the folding funnel, smoothing the energy landscape while avoiding
deleterious low-energy kinetic traps (Figure 12).

Although this mechanism is very plausible, in reality these theoretical
studies do not take into account the possibility that some of the physical proper-
ties of the nano-structured cavity walls may inhibit folding. In particular, these
walls are probably not inert to all folding substrates because some strong
hydrophilic interactions between the folding protein and the protein walls may
occur. For some proteins, particularly those that are not intrinsic E. coli protein
substrates, folding may be slow, progressing through a series of multiple rounds
of rebinding, unfolding or folding, and sequestration until they acquire a folded
state that no longer binds to the chaperonin (91, 92). Curiously, however, recent
data collected by the Hartl group indicate that E. coli proteins that have been
identified to absolutely require the complete E. coli GroE chaperonin system to
fold do not have to undergo a multiple cycling mechanism (Hartl, preliminary
results, 2004). Apparently, the authentic substrates may only require a brief inter-
action with the chaperonin. This observation makes evolutionary sense because
the folding efficiencies of E. coli protein substrates, ultimately dictated by the pro-
tein primary sequence, have co-evolved with the E. coli chaperonin to avoid dele-
terious long-term interactions (i.e., multiple cycling) with the GroE chaperonin
system. Indeed, it has been frequently noted that expressing slower folding extrin-
sic protein substrates inside E. coli sometimes can be detrimental to cell growth
and/or cell division (93). In addition to the problems that may be encountered for
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Figure 12. Sequestered folding dramatically alters the folding landscape (dotted surface). In this case,
by constraining the entropic freedom of movement of the folding protein, a new energy surface may be
formed where most of the kinetic folding traps are eliminated. This energy surface would also be appli-
cable to very specific steric folding mechanisms. However, even though the energy minimum in this
landscape is the properly folded protein, this does not preclude the possibility that sequestered folding
could force the protein into a stable misfolded population.



overexpressed proteins, the sequestering mechanism cannot explain why the
GroE chaperonins are unable to fold a number of small sized proteins such as
actin or tubulin even though GroE interacts with these protein substrates. Here
again, simply sequestering a folding protein inside the cavity does not automati-
cally guarantee that the protein substrate will acquire its correct conformation.
Even in situations where substrate protein interaction with the chamber walls
may be weak, the non–E. coli substrate protein may simply fold into a trapped yet
stable misfolded state.

Although most mechanistic diagrams and textbook descriptions of the
chaperonin function still emphasize the sequestered folding mechanism of the
group I chaperonin, it is now recognized that protein folding from the chaperonin
does not always proceed through the complete encapsulation mechanism. For
proteins that are too large to fit inside the defined GroEL-GroES nano-cavity,
folding occurs via a negative cooperative mechanism (called trans folding) where
the binding of GroES on the opposite ring from the large substrate bound ring is
sufficient to facilitate the substrate protein release and folding. Large E. coli pro-
teins (e.g., large subunits of RNA polymerase) have been identified to be authen-
tic substrates for the GroEL chaperonin (32). Horwich and colleagues have now
unequivocally demonstrated that a trans folding mechanism efficiently folds large
proteins like aconitase (70 kDa) (40, 41). Thus, GroE-dependent folding does not
always have to proceed via a strict encapsulation mechanism. In fact, Horwich’s
group engineered the covalent attachment of a single-ring GroES to double-ring
GroEL and showed that even smaller protein substrates can fold from the oppo-
site (trans) GroEL ring, albeit at a slower rate. Although the exact mechanism of
folding from the unenclosed ring is unclear, it appears that in some cases, the pre-
viously described localized folding or unfolding mechanisms may be enough, in
this case, to facilitate correct folding. In conclusion, it is safe to say that the group
I chaperonin machine uses a number of diverse folding mechanisms to fold pro-
tein substrates.

Chaperones as “General Buffers” for Protein Folding

Most protein substrates that require chaperones to fold are identified by
either immunoprecipitation (IPs) experiments (32) or chaperone knockout or
depletion experiments (94). It is now apparent that some protein substrates tran-
siently and weakly interact with the common chaperones, yet still require chaper-
ones to fold and assemble properly. In this instance, some chaperone proteins
(Hsp60, Hsp70s) may serve like a protein buffer to maintain active states of select
metastable proteins or protein intermediates that are in equilibrium with their
native conformations (29, 74). In vitro, it was found that an active cycling chap-
eronin system (GroE + ATP) was necessary to maintain rhodanese in its active
conformation even though this enzyme was undergoing rapid inactivation/reacti-
vation (oxidation/reduction) cycles (30). At physiological temperatures, numer-
ous proteins lose their activity over time and it has been repeatedly demonstrated
that a cycling chaperonin system will prevent this slow loss in activity (95).
Likewise, the Hsp70/40 system also appears to be able to prevent heat denatura-
tion and maintain proteins in their active states (96). In both of these examples,
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the specific molecular mechanism may involve repeated passive partial unfold-
ing/refolding transitions (30).

Transient interactions are also important in situations where metastable
states of proteins form, particularly from proteins that exist in dynamic yet active
oligomeric states. In many cases, these metastable states may dissociate and fold
into kinetically trapped and improperly folded subunits that are unable to assem-
ble or even aggregate. In a number of documented instances, brief interaction of
these metastable forms with chaperone proteins transform these states back into
their assembly competent forms (76, 97-99).

Because chaperone proteins often aid in shifting misfolded states toward
active folded ones, chaperone proteins also work as internal homeostatic protein
folding buffer systems that, for example, can fold mutant proteins to their active
folded states, leading to an increased survivability of organisms containing
potentially deleterious folding mutants. When present at high levels inside the
cell, the chaperones can, in effect, hide the folding defects of these mutants by
enabling these defective proteins to fold and maintain activity, resulting in an
apparent native phenotype (100). Interestingly, since these metastable mutant
phenotypes depend on the constant presence of the chaperone proteins, episodes
of environmental stress resulting in transient increases in populations of unfold-
ed or misfolded proteins flood the chaperone system and out-compete the mutant
proteins for the normally protective resident chaperones, leading to their eventu-
al misfolding or altered function. Rutherford and Lindquist (101) have proposed
a potentially exciting chaperone-dependent molecular mechanism of evolution
based on their ground-breaking experiments documenting the effects of heat
stress and/or targeted Hsp90 inhibition on genetic development.

Chaperones are the interface between genotype and phenotype because
they can broaden the genetic variation within a population. In this scenario,
the chaperones buffer folding mutations or functional metastable proteins that
are involved in regulating signal transduction and gene transcription, allowing
these proteins to function. However, because they require interactions with chap-
erones (particularly Hsp90) to fold or function, they are particularly sensitive to
environmental stress, which can result in marked changes in gene regulation and
gene expression for the fringe populations. The most striking element about this
stress perturbation is that it may play a crucial role in molecular evolution,
particularly when changes in the gene regulation processes affect development.
What is most interesting and evolutionarily relevant about these changes in the
development program is that they can become inheritable stable defects. In this
way, select populations of an organism can rapidly respond to the environment
and even mimic rapid evolutionary selection processes in sort of a molecular version
of punctuated evolution, initially triggered by modest environmental stress events
(for reviews, see 102, 103).

Although the small heat shock proteins (sHsp) are not directly involved in
folding, they also serve as protein buffers to specifically prevent or decrease pro-
tein aggregation. The sHsps crystallins are present in the eye lens to prevent large-
scale aggregation, thereby preventing deleterious increases in light scattering
within the lens. Although the oligomeric state of the sHsp protein is very dynam-
ic, once the substrate becomes bound to the sHsp oligomer, it does not readily
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exchange. For this reason, subsequent reactivation of the protein substrate from
this bound state requires additional help from other resident ATP dependent
chaperones (Figure 8) (48, 104).

In their dissociated states, the smaller suboligomeric sHsp form complex-
es with stress-denatured proteins by binding and sequestering or blocking poten-
tial aggregation prone sites on folding intermediates (Figure 8). Using a set of
thermodynamically and structurally defined stable lysozyme mutants as their
model substrate system, Koteiche and McHaourab (105) examined the binding
interactions between various folding intermediates and the sHsp proteins and
used these results to propose a plausible mechanism for determining how sHsp
chaperones select their protein substrates. They found that the sHsp chaperone
has two different binding modes (high and low capacities) for substrate proteins
that are structurally regulated by temperature. The appearance of the high-capac-
ity mode correlates with an increased unfolding state of the substrate protein and
heat-dissociated sHsp subunits at heat shock temperatures whereas the lower-
capacity mode physically correlates with an interaction between the smaller sHsp
oligomer (Figure 8) and partially folded conformers that exist at normal tempera-
tures. The advantage of controlling affinities and binding modes of sHsp with
temperature allows the organism to avoid large scale unfolding and kinetic parti-
tioning of normal substrates onto the sHsp at physiological temperatures.

Chaperone Networks

Although most of the mechanisms discussed thus far have focused on spe-
cific molecular mechanisms of individual classes of chaperone proteins, chaper-
ones operate side by side as networks in vivo. As noted previously, early in vitro
experiments with purified chaperones illustrated the advantages that chaperone
networks bring to protein folding (72). Chaperone networks not only contribute
to protein folding, they also play important roles in unfolding or assembly of het-
erologous protein complexes. For instance, it is now well established that the var-
ious steroid nuclear receptor proteins use very elaborate and stable multiple
chaperone complexes involving Hsp90/Hsp70/Hsp40 and foldases such as pep-
tidyl prolyl cis-trans isomerases to regulate function (for a review, see 106).

As will be discussed in a later section, general data from biological sys-
tems indicate that there are multiple isoforms and paralogs of the same chaper-
one protein families. In terms of chaperone networks, there are numerous
examples where the loss of function of one particular chaperone species is com-
pensated by another resident chaperone. For example, depletion of trigger factor
(cis-trans peptidyl-prolyl isomerase) and Hsp70 (DnaK) can be tolerated in E.
coli because the SecB chaperone, a promiscuous binding transport chaperone
protein, can fill in as a general chaperone in addition to its normal role facilitat-
ing protein transport (107). As well, it has been demonstrated that some substrate
proteins can fold with the Hsp70 class to the same extent as is observed with the
chaperonin class. In these various examples, a considerable redundancy exists
where chaperone functions are shared by different chaperone families. Other pro-
tein substrates, such as some of the WD-repeat proteins that require the CCT
chaperonin to fold, also can interact with the isoform Hsp70 Ssb, when its nor-
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mal chaperone co-factor prefoldin is depleted. In this instance, removing both the
prefoldin and Ssb chaperones is lethal, suggesting that they may play indirect
overlapping roles in protein folding (108).

From a functional standpoint, multiple chaperone networks are also
intimately involved in most if not all protein trafficking processes. For example,
transported proteins first interact with numerous cytosolic chaperones
(i.e., Hsp70 system) to acquire and maintain their transport-competent, partially
folded forms prior to their translocation into mitochondria. Once transport is
complete, the newly transported substrate encounters the resident mitochondrial
heat shock chaperones, Hsp60 and the Hsp70/40 system, once again resuming
folding and assembly. It is important to note that during this process, the trans-
ported proteins are proteolytically modified (cleavage on N-terminal leader
sequences), leading to a change in their folding kinetics that allows for the
formation of a stable collapsed structure (109). As mentioned previously, chap-
erone networks also exist to facilitate protein disaggregation, refolding, or prote-
olysis. For example, the Hsp70/40 systems are necessary components of the
Hsp100-dependent protein where they complement the disaggregation reaction
and/or participate in the eventual rescue and refolding (Figure 7).

Role of Chaperones in Protein Assembly/Disassembly

There are numerous examples where highly specific chaperones directly
aid in the assembly of proteins. Unlike the more common chaperone systems dis-
cussed in this review, these specific chaperones operate by sterically determining
the assembly competent states. As discussed earlier, one of the best studied spe-
cific assembly systems involves the assembly of the E. coli PapK pili by the PapD
chaperone. Other specific assembly systems include the specific phage-encoded
chaperones called the scaffolding protein systems. In these latter systems, the scaf-
folding proteins are intimately involved in insuring that viral proheads assemble
correctly. The scaffold proteins function as chaperones because they are not part
of the final viral structure. These proteins are quite literally interior scaffolds that
the prohead assembled viral coats interact with and, through this association, the
viral coat assembly changes conformation, allowing it to progress toward the
mature capsid conformation that is now able to accommodate and package viral
DNA (110). These steric chaperone proteins are highly specific chaperones that
can act at the monomer or oligomer level. These mechanisms are perhaps very
similar in principle to examples where specific protein binding induces folding
toward a new more active structure, insuring that extremely long-lived kinetic
conformers (e.g., the folding of the alpha-lytic protease) can escape stable kinetic
traps (111, 112).

In addition to these specific chaperone assembly systems, the common
chaperones also participate indirectly in protein assembly reactions. For instance,
the group I chaperonins facilitate assembly by interacting with partially folded
monomers of oligomeric proteins, and insuring that they fold (or unfold) into
assembly-competent states. GroE only induces the formation of the assembly-
competent monomeric species through a transient mechanism but it doesn’t par-
ticipate directly in assembly (96, 113, 114). Even though chaperonins do not
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participate in the actual assembly process, they can accelerate the association
reaction by increasing the concentration of assembly-competent subunits. This
has been shown in vitro where chaperonin-dependent oligomer formation can
occur at concentrations that far exceed critical aggregation concentration limits
(115-117).

Subunits of oligomeric proteins can attain assembly competence through
either partial folding or unfolding mechanisms. As was mentioned before, Lin
and Rye (76) observed the ribulose bisphosphate decarboxylase had to undergo a
general unfolding reaction of a metastable state before it could once again col-
lapse toward an assembly-competent species. In another assembly system, it was
demonstrated that metastable GS monomers formed under low, albeit physiolog-
ically relevant, Mg2+ concentrations could properly assemble once they interact-
ed with the complete GroE chaperonin system. In contrast to a general unfolding
mechanism, however, it appears that the metastable GS monomers have to
undergo a collapse because correct assembly is only observed following a tertiary
structure collapse and the formation of a more compact structure (Fisher, pre-
liminary results; 98). Because increased Mg2+-binding (higher Mg2+) or osmolytes
can induce a folding collapse and facilitate assembly (98, 118), in this case, the
chaperonin may collapse rather than unfold the metastable GS monomer. Here
again, the versatility of the chaperonin system to unfold, induce local folding, or
induce constrained collapse (sequestered folding) can lead to a variety of different
mechanisms governing protein assembly.

Interestingly, chaperonins may possess a kinetic specificity for some
assembly processes. For example, E. coli glutamine synthetase monomers commit
to an assembly-competent form (no longer require rebinding to the E. coli chap-
eronin GroE) at a rate that is substantially faster than the actual renaturation rate
(93). For folding of non-E. coli substrates such as mitochondrial ornithine decar-
boxylase or mitochondrial malate dehydrogenase with the E. coli chaperonin, the
measured commitment rates are slow and mirror the activity regain rate, reflect-
ing multiple binding and release cycles (88, 91, 95, 116). Since these substrates are
not the authentic substrates for the E. coli chaperonin and because rapid in vivo
assembly is probably subject to evolutionary pressure, transient interactions will
be favored due to the limited number of intracellular chaperonins (28). For
instance, successful microorganisms competing in natural environments certainly
are sometimes best served by the rapid acquisition and utilization of limited food
resources. It is logical to conclude that any advantage for producing rapidly
assembling metabolic proteins will carry a selective advantage over those organ-
isms that assemble their proteins at slower rates.

Although the chaperonins are not typically classified as specific steric
chaperones, the group I cochaperonin GroES may sterically assist in the assem-
bly of the GroEL chaperonin. Horowitz and colleagues noted that the in vitro
assembly of the chaperonin GroEL appears to be accelerated when its cochaper-
onin GroES is present (119). The operon of the GroE chaperonins is arranged so
that the smaller cochaperonin GroES monomers are synthesized first, followed
by GroEL. This particular organization results in the formation of a functional
heptamer of GroES before the tetradecameric GroEL is formed. Horowitz and
colleagues suggest that the newly formed GroES potentially provides a structur-
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al template upon which GroEL can form. However, this potentially interesting
steric assembly reaction still has to be verified to occur in vivo.

Like the chaperonin, the Hsp70 classes also participate indirectly in
assembly reactions. There have been numerous in vitro reports where the Hsp70
proteins also function to maintain assembly-competent states prior to assembly.
Here again, the role of the chaperone protein is to extend the lifetime of the
assembly-competent state (120).

Finally, one of the most critical assembly processes that involves chaper-
ones is the assembly/disassembly control and regulation of transcription com-
plexes. In particular, the Hsp70/40/90 systems are intimately involved in
maintaining or controlling the assembly competence for a variety of transcription
factors (121, 122). In addition, intracellular steroid receptors involved in tran-
scriptional activation form large complexes with various chaperones [Hsp90, p23,
and immunophilins (PPIs)], which evidently serve to hold and block the binding
site of the steroid receptor. In this situation, the complex is locked in an incom-
pletely folded inert state that becomes disassembled when the steroid hormone
binds. Although much of our current understanding of the Hsp90-regulated
complexes is still at the “oval biochemistry” stage, understanding the molecular
details behind the formation and control of these complexes will prove to be
extremely interesting and informative. Determining the exact molecular mecha-
nisms and the dynamics of the chaperone-dependent assembly/disassembly con-
trol will certainly lead to exciting new developments in many fields.

FUTURE DIRECTIONS FOR CHAPERONE RESEARCH

The Specificity of Chaperone Proteins

Even though a majority of the chaperones interact with protein substrates
in a nonspecific manner, biological data suggest that chaperones must exhibit
some loosely defined substrate specificity that is governed by the properties of the
protein substrate, the intracellular environmental differences, or the differences in
the internal molecular dynamics of the chaperone itself (i.e., speed of conforma-
tion changes, binding and release cycle, etc.). With regard to the substrate protein
properties, it has been firmly established that the physical properties of the sub-
strate protein can influence its eventual partitioning and folding onto chaperone
protein. There are numerous examples where changes in the folding landscape of
a protein (e.g., through a single amino acid change) influences its folding rate or
physical properties leading to enhanced interactions with the resident chaperone
proteins. To understand this underlying specificity, it will be helpful to determine
and compare the molecular details that lead to successful and unsuccessful chap-
erone-assisted folding for specific chaperone systems. Understanding this under-
lying specificity will help us determine how chaperones select specific substrate
molecules out of the complex intracellular milieu.

Initial evidence of chaperone specificity comes from comparative studies
between orthologs and paralogs of chaperone proteins within or between organ-
isms. This loose substrate specificity for chaperone-assisted folding, assembly, or
degradation is probably the reason why so many different isoforms or paralogs of
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the same chaperone classes co-exist within the same organism (e.g., Hsp70,
Hsp40 isoforms, Hsp60 isoforms, etc.). For example, it was observed that some
protein substrates can fold from one particular chaperone yet are unable to fold
from their homologous orthologs or paralogs even though the protein substrate
in question can interact with all the chaperone isoforms. Some organisms contain
and express multiple paralogs of the “promiscuous” chaperonin family within the
same intracellular environment. Numerous microorganisms, including some that
are pathological, simultaneously synthesize multiple chaperonin species (both
GroEL and GroES-like species) (123, 124). Furthermore, some organisms appear
to express both forms of the chaperonin family (group I and group II) simulta-
neously. Hartl and co-workers find that a thermosome-like chaperonin (group II)
and a eubacterial-like chaperonin group I protein coexist within the same cell
(125). Studies focused on identifying the protein substrates for these two specific
chaperonin groups will be particularly illuminating for determining elements of
chaperonin substrate specificity. Variable chaperonin function has been observed
in vivo in instances where specific phage protein/host chaperonin relationships
have co-evolved (126) and in cases where folding efficiencies and complementa-
tion differences are observed for different chaperonin paralogs (127).

This diversity in substrate recognition is also observed for the Hsp70
chaperones. Numerous Hsp70 isoforms coexist within their bacterial, yeast, or
other general eukaryotes (23, 25, 128). These specific Hsp70 systems may facili-
tate folding of specific protein classes. For example, in E. coli, various iron sulfur
proteins appear to require a specific set of constitutive heat shock cognate Hsp70-
like chaperones, the Hsc66/Hsc20 class to fold (129). These proteins are very sim-
ilar to the major E. coli DnaK/J-Hsp70/hsp40 chaperone system. In addition to
the multiple classes of Hsp70-like proteins in the cytoplasm, the mitochondria
also possess multiple Hsp70-like proteins that may play similar specific roles in
facilitating mitochondrial protein folding and assembly.

This underlying chaperone specificity is also readily apparent when one
compares the folding efficiency of the same protein using the chaperone systems
between different organisms. For example, it has been shown that bacterial mul-
tidomain proteins such as beta-galactosidase use the E.coli Hsp70 trigger factor
chaperone mechanism to fold effectively (more rapidly), while, conversely, these
E. coli chaperones slow the folding of the eukaryotic multidomain protein like
luciferase. Apparently, the efficient co-translational domain folding of luciferase
observed in the eukaryotic system may not be as compatible with the bacterial
chaperone system (130). In another study, a depletion of the prokaryotic Hsp70
(DnaK) in E. coli cannot be complemented by the expression of a very similar
Archaea prokaryotic Hsp70 chaperone, even though in vitro experiments do show
that some rescue of protein folding occurs (131). These findings suggest that dif-
ferences in the eukaryotic and prokaryotic chaperones will differentially influence
co- and post-translational protein folding. Differences in folding efficiencies
(rates or yields or both) that depend on the identity of the chaperones used sug-
gest that there exists a level of chaperone-substrate specificity.

Specificity may also depend on the dynamics of the chaperone machinery.
For example, the kinetics of the Hsp60 chaperonin release of the folding protein
from its nano-structured folding chamber has an impact on successful folding.
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Buchner and colleagues (132) showed that extending the lifetime of a folding pro-
tein inside the internal nano-structured chamber is detrimental for folding, par-
ticularly for oligomeric proteins. In addition, the molecular dynamics that define
the chaperonin cycle (binding-encapsulation-release) may also be of critical
importance. Specific allosteric mutants developed by Horovitz and colleagues
indicate that slowing the allosteric transitions and communications between the
rings result in a marked decrease in the success of folding abilities of proteins that
transiently interact with the chaperonin (133). Interestingly, slowing the confor-
mational transitions of GroEL does not seem to affect slower folding proteins,
but, as mentioned previously, the faster folding transitions in E. coli may be the
dominating physiological interaction.

At the molecular level, there is both indirect and direct evidence support-
ing the notion that substrate protein binding also influences chaperone structure.
The perturbing effect of substrates on chaperone dynamics and hence structure
was first indirectly inferred by Horwich and co-workers when they compared the
ATP-GroEL-GroES structure with the ADP-GroEL-GroES structure. Even
though one structure (the ATP-bound form) is supposed to be the folding com-
petent state of the chaperonin, no differences were evident between the structures
(42). Horwich and colleagues have now shown that a tight binding substrate, such
as MDH, imparts a significant load on the apical domain, particularly in the
ADP-bound form of GroEL (134). Thus, the binding interaction between the
substrate and GroEL do control the dynamics and allosteric structural changes
of the chaperonin system. The biological diversity, coupled with the preliminary
evidence that the substrate proteins directly affect the chaperonin (35, 36, 134),
indicate that there is a critical gap in our understanding of the role of the most
important but least studied ligand, namely the substrate protein, in the chaper-
onin cycle.

The protein substrates of the GroEL and DnaK chaperones as well as the
chaperones themselves are able to structurally “mold” their binding site interac-
tions, manifesting the promiscuous binding properties of these chaperones. To
this end, more direct measurements of structures of protein substrate-GroEL
complexes obtained from single-particle cryo-electron microscopy indicate that
substrate protein binding interactions with GroEL result in a change in the entire
GroEL structure. Molecular dynamics fit to an authentic protein substrate-
bound GroEL structure provide a reasonable mechanism to explain the substrate
protein–induced negative cooperative allostery for this system (135). The predic-
tion that substrates may mold both themselves and the active site of a chaperone
are born out from recent peptide-binding experiments. Most interestingly, protein
substrate-induced conformational changes in GroEL appear to depend on the
nature of the interacting peptide, strongly suggesting that these changes will be
substrate dependent (136; A. Horwich, preliminary results).

Chaperones as In Vivo and In Vitro Folding Tools

Since chaperone proteins are required for proper folding and assembly
in vivo, there has been significant interest in using these special proteins as potential
folding tools in vivo and in vitro. In vivo, problem folding due to protein misfolding
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and/or aggregation usually occurs during the overexpression of eukaryotic
recombinant proteins within different host systems. It has become evident to
some that the in vivo co-expression of chaperone proteins either individually or as
mini-networks (Hsp70/40, Hsp60/10) can lead to substantially improved folding
and assembly (for a review, see 137). Cellular conditions can be adjusted to aug-
ment the effects of expressed chaperone proteins. In a number of instances, pro-
teins that are expressed with chaperones at lower temperatures can be produced
in adequate soluble and properly folded quantities to enable researchers to crys-
tallize their favorite overexpressed protein (138). In other instances, researchers
have made genetic constructs that contain the genes encoding the particular
chaperone system (either ER chaperones or cytoplasmic chaperones) and the tar-
get protein on the same construct, ensuring that, during their co-expression, there
are adequate concentrations of chaperone proteins present to facilitate in vivo
folding. This particular system has been moderately successful at folding difficult
proteins such as membrane proteins.

In vitro methods that employ chaperone proteins have been limited in
their use because their specificity in folding is not understood. However, this has
not deterred investigators from constructing in vitro chaperone folding systems.
Fersht and co-workers designed a bead-immobilized multiple chaperone system
containing peptidyl prolyl cis-trans isomerase, protein disulfide isomerase, and
the polypeptide binding fragment of GroEL (139). The immobilized chaperone
beads could facilitate folding of a scorpion toxin isolated from inclusion bodies
(cellular aggregates). Unfortunately, this novel approach does not work for a
number of other proteins that have to fold with the complete chaperonin system
(rather than the chaperonin fragment), thus limiting the scope of its application
(140, 141). However, the notion of using chaperone proteins for general in vitro
folding aids is still a viable pursuit.

Recently, another in vitro chaperone-assisted folding method has been
developed that uses a combination of two physiological folding aids, namely the
GroEL chaperonin, ATP, and a series of naturally occurring cellular osmolytes.
The combination of these two folding aids results in a remarkable synergy for
folding success in vitro. Specifically, this combinatorial approach has enabled
researchers to fold proteins that could not fold with either of the two folding aids
alone (99, 117, 118, 142, 143). This technique not only provides a potentially new
screening method, it also simplifies the chaperonin mechanism. For example, pro-
teins that fold only with the GroEL (large) and GroES (small) chaperonin com-
ponents now can fold with GroEL and ATP or ADP (143). The mechanism of
action depends on the osmolyte effects on the protein folding intermediate when
it is bound to the chaperonin. The addition of cellular osmolytes to folding pro-
teins favors the burial of peptide backbone (144) and initiates a rapid collapse.
The chaperonin osmolyte system relies on a simple two-step procedure. The chap-
eronin/osmolyte folding process starts with the formation of a stable long-lived
chaperonin-substrate protein complex. When osmolytes (e.g., glycerol, trimethyl
amine N oxide (TMAO), sucrose, L-proline) are added to this preformed complex
along with nucleotide, the osmolyte-induced collapse or forced folding of the
bound target protein leads to a decrease in the intrinsic binding affinity between
the folding intermediate and the GroEL chaperonin. This observation probably

222 M. FISHER



explains why ADP binding to GroEL in the presence of osmolytes is sufficient to
dissociate and initiate folding of numerous substrate proteins (143).
Physiologically, the combination of high intracellular osmolyte concentrations
and chaperone proteins is likely to have a dramatic impact on in vivo folding
(145). In an applied sense, this combined chaperonin/osmolyte process has been
demonstrated to fold proteins successfully from purified inclusion bodies at high
concentrations (115, 117, 143) and, more importantly, aids in reversing misfold-
ed protein states that have been found in some human disease states (99).

Chaperones and “Conformational Disease” Therapies

Chaperone proteins are intimately involved in inhibiting or influencing
disease progression, particularly in diseases that result in an accumulation of mis-
folded proteins or aggregated states. Chaperones are also often associated with
amyloid aggregates although their interactions are sometimes thought to occur
during fibril growth (146). In vivo, chaperones have been implicated in regulating
the progression of the aggregation resulting from extensions of repetitive polyg-
lutamine tracts (Huntington’s disease and spinocerebellar ataxias). In a series of
elegant experiments, Plasterk, Morimoto, and colleagues used genome-wide
RNA interference assays to identify proteins whose depletion resulted in an early
onset of a modeled polyglutamine repeat aggregation disease in Caenorhabditis
elegans (147). The identified targeted proteins fell into six internal protein home-
ostasis processes such as RNA metabolism, protein synthesis, protein folding
(molecular chaperones), protein trafficking, protein degradation, and energy uti-
lization. Interestingly, defects in the protein-folding chaperones were limited to a
small group of specific chaperone proteins whose depletion was enough to induce
an early progression of polyglutamine aggregation within this in vivo model. For
example, six subunits of the eight total of the group II chaperonin (CCT), two
Hsp70 proteins, and an N-terminal Hsp J domain were identified to be critical at
protecting against early onset aggregation, once again emphasizing underlying
chaperone specificity in the protein folding process. These results may be used to
design therapies aimed at enhancing the levels of specific chaperones to delay or
blunt specific disease progression.

One tantalizing therapeutic treatment aimed at controlling protein folding
and trafficking flux through chaperone networks involves the use of a small mol-
ecule therapeutic called 4-phenylbutyrate, an approved general ammonia scav-
enger for urea cycle disorders and a known transcriptional regulator. This
compound appears to down-regulate the Hsc70 protein levels and up-regulate
Hsp70 by an undetermined mechanism. This control switch adjusts the flux
between degradation and folding. Hsc70 is implicated in protein degradation of
partially folded protein while Hsp70 is involved primarily in protein folding.
Apparently, a target protein that is selected for degradation initially forms a sta-
ble complex with Hsc70, which then interacts with the chaperone-dependent E3
ubiquitin ligase called CHIP (carboxyl terminus of Hsc70-interacting protein),
resulting in the ubiquitination of the target protein substrates and Hsc-70 (148,
149). Once ubiquitinated, the protein substrate is subsequently degraded by the
proteasome. A down-regulation of Hsc70 and the simultaneous up-regulation of
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Hsp70, either by 4PBA (4-phenylbutyric acid) or by genetic means (150), will
increase the flux of the target protein toward its folded and functional state.
Shunting protein flux from degradation and to folding is a useful procedure to
correct trafficking defects encountered in protein conformational diseases found
in cystic fibrosis transmembrane regulator (CFTR) folding and the folding of
secretion competent Z variant of the elastase antitrypsin inhibitor (151, 152).

The information from molecular approaches that define the binding ener-
getics, kinetics, and dynamics of chaperone-substrate protein functions will most
certainly aid in our understanding and application of chaperone therapies for the
growing number of protein folding diseases. Much work still needs to be done in
the chaperone field, particularly in the area of identifying, characterizing, and
understanding the molecular basis for the inherent chaperone specificity in fold-
ing and assembly. The most exciting developments in this field will come from
understanding the molecular details of chaperone function in genetic transcrip-
tion and molecular evolution.
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INTRODUCTION

Commercial interest in the therapeutic application of phytochemicals has
lead to resurgence in industrial and academic research in plant biochemistry and
metabolic engineering. The biosynthesis of vitamin E represents one such area of
intense activity. In addition to being an essential component of human and ani-
mal diets, consumption of vitamin E has been suggested to decrease the occur-
rence of some cancers and degenerative diseases, including prostate cancer,
atherosclerosis, Alzheimer’s disease, cataracts, and diabetes mellitus (1).
Unfortunately, because the efficacy of some of these studies have been ques-
tioned, researchers are reluctant to widely prescribe increased daily intakes of
vitamin E to the general public (1). However, due to its low toxicity, many
physicians still consider vitamin E as a noninvasive prophylactic therapy for
patients suffering from degenerative diseases such as Alzheimer’s (2) and
Parkinson’s diseases (3). For this reason, the demand for vitamin E dietary supple-
ments has been steadily increasing, driving genetic engineering and breeding
efforts to biofortify food crops for increased vitamin E content.
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WHAT IS VITAMIN E?

Vitamin E comprises a group of compounds known collectively as
tocols, which are lipophilic compounds possessing a polar chromanol head
group attached to a nonpolar prenyl tail. Depending on the degree of satur-
ation of the prenyl tail, tocols are designated as tocopherols or tocotrienols
(Figure 1). Tocols with saturated prenyl tails derived from phytyl-pyrophos-
phate are designated as tocopherols, whereas those with polyunsaturated prenyl
tails derived from geranylgeranyl pyrophosphate are designated as tocotrienols.
Tocopherols and tocotrienols are further subclassified based on the number of
methyl-groups and the position of these methyl groups on the chromanol head
group. Tocols containing one methyl group are designated as δ-tocols. Tocols
containing two methyl groups are designated as γ- or β-tocols. And fully
methyl-substituted tocols containing three methyl groups are known as α-tocols
(Figure 1).

NUTRITIONAL IMPORTANCE OF VITAMIN E

Vitamin E was first discovered by Evans and Bishop in 1922 (4). They
found that a compound present in lettuce leaves was essential for fertility in rats
such that deficiencies of this compound caused fetal resorption in pregnant ani-
mals. Other symptoms of vitamin E deficiencies observed in test animals included

232 D. SHINTANI

Figure 1. Chemical structures of tocopherols/tocotrienols.



testicular atrophy, necrotizing myopathy, central nervous system necrosis, ery-
throcyte hemolysis, and liver and kidney necrosis (5). The active substance isol-
ated from lipid fractions of lettuce leaves was designated tocopherol from the
Greek phrase meaning “to bear offspring.”

Fortunately, vitamin E deficiencies are rare in humans. In fact, the recom-
mended daily allowance (RDA) for vitamin E of 22 international units (IU) is
easily achievable from even relatively poor diets. However, vitamin E deficiencies
are observed in persons with severely impaired fat absorption, cystic fibrosis, and
chronic cholestatic hepatobiliary disease and in prematurely born infants with
low vitamin E reserves (5). In these cases, the deficiencies are manifested as severe
anemia. Two rare congenital disorders, one resulting from an inability to synthe-
size very-low-density lipoproteins (VLDLs) (6) and the other from the lack of
hepatic tocopherol transfer protein (7), prevent the normal absorption of vitamin
E from the diet. Patients suffering from these genetic maladies suffer severe
neurodegenerative disorders.

One International Unit (IU) of vitamin E equals 1 mg of dl-α-toco-
pheryl acetate or the specific quantity of a tocol species required to prevent
resportion-gestation in 50% of female rats deprived of vitamin E. Of all tocols,
α-tocopherol is by far the most potent form of vitamin E, possessing between 2
and 33 times higher vitamin E activity than all other tocopherol or tocotrienol
species (Table 1). This is primarily due to the fact that animals and humans pos-
sess a tocopherol transfer protein (TTP) that is highly specific for the (R,R,R)-
α-tocopherol steroisomer and ensures the preferential absorption and
distribution of α-tocopherol throughout the body (8). As such, the biosynthe-
sized α-tocopherol, which exists as the (R,R,R)-α-tocopherol steroisomer, is
more potent than synthetic α-tocopherol, which is sold as a racemic mixture of
more than 50 different steroisomers. Furthermore, α-tocopherol is better
absorbed from a food source than from tablet/capsule supplements (9). These
observations provide the primary motivation for increasing natural vitamin E
production in food plants.
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Table 1. Vitamin E activity of naturally occurring tocol species.

IU*/mg (5) Relative Vitamin E 
Activity (5)

D-α-tocopherol (RRR) 1.49 100%

D-β-tocopherol (RRR) 0.75 50%

D-γ-tocopherol (RRR) 0.15 10%

D-δ-tocopherol (RRR) 0.05 3%

D-α-tocotrienol 0.75 50%

D-β-tocotrienol 0.08 5%

D-γ-tocotrienol not known not known

D-d-tocotrienol not known not known

*IU = International Unit



ANTIOXIDANT FUNCTION

Tocopherols and tocotrienols function as antioxidants by scavenging and
detoxifying free radicals and activated oxygen species. The tocol chromanol head
group plays an important role in the inactivation of oxidizing agents (10). Singlet
oxygen quenching, for example, is achieved through resonance energy transfer to
the bicyclic aromatic chromanol ring. In regards to free radical quenching, the
phenolic hydrogen on position 6 of the ring can be readily donated to reduce rad-
ical species, resulting in the formation of a new tocol radical, which can sub-
sequently be recycled through its reduction with ascorbic acid or glutathione.

While the prenyl tails of tocols do not actively participate in redox reac-
tions, it is thought that they may play a role in membrane stabilization (11). In
vitro studies suggest that the interaction of the tocol prenyl tail with polyunsatu-
rated fatty acid components of lipid membrane functions to broaden the tem-
perature range of membrane gel and liquid-crystalline phase transitions, thereby
extending the membrane stability over a greater temperature range (11).
Surprisingly, even though α-tocopherol is the most potent form of vitamin E
in vivo, the relative order of the in vitro antioxidant potential from highest to
lowest ranges is δ-tocopherol > β- and γ-tocopherol > α-tocopherol (10).

OCCURRENCES AND ROLE OF TOCOPHEROLS 
AND TOCOTRIENOLS IN PLANT TISSUES

Vitamin E is only synthesized by photosynthetic organisms, including
cynanobacteria, algae, and plants (12). In higher plants, tocol synthesis is local-
ized within the plastid (13). Although all plants are capable of synthesizing
tocols, the relative amounts and types produced vary not only between species,
but also between different tissue types within a given species (14).

Oilseeds are by far the richest sources of vitamin E, having total tocol
levels ranging from 200 to 1,200 µg per gram of oil (see Table 2) (14, 15).
Sunflower and olive oils, which are commonly consumed in European/
Mediterranean diets, are particularly good sources of vitamin E because they
not only produce tocols in large abundance, but the primary tocol formed is
α-tocopherol, the most potent form of vitamin E. Unfortunately, the most high-
ly consumed vegetable oils in American diets (i.e., soybean, corn, and rapeseed
oil) accumulate primarily γ-tocopherol, which has one-tenth of the vitamin E
activity of α-tocopherol.

Oilseeds have been hypothesized to accumulate tocopherols to protect
storage lipids from oxidative damage. While it has been known that tocols play
an important role protecting extracted vegetable oils from oxidative damage, the
assumed in vivo function of tocols as antioxidants in oilseeds was not proven.
However, recently, it has been reported that the germination of seeds from
Arabidopsis mutants incapable of producing tocopherols was significantly
impaired due to the nonenzymatic oxidation of seed storage lipid and subsequent
damage to the developing embryo (16). Products of lipid oxidation accumulated
in the tocopherol mutant seedlings but were absent in wild-type plants, indicating
a protective role for seed tocols.
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The evolutionary basis for some oils being rich in α-tocopherol and others
being rich in γ-tocopherol may be related to the fatty acid composition of the oil.
Oil seeds that predominately accumulate γ-tocopherol also produce relatively
large amounts of polyunsaturated fatty acids (i.e., linoleic and linolinic acids),
which are highly susceptible to oxidative damage. Such seeds may have evolved to
accumulate γ-tocopherol instead of α-tocopherol because of γ-tocopherol’s super-
ior properties as a chemical antioxidant (10).

The tocol compositions of leaves and shoots are primarily made up of
α-tocopherol (Table 2). However, compared with seeds that are rich in total tocol
content, leaves and shoots possess relatively low tocol levels (i.e., 5-30 µg/gm fresh
weight) (14). The role of α-tocopherol in photosynthetic tissues is not clear. The
observation that α-tocopherol accumulates in leaves in response to abiotic stress
(17) leads to the assumption that α-tocopherol protects the chloroplast from oxida-
tive damage. However, recent studies cast doubt on this assumption. In Arabidopsis,
it was shown that mutant plants devoid of tocopherol were no more susceptible to
conditions known to promote oxidative damage (i.e., high and low temperature,
paraquat application, and high light) than wild-type plants (18). Furthermore,
transgenic Arabidopsis plants with elevated α-tocopherol levels were shown to be
no more resistant to high light stress than wild-type plants (19). Further studies
clearly need to be performed to deduce the role of tocopherols in green tissues.

Whereas tocopherols are ubiquitous among photosynthetic organisms,
tocotrienols are primarily restricted to the seed tissues of monocot plants. Grains
such as wheat, rye, and barley accumulate relatively high levels of both
tocotrienols and tocopherols (15). Palm kernel oil is also a particularly rich
source of tocotrienols (20).
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Table 2. Tocopherol content and composition of important dietary sources of Vitamin E.

Content % % % % 
(µg/gm α-tocopherol γ-tocopherol β-tocopherol δ-tocopherol
food)

Oils (15)

Soybean 1200 7.00 70.00 1.00 22.00

Corn(15) 1000 22.00 68.00 3.00 7.00

Sunflower 700 96.00 2.00 2.00 n.d.

Rapeseed 630 41.27 57.14 n.d. 1.59

Olive 240 100 trace trace trace

Green Vegetables (14)

Spinach 30 62.67 4.67 trace 32.67

Parsley 25.3 68.77 7.11 trace 24.11

Cabbage 16.7 100 n.d. n.d. n.d.

Leek 9.2 100 n.d. n.d. n.d.

Lettuce 7.5 60 40 n.d. n.d.



TOCOL BIOSYNTHETIC PATHWAYS

Eloquent radiolabeling studies were conducted to deduce the biosynthetic
route leading to the formation of α-tocopherol (Figure 2) (13, 21). These studies
revealed that tocopherols are synthesized from two major precursors, homogenti-
sate acid and phytyl-pyrophosphate (phytyl-PP). Homogentisate acid (HGA) is
the aromatic precursor for the biosynthesis of tocols and plastiquinones (22). This
compound is derived from p-hydroxyphenyl-pyruvate (HPP), a product of the
shikimic acid pathway (23), and is formed from a reaction catalyzed by the enzyme
HPP dioxygenase (HPPD). Due to its essential role in plastiquinone biosynthesis,
HPPD has been an attractive herbicide target and has lead to the development of
a relatively new class of triketone herbicides such as sulcotrione (24).

The other major pathway precursor, PDP, is derived from isopentenyl
pyrophosphate (IPP) arising from the plastid localized methylerythritol phos-
phate (MEP) pathway (25). IPP is converted to dimethylallyl-pyrophosphate
(DMAPP) by the plastid localized IPP isomerase. IPP and DMAPP then serve as
substrates for a plastid localized geranylgeranyl pyrophosphate (GGPP) synthase
in the synthesis of GGDP. GGDP can then serve as a precursor for tocotrienol
biosynthesis or be reduced to phytyl-PP (PDP) in a reaction catalyzed by GGDP
reductase (26).

In the first committed step in tocopherol biosynthesis, HGA and PDP are
condensed to form 2-methyl-6-phytylbenzoquinol (MPBQ) (21) in a reaction cata-
lyzed by the enzyme HGA phytyltransferase (HPT). MPBQ, the first
prenylquinone intermediate, can then either be cyclized by tocopherol cyclase to
form δ-tocopherol (18, 27, 28) or be methylated by MPBQ methyltransferase to
form 2,3-dimethyl-6-phytylbenzoquinol (DMPBQ) (21). The tocopherol cyclase
can then react with DMPBQ to form γ-tocopherol (18, 27, 28). δ-Tocopherol and
γ-tocopherol then both serve as substrates for γ-tocopherol methyltransferase and
form β-tocopherol and α-tocopherol respectively (29, 30). Whereas α-tocopherol
is a terminal product, β-tocopherol could be methylated once more to form
α-tocopherol in a yet to be defined methyltransferase reaction. The biosynthesis
of tocotrienols occurs through an analogous set of reactions that differ only in
the first step with homogentisate acid being condensed with GGDP, instead of
PDP, to form 2-methyl-6-geranylgeranylplastoquinol in a reaction catalyzed by
HGA geranylgeranyl transferase (HGGT) (Figure 2) (31).

ENGINEERING PLANTS FOR INCREASED TOCOL CONTENT

Flux through the tocopherol biosynthetic pathway is regulated by
enzymes controlling the synthesis and condensation of the two pathway precur-
sors, HGA and PDP. The enzymes primarily responsible for the synthesis of
HGA and PDP are HPP dioxygenase (HPPD) and GGDP reductase (GGDPR),
respectively (Figure 1). HPPD and GGDPR were selected as candidate regulatory
enzymes based on in vivo observations showing that HGA and PDP are limiting
for tocopherol biosynthesis. Tissue culture studies have shown that exogenously
supplied HGA and PDP both caused significant increases in tocopherol biosyn-
thesis (32, 33). Furthermore, when PDP accumulates upon dark senescence due
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to chlorophyll breakdown, large increases in tocopherol biosynthesis are
observed (34).

Transgenic approaches were used to test the hypothesis that rates of toco-
pherol biosynthesis were regulated by the availability of HGA. In these studies,
the HPPD gene was overexpressed in the leaves and seeds of both Arabidopsis
and tobacco (35, 36). Surprisingly, only small increases in tocopherol content
were observed in both leaves and seeds of transgenic lines possessing large
increases in HPPD activity (35, 36). These results indicate that HPPD is not the
only factor controlling tocopherol biosynthetic flux. Interestingly, overexpression
of the HPPD gene in plants also resulted in plants with increased resistance to
sulcotrione (36, 37).

In an attempt to further increase HGA levels, Rippert et al. (37) over-
expressed the yeast prephenate dehydrogenase, an enzyme not found in plants, in
tobacco leaves to redirect the shikimic acid pathway flux away from the produc-
tion of phenylpropanoid compounds and towards the synthesis of tocopherols
(Figure 2). Prephenate dehydrogenase catalyzes the direct conversion of prephen-
ate to HPP, bypassing three enzymatic steps that normally occur in production of
HPP in plants. When the yeast prephenate dehydrogenase gene was expressed
alone, only a slight increase in tocol biosynthesis was observed. However, when
the prephenate dehydrogenase was co-overexpressed with the HPPD gene in
transgenic tobacco leaves, a 10-fold increase in tocol production was observed.
Surprisingly, the predominate tocol species produced were tocotrienols with
α-tocotrienol present at 70% of the total. Because tocotrienols are not normally
produced in dicot leaves, these results suggest that PDP is limiting and that the
excess HGA produced is being condensed with GGDP to drive the production of
tocotrienols. Therefore, it is likely that GGDPR activity is limiting in leaves.

Although similar experiments have not yet been performed to test directly
the effect of increasing PDP levels on tocopherol yields through overexpression
of the GGDP reductase, it has been shown that increasing the total flux through
the MEP pathway by overexpressing the deoxyxylulose phosphate synthase gene
resulted in a 40% increase in leaf tocopherol content (25).

In addition to precursor availability, tocopherol biosynthesis is regulated
by the rate at which homogentisate phytyltransferase (HPT) condenses HGA and
PDP to MPBQ, the first true tocopherol biosynthetic intermediate. When the
HPT gene was overexpressed in transgenic Arabidopsis, a 10-fold increase in
HPT activity translated into a 4.4-fold increase in leaf tocopherol over wild-type
levels (19). Similar studies performed in seeds also resulted in increased toco-
pherol levels, but the magnitude of the increase was only 0.4- to 2-fold over wild-
type levels (19, 38)

Recently, Cahoon et al. (31) cloned a gene encoding a seed-specific barley
HPT whose sequence diverged significantly from previously characterized dicot
HPTs. Functional analyses revealed that this gene encoded an enzyme that util-
ized GGDP as its prenyl substrate instead of PDP and led to the production of
tocotrienols. Analogous to HPT in tocopherol biosynthesis, this novel enzyme,
homogentisate geranylgeranyltransferase (HGGT), plays an important role in
regulating pathway flux through tocotrienol biosynthesis. Evidence of this can
be seen in studies where the overexpression of the HGGT gene in maize caused a
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20-fold increase in tocotrienol levels and an 8-fold increase in total tocols (toco-
pherols + tocotrienols) (31). This result represents the largest increase in tocol
production ever observed in plants and significantly increases the antioxidant
potential of corn. Unfortunately, since dietary tocotrienols are not absorbed as
well as α-tocopherol, the large increase in tocotrienol levels observed in the
HGGT overexpressing maize seed did not add much to the vitamin E nutritional
value of these plants. However, it has been reported that tocotrienols may have a
novel therapeutic role in decreasing cholesterol levels in humans (39).
Furthermore, because tocotrienols have superior in vitro antioxidant activities
(10), transgenic plants with elevated tocotrienol levels could be used as sources of
chemical antioxidants for industrial applications such as oxidative stabilizers for
paints, coatings, and other lipophilic products.

Interestingly, when HGGT was overexpressed in Arabidopsis leaves the
tocopherol content was not affected, but tocotrienols, which are not normally
synthesized by dicot species, accumulated to very high levels (31). This result
shows that HGGT and HPT are highly specific for their prenyl substrates, GGDP
and PDP, respectively, and must compete with one another for HGA. Although
overproduction of tocotrienols clearly shows that GGDP and HGA are abun-
dantly available, the fact that HGGT overexpression had no effect on tocopherol
production indicates that PDP must be limiting. Therefore, overexpression of
GGDP reductase could significantly increase PDP availability and thus increase
pathway flux.

ENGINEERING PLANTS WITH ALTERED TOCOL COMPOSITION

The enzymes important in determining tocol composition, methylphytyl-
benzoquinone methyltransferase (MPBQMT), tocopherol cyclase (TC), and
γ-tocopherol methyltransferase (γ-TMT) appear in the terminal half of the
tocopherol biosynthetic pathway. The latter enzyme, γ-TMT, is particularly
important in determining the Vitamin E content of oilseeds, such as soybean,
rapeseed and maize kernels. Instead of accumulating α-tocopherol, these crops
accumulate γ-tocopherol, which has only one-tenth the vitamin E activity of
α-tocopherol. It has been hypothesized that the enzyme responsible for the conver-
sion of γ-tocopherol to α-tocopherol, γ-TMT, must be limiting in these oilseed
crops. To test this hypothesis, the γ-TMT gene was overexpressed in Arabidopsis
seed, which like many important oilseed crops accumulates γ-tocopherol as its
predominant tocol species (29). Analysis of plants overexpressing the γ-TMT
behind a seed-specific promoter resulted in 95% conversion of the γ-tocopherol
to α-tocopherol (29).

In a subsequent study, van Eenennaam et al. (40) simultaneously over-
expressed the γ-TMT and MPBQMT genes in soybean seeds. Like Arabidopsis,
soybean seeds contain only low levels of α-tocopherol; however, instead of accumu-
lating primarily γ-tocopherol, soybean seeds also accumulate significant amounts of
δ-tocopherols (i.e., 22% of total tocopherols). Consistent with the results of Shintani
and DellaPenna (29), the overexpression of the γ-TMT and MPBQMT genes result-
ed in an almost complete conversion of seed tocopherol pools to α-tocopherol, thus
increasing the vitamin E activity of soybean oil seven-fold.
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Interestingly, γ-TMT is not normally limiting in green tissues; it has been
reported that pathway flux increases caused by overexpression of the HPT gene
result in γ-tocopherol accumulation, indicating that under these conditions
γ-TMT levels are limiting (19). Therefore, overexpression of the HPT and the
γ-TMT genes is necessary to optimize α-tocopherol levels in green tissues.

So far, no studies have been performed to determine what role if any TC
plays in shaping tissue tocol compositions. However, it is clear that manipulation
of the γ-TMT and MPBQMT genes allows us the ability to engineer plants with
«tailor-made» tocopherol compositions. We can now design plants that accumu-
late only α-, β-, γ-, or δ-tocopherol, which would not only impact the nutritional
content of crop foods, but also allow for the production of natural antioxidants
to replace synthetic antioxidants for food processing and industrial applications.

CONCLUSIONS

Recent advances in our understanding of tocopherol biosynthesis have
helped us identify key regulatory enzymes controlling pathyway flux and toco-
pherol composition. This information is invaluable to plant breeders and biotech-
nologists who wish to create commercial crops with both elevated and tailored
tocopherol compositions that can be utilized for food and industrial chemicals.
The biofortification of crop foods with elevated vitamin E levels should be one of
the major priorities for crop improvement. Our ability to develop novel crop
foods that are biofortified for vitamin E will have a significant impact on the
health of the general public. Although fiscal gains have been one of the primary
motivating forces behind these efforts, altruistic aims have also driven this
research. Specifically, groups are interested in developing foods that have been
biofortified for vitamin E. The rationale being that substantial increases in the
vitamin E content of food crops are needed to provide the public with dietary
sources that can approach the therapeutic levels needed to achieve the desired
health benefits of vitamin E. As yet, no such food crop exists and, with current
sources, one would need to consume approximately 730 gm of soybean oil or
more than 3.5 kg of spinach to obtain the minimum recommended therapeutic
levels of vitamin E (100 IU/day) to prevent coronary heart disease. Neither
option is practical and clearly illustrates the need for improved food crops with
elevated levels of α-tocopherol. Biofortified plants would provide a sustainable
alternative to a prescribed regimen of vitamin E supplementation that would be
available to everyone regardless of income or class.
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CodA of Arthrobacter globi-

formis, 158
Brassica napus AtNHX1, 154

CBF to activate COR, 162
COX from Arthrobacter 

pascens, 158
Bud dormancy, 21-33
bZIP transcription factors, 161, 164

C see chelate
CADPR see ADP-ribosyl cyclase
Caenorhabditis briggsae, 2
Caenorhabditis elegans double-

stranded RNA, 3
GFP, 3
let-7, 3, 11
lin-4, 2, 5, 11
lin-14, 2, 5
lin-28, 2
lys-6, 3, 6, 10
microRNA, 2
MiRscan, 8
RNA interference, 3

Untranslated region, 2, 5
Calcineurin, 152
Calcium-dependent protein 

kinases, 149
Calmodulin, 149, 152, 164
Caltractin, 152
CaM see calmodulin
Campylobacter jejuni CjHYPO1, 39
Candida albicans CaOPT1, 36, 37,

40, 49
Canola see Brassica napus
CaOPT1, 36, 37, 40, 47
Carbonylcyanid-m-chlorophenyl-

hydrazone, 40
Carboxy-terminal domain, 90, 93
Ca2+ salt stress signaling, 146
Casparian strip, 149
Caulobacter crescentus

CcHYPO1, 39
CBD see Cellulose-binding domain
CBF see DREB
CBF1, CBF2 and CBF3 transcrip-

tion factors controlling cold-
genes, 25

CBF overexpression causes RAP2.1
and RAP2.6 and R2R3-
MYB73, 166

CBFs see C-repeat binding proteins
CC see Cortisal cells
CCCP see Carbonylcyanid-

m-chlorophenylhydrazone
CcHYPO1 of YS clade, 36, 41
CCT see chaperonin with tailless

complex polypeptide
CCT cycle, 204
CDC2 see cyclin-dependent kinase
CDH see Choline dehydrogenase
CDK see cell division kinase
CDK/CYC complex, 23, 26, 27
CDK inhibitor, 27

p21Cip1, p27Kip1, p57Kip2 in
mammals, 27

CDPK see Calcium-dependent
protein kinases

Cell cycle regulation of plants,
23, 27

Cell division inhibitors in plants, 27
Cell division kinase, 23

A-type, 26

246 INDEX



Cellulose-binding domain, 96
CFTR see Cystic Fibrosis

Transmembrane Regulator
CH see Chloroplast
Chaperones in protein folding and

assembly, 198-207
Chaperone-mediated protein folding

and assembly, 207-223
networks, 220, 221
of E. coli slow the folding of

eukaryotic multiproteins, 185
proteins A, B, C, D and E, 192
proteins such as Hsp60 and

Hsp70 act as buffers, 212, 218
reverse misfolding, 197
specificity, 199
with specific folding, 209-211
unfolding, 212-216

Chaperonin, 156
60/10, 200
facilitate assembly by inter-

acting with partially-folded
proteins, 221

nano-structured protein cham-
ber, 216

with tailless complex
polypeptide 1, 192, 197

Chelate, 106
Chilling of plants, 25
Chitin, 96
Chlamydomonas reinhardtii iron

uptake, 124
Chlamydomonas reinhardtii Sac

genes, 75
Sac 1, 75
Sac3, 75

ch1n see chloronerva mutant of
tomato 

Chloroplast, 105-107, 133
photosystem 1, 105

Choline dehydrogenase, 158
monooxygenase, 149
oxidase, 158, 160

Citrate, 129
Citrus sinensin phospholipid

hydroperoxide, 167
CKI see CDK inhibitor
Clostridium perfringens

CpOPT1, 39

ClpA, ClpB and ClpY, Hsp100 
proteins, 205

Clustal W algorithm, 38
CMO see choline monooxygenase
CoC see Companion cells
Co-immunoprecipitation, 84
Co-IP see Co-immunoprecipitation
Cold inducible (LEA plants), 162
Cold-regulated genes, 62
Cold regulated LEA proteins, 162
Commelina communis stomatal clo-

sure, 63
Companion cells, 127
COR see cold regulated
COR gene expression, 162
COR47 and COR78 see cold-related

genes
Corn see Zea mays

Oil lower vitamin E, 235
Cortical cells, 128
Cotton NHX1, 154
COX see Choline oxidase
Coxiella burnetii CbOPT1, 39
Cpn60/10 see chaperonin60/10
CpNFU C-terminus of NifU scaf-

fold, 110
CpNfu, 113

CpNifS in plants, 108, 112
CpNifSp see SufS/CsdB-like cysteine

desulfurase/selenocysteine lyase
CpSufA/CpfscA scaffold for 

Fe-S, 113
CpSufB, chlorophyll synthesis, 113
CpSufC, 113
CpSufD, 113
CpSufE stimulates cysteine desul-

furase of CpNifS, 113
Craterostigma plantagineum

MYB10, 165
CRCK1 see cytoplasmic receptor-

like kinase 1
C-repeat binding proteins, 163

CBF1, CBF2, CBF3,
CBF4, 163

Csd1, Csd2, Csd3, 114
CsdA, CsdB, 114
CSP1 see McCDPK1 substrate 

protein 1
CTD see carboxy-terminal domain

INDEX 247



Cucumber iron chelate 
reductase, 124

CYC see cyclin
Cyclase, 240
Cycle of Hsp70, 199
Cyclin-dependent kinase, 147

and ABA, 25, 138
Cyclin of plants, 23, 147

A, B, D, H-types, 27
CYCA, CYCB, CYCC, CYCD,

CYCH, CYCL, CDCU,
SDS, 27

Cys see cysteine
CysD see Cys desulfurase
Cysteine, 48

desulfurase, 110, 111, 113
synthase, 74, 108
thiol group, 109

Cysteine synthase complex, 75
Cystic fibrosis transmembrane regu-

lator, 72, 228, 237
Cyt see cytoplasm
Cytokinin, 24, 25, 26-29

biosynthesis, 29
receptors AHK2, AHK3,

CRE1/AHK4, 29
signaling by histidine kinase

receptor, 75
in negative regulation of
sulfate, 75

Cytoplasm, 128
Cytoplasmic receptor-like 

kinase 1, 164

DAG see diacylglycerol
DAGK see DAG kinase
DAG kinase, 59
Dehydration response element bind-

ing, 162, 164
Dehydration-responsive elements/C-

repeat, 165
Dehydrin proteins (LEA 

proteins), 161
1-deoxy-D-xylulose-5-phosphate

synthase, 226
Deoxymugineic acid, 42, 44, 128
Diacylglycerol, 57, 59
DIANA-microT, 15
Dicer, an RNase, 4, 6, 7

Dietary sources of vitamin E, 236
Dimethylallyl-pyrophosphate, 240
Dimethyloxytrityl one, 118
Dimethylphytylbenzoquinol, 241
Diospyros kaki Thunb. With Apple

Stpd1, 160
Apple Stpd1 (sorbitol-6-phos-

phate), 160
DMA see deoxymugineic acid
DMAPP see dimethylally1-

pyrophosphate
DMPBQ see dimethyphytylben-

zoquinol
DMT1 see dimethyloxytrityl one
DNAK/Hsp70 systems, 206
Dormancy of buds, 21-34
Double-stranded RNA, 3, 7
DREB see dehydration response

element binding
DRE/CRT see dehydration-respon-

sive elements/C-repeat
Drosha RNase, 4, 6
Drosophila

bantam miRNA, 11, 14
hid gene, 14

melanogaster, 9, 14
miR-10, 11
pre-miRNA, 9
pseudoobscura, 9, 14

DRY motif in animal G-protein-
coupled receptors, 63

DsRNA see double-stranded RNA
D-type cyclins, 24, 27, 29
DXP see 1-deoxy-D-xylulose-

5-phosphate synthase

EC see epidermal cells
Ecodormancy, 22
Egg plant see Solanum melongena
ELISA see enzyme-linked

immunosorbent assay
Endodormancy, 22, 25, 26
Endoplasmic reticulum, 128, 148
Engineeering mABs, 85
ENOD40-10-12 residue hormone, 51
Enzyme-linked immunosorbent

assay, 96-99, 100, 115, 117
Epidermal cells, 124
Epitope tag, 84, 86, 87, 96-98

248 INDEX



ER see endoplasmic reticulum
ER or cytoplasmic chaperones and

the target proteins together
improve folding, 213

Erwinia chrysanthemi Fe-S 
cluster, 105

Escherichia coli Bg1F, 114
CDH, 149
ClpP, 205
DnaJ, 199
DnaK/DnaJ/GrpE, 213, 199
Fe-S cluster, 105
GroE chaperonins, 200, 203
GroEL folding, 214, 215
GrpE, 199
hscA, hscB, 106
Hsp100 ClpB, ClpA,

ClpY, 206
Hsp70 system, 206
IscA, IscR, IscS, IscU, 116
NRLLLTG, 199
PapK and PapD, 211
4RA2, 86
8RB13, 86, 88
7 sigma factors (σ32, σ54, σ70,

σE, σF, σFecI, σS), 92, 93
α subunit of RNAP, 86, 88,

90-92
β subunit of RNAP, 86, 90-92
β′ subunit of RNAP, 81,

85-89, 94
SufA, SufB, SufC, SufD,

SufE, 111
SufS/CsdB, 111, 113

EST see expressed 
sequence tag

E-tag see Epitope tag
Ethanolamine, 149
Ethylene in plants, 138
Ethylene precursor, 138
Eucalyptus camaldulensis, 148, 151
Eukaryotic chaperonins in 

disease, 201
Evergreen tree see Eucalyptus 

camaldulensis
EXP-5 see Exportin-5
Expansins, 29
Exportin-5, 4
Expressed sequence tag, 6

σF, 92
Fatty acids, 57, 61
Fd see Ferredoxin
Fer see Ferritin
Ferredoxin, 106, 107, 108, 110
Ferric chelate reductase, 124, 125,

133, 136
Ferric reductase, 108, 124
Ferric reductase defective, 124
Ferric reductase oxidase, 125
Ferritin, 108, 132-135, 138
Ferroportin, 131
Fe-S see Iron-sulfur clusters
fet3fet4 yeast mutant, 44, 45
FFA see free fatty acids
FLAG, 97-98
FLC see FLOWERING 

LOCUS C, 25
Folding and assembly in proteins,

195-228
Folding of the alpha-lytic 

protease, 221
Fragment to vector ratios, 187
Frd1 see ferric reductase defective
FRD3, 132
Free fatty acids, 57
FRO see ferric reductase oxidase
FRO1, 125, 131
FRO2, 133, 125, 135-137

membrane reductase, 42

Gα see Arabidopsis heterotrimeric
G protein subunit

G1 and G2 see phases of plant cell
cycle

G1 to S arrest, 26, 27
GA see gibberellin
β-galactosidase, 15
Genomic-scale interaction 

screens, 183
Geranylgeranyl diphosphate,

236-240
reductase, 242

Geranylgeranyl pyrophosphate, 242
made into tocotrienols, 236
reductase, 242

GFP see green fluorescent protein
GGDP see geranylgeranyl 

diphosphate
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GGDPR see GGDP reductase
GGPP see geranylgeranyl pyrophos-

phate
Gibberellin, 26, 28, 29, 63

complex receptor 1, 29
GimC protein substrate 

complex, 203
Glucose transporter famiily, 48
GLUT see glucose transporter 

family
Glutamate synthase, 107
Glutathione, 48-51, 74, 110

glutathione S-transferase/glu-
tathione peroxidase, 161

glutathione S-transferase 
tag, 96

Glycine betaine biosynthesis,
156, 158

Gossipium hirsutum GhNHX1, 154
sos1, sos2, sos3 mutants, 154

Grape endodormancy, 25
Green fluorescent protein, 3, 11, 12
GroE, 203
GroEL chaperonin with ATP and

osmolytes improves folding, 215
complexes, 198, 205
oligomer, 197, 202, 206
unfolding, 199, 204

GroEL-GroES, 190, 191
nano-cavity, 218

GroES, 202
GroES-GroEL complex, 203

with GroEL assembly, 211
Group 1 chaperonins, 200-203

binding of ATP, 203
binding of heptameric cocha

peronin factor, 201
unfolding, 204

Group II CCT eukaryotic chaper-
onin, 200, 203

Group I and group II together, 224
GS is metastable, 222
GSH see glutathione
GST see glutathione-S-transferase

tag
GST/GPX see glutathione S-trans-

ferase/glutathione peroxidase

HA see Hemagglutinin

Haemophilus ducreyi HdOPT1, 39
Hairpin, 4, 6, 9

Precursor, 7
Halobacterium sp. HsOPT1, 39

NRC-1, 39
H+/Ca2+ antiporter, 150
Hcf101, 113, 117
Heat shock cognate, 213

Elements, 154
Hsp70-like chaperones, 224
Protein, 185, 187

Helianthus bud endodormancy, 23
Hemagglutinin, 97-99
Hexahistidine tag, 96-98
HGA see homogentisate acid
HGGT see homogentisate geranyl-

geranyltransferase
Hidden Markov modeling, 36, 38
High-affinity sulfate transport in

plants, 70
Group 1, 74

High K+ required for binding tRNA
to ribosomes, 146

High performance liquid 
chromatography, 108

High-pressure liquid chromatogra-
phy, 92

High-throughput gene cloning and
expression, 183-194

High-throughput production,
185-188

High-throughput strategy, 184-188
His6 tag see hexahistidine tag
Histidine kinase, 148, 161
Histone methylene complex, 86
HKT1 see sodium transporter
HMM see hidden Markov modeling
Holoenzyme see Mediator complex

of RNAP II
Holo-fd and apo-Fd, 115, 116
Homogentisate acid, 240-242

geranylgeranyl transferase,
240-243

phytyltransferase, 240-244
Hordeum vulgare, 146
Horseradish peroxidase, 188
HOXB8 mRNA, 5
HPLC see high performance liquid

chromatography
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HPLC see high-pressure liquid 
chromatography

HPP see P-hydroxyphenol pyruvate
HPPD see HPP dioxygenase
HPP dioxygenase, 240
HPPD overexpression in plants

causes resistance to 
subcotrione, 240

HPT see homogentisate phytyltrans-
ferase

Hsc70 see heat shock cognate
Hsc70 degrades partially-folded pro-

teins, 213
HSE see heat shock elements
HsOPT1 of YS clade, 36, 39
Hsp see heat shock protein
Hsp40, 199, 110
Hsp60/Hsp10, 201
Hsp60, Hsp70, Hsp90 and Hsp100

refolding, 212-216
Hsp70, 199, 200, 206

chaperone system, 219
in assembly, 199

Hsp70/40, Hsp60/10 can improve
folding and assembly, 218

Hsp70/40/90 control competence of
assembly, 223

Hsp90, 204, 205
viability, 201

Hsp100, 205, 206
ClpB bacterial, 205
protein disaggregation, 206

HTP see high-throughput produc-
tion

Human 30KDa RNAP-associated
protein RAP 30, 86

Human Mediator, 98
Human TATA-binding protein, 86
Human TBP, 86
Human transcription 

factor IIB, 86
Huntington’s Disease and chaper-

ones, 227

ICE1 see myc-like bHLH
Ice plant McHAKs, 151

McCPK1, 164
ICK1 see inhibitor of cyclin-depend-

ent kinase

ICK1 and ICK2 see cell division
inhibitors

IDRS see iron-dependent regulatory
sequence

IgG see immunoglobulin G
Imidazole, 96, 97
Immulon 4HBX plates, 189
Immunoaffinity chromatography,

83-103
Immunoglobulin G, 86, 85
Immunophilins, 223
Inhibitor of cyclin-dependent

kinase, 142
Inorganic phosphate, 59
Inositol polyphosphate 5-phos-

phatase and ABA, 28
Inositol polyphosphates, 57
Inositol triphosphate, 117
Inositol (1,4,5)-trisphosphate, 59
InterPro, 36
Ion homeostasis of plants, 146, 149
Ion transport proteins in plants,

69, 70
IP3 see (1,4, 5)-trisphosphate
IPP see isopentenyl 

pyrophosphate
IREG1 see ferroportin
Iron deficiency in human health, 124

in plants, 124
Iron-dependent regulatory sequence,

135, 138
Iron in soils, 41

chelate complexes, 42
plants must have ferrous iron,

not the Fe(III) in soil, 41
Iron loading to xylem, 130, 131
Iron metabolism in plants, 123-143
Iron regulated transporter, 126,

128, 137
Iron-sulfur clusters, 105-121

additional metal ions (Ni and
Mo), 106

assembly systems, 106,
111, 221

chelation by cysteine, 106
redox, 106
regulation of gene expres-

sion, 106
Se metabolism, 113
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Iron sulfur proteins require a 
specific set of chaperones in
E. coli, 213

IRT1 and IRT2, see iron regulated
transporter

IRT1 transport in addition to iron,
cadmium, cobalt, manganese
and zinc, 126

IscS, 110
Isopentenyl pyrophosphate, 240
isp4, 36, 47
ITP see inositol triphosphate

J-like proteins in eukaryotes, 200

KIN see cold inducible
Kinetic proofreading, 214
Kip-related protein, 27, 30

Arabidopsis thaliana, 38
Klebsiella pneumonia and NT73,

8RB13, 4RA2 and 3RD3, 91
KLGL see lysyl-leucyl-glycyl-leucine
KLLG see lysyl-leucyl-leucyl-glycine
KLLLG see lysyl-leucyl-leucyl-

leucyl-glycine
KRP see Kip-related protein

L11 see ribosomal protein
Lactobacillus sakei LsHYPO1, 39
laf6 see CpSufB
Late-embryogenesis-abundant pro-

teins, 162-166
LEA see late-embryogenesis-

abundant proteins
LEA/COR genes, 162-166
LEA-type proteins, 156

betaine, 156
dehydrins, 162
glycine betaine, 156
polyanines, 156
polyols, 156
soluble sugars, 156
stability, 162
sugar alcohols, 156
trehalose, 156

LeNRAMP1 and LeNRAMP3, 134
let-7, C. elegans, fruitflies, humans,

molluscs, sea urchins, zebrafish,
3, 6, 8, 10, 11, 12, 13

let-7a human, 10
Lethal see let-7
Leucine enkephalin, 48, 49

zipper factor, 63
Leucyl-leucine, 49
LIC see Ligation Independent

Cloning
Ligation Independent Cloning,

183-194
Lily ABA and endodormancy, 28

gibberellins, 29
lin-4, 2, 4, 6, 7, 11, 12
lin-14, 2, 5, 13
lin-28, 3
lin-41, 3, 12
Lipid kinases, 57

phosphate pptase, 59
signaling, 57

LL see leucyl-leucine
Low-affinity sulfate transport in

plants, 75, 76
LPLD see lysophospholipase D
LPP see lipid phosphate pptase
Luciferase, 15, 16
lys-6 miRNA, 3
Lysopersico n. spp., 160
Lysophospholipase D, 58
Lysophospholipids, 57
Lysyl-leucyl-glycyl-leucine, 49
Lysyl-leucyl-leucyl-glycine, 49
Lysyl-leucyl-leucyl-leucyl-glycine, 49

MA see mugineic acid
mAB IIB8, 85

NT73 purification of E. coli
RNAP, 88

mAB 12CA5, 97
MAbs see monoclonal antibodies
MAG see monoacylglycerol
Maize see Zea mays
Maize HGGT, 240

NAS, 127
γ-TMT, 243
yellow-stripe 3 (Ys3)

mutant, 128
YSL-like genes, 38, 129

Malate dehydrogenase, 215
Maltose B tag, 96
MAP see mitogen-activated protein
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MAPK see mitogen-activated pro-
tein kinase

MAPK signaling, 168
Mas see mugineic acids
MATE see multidrug and toxin

efflux
McCDPK1 substrate protein, 1, 164
MCSG see Midwest Center for

Structural Genomics
MDH see malate dehydrogenase
Mediator complex of RNAP II,

94, 97
Medicago truncatula P5SCS, 161
Membrane-bound transporters in

plants, 70
MEP see methylerythritol phosphate
Mesembryanthemum crystallinium

see ice plant
Messenger RNA, 2, 5, 87
Metal binding secondary amino

acids, 36
Metal-chelating amino acids, 37
Methionine, 136
Methylerythritol phosphate,

240, 241
Methyl jasmonate, 63
Methylphytylbenzoquinol, 241
Methylphytylbenzoquinol methyl-

transferase, 240
mfold see RNA folding program
microRNAs, 1-20

analysis, 9-11
animals, 13-15
cloning, 5, 6, 7
expression and function, 2, 15
function, 5
informatics, 8-9
Invader, 10
mRNA pairs, 14
plants, 13
precursor, 4, 5, 6, 8, 10
processing, 4, 5
targets, 13-15
transcription, 3-4

microwell plate-based screening, 184
Midwest Center for Structural

Genomics, 184, 187, 188, 189
MIPS see Munich Information

Center for Protein Sequences

mir-2, 14
mir-7, 14
mir-277, 14
miRanda, 14
MIRcheck, 9
MiR-181 in mouse, 12
miRNAs see microRNAs
MiRscan, 8
miRseeker, 9
miR-196, vertebrate miRNA, 5
Mitochondria, 134
Mitochondrial malate dehydro-

genase with E. coli, 222
Mitochondrial ornithine decarboxy-

lase with E. coli chaperonin, 222
Mitogen-activated protein kinase

and ABA, 28, 161
Mitosis phase of plant cell cycle, 23
MoCo see molybdenum cofactor
Molybdenum cofactor, 110, 113
Monoacylglycerol, 59
Monoclonal antibodies, 84, 85,

86, 87
MonoQ, 90, 92, 93
MPBQ see methylphytylbenzoquinol
MPBQMT see methylphytyl

benzoquinol methyltransferase
M-phase see mitosis
MRE target mRNA, 15
mRNA see messenger RNA
mtcpn60/10 in mitochondria, 200
MtHYP01 of YS clade, 36, 38
MudPIT see multidimensional pro-

tein identification technology
Mugineic acids, 41, 44, 127
Multidimensional protein identifica-

tion technology, 98
Multidrug and toxin efflux, 132
Munich Information Center for

Protein Sequences, 72
Mutant protein folding 

reactions, 198
MYB recognition sequence, 153
MYBRS see MYB recognition

sequence
myc-like bHLH, 163
MYC/MYB, 163
Mycobacterium tuberculosis

MtHYP01, 39
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MYC recognition sequence, 163
MYCRS see MYC recognition

sequence
MxEspB of YS clade, 39
Myxcococcus xanthus espB

mutants, 47
MxEspB, 39

NA see nicotianamine
NAAT see nicotianamine amino-

transferase
NaCl in soil, 145
N-acylethanolamine, 57, 62, 63
NADP see nicotianamine-adenine

dinucleotide phosphate
NADPH see nicotianamine-adenine

dinucleotide phosphate (reduced)
NAS see nicotianamine synthase
Nascent chain chaperones, 201
Na+ transporter, 151
Natural Resistance Associated

Macrophage Protein, 108, 126,
132, 133

NcHYP01 of YS clade, 36, 38
NEF see nucleotide exchange factor
Neisseria meningitidis NmNme, 39
Neurospora crassa YS clade, 38
Nfs1, 114
NHF see nucleotide hydrolysis 

factor
NHX1 see tonoplast

NA+/H+antiporter
Nicotianamine, 40, 42, 108, 127, 128

adenine dinucleotide phos-
phate, 117

aminotransferase, 128
chelate Fe, 102
synthase, 116, 127, 159

Nicotiana tabacum of YS clade, 38
NifS, 106, 108, 110, 111
NifS-like proteins in plastids, 106
Nitric oxide, 138
Nitrogenase, 110
NO see nitric oxide
Northern blotting, 6, 8, 9
Notch target genes, 14
NR3 see Nramp3
Nramp see Natural Resistance

Associated Macrophage Protein

NrPLC1 see stomatal closure
(tobacco)

NT73 see B′ subunit of E. coli
RNAP

Nuclear localized ribonuclease, 4
Nucleotide exchange factor, 199, 202

hydrolysis factor, 199
NusA, 92, 93

O-acetyl-L-serine, 74
O-acetylserine, 109
OAS see O-acetyl-L-serine
OAS see O-acetylserine
Oat phytosiderophore, 127
Oilseeds that accumulate γ-toco-

pherol also produce linoleic and
linolinic acids, 237, 238

Oleic acid, 62
Oligopeptide transporter, 35, 36,

47, 49
2′-O-methyl oligonucleotides in C.

elegans, Drosophila and
humans, 12

Open reading frame, 186
OPT see oligopeptide transporter
opt1 and optlmat15 yeast 

mutants, 49
ORF see open reading frame
Oryza sativa fold-back 

sequences, 9
Oryza sativa PT clade, 38, 40

YS clade, 37
Osmoprotectants, 156-161, 172
OsNAS1 and OsNAS2, 127, 131
OsNAS3, 127
OsOPT7, 52
OsSULTR of rice, 73
OsYSL2, 46, 124, 132
OsYSL3 of YS clade, 38
Oxidative stress in planta, 146
Oxylipins, 57

PA see phosphatidic acid
PadD-PapK complexes, 210
p53 and cell division in plant 

seeds, 28
PAGE see polyacrylamide 

gel electrophoresis
PA kinase, 59
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Palm kernel oil rich in toco-
trienols, 236

Pancratium maritimum L. salt stress,
161

Paradormancy, 22, 24, 26
and DNA damage, 28

PC see phosphatidylcholine
PCn see phytochelatin
PCs see phytochelatins
PCR see polymerase chain reaction
PDI see protein disulfide isomerase
PDP see phytyl-PP
PE see phosphatidylethanolamine
Pea axillary bud paradormancy, 23

bronze (brz), 132
degenerative leaflets, 132
IRT1, 126

PEAMT see phos-
phatidylethanolamine N-methyl
transferase

Peptide transport, 35, 36, 38
clade, 38
transporter, 35

Peptidyl prolyl cis-trans
isomerase, 198

pET22b vector, 99
Pfam, 36
PG see propylene glycol
PG see phosphatidylglycerol
Phaseolus vulgaris, 146
Phases of plant cell cycle, 23
4-Phenylbutyrate therapy reacts with

Hsc70, 277
PhHYPO1 of YS clade, 39
Phloem, 53, 130

sulfate transport, 77
Phosphatases, 57
Phosphatidic acid, 57-61
Phosphatidylcholine, 59, 60
Phosphatidylethanolamine, 59, 60

N-methyl transferase, 156
Phosphatidylglycerol, 59, 60
Phosphatidylinositol, 59, 62

-3P, 62
-4P, 63
kinases, 63

Phosphatidylinositol 4, 5-bisphos-
phate, 64

Phosphatidylserine, 59

Phosphoethanolamine, 156
Phosphoinositides, 57
Phospholipase A, 58, 59

C, 58, 59
and ABA, 28

D, 58-60, 161
overexpression and 
ABA, 61

Phospholipases, 57
Phospholipids, 57-61

hydrolyzing enzymes, 60
Photosystem-1 of plants, 105,

107, 147
p-hydroxyphenol pyruvate, 240, 241
Phytochelatins, 50, 110
Phytohormones, 21, 30
Phytosiderophores, 40, 41-44, 52,

127, 135
Phytosulfokine, 51
Phytyl-PP see phytyl-pyrophosphate
Phytyl-pyrophosphate, 236, 240

made into tocopherols, 236
Pi see inorganic phosphate
PI see phosphatidylinositol
PIK see PI kinase
PI-3K and PI-4K see Table 1, p. 59
PI kinase, 58
Pilin proteins PapD, PapK and

FimC, Fim G, FimH, 210
PI-3P see phosphatidylinositol 

3-phosphate
PI(3,4)P2-3-pptase, 59
PI(4,5)P2 see phosphatidylinositol

4,5-bisphosphate
PI-PLC see phospholipase C
PI(3,4,5)P3 5-pptase, 59
PL see phospholipid
PLA see phospholipase A
Plant engineering with γ-TMT and

MPBQMT, 241
growth suspension, 22
nutrient transport, 69-82
synthesis of olive oil, sunflower

oil and tocols, 236, 238
Plasmalemma of plants, 69, 70, 76
Plastoquinones, 226
PLC see phospholipase C
PLD see phospholipase D
PLP see pyridoxal 5′ phosphate
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Pol II and Pol III promoters, 3
Polyacrylamide gel electrophoresis, 9
Polymerase chain reaction, 7
Polyol-responsive mABs, 84-87,

99, 100
Polyols, 153
Poplar dormancy, 23

genetic structure, 30
Potato see Solanum tuberosum
Potato gibberellins and dormancy

release, 26
meristem endodormancy, 25-28
sensitivity to cytokinins, 29
tubers demethylation of

CCGG DNA regions, 26
PPase see pyrophosphatase
PP2C see protein phosphatase 2C
PPD see peptidyl prolyl cis-trans

isomerase
PPIs see immunophilins
Prefoldin auxiliary cofactor,

203, 204
pre-miRNA see miRNA precursor
Prephenate, 242

dehydrogenase, 242
Primary miRNAs, 3
Pri-miRNAs see primary miRNAs
PR-mABs see polyol-responsive

mABS
Proline, 153

inducible genes have promoter,
PRE and ACTCAT, 161

Propylene glycol, 85, 89
Protease cleavage, 96
Protein A tag, 96
Protein chips
Protein Data Bank, 183
Protein disaggregation, 185
Protein disulfide isomerase, 198
Protein folding, 195
Protein folding diseases, 198
Protein homeostasis maintained by

chaperones, 197
Proteins not chaperones that help

folding, 220
Protein phosphatase, 152
Protein phosphatase 2C, 60-62, 63, 64

and ABA, 28
Protein Structure Initiative, 184

Proteolysis refolding, 215
PS see phosphatidylserine
PS see phytosiderophore
PS1 see photosystem-1 of plants
Pseudomonas aeruginosa and 4RA2

and 3RD3, 88, 91
and 8RB13, 86, 88

PaHYPO1, 39
putida 8RB13 and 4RA2, 91
syringae, PsOPT1, 39

PSK see phytosulfokine
PT see peptide transport
PTEN see PI(3,4)P2-3-pptase
PTR see peptide transporter
Purification of protein complexes,

83-103
Pyridoxal 5′ phosphate, 110, 114,

151, 152
Pyrococcus horikoshii PhHYPO1, 39
Pyrophosphatase, 153

QTL see Quantitative trait loci
Quantitative trait loci, 170-172
Quantitative traits, 169-172
4RA2 see α subunit of E. coli

RNAP
RAB see responsive to ABA
RALF 50 residue signal 

molecule, 51
Ralstonia solanacearum

RsHYPO1, 39
1RAP1 see human 30 kDa RNA

polymerase-associated protein
RAP 30

RapA, 92
Rapeseed oil lower vitamin E,

238, 243
rasiRNAs see repeat-associated

small interfering RNAs
8RB13 see β subunit of E. coli

RNAP
RD see responsive to dehydration
3RD3 see σ70
Reactive oxygen species, 142, 156,

166, 169
Regulating gene expression see

microRNAs
Repeat-associated small interfering

RNAs, 7
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rER see rough endoplasmic 
reticulum

Responsive to ABA (LEA 
proteins), 162

dehydration, 162
Retrovirus engineered, 85
Reverse transcription, 7
Rhizosphere in plants, 70
Rhodobacterium sphaeroides and

4RA2 and 3RD3, 91, 94
Ribosomal protein growth arrest in

animals, 28
Ribosome can have chaperone-like

qualities, 212
Ribulose bisphosphate 

carboxylase, 215
decarboxylase, 215

Rice
and GA, 29
around 57 genes involved in

salt stress, 148
CBF activates COR genes, 162
cv IR29, 151
cv. M202 salt stress, 147
cyclin-division kinase, 23
decrease in PA by n-butanol, 63
F2-F3, 170
grains with metallothionein-

like protein, 139
IRT1, 126
microarray with, 9, 128

EST clones, 127
NAS, 127
NHX1, 150
Nramp, 126
OsCDPX7, 153
OsDREB2A, 165
OsGT1, 50
OsHKT1, 151
OsMAPK5, 169
osnhx1 mutant, 154
P5CS from Vigna aconitifolia

L., 158
phytosiderophore, 127
PT clade, 36, 38
RAB16A, 164
RIL, 170
roots, 138
shoots, 137

sulfate transporters, 70, 71,
72, 73

transgenic, 151
with barley LEA gene, 162

and NAAT, 139
with E. coli OstA and
OstB, 151
with NHX1 of Atriplex
gmeliai, 159

Ricinus communis ITP1, 132
Rieske-type proteins, 106, 107, 116
RISC see RNA-induced silencing

complex
RNAeval, 14
RNA folding program, 8, 14
RNAi see RNA interference
RNA-induced silencing complex, 4
RNA interference, 3
RNAP I see RNA polymerase I
RNAP II see RNA polymerase II
RNAP III see RNA polymerase III
RNA polymerase I, 84
RNA polymerase II, 86, 87
RNA polymerase III, 87
RNA polymerases purification,

90-94
RNase see nuclear localized ribo

nuclease
Root Fe(III)-PS transporter, 129
ROS see reactive oxygen species
Rough endoplasmic reticulum, 128
rpb1, subunit of RNAP II, 86, 87

rpb1-rpb8, 86
rpb9/11, 90
rpb10/12, 90

rpb3, 97
RT-PCR see reverse transcription
Rubisco see ribulose bisphosphate

decarboxylase

σS, 92
SAC see S-adenosylhomocysteine
Saccharomyces cerevisiae

ScOPT1, 38, 40
ScOPT2, 36, 40
ScOPT2p, 47, 48
ScYGL114w, 38
sulfate transport, 71

Saccharum officinarum, 146
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S-adenosylhomocysteine, 149
S-adenosylmethionine, 41, 110,

127, 149
Salinity on plant development,

145-181
Salmonella typhimurium and NT73,

4RA2 and 3RD3, 91
Salt Overly Sensitive 1 and 3, 148,

150
Salt stress signalling and tolerance

in plants, 145-181
SAM see S-adenosylmethionine
sas see sodium accumulation in

roots
SAT see serine acetyltransferase
ScaBPs see SOS3 and SOS3-like cal-

cium-binding proteins
Scaffolding protein systems, 221
Scaffold proteins function as chaper-

ones, 221
scFv see single-chain variable 

fragments
Schizophyllum commune ScoMtd1,

40, 47
Schizosaccharomyces pombe

SpHYPO1 and SpHYP02, 40
Spisp4, 36, 40, 47

ScOPT1 and ScOPT2 of PT clade,
36, 38

SDS see sodium dodecyl sulfate
SDS-PAGE see sodium dodecyl sul-

fate polyacrylamide gel elec-
trophoresis

Seam cells, 12
Selenocysteine lyase, 113, 114
Selenoproteins and seleno-tRNAs,

112-115
Semi-stable kinetic states in folding

proteins, 196-198
Sequence binding factor, 150
Sequestered folding, 208, 216, 217
Serine acetyltransferase, 109
Serratia marcescens and NT73,

4RA2 and 3RD3, 91
Set1 see histone methylene complex
Shigella boydii and NT73, 8RB13

and 4RA2, 91
Shikimate, 226
SHIP see PI(3,4,5)P3 5-pptase

sHsp see small Hsp
Single-chain variable fragments, 99
siRNAs see small interfering RNAs
SL see selenocysteine lyase
SLC26 human family, 72
S-locus cysteine-rich protein, 51
Small Hsp, 206, 207

α-crystallin, 207
Serve as protein buffers, 219

Small interfering RNAs, 3, 7
SMase see sphingomyelinase
SNF1 see sucrose nonfermenting
SOD see superoxide dismutase
Sodium accumulation in roots, 146
Sodium dodecyl sulfate, 27, 178-180
Sodium dodecyl sulfate polyacry-

lamide gel electrophoresis,
84, 87, 90

Sodium transport from shoot to
roots, 155

transporter, 150
Softag1, 2 and 3, 89, 97, 98
Solanum melongena, 146

tuberosum, 146
Sorbitol, 160
SOS1 and SOS3 see Salt Overly

Sensitive 1 and 3
SOS2 and FISL, 150
SOS2 Kinase, 150
sos3 mutant, 153
SOS3 and SOS3-like calcium-

binding proteins, 149, 150,
152, 153, 154

SOS3-SOS2 kinase complex, 152
Soybean ferritin, 138

IRE, 131
MPBQMT, 241
Nramp, 108
Oil lower vitamin E, 235
γ-TMT, 243
With antisense pyrroline-5-

carboxylate reductase, 159
S-phase of plant cell cycle, 23
Sphingomyelinase, 58
Sphingosine kinase, 59
SPhK see sphingosine

kinase
SpHYPO1 and SpHYPO2 of PT

clade, 36, 38, 39
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Spinocerebellar ataxias and chaper-
ones, 227

SplSP4 of YS clade, 36, 38, 41
S-tag, 96
STAS see Sulfate Transporter and

Anti-Sigma factor
Stele, 130
Stem cells of mouse, 12
Stem-loop structures, 6
Stomata and water loss, 62-65
Stomatal closure, 62-65

regulation, 146
Storage of sulfate in plants, 72, 73
Strategy I of plants, 41-46
Strategy II of plants, with phy-

tosiderophores, 41, 42, 44, 52
Streptavidin, 96
Streptococcus fecalis and 3RD3, 91
Streptococcus pneumoniae, 91
Streptomyces coelicolor and 8RB13,

88, 91
64 sigma factors, 92

Streptomyces viridochromogenes
SvHYPO1, 39

Stromal proteins, 115
Stylosanthes hamata sulfate trans-

port, 74
Substrate binding of proteins influ-

ences chaperone structure, 199
Sucrose nonfermenting, 152
SufBCDE, 111
SufS/CsdB-like cysteine desul-

furase/selenocysteine lyase, 113
Sugar beet see Beta vulgaris
Sugarcane see Saccharum offici-

narum
Sugar permease, 148
Sulfated cell wall constitutents made

in plants, 72
Sulfate root-to-shoot translocation,

71, 75
Sulfate taken up by plants, reduced

to sulfite and finally sulfide, 103
Sulfate transport in plants, 69-82
Sulfate transporter and anti-sigma

factor antagonist, 71-78
Sulfate uptake from soil, 70, 71
Sulfite reductase, 107, 109, 116
Sulfolipids generated in plants, 72

Sulfonated and sulfated metabolites
made in plants, 72

Sulfur essential for plant metabo-
lism, 78

Sunflower leaves Fe(III) 
reductase, 131

Superoxide dismutase, 166
Symplast, 75, 131
Syndromic mammalian deafness, 72
Synechocystis proteins SsCsd1,

SsCsd2, SsCsd3, 114
Systemin-18 residue hormone, 51

T see tocopherol
T3 see tocotrienol
TAF see TBP associated factors
Tag detection assay, 189, 190-192
Tandem affinity purification, 96
TAP see tandem affinity purification
TargetScan, 14
TATA see sequence binding factor
TATA-binding protein, 94, 97

associated factors, 97
RAP30, 95
TFIIB and TFIIF, 94
transcription factors TFIIA,

TFIIB, TFIID, TFIIE,
TFIIF and TFIIH, 94

TBP see TATA-binding protein
1TBP22 see human TBP
TC see tocopherol cyclase
TCP-1 in CCT chaperonin, 201
TE buffer, 85, 89, 99
Temperature and water stresses

response in plants, 60, 65
TFIIB see human transcription 

factor IIB
TFIID and TFIIH, 98
The Institute of Genomic 

Research, 72
Thellungiellahalophila, 141, 144, 148
Thermoanaerobacter tengcongensis

TtOPT1, 39
Thiamine, 110, 113
Tic55 see Rieske-type protein
TIGR see The Institute of Genomic

Research
TIGR, 36, 38, 72
Tiny non-coding RNAs, 7
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TMAO see trimethyl amine N oxide
γ-TMT see γ-tocopherol methyl-

transferase
tncRNAs see tiny non-coding RNAs
Tobacco BY2

COX from Arthrobacter pas-
cens, 158

D-ononitol, 160
Gossipium hirsutum NHX1, 154
HPPD, 240-242
HvNAAT, 133, 135
NPK1, 168
NtGST/GPX gene, 167
P5CS from Vigna aconitifolia

L., 158
Stomatal closure, 63
Transgenic overaccumulating

manitol, sorbitol and 
trehalose, 156

Tsil (stress-induced gene), 156
with E. coli betA, betB and

mt1D, 159, 160
with ice plant IMIT1, 151
Yeast prephenate dehydro-

genase, 242
Tocols see vitamin E
α, β, γ, and θ tocols, 236
Tocopherol cyclase, 236, 240
γ-Tocopherol is a superior antioxi-

dant, 239
γ-Tocopherol methyltransferase,

240, 243
α-Tocopherol most potent form of

Vitamin E, 237
Tocopherols or tocotrienols, 236

antioxidants, 238
membrane stabilization, 238
prenyl tail, 238
wheat, rye and barley both

tocols as resistant to high
light as wild type, 239

Tocopherol synthesis, 236, 237
Tocopherol transfer protein, 237
Toluene dioxygenase, 86
Tomato ABA, 28

AtNHX1, 154
chloronerva mutant, 130, 131
Fe-HEDTA, 137
fer mutant, 137

FER protein, bHLH, 137
fwTG48-TG180, 171
GA, 29
HAL1, 155
Iron signal transduction 

pathways, 139
IRT1, 128
NA, 40, 41, 45, 46
NAS, 129
Nramp, 128, 129

Tonoplast Na+/H+ antiporter,
154, 158

trans folding, 222
Trehalose, 160, 163, 164, 176
TriC see TCP-1
Trigger factor in E. coli, 228
Triketone herbicides, 244

sulcotrione, 244
Trimethyl amine N oxide, sucrose,

L-proline and nucleotide added
to a preformed complex helps
the final folding, 213

1, 4, 5-trisphosphate, 140
Triticum aestivum with BADH, 150

with E. coli mtID, 151
T7 tag, 101
TTP see tocopherol transfer protein
Tubulin, 207, 208, 213, 214, 222
Tulips, dormancy release, 29
Tyrosine, 226

Unfolding chaperones, 218
Untranslated region, 2
Uptake of plants by nitrate, sulfate

and phosphate systems, 66
UTR see untranslated region

V see vacuole
Vacuole, 77, 128, 136, 138, 152, 153,

154, 157, 159
Valinomycin, 130
VCX1 see H+/Ca2+ antiporter, 145
Vernalization, 25
Very low density lipoprotein, 241
Vibrio parahemolyticus and NT73,

4RA2 and 3RD3, 78, 93
Vibro fischeri and Nt73, 78, 93
Vicia faba, 63

stomatal closure, 63
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Vigna unguiculata Fe(III) 
reductase, 123

VIN3, 25
Vitamin E and Alzheimer’s and

Parkinson’s diseases, 239
decreases some cancers in

humans, 247
deficiency causes testicular

atrophy, liver and kidney
necrosis, central nervous
myopathy and erythrocyte
hemolysis, 241

in plant engineering, 221-231
VLDL see very low density 

lipoprotein
VRN1 and VRN2, 25

8WG16, 87, 88, 90, 92, 97,
98, 101, 104

Wheat CBFs transcription 
factors, 156

HKT1, 154, 155, 159
Na+ in shoots, 156
RD29A::CBF3, 170

White birch ABA and endo-
dormancy, 28

Xanthomonas axonopodis
XaOPT1, 39

Xanthomonas campestris
XcOPT1, 39

Xenopus laevis oocytes, 152
Xf0PT1 of YS clade, 37, 39
XP see xylem parenchyma
Xylella fastidiosa XfOPT1, 39
Xylem, 44-46, 52, 53, 75, 76, 77, 80,

111, 129, 132, 133, 134, 150, 153,
154, 156, 157, 159

Xylem parenchyma, 132
cells and sulfate, 71-74,

103

Yang cycle, 138
Yarrowia lipolytica Y1OPT1, 40, 47

Y1opt1 mutants, 48
Y1OPT1, 46
Ylssy5, 48

Y-box cis-elements, 171
Yeast ABC transporter, 109, 136

Arabidopsis AtKUP1 and 
barley, Hv HAK1, 154, 155

cytosolic Fe-S cluster 
formation, 109

fet3fet4, 131
HAL1 and HAL3, 155
Hsp104 disruption of large 

fibrils, 220
Sup35 termination 
protein, 220
Unfolding and folding, 201

Hsp 70/40, 220, 225, 227, 230
Iron uptake, 110, 125-128, 131,

133, 135, 139, 149
MAPK-HOG1, 165
Mep2p, 152
mitochondrial Fe-S 

assembly, 101
mitochondrial Nifs, 116
mkk2 null mutants, 172
nhx1 mutant, 158
Nramp, 128, 129
prephenate dehydrogenase, 246
PsFRO1 from pea, 118
RNAP II, 88, 89, 90, 97, 98

subunits rpb4 and rpb7, 98
SLN1, 165
slnl∆ sho1∆ double mutant, 165
SNF1, 156
SOS1, SOS2 and SOS3,

157, 158
SOS3, 156-158
sulfate transporters, 70-77,

80, 111
ZRT1, 138

Yellow Stripe, 36, 37, 38, 43,
44, 45, 131

clade, 37, 41
YS1 transporter, 43

YS see Yellow Stripe
YS1 see root Fe(III)-PS transporter
YSL transport of Fe-NA complexes,

131, 134

Zea mays, 150
AB11 2C, 153
HVA1 and CDPKs, 168
roots, ZmYS1, 131
YS cloning, 38
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Zinc finger, 170
Zinc-regulated transporter, 138
ZIP see Zrt IRT1-like Protein
ZmYS1, 37, 38, 40, 43-45, 46, 131

Long-distance iron transport,
45, 46, 132

ZmYS1 transports ZnDMA,
CuDMA, Fe(III)-DNA, FeCiff-
DNA, Ni-DMA, Ni-NA, Mn-
DMA and Cd-DMA, 131

ZRT1 see zinc-regulated transporter
ZRT1 IRT1-like Protein, 128
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